
Computer R" D at RCA 

Electronic data processing-for the past decade these have been words of 

magical significance; words of promise in the reduction of highly repetitive 

tasks and increased operating efficiency, both most important in today's tur

bulent situation when we, as a nation, are literally in competition on a 

world-wide basis. 

Thirty-three years ago, as RCA entered the equipment manufacturing field, 

the EDP concept was at most just an idea in some scientist's mind. I remember 

very clearly lhe counsel my uncle gave me as I considered leaving the estab

lished environment of the General Electric Company. He stated, "Why leave 

GE with its diversified interests to join a new venture specializing in radio sets 

and phonographs?" It was a difficult question to answer in the face of facts 

but even then it was clear that radio was on the threshold of a whole new 

unpredictable future. 

With all our fine progress today, it can again be said that we still stand 

virtually on the threshold of new electronic wonders. This issue emphasizes 

R&D-the advanced research, development, and design so vital to RCA's 

dynamic electronic data processing business. 

It is a great business with which to be associated, and to engineers and 

scientists who have imagination and a desire to live to their fullest potential, 

many hints and suggestions are contained in these pages. 

Arnold K. Weber 
Division Vice President and General Manager 

Electronic Data Processing 
Radio Corporation of America 
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I N RELA TIVEL Y recent years a mistaken idea has de
veloped among some of our engineering personnel to 

the effect that RCA is no longer interested in patents. 
This emphatically is not the case. We do want valid pat
ents on good ideas; such patents constitute a valuable 
asset to RCA. 

This paper covers the essential factors involved in ob
taining patents-with special emphasis on how important 
it is for the individual engineer or scientist to correctly 
and promptly document the invention so that our rights to 
it can be legally upheld, should they be contested. 

Before such useful patents can be obtained, it is neces-

sary that the RCA engineer or scientist first recognize the 
need for an invention and then generate inventions of such 
high caliber that our competitors would need to avail 
themselves of this advancement in the art to remain com
petitive with RCA products. It is then essential that RCA 
engineers promptly submit their patent disclosure of the 
invention to the RCA Patent Department, for this is the 
formal technique by which the Patent Department is ad
vised that an invention has been made. Patent Department 
personnel also visit the various operating divisions to search 
out inventions and see that the usual patent approval pro
cedures are followed in connection with the manufacture 
and sale of a product. But in most respects, we must rely 
upon the individual engineer to acquaint us with the fact 
that he has made an invention that is, or could be, of sig
nificance in the present or future manufacture of an RCA 
product. 

PATENTABILITY 

Disclosures submitted to the Patent Department are re
viewed very carefully to determine the extent of patent
able novelty as determined by the prior art in the par
ticular field. With the assistance of the appropriate RCA 
personnel, the possible present or future commercial value 
of the invention is determined. CeJ;tlrln inventions or 
patentable ideas may be very clever; however, for cost or 
other practical reasons, the idea may not be applicable 
in a commercial product. Thus, a patent on such an inven
tion would be of little value to the company, and it would 
not be to the best interests of RCA to file a patent appli
cation on such an idea. By the same token, an idea subject 
to considerable commercial use may not represent a novel 
invention or may have been patented previously or de
scribed in a publication. In such cases, RCA would be 
foolish to file a patent application. Even if a patent could 
be obtained, it might later be held invalid for lack of 
patentable novelty. 

After much careful screening, about 20 to 25 percent 

of the submitted invention disclosures result in patent 
applications; a few are published as Technical Notes as 
a means of obtaining a modicum of protection, and the 
remainder are placed in the inactive files. 

To determine whether a disclosed invention might be 
used commercially requires some degree of study and 
understanding. To keep the percentage of evaluation 
errors to a minimum, the most reliable engineering infor
mation and recommendations are obtained. To know 
whether an invention actually exists in the disclosure is 
likewise difficult even after a search of the prior art. An 
accurate conclusion of whether an invention is present 
brings to mind a statement of the Supreme Court of the 
United States: 

"Invention cannot be defined. It is that impalpable something 
which you must have to get a patent. Experienced patent 
lawyers, the Patent Office and the courts understand what it 
means, only they never agree." 

WHAT IS A PATENT? 

Virtually every engineer and scientist has heard of patents, 
but it is not at all unusual to find that they do not 
actually know what a patent is. A patent is an agreement 
between the U.S. Government and the patentee; the Gov
ernment extends to the patentee the right to preclude 
others from using his invention for a period of 17 years 
in exchange for his (the patentee's) making available to 
the public his advancement in the science or art to which 
the invention pertains. The patent is, therefore, a means of 
encouraging dissemination of valuable information of a 
scientific nature in exchange for valuable rights to the in
ventor. Accordingly, there is consideration flowing in both 
directions, otherwise the "contract," i.e., the patent, would 
be invalid. 

The inventor who produces a valuable invention should 
avail himself of the patent statutes. In so doing, he must 
include in the original patent application (so that it will 
appear in the resulting patent) a complete and detailed 
description of his invention-preferably with information 
so exact that anyone skilled in the art may produce the 
device by the information contained in the application. If 
the Commissioner of Patents and his corps of Patent 
Examiners find that a new invention is properly described 
in an application, and that the scope of the claims are 
commensurate with the known prior art, he will issue a 
patent to the applicant provided he is the proper first 
inventor of that subject matter. 

INTERFERENCE PROCEEDINGS 

The matter of issuing the patent to the proper first in
ventor sounds easy, but determining his identity may not 
be so easy. It is not unusual for two companies, for ex
ample RCA and a competitor, to file patent applications 
at about the same time on the same or similar inventions. 

Contrary to popular belief, the Patent Office does not 
issue the patent to the person who first filed his patent 
application. When two or more applicants prosecute pat
ent applications on the same invention, the Patent Office 
places the patent applications in what is called an inter
ference. Interference proceedings are necessary to deter
mine the proper first inventor in accordance with patent 
interference law. At first blush, it might appear that this 
type of coincidence does not frequently occur; but, in 
the fields of interest to RCA, 8 to 10 percent of our patent 
applications ultimately get involved in interference pro
ceedings. This, incidentally, is about ten times the na
tional average, indicating clearly that we are in a highly 
competitive business and that our competition is as eager 
to obtain patents in our fields of interest as we are. 



Interference proceedings are highly complex, and in no 
other country is there anything even remotely comparable. 
For many years, proposals have been made to amend, 
modify, and simplify the U.S. interference practice, but 
to date no actual changes in the direction of simplification 
have been made. 

PRELIMINARY STATEMENTS -IMPORTANCE OF DATES 

Once an interference is declared, the initial document 
presented thereafter by each applicant is a preliminary 
statement; the applicant, under oath, states the following 
dates or approximate dates: 

1) when the invention was conceived, 
2) disclosed to others, 
3) when the first drawings were made, 
4) reduce invention to writing, 
5) commenced active diligence toward building, per

fecting or actually reducing to practice his inven
tion, and 

6) the date on which he actually reduced the invention 
to practice. 

He should include also any other dates that would assist 
in a determination of a proper priority award between 
the various applicants involved in the interference_ 

Not until after this statement has been filed is the ap
plicant or his attorney aware of any of the details of the 
opposing party's application other than the name of the 
applicant and his attorney. Not even his filing date is 
known. 

After the preliminary statements have been filed and 
found by the Patent Office to comply with the require· 
ments, a motion period is set and each party to the inter
ference is advised of his opponent's filing date. Each party 
may then obtain a copy of the opposing party's patent 
application. During the motion period, the parties submit 
well founded motions; these may be for the purpose of 
dissolving the interference or, conversely, for enlarging 
the issue, or for modifying the issue, or for substituting 
one application for another. These interlocutory proceed
inge are very important and frequently provide a legal 
basis for subsequent actions that mayor may not be taken 
during the testimony and "trial" or during any appeals. 

TESTIMONY ON INTERFERENCE 

When an interference still exists after the motion period, 
a testimony period is set by the Patent Office. During 
specified time intervals, the junior party (Le., the last to 
file) presents his testimony-in-chief. Next, the senior party 
(Le., the first to file) presents his testimony-in-chief. 
Lastly, the junior party is permitted to present rebuttal 
testimony. 

There is no intent in this paper to get involved in the 
legal technicalities of the testimony proceedings; suffice 
it to say that the witnesses are under oath, they---i're sub
jected to direct examination, and frequently are subjected 
to exacting cross examination by opposing counsel. This 
part of the proceedings may involve an appreciable 
amount of time on the part of the attorney and the wit
nesses. 

The most important thing with respect to the testimony 
part of the proceedings is that the testimony elicited from 
the inventor and his corroborating witness (if it is to be 
of real unimpeachable evidentiary value) is based upon 
his prior written records; of all these, the inventor's note
book is the most significant. The notebook kept by the 
engineer, therefore, becomes a most valuable document in 

a priority contest with respect to the oral testimony, and 
in the weight and value given by the Patent Office and 
appellate courts to such testimony in interference proceed
ings. 

THE ENGINEER'S NOTEBOOK 

The RCA engineer is familiar with the fact that a stand
ard RCA notebook is available to him, generally through 
his local library. He is also aware of the fact that he is 
urged to enter his technical activities in the notebook 
promptly, to sign it, to date it, and to have it properly 
witnessed. 

The engineer is not so aware of the reasons for keeping 
such records, and how RCA benefits when notebooks are 
kept in a timely and orderly manner. 

Diligent and prompt recording of data in a notebook 
may assure that RCA is awarded a decision; otherwise, 
failure to have the book properly witnessed can result in 
an adverse decision in an interference priority contest. 
Such awareness by RCA engineers may avoid having a 
co~petitor obtain a patent on an idea which was first con
ceived by RCA and which should be the property of RCA. 

If we are not, in fact, the proper first inventor, then of 
course we should not have an award of priority. But, if 
RCA is the proper first inventor, it is very regrettable if 
our proofs are inadequate to satisfy the very exacting 
requirements of patent interference law because of lack 
of attention to the keeping of the notebook-thus causing 
us to lose the priority contest in an interference that we 
otherwise should win. 

THE GREAT IMPORTANCE OF 
DATED RECORDS AND WITNESSES 

Many hypothetical situations could be given to emphasize 
the idiosyncrasies and exactness of interference law. Some 
basic situations are illustrated in Figs. 1 through 5 and dis
cussed in detail in their captions. The legal principles dis
cussed in Figs. 1 through 5 gain further emphasis from the 
following actual cases-two of which resulted in the loss 
of awards of priority, and accordingly the loss of patents, 
which otherwise could have been the property of RCA. 
The other two involved unnecessary complications. 

No Witness 

During the research and development of color television 
in 1949 and 1950, many inventions were made by RCA 
employees. Knowing the value of a promptly prepared 
and witnessed document, one employee wrote a patent 

OLIN V. MITCHELL was born in Ohio and was graduated with the BSEE 
from Carnegie Institute of Technology in 1929. He received his LLB from 
Washington College of Law, Washington, D.C., in 1935. Mr. Milchell began 
his patent career with the U.S. Patent Office, where he was a Patent Exam· 
iner from June 1929 to April 1937. He ioined the RCA Patent Department 
in 1937 as a Patent Attorney and was assigned to the New York office. 
In the fall of 1947 he was transferred to Princeton. 
During World War II he was on part-time leave 

from RCA to the Office of Scientific Research and 
Development. In November 1957 he was named 
Director, RCA Patent Operations, after serving as 
Manager, Patent Operations, Home Instruments. 
He is now Director, Domestic Patents, Patents and 
Licensing, RCA Research and Engineering (cor
porate staff). A recipient of the Bureau of Ordnance 
"Exceptional Service" award in 1945, Mr. Mitchell 
is a Registered Patent Attorney and is a member 
of the Bar of the District of Columbia, the Circuit 
Court of Appeals for the District of Columbia, and 
the Court of Customs and Patent Appeals. He also 
is a member of the American Patent Law Associa
tion, the Philadelphia Patent Law Association, the 
Patent Lawyers Club of Washington, D.C., Eta 
Kappa Nu and Sigma Nu Phi. 
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Fig. I-Applicant A conceived and disclosed to others an inven
tion prior to Applicant a. Furthermore, A also filed a patent 
application prior to a. In this simple situation, A will win the prior
ity award and will be granted the patent. The controlling . factor 
with only these circumstances involved is the filing date. If the 
acts by each applicant were only those of conception and filing, 
the actual conception date is not of significance, and the final 
decision rests on the filing date. Accordingly, had a filed prior 
to A, a would have won. 

Fig. 2-Here the ingredient of "diligence" is added. Applicant A 
conceived and disclosed to others prior to a. However, a filed 
prior to A. Assume also that A commenced diligently to perfect 
his invention, and that this diligence continued unbroken to the 
date of filing the application (and beyond), but that no actual 
"reduction to practice" resulted. Even with this proven diligence 
by A, and even though S conceived last and exercised no dili
gence, S will win the interference because he was first to file. 
Because the proven diligence by A started afler the proven con
ception by S, and because there was no actual reduction to prac
tice by A Ijlrior fa a's filing date, A's diligence is of little value 
in winning the priority contest. 

Fig. 3-Compore with Fig. 2-the only difference is the time 
when A's proven diligence commenced. If A can prove that this 
diligence began iust prior to B's proven conception dote, and if 
A's diligence is continuous to his flUng date, then even though 
A was last 10 file, A will win the interference, and, accordingly, 
obloin the potent. 

The significant point here is thot the date on which A Can 
prove he commenced diligently to perfect his invention is very 
critico!. If A can advance (by possibly only a few days) the dale 
on which diligence began by having available his notebook record 
properly witnessed and doted for corroboration, he may effect 
a profound difference on Ihe final outcome-the difference be
tween winning and losing. Ironically, the importance of note
book records is. seldom realized when the entries are mode, 
because proof of diligence frequently is not required until many 
years laler-for example, when an interference is involved. Many 
of our important pending interferences (for which testimony is 
now being taken or has just been concluded) concerns events of 
12, 15, or more years ago. To the courls, written signa.lure and 
date of the witness carry more weight as evidence than oral 
testimony bosed solely on recolledion after many years. 

Accordingly, in Fig. 3, for A's diligence to be of value in win
ning on interference, the diligence must be prov'en to have com
menced prior to a's proven conception date, and A's diligence 
must have continued without interruption either to an actual re
duction to practice of the device (with appropriate witnessing) or 
to the flUng of a patent application. 

Fig. 4-ln this example wherein actual reduclion to practice 
occurred, A conceived and disdos,ed to others before a. Also, 
assume tho! a started immediately and diligently to build Ihe 
device, worked continuously and did reduce it to practice (with 
appropriate witnessing), and then flied a palent application, 
Further aSSume that A commenced diligence after proven concep
tion by a, that he required approximately the some time, and 
reduced to practice his invention (with appropriote witnessing) 
subsequent 10 B's reduction to practice and prior to a's filing dote. 
Under these cireu mstances, a will win Ihe interference-even though 
second to conceive-because he immediately exercised diligence 
and was the firsl to reduce to practice the invention common to 
both liligants. 

Fig. 5-Here, Ihe circumstances of Fig. 4 are altered by making 
one seemingly minor change-that of having a notebook with 
such entries and witnessing Ihat A's diligence can be proven to 
have commenced iust prior to a's conception dote. This "minor" 
change in A's proofs might involve only an advance of a few 
days, but it can reverse the outcome-A will win inslead of a. 
Again, a demonstration of the necessity of keeping timely and 
accurate notebooks-properly signed, dated, and witnessed. 
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disclosure and had the document witnessed and dated by 
a research associate. Many years later, when an interfer
ence with the patent application of a competitor required 
the witness for corroboration purposes, not only had the 
witness in the intervening years retired and moved to 
Florida, he had also expired. No witness! In the absence 
of the witness and the corroboration, the proofs were 
inadequate. Don't select a witness who is soon scheduled 
for retirement. 

Delayed Dating 

In another instance, a capable young engineer wrote a 
description of an invention on a single sheet of paper, 
signed and dated it, and handed it to a senior develop· 
ment engineer for witnessing. The senior engineer read 
the description, commented on the merits of the invention 
and instructed the young engineer to rewrite the descrip· 
tion and make it more detailed and elaborate in order that 
other people not so experienced in the field might better 
understand it. The senior engineer did not sign or date 
the original single-page description. 

By the time the young engineer got around to rewriting 
his description and expanding it into three pages, nearly 
a month had expired (according to the recollection of the 
young engineer). The later-written three-page document 
was witnessed and dated by the senior engineer. A patent 
application was filed on the invention. 

Years later, we got involved in an interference with an 
application on the same invention assigned to a com
petitor. The opposing party in the interference was able 
to prove a conception date just prior to the date on which 
the senior engineer had signed and dated the three-page 
description. The first description, signed and dated by the 
young inventor, was fully adequate as far as complete
ness of description of the invention was concerned. The 
senior engineer, when called as a corroborating witness, 
could not, however, fix with positive assurance the date 
on which the description was first seen, because he had 
not signed and dated the first description. In the absence 
of positive and concrete documentary proof of conception 
ahead of the date proven by the opposing party, we lost 
the interference. 

This demonstrates the necessity of having witnessed, 
dated documents. A delay of a seemingly short time in 
reducing the invention to writing, signing and dating it, 
and in having it promptly witnessed and dated can cost 
us valuable inventions. In the absence of any requirement 
to prove conception, failure to witness the first-written 
description would have been immaterial. Under the cir
cumstances of an interference, however, and in recogni
tion of the exacting requirement of patent interference 
law, this oversight was crucial. 

A "Remote" Witness 

In still another instance, one of our inventors, at the time 
the invention was made, had working for hil"l1 a foreign 
exchange student from Pretoria, Union of South Africa. 
The inventor wrote, signed, and dated a description of his 
invention and had the description witnessed by the foreign 
exchange student who understood it, signed his name, and 
dated it-all very properly. 

Years later, the patent application filed on the inven
tion became involved in an interference, and we were re
quired to prove our best dates. By this time, the witness 
had returned to South Africa, and we attempted to elicit 
information from the witness by a technique known as 
letters rogatory, i.e., the questions being presented in 
written form, and the answers being supplied by the wit-

ness also in written form and under oath. The U.S. 
Patent Office had no objections to this procedure, but 
our opposing counsel jumped up and down and in effect 
said "No! We want the right to cross examine this wit
ness, and furthermore, how do we know what the penalty 
is for making a false statement before a notary public in 
South Africa?" To make a long story short, we were 
compelled, at great expense, to bring the man from South 
Africa to Princeton to act as a corroborating witness in 
the interference. Try to select as your witness a person 
who will be readily available. 

Can the Witness Read What is Written? 

Recently, in the RCA Laboratories, a humorous incident 
occurred that was discovered as a result of a review of a 
notebook. A certain employee, a capable and respected 
research scientist, had recently come to the United States. 
Being of German origin, he found it much more conveni
ent to think and write in the German language, and ac
cordingly his notebook entries were made in what 
appeared to be very legible German script. The pages of 
the notebook were properly signed and dated by the em
ployee. Furthermore, each page was signed by a witness 
and dated. There was, however, one catch which no doubt 
would be uncovered by opposing counsel, and which 
would no doubt detract from the evidentiary value of his 
testimony as a corroborating witness-the witness could 
not read German! If you are capable of making your 
notebook entries in Sanskrit, the Patent Department has 
no objection provided the witness can read and under
stand the Sanskritic language. 

SOME CHARACTERISTICS OF A VALID WITNESS 

Properly witnessed documents have much value in con
nection with proof of conception or proof of diligence in 
an interference. It is necessary for the witness to have 
read and understood the document and to have signed 
and dated it on the day he read it. It is not necessary for 
the witness to agree with the theory, or that the stated 
effect, for example, will result. He may be of the belief 
that the invention is based on an improper or incorrect 
scientific theory; this is beside the point. If he under
stands what the inventor has written, it is sufficient. 

To prove conception of an invention, the inventor must 
have disclosed the completed invention to another person. 
Preferably, this should be done by a written document, 
signed and dated both by the inventor and by the witness. 
The extent to which an invention should be described in 
the written document (or disclosed to others) should be 
such that if the inventor is hit by the proverbial truck, 
the witness (with the information supplied by the in
ventor) would be able to build the device without the addi
tion of any further inventive ingenuity. The conception 
of an invention not disclosed to another in such manner 
as to preclude the loss of the invention should the inventor 
die is not a properly "witnessed" conception, and from an 
interference standpoint, conception of the invention does 
not technically exist. 

Witnessing Reduction to Practice 

With respect to an actual reduction to practice of an 
invention, a corroborating witness is also required. The 
work of the lone inventor and the records he produces in 
private, even though complete in all technical detail, are 
of no value in proving a reduction to practice unless that 
reduction to practice was witnessed by a corroborator; 
this witness must of his own knowledge know that the 
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invention was incorporated in the equipment demon
strated_ This is true even though the records and test 
results that the inventor produced could only have been 
produced by building the equipment. It is one of the 
quirks of patent interference law, and it is very strictly 
observed_ 

Accordingly, when you build a device which is an actual 
reduction to practice of your invention, make certain that 
the device is operated in the presence of one or more wit
nesses, and that the witnesses know of their own knowl
edge that the invention is incorporated in the equipment
For the witness to be told by the inventor that a certain 
circuit as represented is physically contained within the 
equipment is not sufficient- The witnesses must actually 
see the parts or pieces of the equipment which constitute 
the inventive contribution and must see it successfully 
operated in the manner and environment intended_ 

An Ideal Witness 

If the equipment representing the actual reduction to 
practice was assembled or built by an engineering associ-· 
ate, an assistant, or a technician under the direction of the 
inventor, this situation is wonderful. He is not the inventor; 
he is a witness; he can corroborate both conception and the 
actual reduction to practice; he knows of his own knowl
edge the invention is in the equipment constituting the re
duction to practice because he put it there. Notebook 
records kept by him are very valuable and may be offered 
in evidence as documentary proof of the events and when 
they occurred. He is not a joint inventor unless, in fact, he 
contributed some inseparable part of the particular inven
tion, in which case he could not be a corroborating witness. 
J oint inventors cannot corroborate for each other. The 
law on corroboration may seem harsh, but it is for the 
purpose of preventing perjury. The law favors a witness 
who has too little to gain and too much to lose. One court 
said: "There has to be one rule for all, and rather than 
do away with the rule, it would be better that the re
search scientist share his laboratory with another, a sys
tem that some companies now impose." 

WHAT AND WHAT NOT TO PUT IN NOTEBOOKS 

A few examples are given here of notebook entries that 
have resulted in unnecessary complications. Needless to 
say, be truthful; but don't be too modest-

A Gross Understatement 

In one instance, an RCA engineer entered in a notebook 
that a "semblance of an image" was produced. Actually 
the inventor was a perfectionist, and most people would 
have considered that a good image was produced_ The 
court, however, was of the opinion that had the picture 
been "good" the inventor would have said so, and having 
called it a "semblance of an image" left with the judge 
the impression that the image was rathey hazy. If the 
results are good, do not be bashful. ~~ 

When Recording Problems - State Solutions 

In another instance, one of our engineers, in working 
with diversity receivers many years ago, entered in his 
notebook that the signal was full of "mushes and beats." 
This was true, but both the inventor and his corroborator 
remember that within 15 minutes after the entry was 
made in the notebook, one of the oscillators was rephased 
and the signal was completely clarified, and the equip
ment worked perfectly_ The only catch is that no entry 
to this effect was made in the notebook. 

The oral testimony was given years later, and the judge 
was more inclined to believe the notebook and was dis
inclined to believe that everything was in the desired 
proper operating condition minutes later. It was difficult 
for the judge to imagine that had success been in fact 
attained a record would not have been made in the note
book, particularly when coupled with the fact that the 
inventor went out of his way to record a lack of success. 
Accordingly, if you must make derogatory statements 
because they are true, do not overlook the prompt entry 
of statements of success when such has been attained 
(with witnesses!). 

Keep Records With the Project 

In still another incident of years ago, one of our engineers 
invented a code converter. He had worked on the device 
sufficiently to prove the commercial practicality of his in
vention. He had kept very meticulous and timely records, 
signed and dated by him, and duly witnessed by corrobo
rators who fully understood the invention. The invention 
was of such significance that work on the invention was 
transferred (but the records were not) to the communi
cations terminal facilities where it would ultimately be 
used. The invention was a success and was used commer
cially. A patent application was filed, and as luck would 
have it, a competitor likewise filed a patent application 
on the same invention. We got involved in a patent inter
ference. When it came time to present our proofs, we then 
discovered that the original records unfortunately had 
been destroyed. Attempts were made through oral testi
mony to win the award of priority (which we should 
have had), but the Patent Office was not convinced. The 
absence of the records prevented our getting an award of 
priority. A competitor got the patent. 

IN SUMMARY: RCA's BATTING AVERAGE IS OVER .500 

Although these examples might lead one to believe that 
for one or another reason we lose all of our interferences; 
this is not the case. Happily, we have shown a record of 
60 wins (vs. 40 losses) in the last 100 interferences ter
minated in which there was an award of priority to one 
of the parties involved. 

It might be appropriate to end with an example in 
which an award of priority was lost by an opposing party. 
in this particular case, we were in interference on the 
subject matter of the atomic battery. Our opponent, in 
presenting his testimony, had the inventor testify that he 
took a device to the attendant at an irradiation source, 
had the attendant irradiate the device by a radioactive iso
tope, and then returned to his laboratory to find that he 
had made an atomic battery. When the attendant was 
called as a corroborating witness, he testified that the 
inventor had brought to him an article to be irradiated, 
and that the article was wrapped in black paper to ex
clude light so as to avoid any erroneous scientific re
sults due to actinic radiation. He further testified that he 
exposed the article, while wrapped in the black paper, 
to bombardment from the isotope. 

His testimony, however, was of little value for the 
simple reason that the attendant, of his own knowledge, 
did not know what was in the black paper but instead 
was informed by the inventor as to the contents. His 
testimony as a corroborator was held to be insufficient, 
and as a result, our opponent lost the award of priority. 
Today, we have the patent on the atomic battery. 

l 
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AUTOMATIC TEXT PROCESSING 

A number of character-recognition devices are under development which hope
fully will transcribe hard-copy text material to a form useable by a computer. 
Increasing attention is now being given to the problem of what the computer 
can do with this tremend?us data base. The goals of such computer processing 
of natural-language text include automatic retrieval of data, automatic indexing, 
automatic formatting of data for subsequent logical and manipulative process
ing, and so on. A number of possible techniques might be suggested to achieve 
these goals: fast scanning techniques for searching text for occurrences of 
words in particular combinations; word counting techniques which will extract 
word lists in order to approximate an indexing function; word association tech
niques to group words which have some semantic relationship; grammatical 
analysis techniques which will make explicit the functions of the words in sen
tences so that levels of information and word relationships can be determined. 
This paper discusses each of these techniques. 

w. D. CLiMENSON 

Data Systems Center 

Bethesda, Md. 

OVER THE PAST ten years, consider
able attention has been given to the 

challenging task of reading printed text 
by machine. A number of specialized 
devices geared to a well-controlled read
ing environment are already in operation 
to process bank checks, credit-card 
purchases, and public-utility accounts. 
Progress is being made in the develop
ment of devices to read typewritten or 
printed text, and even handwritten 
material. 

Certainly one of the goals of this 
development is the ability to automatic
ally transcribe data available in reports, 
books, and periodicals to a form which 
can be accepted by a computer. The 
question which one must immediately 
raise is: What can the computer do with 
these new sources of data? Some of the 
goals are: 

automatic language translation 
automatic retrieval of the stored texts 
automatic abstracting of texts 
automatic extracting of text portions 

in a form suitable for manipulating 
and correlating data 

cryptoanalysis 
But such ambitious goals can only be 

met with equally sophisticated and ad
vanced computer processing techniques. 
It is curious that when such tasks are 
suggested as appropriate to computers, 
one usually hears either of two extreme 
reactions: "impossible" or "obviously 
feasible." It is hoped that the reader 
will be left with the impression that the 
current state of the art is somewhere 
between these extremes; that the com
puter can be productive as an assistant 
in the tasks normally expected of a text 
processing function. 

COMPUTERS AND FORMATS 

Before some promising computer tech-

niques for dealing with raw text are dis
cussed, it would be useful to consider 
the problem as one of formatting. If we 
view the capabilities of the computer in 
a deterministic sense, we must use terms 
such as record and item descriptions, 
parameters, and bounds when we de
scribe a task to be performed; i.e., we 
expect data to obey certain format rules. 
Otherwise we could not predict the out
come of computer operations. Thus, a 
major task in data processing is defin
ing and adjusting formats so that data 
can be recorded and processed (or re
jected) in a consistent fashion. In short, 
natural languages such as English are 
quite unnatural to the computer and 
must be manipulated to conform with 
the machine characteristics if any pro
ductive work is to be done. 

Thus we are faced with somewhat of a 
paradox: we want to process unformat
ted data directly with a machine which 
can only accept formatted data. The 
answer must lie in a sort of bootstrap
ping operation, starting with a minimum 
of format information which is available 
in natural language orthography: 

a limited character set. 
a limited punctuation set (including 

word, sentence, paragraph. and 
d911ument delimiters). 

a large, but finite, number of legal 
combinations of symbols. 

While we take comfort in the fact that 
the combinatorial possibilities are finite, 
the central problem is to recognize an 
organization in the seemingly chaotic 
nature of natural language. Can we state 
what is legal in the language? If so, is 
the set of rules for forming utterances 
(which we call a grammar) of a charac
ter and size which the limited capacity 
of a computer can handle? 

WILLIAM D. CLiMENSON received his BSEE 
magna cum laude from Duke University in 1953 and 

his MSEE from the University of Pennsylvania in 
1958. He ioined RCA in 1957 and worked on 
Proiect ACSI·MATIC concentrating on natural 
language information to be handled by the com· 
puter. He set up automatic syntax analysis pro
grams, and has done basic language control 
research into linguistics and computer-language 
problems. As Leader, Language Analysis and Doc· 
umentation Handling Group in the Data Systems 
Center, Mr. Climenson has ancillary responsibilities 
for document handling and medical data·pro· 
cessing programs. He is a member of ACM and 
Vice-Chairman of its Special Interest Group on 
Information Retrieval. He is the author of several 
papers in his field. 

TEXT ANALYSIS 

We might start by matching the simpler 
characteristics of the language with the 
elementary functions which a computer 
can perform, build on the insight that 
such an analysis provides, and recog
nize and test possible operational appli
cations as we proceed. 

First, we can certainly compare letter 
sequences, count matches ( or mis
matches), and order the results. We 
could do this at the word or word se
quence levels, and suggest, for example. 
that words which occur a sufficient num
ber of times can be interpreted as de
scriptive of a document's content. We 
can tack on to this process a list of 
reference words which permits us 1) to 
discard common "function" words (such 
as in, the, for), and 2) upgrade the im
portance of some words which we know 
to be indicative of content regardless of 
the number of times they occur. 

At first glance this notion, as simple 
as it is, seems to provide striking results. 
Authors obviously select words in a non
random fashion, and word-frequency dis
tributions tend to exhibit clustering 
around significant words. But, on the 
other hand, good writing style sometimes 
demands the use of synonyms, and a 
given word spelling can have two or 
more unrelated meanings. This will de
grade the value of word-frequency lists. 
We could overcome this difficulty to 
some degree by storing synonym and 
homograph word lists, and "respelling" 
texts so that synonyms become indis
tinguishable and homographs are as
signed subscripts prior to the applica
tion of counting techniques. 

This basic word-look-up, word-count
ing approach (with many variations) 
has been tried for three applications 
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which require a document description 
or characterization: 

automatic indexing, where a list of 
words ordered by their significance 
is used. 

automatic abstracting, where sen· 
tences which best satisfy some 
statistical criterion are extracted 
from the document. 

direct text search:ing for information, 
where sentences containing selected 
key words are extracted and 
examined. 

None of these applications has been·very 
successful; to the author's knowledge, 
these techniques have never been ad
vanced to an operational stage. There 
are two basic reasons for this: English 
orthography simply does not contain 
sufficient information which can be used 
directly for such intellectual tasks as 
indexing and abstracting, and the "re
spelling" of words in text which was 
suggested above requires a satisfactory 
solution for a more difficult problem, 
that of semantics. 

THE SEMANTIC PROBLEM 

An appreciation of the rich reservoir 
of concepts which English allows us to 
communicate can be gained by playing 
a game with Roget's Thesaurus: pick 
two words at random from the thesaurus 
index. The object of the game is to get 
from one word to the other, using the 
cross references available in the the
saurus categories, with as few inter
mediate words as possible. For example, 
we can trace a path from pacify to 
punish as follows: 

pacify 723.4 
harmonize 23.8 
adjust 27.7 
compensate 30.4 
repay 807.9 
retaliate 718.2 
punish 972.5 

Any two adjacent words could be con
sidered as synonyms, but a different 
aspect is selected to determine the next 
synonym in the chain. This suggests that 
if we could isolate these aspects of mean
ing as a list of elementary concepts such 
as movement, size, relation and the like, 
we could synthesize any complex con
cept we need, and more important, we 
could state explicitly how two concepts 
are related. In principle, this sounds like 
a good way to work on the problem of 
nailing down the definitions of words, 
and therefore suggests an approach to 
a vocabulary format for computer proc
essing of text. 

Unfortunately, we can see that the 
solution is still as far away as before 
when we realize that there would be 
more than one way to synthesize a con
cept; i.e., the rules for synthesizing con
cepts constitute a sort of language gram-

mar which has all the characteristics of 
the natural language we are trying to 
control. This is the problem which has 
been plaguing investigators concerned 
with automatic language translation 
(and the entire field of linguistic analy
sis, for that matter). 

With such a pessimistic introduction, 
the reader may begin to wonder if we 
know anything at all about the language 
we use for communicating so effectively. 
We do, in fact know quite a bit about 
natural language, particularly its struc
ture. By know, we mean that we have 
been able to state formal rules for con
structing sentences, for example. Sec
ondly, more sophisticated mathematical 
notions, when applied as carefully as 
they are defined, have been shown to be 
useful. The remainder of this paper will 
be concerned with .these linguistic and. 
statistical techniques. 

AUTOMATIC SYNTAX ANALYSIS 
AND ITS APPLICATIONS 

A description of sentence structure is 
fundamental to any linguistic approach 
to text processing. If it were possible to 
determine the relationships of words in 
sentences, we could systematically de
velop the necessary processes needed to 
analyze sequences of sentences, para
graphs, and documents. This philosophy 
has motivated an investigation into 
natural-language structure by the Lan
guage Analysis Group at the DEP Data 
Systems Center in Bethesda, Md. Con
siderable progress has been made III 

automatic "parsing" or "diagramming" 
of English sentences. An RCA 501 pro
gram has been written which accepts 
declarative sentences, marks the limits 
of phrases and clauses, and displays the 
results. 

An example of the printed output for 
two sample sentences is given in Fig. l. 
The sentence is read vertically, one word 
per line, with indention to indicate nest
ing of phrases and clauses. The symbols 
on the extreme right show the limits of 
phrases (called first-order strings1 : N, 
noun phrases; V, verb phrases; A, 
adjuncts (prepositional or adverbial 
phrases) . The prefixed numbers indicate 
a phrase count. For example, in the sec
ond.--sentence the sixth adjunct is "by a 
quick and decisive victory," which con
tains the eighth noun phrase "a quick 
and decisive victory." Similarly, the sym
bols in the center column indicate the 
limits of clauses or degenerate clauses 
(called second-order strings). Three 
types of second-order strings are recog
nized: MN, main string in independent 
clause; N L, nounlike (entire strings 
which behave as nouns III a larger 
string); I G, ignorable (strings which 
do not playa vital syntactic role in the 
larger string). In addition, suffix SYIll-

bois are used to indicate the beginning 
of a second-order string subject (5), the 
limits of the verb (V), and the end. of 
the object (0). 

The steps needed to perform this 
analysis are shown in Fig. 2 and de
scribed below: 

1) After initial screening, the words 
in the sentence are replaced by 
the syntactic class (es) of the word. 
These correspond in a rough way 
to the conventional parts-of-speech. 

2 ) Words assigned to more than one 

fig. 1-Example of printed output for two 
somple sentences (1 and 2). 

SENTENCE 

WHILE 
THE 
MONSOON 

, 

WHICH 
HAD 
JUST 
STARTED 

TURNED 
#KOREA'S 
DIRT 
AND 

±HE 
ENEMY 

GRAVEL 
ROADS 
INTO 

BOGS 

MANAGED 
TO 
FERRY 

HIS 
ARMOR 
ACROSS 
THE 
liMAN 
AND 

ADVANCE 
INTO 

1 MNS 

1 MNV 

1 MNV 

THE 
OUTSKIRTS 

OF 
#SUWON 1 MNO 

SENTENCE 2 

1 lG 
1 1GS 

1 IGV 

1 IGO 

IN 1 IG 

2 IG 

1 N 
1 N 

2 lGV 1 V 

2 IGO 1 V 

2 V 
2 N 
2 N 

3 N 
3 N 
2 A 

1 A 

2 A 4 N 

5 N 
5 N 

3 V 

3 V 

6 N 
6 N 
3 A 

7 N 
3 A 7 N 

8 N 
4A 

9 N 
4 A 9 N 
5 A 
5 A 10 N 

DRAWING 1 V 
UP 

THEIR 1 N 
TIMETABLE 1 lGO 1 N 

THE IMNS 2N 
COMMUNISTS 2 N 
APPARENTLY 1 A 

ASSUMED 1 MNV 2 V 

THAT 1 NL 
THE 1 NLS 3 N 
INITIAL 
ADVANTAGE 
OF 
A 
STRONG 
SURPRISE 
ATTACK 
IN 
GREAT 
FORCE 
AGAINST 
THE 
{fREPUBLIC 
OF 
#KOREA 
WOULD 
BE 
FOLLOWED 
BY 
A 
QUICK 
AND 
DECISIVE 
VICTORY 
FOR 
THE 
FORCES 
OF 
COMMUNISM 

1 NLV 

1 NLV 

1 MNO 1 NLO 

3 N 
2 A 

4 N 

2 A 4 N 
3 A 

5 N 
3 A 5 N 
4A 

6 N 
4 A 6 N 
5 A 
5 A 7 N 
3 V PASSIVE 

3 V 
6 A 

8 N 

6 A 8 N 
7 A 

9 N 
7 A 9 N 
8 A 
8 A 10 N 

I 

I 

: 
~ 

l 



Reading 
Is Any Second-

L.::::::":'';;::=-J-;W;'.illll-:-."' or~~e~U~~~~ing 
Forrrted lated? Formed 

Edlt Results (if Desired 

class (such as surprise, which can 
be a noun or verb) are examined to 
see if their specific function in this 
particular context can be resolved. 

3) The first-order strings (phrases) 
are bracketed. This is done by a 
pass through the sentence for each 
of the three phrase types, search
ing for allowable word sequences. 

4) On a final pass through the sen
tence, second-order strings are iso
lated. During this pass, the 
program searches for allowable 
sequences of first-order strings 
(rather than of individual words) 
to form clauses. 

5) Because some multiclass words 
could still remain unresolved after 
step 2, the search for first-order 
strings may include some arbitrary 
decisions. Rather than stop the 
analysis at these points and seek to 
resolve the difficulty, the program 
chooses one logical path and notes 

re-enter at 1, 
calling last list 

generated, list 1 

in passing that the decision may be 
wrong. Thus when the second
order analysis is complete, so
called "well-formedness" criteria 
may not have been met (e.g. a 
clause may lack a needed noun 
phrase) . If this happens, the analy
ysis returns to the point where the 
last arbitrary decision was made 
and follows a new path. 

The program, while imperfect, can 
provide a "good" reading in about 80 
percent of the sentences expected in nor
mal written discourse, and it seems feas
ible to expect that the program could be 
refined to an operational status. If this is 
so, how can the results of such an analy
sis be used? A number of interesting 
possibilities are suggested in the follow
ing paragraphs. 

Sentence Condensation 

First, we can hypothesize that there is a 
correlation between the position of a 

THE ATTACKING COMMUNIST DIVISIONS MOVED SWIFTLY ACROSS THE 
38TH PARALLEL TOWARD SEOUL. FIFTY MILES TO THE SOUTH, AN 

word or phrase in a sentence and its sig
nificance to the document. To test this 
hypothesis, a sentence-condensation pro
gram was written for the RCA 501 which 
uses the syntactic information available 
in sentences as the sole criterion for re
ducing the length of the document. Ma
chine implementation of a limited set of 
rules applied to this data produced a 
reduction to about 35 percent of original 
document length. An example of such a 
condensation is shown in Fig. 3, which 
was produced from a section of a book 
on the history of the Korean War. This 
type of intermediate use of automatic 
syntax analysis shows promise, but 
needs to be investigated further. 

Thesaurus Generation 

A second application of automatic syntax 
analysis is in the development of a spe
cialized thesaurus. The principal diffi
culty with a semantic analysis even in a 
limited subject field is that the meaning 

BY 28 JUNE 1950, THREE DAYS AFTER THE BEGINNING OF THE NORTH 
KOREAN INVASION, THE CAPITAL HAD FALLEN INTO ENEMY HANDS. Fig. 3a-Original text ta be processed. 
THE ELEMENT OF TACTICALSURPRISE AND THE NORTH KOREANS' OVER
WELMING SUPERIORITY IN WEAPONS CURSHED ORGANIZED ROK RES IS-
TANCE IN THE VICINITY OF THE PARALLEL. NORTH KOREAN TANK 
COLUMNS GROUND FORWARD UNSCATHED AGAINST THE INEFFECTIVE 
REPUBLIC OF KOREA FORCES WHICH LACKED TANKS AND ADEQUATE 
ANTITANK WEAPONS. THE WILD EXODUS OF REFUGEES FROM SEOUL 
SWELLED THE POPULATION OF THE TWON OF SUWON, WHICH LAY A 

:~y:L!S W~~O~O T~G~~~I~~. co~7~~O:~Kw~~D~~~ ~~!~ 
OF CHAOS, AND AMMUNITION OF EVERY KIND WAS RUNNING LOW. ON 
27 JUNE THE SEAT OF THE SOUTH KOREAN GOVERNMENT WAS TEMPO
RARILY MOVED FROM SEOUL TO TAEJON BELOW THE HAN AND KUM 
RIVERS. ALTHOUGH u.S. BOMBERS ATTACKED P'YONGYANG AND 
TARGETS NEARER THE FRONT. ENEMY PLANES FREELY STRAFED THE 
SUWON AIRSTRIP WHICH WAS NEAR THE HEADQUARTERS OF BRIG. GEN. 
JOHN H. CHURCH, THE COMMANDER OF ADCOM. WHILE THE MONSOON, 
WHICH HAD JUST STARTED, TURNED KOREA'S DIR!' AND GRAVEL ROADS 
INTO BOGS, THE ENEMY MANAGED TO FERRY HIS ARMOR ACROSS THE 
HAN AND ADVANCE INTO THE OUTSKIRTS OF SUWON. RUSSIAN T34 
TANKS, RUSSIAN VEHICLES, RUSSIAN COMBAT PLANES, AND RUSSIAN 
AUTOMATIC WEAPONS WERE USED AGAINST THE PEOPLE OF SOUTH 
KOREA. THOUSANDS OF NORTH KOREAN SOLDIERS WITH YEARS OF 
SERVICE IN THE OTHER COMMUNIST ARMIES PROVIDED THE HARD CORE 
OF THE INVADING TROOPS. THERE CAN BE NO DOUBT THAT SOVIET 
ADVISERS PLAYED AN OVERWELMING PART IN PLANNING THE OPERATION. 
IN DRAWING UP THEIR TIMETABLE, THE COMMUNISTS APPARENTLY 
ASSUMED THAT THE INITIAL ADVANTAGE OF A STRONG SURPRISE 
ATTACK IN GREAT FORCE AGAINST THE REPUBLIC OF KOREA WOULD 
BE FOLLOWED BY A QUICK AND DECISIVE VICTORY FOR THE FORCES 
OF COMMUNISM. 

Fig. 3b-Text condensation. 

ATTACKING DIVISIONS MOVED ACROSS 38TH PARALLEL TOWARD SEOUL; 
THREE DAYS AFTER NORTH KOREAN INVASION BEGINNING, CAPITAL 
HAD FALLEN INTO HANDS. SURPRISE ELEMENT, OVERWHELMING 
SUPERIORITY CRUSHED ROK RESISTANCE IN PARALLEL VICINITY. 
NORTH KOREAN GROUND FORWARD AGAINST KOREA FORCES REPUBLIC 
WHICH LACKED TANKS, ADEQUATE WEAPONS. REFUGEES WILD EXODUS 
SWELLED SOWON TOWN POPULATION. INDIVIDUAL ROK SOLDIERS 
DISPLAYED WILL; COMMUNICATIONS WERE IN CHAOS STATE; EVERY 
KIND AMMUNITION WAS RUNNING LOW. SOUTH KOREAN GOVERNMENT 
SEAT MOVED FROM SEOUL TO TAEJON. PLANES STRAFED SOWON 
AIRSTRIP. ENEMY MANAGED TO FERRY ARMOR. RUSSIAN PLANES, 
AUTOMATIC WEAPONS USED AGAINST SOUTH KOREA PEOPLE. THOU
SANDS OF NORTH KOREAN SOI,DIERS WITH SERVICE YEARS PROVIDED 
TROOPS HARD CORE. COMMUNISTS ASSUMED THAT ATTACK INITIAL 
ADVANTAGE IN FORCE AGAINST KOREA REPUBLIC FOLLOWED BY 
VICTORY FOR COMMUNISM FORCES. 
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of a word depends on the context in 
which it is used. While context is a very 
elusive concept, a structural analysis at 
the sentence level can be used as an ele
mentary approach to its formal defi
nition. 

The particular approach suggested 
here avoids the pitfalls of setting up a 
single thesaurus for the entire language; 
instead it is hoped that small, document
oriented thesauri can be constructed and 
that some of these may be eventually 
joined into larger organizations of vo
cabulary. If this is possible, the "respell. 
ing" of words in a text which was men
tioned earlier could become quite useful. 

Assuming that a syntax analysis has 
been performed on a text, we could pro
ceed as follows (see Fig. 4). 

1) Search the text for all occurrences 
of a given word. For each occur
rence note the structure (context) 
in which it is used. This must be 
done with knowledge that these 
structures are described at various 
levels of precision. Those levels of 
structure which can be defined 
formally we will call "substruc
tures;" the higher, less defined 
portions of text we will call 
"scopes." 

2) Attempt to match word occur
rences in the same type of struc
ture, starting at the most precisely 
defined level. 

3) Where a match is discovered with
in some limits of scope and sub
structure, find for each word its 
"co-occurrence partner" among 
the other units of the substructure 
(e.g. the co-occurrence partner of 

the head of a noun phrase might 
be the object of a succeeding prep
osition). List these co-occurrence 
partners together. 

4) Replace all occurrences of all the 
words on such lists by a single, 
common symbol (word). 

5) Reenter the process, this time us
ing the text in its "normalized" 
form, and repeat the procedure un
til some criterion is satisfied. 

While this procedure has not been 
mechanized, manual simulation has 
shown that some significant semantic 
implications can be drawn from the re
sults. Note that there was no mention of 
word meaning in the above; the pro
cedure makes use of the author's struc
turing of his ideas to determine when 
and where words can bc considered syno
nyms in this text. 

Paragraph Analysis 

Paragraph Analysis, a third application 
of automatic syntax analysis, is really 
an extension of it. That is, we would 
like to be able to state "well-formed
ness" rules for units of text larger than 

the sentence. Because the variety of ways 
to form sentences into paragraphs is 
greater than that of putting words in 
sentences, we could expect a paragraph 
"grammar" to be less precise. 

A paragraph, in this analysis, is simi
lar to the orthographically marked para
graph in text in that both are concerned 
with unity of topic. But there is one im
portant difference: Paragraph analysis 
considers a set of paragraph markings 
as its output, not its input. Therefore we 
are free to use as complex a paragraph 
structure as necessary to explicitly mark 
the relationships between sentences 
(just as we marked the relationships 
between words in syntax analysis) . 

The relationship we are concerned 
with is one of dependency, which is man
i rested in two ways: 

If some one el~ment of a paragraph 
structure is deleted, other elements 
which depend on it must also be de
leted. 

When certain dependencies are estab
lished, it is possible to treat whole 
groups of sentences as a single ele
ment in subsequent analysis. 

Some simple examples of sentence de
pendency rules are given below (these 
can operate only after a syntax analysis 
on the text has been performed) : 

1) A sentence (clause) containing a 
noun phrase with this at the left 
depends on the first preceding 
clause which contains a noun 
phrase with the same word at its 
head (usually the right most word 
in the noun phrase) . 

2) A clause introduced by a word in 
a certain class of conjunctions such 
as although, depends on the pre
ceding clause. 

3) A clause containing its plus noun 
phrase depends on the next follow
ing clause which has the same 
noun phrase head. 

In addition to rules such as these, par
agraph analysis makes use of rules to 
organize the discovered dependencies, 
and partition the document into para
graphs. These take the form of topologi
cal and linguistic well-formedness cri
terja. 
"The availability of structural data 

above the sentence level makes feasible a 
number of useful tasks in processing tex
tual material. A few possibilities are 
listed below. 

The notion of sentence condensation 
can be extended to permit deletion 
of entire clauses or sentences in 
order to systematically reduce the 
size of a document. 

The resultant paragraph structure can 
be examined to determine the mini
mum text unit which can be con-

sidered informationally independ
ent, therefore indexable. 

The previously mentioned method of 
generating a thesaurus could be en
hanced since the paragraph struc
ture adds precision to the notion of 
context. 

Transformations 

An important aspect of structural lin
guistics is the recognition and explicit 
marking of equivalent or similar struc
tures. Considerable work in this area at 
the sentence level has been done under 
the name "transformational analysis." 
This analysis provides the means for re
ducing the number of structures pos
sible in the language in a systematic 
fashion. Thus transforming or rewriting 
a sentence is to the language's structure 
as respelling of a text (from a thesau
rus) is to its vocabulary. 

If both of these could be realized at the 
level of context required, we would be 
within reach of our formatting goal. Con
text is again mentioned here because 
care must be exercised not only in deter
mining the types of transformations to 
be applied to the entire language, but 
where and when to apply them in the 
local environment of the text. For ex
ample, we can specify a passive-voice to 
'active-voice transformation: 

His buddy carried John. 
~John was carried by his buddy. 

But if we met the latter sequence out 
of context, we would not know the trans
formation to use to answer the question: 
Who does the his refer to? 

This type of processing and a descrip
tion of it are very important for two 
basic reasons. First, it is as fundamental 
as syntax analysis in any attempt to 
describe language. Secondly, all of the 
applications in linguistic analysis men
tioned previously could be more manage
able if a previous (or a concurrent) 
transformational analysis was per
formed. 

Statistical Analysis 

As mentioned previously, statistical tech
niques applied directly to natural lan
guage texts cannot promise more than 
rudimentary results. But it should be ob
vious that if something close to a "well
controlled" sample can be found, sta
tistical techniques will offer much in the 
analysis of documents. 

The purpose of the following discus
sion is not how the needed control of 
data might be achieved (perhaps manu
ally or with the use of the suggested 
linguistic techniques); rather we will 
assume that a sufficient degree of text 
normalization has been obtained. 

Counting 

In addition to the counting techniques 
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suggested earlier, mention should be 
made of a method for "normalizing" 
word counts by using the ratio of their 
relative frequency in the document to 
their relative frequency in the file. This 
notion would attempt to characterize a 
document by determining how it differs 
from the remainder of the file. Thus, 
words which were equally common (or 
rare) in the file and in the document 
would be ignored. Words which occurred 
more in' one document than would be ex
pected (as predicted by the file sta
tistics) would be selected as significant. 

Correlation 

Correlation techniques are pertinent to 
text processing in three ways: 

The retrieval of data which is only 
implicitly stored in the file. 

The amplification of requests for data. 

The characterization of the file as a 
whole. 

In each of these we are getting farther 
away from the text itself and working, 
in most cases, with document descriptor 
lists. 

Basically, we are interested in deter
mining numeric values for word (or de
scriptor) relationships. For example, 
starting with a group of selected words 
and their occurrences in file documents 
we can generate a word-document mat
rix, with each cell containing N ';, the 
number of occurrences of word i in docu
ment j. Using conventional correlation 
techniques we can develop correlation 
coefficients for each word-pair. Similarly 
we could obtain a measure of correlation 
between two index terms using the num
ber of documents indexed by both terms, 
and the number of documents indexed 
by each term (without regard for the 
other) . Other parameters have been used 
as well. 

The value of correlating terms can be 
seen if reference is again made to the 
semantic problem and context. That is, 
we can legitimately ask questions about 
the relationships of terms within the con
text of the file or group of data we are 
working with (and not the entire uni
verse of concepts). For example, the ef
fectiveness of a document-retrieval sys
tem can be enhanced considerably if in 
addition to retrieving documents, the 
system retrieves information about the 
file to help the requestor formulate his 
query. Specifically, the original terms in 
a request can be correlated with all other 
terms used in the file to determine which 
new ones (the requestor neglected to 
use) ought to be appended to the re
quest. These new terms might be 
checked against the file for additional 
correlations. 

Secondly, correlation techniques are 

important in measuring the dynamic ele
ments of the data to be processed. New 
trends and aspects of a particular sub
ject area can be detected. One method of 
extending correlation techniques in the 
area of file characterization is discussed 
below. 

Factor Analysis 

It is often quite difficult to analyze a 
matrix of correlation coefficients because 
of the complex relationships which one 
must examine in order to determine, say, 
the overlap of two pairs of elements. The 
problem of interpreting correlation mat
rices has been tackled by psychologists 
who have developed a technique called 
"factor analysis" to assist in the task of 
finding common elements in the vari
ables of a testing situation. The tech
nique has been carrioo over to the docu
ment-retrieval field. In this application, 
factor analysis has been used to extract 
"factors" from a descriptor correlation 
matrix. A factor consists of a list of re
lated descriptors each with a numeric 
weight (or loading) , which are extracted 
by a matrix reduction process. 

The various factors extracted from the 
matrix (lists of terms) can be inter
preted and assigned names. They should 
(and do) show the gross classes of data 
in a document file and relationships of 
the terms used in document descriptions. 
Dynamic document classification might 
be possible using this technique. 

SUMMARY 

It is hoped that techniques borrowed 
from psychology, graph theory, linguis
tics and so on will develop into useable 
tools in text analysis. Some progress has 
been made already. Because of the tre
mendous increase in technical and ad
mmlstrative documentation and the 
anticipated availability of reading ma
chines more progress m'ust be made. 

There are two basic reasons why re
search in automatic text processing has 
produced disappointing results thus far: 

1) The potential customer wants to 
see operational results in a rela
tively short time. This has directed 
the researcher's attention to ad hoc 

.-and obvious techniques which 
/ seem to promise some payoff 

quickly. 
2) The researcher himself is either 

impatient to see useable results, 
or at the other extreme, is pursuing 
relevant tasks but at a leisurely 
academic pace, far removed from 
the realities of the problem at 
hand. 

As a result of these two factors, we have 
seen a number of simple techniques 
worked and reworked by different people 
at considerable cost with little success. 

It seems that an approach closer to that 
which we might call "goal-oriented lin
guistic-theoretic" is needed. This re
quires considerable discipline and 
patience from both the investigator and 
his sponsor, but could be more success
ful in the long run. 

One could point to numerous examples 
of research in text processing supported 
on this basis. Three projects being car
ried on at the DEP Data Systems Center 
might be mentioned: 

1) Fact Correlation Study, performed 
for the Rome Air Development 
Center, which supplied to the Air 
Force an applied research plan in 
text processing. 

2) Advanced Recognition Techniques 
Study, performed for the U. S. 
Army Electronics Materiel Agen
cy, which is concerned with the use 
of contextual clues in improving 
the performance of character read
ers. 

3) Fact Correlation, Phase II a, for 
Rome Air Development Center, 
which is concerned with a bench
mark program in concept correla
tion; specifically, the problem of 
automatic reassembly of para
graphs into the documents from 
which they were extracted. 
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ELECTRONIC COMPUTERS are assuming 
an increasing share of the data

processing tasks that burden our so
ciety. Although it is questionable that 
these machines are thinking, there is no 
doubt that some people are being forced 
to think more consciously and more pre
cisely than they ever have before. Each 
new application of a computer has been 
possible only because somebody has 
specified down to the last detail the oper
ations to be performed in a given task. 
Most persons who have helped prepare 
a new computer installation would agree 
that it is easy to underestimate the diffi
culty of stating precisely just what hu
man beings do in performing apparently 
routine duties. 

Character recognition is a problem in 
automation that has been forced upon 
us by the computers themselves. Input 
information for a computer appearing 
in the form of printed or handwritten 
characters on a document must be trans
lated into computer language. Since the 
employment of keyboard operators for 
this purpose is expensive, there is now a 
demand for machines which can recog
nize alphabetic and numeric characters. 
Because recognizing characters requires 
little in the way of human intelligence, 
designing a reading machine may appear 
to be a simple problem. Those persons 
who have attempted to do so would not 
agree. 

The basic difficulty seems to be that 
the rules used by human beings in recog
nizing visual patterns are not known, 
even approximately. We learn to multi
ply numbers by memorizing an explicit 
set of rules, but we learn to recognize 
visual patterns merely by being pre
sented with examples. Our lack of un
derstanding of the human recognition 
processes need not lead to pessimism, 
however. For the time being, we will 
be satisfied with machines for reading 
printed characters; the recognition of 
human faces and fingerprints can wait. 
Also, the best way of building a reading 
machine may not be to copy the brain. 

Important progress has already been 
made in the reading-machine field. Ma
chines which read a single, specially-de
signed font (type face) are now com
mercially available. RCA Electronic 
Data Processing has announced a ma
chine (the RCA Videoscan) that reads 
the ten numerals and five other symbols 
printed in one font. Since many existing 
data-processing systems can control the 
font being used, machines of this kind 
will dominate the field for the next sev
eral years. 

This paper is concerned with multi
font, or universal reading machines. 
Many government and industriallabora-

Fig. l-Digitol form of 0 distorted A. 

THE LOGIC OF 

UNIVERSAL 

CHARACTER 

RECOGNITION 

Many computer research laboratories 
are developing logic for recognizing 
alphabetic and numeric characters 
printed in many different fonts (type 
faces). The most promising schemes 
are based upon the detection of geo
metric features that tend to be in
variant under changes in fonts and 
imperfections in printing. Features can 
be combined by parallel or sequential 
processing. Choosing between these 
two methods is a controversial prob
lem, but there is some evidence that 
sequential processing and its general
izations have the greatest potential. 
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tories are working on this problem. 
Solll1f' projects are aimed at the reading 
of printed characters; others seek meth
ods for reading cursive script; still 
others are attempting to uncover general 
principles of visual pattern recognition 
with the expectation that universal read
ing machines may be a by-product of 
their work. 

The character-recognition research 
program at RCA Laboratories is aimed 
at developing the logical principles of 
machines for reading printed characters 
in many fonts. It is hoped that our work 
will lead eventually to a machine capable 

of reading copy produced by almost 
any typewriter. Such a machine would 
be useful in a data-processing systems 
which must process input documents 
filled out by typewriters in many differ
ent locations. 

PRELIMINARY PROCESSING OF 

CHARACTER IMAGES 

Character recognition is primarily a 
problem in data-processing rather than 
in optics or television. Therefore little 
will be said here about the methods 
employed in converting the optical 
image of a character into a video signal 
suitable for processing by recognition 
circuitry. Typically, a fiying-spot scan
ner or a vidicon is used for this purpose. 

Most character-recognition systems 
require that a character image be con
verted into a digital form at an early 
stage. The scanning system usually 
divides the character field into a matrix 
of cells, and the video signal is quan
tized so that each cell is either black or 
white. Fig. 1 shows the digital form of a 
distorted A. The advantage of using a 
digital, rather than an analog, represen
tation of characters lies in the ease with 
which binary (yes-no) signals can be 
manipulated by electronic circuits. The 
early conversion to a digital representa
tion can be criticized on the grounds that 
important grey-scale information may 
be destroyed in the quantizing process, 
particularly for smudged or weakly
printed characters; This difficulty is 
overcome in the RCA Videoscan by 
using a variable quantizing threshold 
that is automatically adjusted to com
pensate for changes in the average 
contrast in a character image. In specu
lating on future trends in character
recognition systems, it should be remem
bered that video-processing decisions 
are not necessarily irreversible. For 
example, a reading machine having diffi
culty in recognizing a character may 
scan it again with a different quantiz
ing threshold. 

RECOGNITION BY FEATURE DETECTION 

The most obvious way of recognizing 
characters would be to compare an un
known character with a set of templates 
stored in a fixed memory. Each template 
would represent a different member of 
the alphabet and might resemble the 
pattern shown in Fig. 1 (except that it 
would represent a typical un distorted 
character) . An unknown character 
would be compared with all of the tem
plates, a comparison perhaps consist
ing of counting the number of cells in 
which the unknown and the template 
agreed (both white or both black). The 
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unknown character would be identified 
with the template yielding the largest 
count. 

It is generally agreed that template
matching is not suitable for a universal 
reading machine. The main weakness 
of template matching is the necessity of 
positioning the unknown character accu
rately with respect to a template. 
Another weakness is the tendency to be 
intolerant of variations in stroke width. 
Finally, template-matching clearly can
not be expanded to handle the recog
nition of hand printing or any kind of 
characters which vary randomly in size 
or shape. 

Almost all of the current proposals 
for universal reading machines rely in
stead upon the use of feature detection. 
Many different tests are applied to an 
unknown character, the purpose of each 
test being to detect the presence of some 
feature that helps distinguish one char
acter from another. The success of fea· 
ture detection depends upon the exist
ence of features that are invariant with 
respect to changes in the style of the 
characters. There is no doubt that such 
features exist. For example, in most 
fonts the capital letter H can be de
scribed in part by the features concave 
on top, concave on bottom, and vertical 
strokes on left and right. 

The method of feature detection also 
depends upon the existence of features 
that tend to be invariant when the print
ing is imperfect. It is less easy to show 
that features of this type exist. If the 
letter H, for example, is smudged near 
the top, the upper concavity may be 
changed into an enclosed white region. 
Now the H is described by the features 
enclosed region on top, concave on bot-

tom, vertical strokes on left and right. 
With the possible exception of the right
hand vertical stroke, this sounds suspi
ciously like the description of the capital 
letter R. Does the R have a vertical 
stroke on the right? It might, depending 
on how much smearing there is on the 
right and exactly how the vertical stroke 
detector in the machine operates. Prob
ably, a machine should detect features 
in addition to those already mentioned 
before making a final decision between 
the H and the R. 

Because of the large number of pos· 
sible variations due to font changes and 
printing imperfections, a universal ma
chine must have many kinds of feature 
tests in its repertoire. In some recent 
experiments at RCA Laboratories on a 
system for recognizing a 29-character 
alphabet, about sixtY' features of the 
type discussed above were used. Uni
versal machines of the future may use 
feature tests numbered in the hundreds. 

It would not be entirely flippant to 
remark that the more features used in 
recognition, the better. It should be 
remembered, however, that a figure of 
merit for a reading machine must in
clude a measure of cost as well as a 
measure of recognition accuracy. If it 
were assumed that the cost of a machine 
is proportional to the number of features 
it can detect, it would be reasonable to 
state that 

figure of merit= 1 
(error rate) X (number of features) 

But it is doubtful that there need be a 
close relation between the number of fea
tures detected by a machine and its cost. 
This important point will be discussed 
further. 

Fig. 2-Parallel processing of feature data. 

Fig. 3-Sequential processing of feature data. 

PARALLEL OR SEQUENTIAL PROCESSING? 

Selfridge and Neisser' have pointed out 
that there are two fundamentally differ
ent methods of character recognition: 
parallel processing and sequential proc
essing. Parallel processing is basically 
a two-stage process. In the first stage, 
all possible feature-detecting operations 
are performed, usually simultaneously. 
In the second stage, the results of the 
feature tests are combined simultane
ously in a decision-making network that 
identifies the unknown character. Fig. 2 
shows parallel processing being used in 
a simple system for distinguishing be
tween the four characters U, C, H, and 
K. 

Sequential processing is a multistage 
process in which only one feature is 
detected at a time. The result of the 
previous feature test is used to deter
mine which feature test is to be applied 
next. As this process continues, the num
ber of possible identities of the unknown 
character diminishes until (hopefully) 
only one possibility is left. Usually, not 
all possible features are used in identi
fying any single character. Fig. 3 shows 
sequential processing being used to solve 
the simple problem introduced previ
ously. 

It is an open question whether parallel 
or sequential processing is best for char
acter recognition. Selfridge and Neisser 
have argued in favor of parallel process
ing, but we have found a sequential 
method to be the most promising in our 
work at RCA Laboratories. Without 
claiming to have settled this question, 
we will present here the reasons for 
choosing sequential processing and 
some results that have been obtained 
with it. 

But first a word should be said for the 
parallel side of the argument. Parallel 
processing is usually faster because the 
features are detected and combined 
simultaneously. Parallel processing also 
tends to be less costly when the total 
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Fig. 4-Edge labels assigned 10 the digital 
farm of the letter 8. 

number of features is small. Therefore, 
controlled-font readers, such as the RCA 
Videoscan, ordinarily process feature 
data in parallel. 

It has been argued that the parallel 
method is in general superior because 
it is inherently less error-prone. Since 
the parallel method evaluates the results 
from all of the feature detectors, and 
the sequential method jumps to a con
clusion after detecting a smaller number 
of features, it has been alleged that the 
sequential system must make more mis-

takes. But a sequential system always 
can be made equal to or better than any 
given parallel system by increasing the 
complexity of its decision procedure. It 
is evident, then, that sequential and 
parallel processing must be compared 
on the basis of cost, as well as error rate. 

For a universal machine which must 
detect many features, sequential proc
essing may be superior because it does 
not waste effort in detecting irrelevant 
features. The number oj features used 
in identifying any particular unknown 
character frequently will be small com
pared to the total number of features 
used in recognizing all characters. For 
example, a large battery of tests may be 
required for distinguishing 0 from Q, 
K from X, V from U, and so on. But 
these tests are not n€eded except when 
these cases come up, so why perform 
them blindly every time? 

A simple analogy to sequential proc
essing in character recognition is the 
game of "Twenty Questions", in which 
the aim is to identify an unknown object 
by asking twenty or fewer questions 
answered by either "yes" or "no". The 
player uses the answer to his previous 
question to determine what question to 
ask next. A list of questions about all 
possible objects would be endless, but 
the number of questions asked in iden
tifying any particular object is fre
quently less than twenty. 

This analogy suggests that sequential 

Fig. 5-Words correctly recognized by a computer program simulating machine M. The numbers 
beneath each character denote the number of instruction executions required for recognition. 
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processing always can be shown to be 
the most efficient procedure by choosing 
a sufficiently difficult problem in recog
nition. Arguing for sequential, rather 
than parallel, processing is equivalent 
to arguing that universal character 
recognition is a complex, rather than a 
simple, problem. 

GENERALIZATIONS OF 

SEQUENTIAL PROCESSING 

There would be no advantage in omit
ting the detection of irrelevant features 
if it were necessary to provide separate 
arrays of electroniC components for each 
feature detector. Some way must be 
found by which group of feature detec
tors can use a major portion of a ma
chine in common. In our research on 
character recognition at RCA Labora
tories we have accomplished this by 
using a machine organized much like a 
general-purpose digital computer. 

Consider a character-reading machine 
comprised of a large instruction mem
ory, a small data memory, and a proc
essing unit. The instruction memory 
contains a list of primitive instruc
tions which are executed one at a 
time in the prol{essing unit. The data 
memory contains the digital form of the 
character pattern. This machine here
after will be referred to as M. Feature 
detectors are realized in M by programs 
(lists of instructions) stored in the 
instruction memory. Since all programs 
use the same processing unit, increasing 
the number of feature detectors implies 
an increase only in the size of the instruc
tion memory. Since memory elements 
are among the cheapest of computer 
components, the cost of M grows slowly 
as the number of features is increased. 

Increasing the number of features in 
the repertoire of M need not even cause 
a proportional increase in the size of the 
instruction memory. The feature-detect
ing programs can be arranged in a hier
archy so that a low-level program (a 
subroutine) can be used as a part of two 
or more higher-level programs. Then it 
is possible to create new feature detec
tors in the higher-level programs by 
using old subroutines in new ways. 

The efficient use of multipurpose sub
routines in M depends upon being able 
to assign different names, or labels, to 
separate palts of patterns. As shown in 
Fig. 4, an unknown character (in this 
case a B) is stored as a set of edge 
trajectories, each of which is assigned 
an alphabetic label. Suppose that in 
recognizing a B, it is desired to detect 
the two features large enclosed region 
on top and large enclosed region on bot
tom. A single subroutine designed to 
measure the size of enclosed regions can 
be used to detect both features, first by 



assigning it to work with the edge pair 
(d, e) and then with the edge pair 
(b, c). Suppose it is desired to detect 
the three features bottom horizontal 
stroke, middle horizontal stroke, and top 
horizontal stroke. For the B, these three 
features can be detected by one sub
routine assigned in succession to the 
edge pairs (a,b), (c,d), and (e,f). 

In a sequential machine, it is possible 
to go beyond the idea of multipurpose 
subroutines and to construct subroutines 
of fixed size that can operate on arbi
trarily complex patterns. When a char
acter is broken into several pieces, it is 
desirable to begin the recognition pro
cedure by detecting the features of the 
largest object in the pattern, since this 
ordinarily will reduce the number of 
subsequent alternatives. Therefore, the 
program of M includes a subroutine for 
finding the largest object in a group of 
disconnected objects. This subroutine 
carries out the following procedure: 

1) Find one object X that has not 
been assigned the tag "used." If 
such an object is found, proceed 
to step 2. If no such object is 
found, the procedure is termi
nated, and the label of the largest 
object can be found in memory 
location L. 

2) Assign the tag "used" to object X. 

3) Compare the size of object X to the 
size of the largest object that has 
been found since the beginning of 
this procedure. If and only if ob
ject X is the largest, store its label 
in location L. Return to step 1. 

An important characteristic of this sub
routine is that it contains no reference 
to the number of objects in the pattern. 
If the memory required to store the pat
tern itself is ignored, the size o£ the 
machine required to carry out this pro
cedure is independent of the complexity 
of the pattern. Of course, more time will 
be required to find the largest object 
when the number of objects is increased. 

Since starting with the largest object 
does not eliminate entirely the difficulty 
of writing short programs for recogniz
ing broken characters, subroutines for 
joining disconnected objects have been 
included in the program of M. One such 
subroutine executes the following pro
cedure: find a pair of disconnected ob
jects separated by a distance less than a 
certain fixed amount and join them to
gether. The size of this subroutine is 
independent of the number of pair of 
objects in the pattern. Also, the use of 
joining subroutines tends to make the 
size of the entire recognition program of 
M independent of the number of pieces 
into which a character is broken. The 
reader is referred to Minsky's2 survey of 

research in artificial intelligence for a 
more extensive discussion of programs 
for operating on arbitrarily complex 
patterns. 

EXPERIMENTAL RESULTS 

Research on the character-reading ma
chine M is being performed by simulat
ing it on an existing large-scale com
puter. Computer simulation yields the 
desired experimental results without 
incurring the large expense of actually 
constructing reading machines. The 
present version of M contains an instruc
tion memory of 4,096 words (36 bits per 
word) and a data memory of 1,024 words 
(6 bits per word) . The instruction reper
toire of M is designed so that the instruc
tion memory can be a fixed (read-only) 
memory. The present version of the pro
gram of M is capable of recognizing 29 
different alphabet and- numeric charac
ters. This program occupies about 3,000 
words of the instruction memory. 

Fig. 5 shows the digital forms of dis
torted words that M has recognized cor
rectly. In these patterns, which have 
been formed by a computer output 
printer, an X represents a black element. 
With the level of distortion shown here, 
M recognizes about 85 percent of all 
characters correctly_ 

The characters shown in Fig. 5 are 
synthetic samples generated by a com
puter program that simulates common 
distortions in printing_ Synthetic sam
ples are more convenient than real 
samples because the frequency of deteri
orated characters in actual samples of 
printing tends to be low-perhaps only 
one out of 1,000 characters would be 
distorted severely enough to be interest
ing to us. Since the program for simulat
ing M requires about one second to 
recognize a character, too much com
puting time would be required to obtain 
significant results from real characters. 
With synthetic characters, the frequency 
of interesting cases can be increased to 
at least 10 percent- We have described 
elsewhere" the method used to generate 
synthetic samples of distorted char
acters. 

Since sequential processing is inher
ently slower than parallel processing, a 
s peciJj.Veffort has been made to obtain 
usefully-high reading rates. For each 
character recognized by M, the number 
of instructions executed is recorded. The 
average number of instruction execu
tions required to recognize a character 
is less than 2,000. Therefore a reading 
rate of 100 characters/sec could be ob
tained with an instruction execution 
time of 5 /Lsec. This rate is high enough 
to be use ful, and prospects are good for 
obtaining much faster instruction execu
tion times. 

CONCLUSIONS 

With our present knowledge of data
processing principles, sequential proc
essing is the most natural way of solving 
complex problems in character recogni
tion. By making a current operation 
depend upon the result of a previously
completed operation, elaborate hierarch
ies of processing rules can be executed 
with a minimum of equipment. For sim
ple problems which can be divided into 
independent parts, parallel processing 
tends to be faster and cheaper. 
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300-Me TUNNEL-DIODE LOGIC CIRCUITS 

A complete set of tunnel-diode logic circuits has been developed. Average 
delay per logic level is 0.5 nsec. Average DC power dissipation per gate is 
100 mw. To achieve this performance, new techniques were employed: I) non
linear biasing using the tunnel resistor, a new tunneling device; 2) trimming, a 
technique of current bias adjustment to offset initial tolerances; 3) transmission
line terminating without sacrificing signal amplitude. Using these circuits, a 
40-gate model was constructed that can shift and count at 300 Mc, and that 
has operated for 200 hours with very good reliability. The short delay per logic 
level, high repetition rate, and low average power dissipation make these logic 
gates a powerful set of building blocks for high-speed digital computers. (The 
40-gate model is shown on the front cover.) 

M. COOPERMAN 

Advanced Development Engineering 
Electronic Data Processing 

Camden, N. J. 

FOR SEVERAL YEARS, RCA has been de
veloping tunnel-diode logic circuits 

for high-speed digital computers. A set 
of circuits was developed by the middle 
of 1961 which was then used to build a 
feasibility model of approximately 300 
gates. The reliable operation of that 
model proved the feasibility and practi
cality of using tunnel-diode logic cir
cuits in high-speed digital computers:,2 
Th~ experience obtained with that 

model suggested numerous ways in 
which those logic circuits could be im
proved to provide better performance 
and reliability. A program was under
taken which resulted in the new and im
proved set of logic circuits described 
herein. These new circuits, as compared 
to those in the 300-gate model, have re
duced delays, reduced power dissipa
tion, and increased reliability, repetition 
rates, fan-in, and fan-out. To demonstrate 
the improved circuits, a 40-gate model 
was constructed that can shift and count 
at 300 Mc. 

This paper describes the operation 
and performance of these circuits, in
tended for the reader interested in a gen
eral understanding of their operation 
and capabilities. (Additional design con
siderations, circuit diagrams, layouts, 
and waveforms, are available in the liter
ature.") 

Tunnel-diode logic circuits can be de
signed to operate in either the mono
stable or bistable mode: Stages operat
ing mono stably are used in all of the 
three gates described in this paper. 
These are the or gate, and gate, and 
bistable circuits. The bistable circuit is 
the only one using a stage operating in 
the bistable mode. 

BASIC MONOSTABLE STAGE 

The basic monostable stage, a tunnel 
diode in series with an inductance and a 

tunnel resistor, is shown in Fig. 1. The 
tunnel resistor is a new device formed by 
plating a resistive path across a tunnel
diode junction. The two are then 
mounted in one glass package to form 
one device. Plating and mounting in one 
package is used to keep the stray induc
tance between the two elements to a 
minimum. Otherwise, the tunnel diode 
may oscillate, thus preventing the two 
elements from acting as one device. The 
characteristics of a tunnel resistor and 
the elements from which it is formed are 
shown in Fig. 2. The characteristic of a 
tunnel rectifier is shown in Fig. 3. 

To facilitate describing the operation 
of this circuit, the tunnel-resistor biasing 
characteristic is superimposed on the 
characteristic of the tunnel diode in Fig. 
4. The more popular term for biasing 
characteristic is load line; however, 
since this circuit will have other loads, 
biasing characteristic is preferred. 

When an input is applied to the stage 
of Fig. 1, the biasing characteristic shifts 
to a position indicated by curve b in 
Fig. 4. This causes switching along the 
trajectory indicated by the dotted lines. 
The switching cycle is divided into a 
number of regions as indicated in Fig. 
4. The tunnel resistor provides a desir
able biasing characteristic, as it is rela
tive!y flat when the tunnel diode switches 
ove~ the peak; it then drops sharply to 
permit monostable operation. Since the 
voltage required to obtain this biasing 
characteristic is only 250 mv, the power 
dissipation is relatively low (Table I). 

TUNNEL-DIODE OR GATE 

To perform a logical or function, a cir
cuit must produce an output when any 
one of its in puts is activated. This is 
easily accomplished by providing more 
than one input to the basic monostable 
stage of Fig. 1. A current into anyone 
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EDP, Pennsauken, N, J., where he is engaged in 
development of tunnel-diode logic circuits for digi
tal computers. Mr. Cooperman is a member of the 
IEEE, Tau Beta Pi, and Eta Kappa Nu. 

of the inputs causes the tunnel diode to 
fire and thus accomplish an or. 

A complete circuit diagram of a tun
nel-diode or gate is shown in Fig. 5. It 
consists of two monostable stages cas
caded to provide the required current 
amplification. (TD" TDR" R

" 
and L, 

are elements of the first stage, while TD", 
TDR2, R", and L2 are elements of the 
second stage.) Because of the require
ments of increased fan-in, fan-out and 
speed, new techniques had to be em
ployed in this circuit. Two of the most 
important circuit techniques now uti
lized in the or gate and the other gates 
are trimming and transmission line ter
minating. Trimming is done with R, 
and R,; transmission line termination is 
accomplished by a network consisting 
of TR, and TR,. 

Trimming 

To increase both fan-out and operation 
speed, TD, and TD2 (Fig. 5) required 
being bias~d closer to their peaks; how
ever, worst-case tolerance conditions do 
not permit this. To cancel some of these 
tolerance variations, a current source of 
several milliamperes is added to each 
stage. In Fig. 5, the current sources for 
the first and second stages are provided 
by R, and R2 connected to +3 volts. 
The resistance of R, and R2 can be in
creased by trimming (mechanically re
moving some of the conductive mate
rial). After the gate is assembled, R, 
and R, are trimmed in accordance with 
a specified procedure to bias each stage 
to the desired amount below its tunnel
diode peak. In addition to its essential 
functions, trimming also provides the 
desirable characteristic of making the 
electrical performance more uniform. 
This results in an additional increase of 
speed in the entire system. 

... 



Terminating Network 

The purpose of the terminating network 
is to eliminate reflections between gates. 
The operation of this network may be 
understood by referring to Fig. 6, which 
shows an output stage of an 'or gate driv
ing the input stage of an or gate via a 
transmission line. When TD, fires, it 
supplies a current to TD, via TRo, TR" 
and TR,. Because TR, is biased, during 
this time it absorbs no current. When 
TD, fires, V, increases to about 500 mv. 
Assuming temporarily that TR, is not in 
the circuit, the increase in V, prevents 
the flow of [in, which is reflected back to 
TRo. Depending on the length of the 
transmission line and the pulse width 
produced by TD" this current may once 
again be reflected. By this time, the cur
rent pulse is traveling towards the input 
stage and if that stage had recovered 
from its firing cycle, this reflection could 

TABLE l-Gate Properties 
and Performance 

OR GATE: 
Fan-in 
Fan-out 
Delay (Total delay of the gate 

from input to output, meas
ured at 300-111V points.) 

Repetition rate (Maximum repe-
tition rate at which pulses 
may be applied.) 

DC Power Dissipation 

AND GATE: 

Fan-in 

Fan-out 
Delay (Total delay of the gate 

from input to output, meas
ured at 300-mv points.) 

Repetition rate (Maximum repe
tition rate at which pulses 
may be applied.) 
Tl: (Waiting time between 

application of a pulse 
and application of a 
level to an and-gate 
when switching is de
sired.) 

T2: (Same as Tl except 
switching not desired.) 

Ta: (Waiting time between 
application of a pulse 
and removal of a level 
from an and-gate when 
switching is desired.) 

T4: (Same as Ta, except 
switching not desired.) 

DC Power Dissipation 

BISTABLE CIRCUIT: 

Fan~in set 
Fan-in reset 
Fan-out 
Set Delay 

Reset Delay 

Set-Reset Wait (Waiting time 
between application of a re
set pulse to a bistable gate.) 

Reset-Set Wait (Waiting time 
between application of a 
reset pulse and the applica
tion of a set pulse to a 
bistable gate.) 

Repetition Rate (Maximum rep
etition rate at which pulses 
may be applied.) 

DC Power Dissipation 

0.27 nsee min; 
0.6 nsee max 

300 Mc 
57mw 

6 (5 pulse 
and 1 level') 

3 

0.65 nsee; 
1.00 nsee max 

300 Mc 

0.13 nsee 

1.00 nsee 

0.62 nsec 

0.13 nsec 
137mw 

4 
4 
3 + Console 
0.13 nsee min ; 

0.65 nsec max 
0.23 nsee min; 

1.1 nsee max 

1.6 nsee 

2.0 nsee 

150 Me 
74mw 

*Perfonns an and operation between the level and 
anyone or more of the five pulse inputs. 

cause undesired firing of TD,. With TR, 
in the circuit, current [in is absorbed by 
TR, when TD, fires. Thus the flow of ["in 

is practically not interrupted, and con
sequently no significant reflection is gen
erated. The characteristics of TR" TR" 
and TR. are chosen such that the trans
mission line will be approximately ter
minated at all times. 

TUNNEL-DIODE AND GATE 

A schematic diagram of the and gate is 
shown in Fig. 7. To understand the oper
ation of this gate, it is divided into three 
stages: pulse buffer stage, and stage, 
and output stage. All of these operate 
in a monostable mode and are biased 
with tunnel resistors, as in the or gate. 

A pulse input, after being reshaped 
by the pulse buffer stage, is applied to 
TD, of the and stage. Because TD2 is 
returned to a positive potential, under 
quiescent conditions TR. and TRs are 
conducting currents the amplitudes of 
which are determined by the magnitude 
of R. and R., respectively. If either the 
pulse or the level is low, the and stage is 
inhibited from firing because of the con
duction of either TR. or TRs. The pres
ence of a level cuts off TRs, while an 
output from the pulse buffer stage cuts 
off TR •. This causes the entire current 
from TDR, to flow into and fire TD,. 

This type of and gate has the advan
tage of not requiring tight control be
tween the amplitude of its pulse and 
level inputs. The only requirement is 
that the inputs (V, and Vd be less than 
100 mv when they are low and greater 
than 470 mv when they are high. 

Output Stage 

The output stage is coupled to the and 
stage via the reverse direction of TR., 
the characteristic of which is shown in 
Fig. 3. Coupling in this. manner is neces
sary in order that the quiescent voltage 
difference (approximately 250 mv) be
tween the and stage and output stage be 
absorbed with negligible DC leakage cur
rent between the two stages. 

The purpose of Rs is to provide the 
proper biasing characteristic for the and 
stage and efficient coupling between the 
anq . .-and output stages. 

Pulse Buffer Stage 

This stage serves several important func
tions: 1) It converts the pulse input 
impedance of the and gate to that of the 
other gates. This prevents the and gate 
from imposing severe requirements upon 
the preceding gate, alleviating a reduc
tion in fan-out of all gates. 2) It makes 
the pulse input impedance of the and 
gate compatible with the termination 
network used in the or gate. 3) The 
output of the buffer stage is relatively 
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Fig. 5-Tunnel diode or gate. Fig. 6-lnterconnection of gates. 

insensItIve to input pulse width varia
tions. Thus, under all conditions of in
put, the buffer stage generates a narrow 
pulse of constant width. This reduces 
the waiting period for applying a level 
after the application of a pulse. 

In this gate, trimming is employed 
whenever possible; R" R2 , and Ro are the 
trimming resistors for the buffer, and, 
and output stages, respectively. 

TUNNEL-DIODE BISTABLE CIRCUIT 

The bistable circuit consists of a set 
amplifier, inverter driver, inverter, and 
bistable unit (Fig. 8). 

The bistable unit stores a 0 when it is 
in the low state and a 1 when it is in the 
high state. The other units are mono
stable, and when activated, their func
tion is to set or reset the bistable unit. 

The bistable unit (Fig. 9) consists of 
TD" VB', and VH6 and Ri • Bistable action 
is obtained in conjunction with the and
gate loading (Fig. 10). After the curve 
of TD, is inverted and returned to 550 
mv, its characteristic shifts from the 
first into the fourth quadrant. The cur
rent biasing characteristic of R" in con
junction with that of the and-gate input 
characteristic, results in a bistable load 
line, as indicated. 

Setting 

The set amplifier is a monostable stage 
identical to the first stage of an or gate. 
When activated by a set pulse, the set 
amplifier supplies an amplified current 
pulse to the bistable unit which is 

switched to the high state along with 
the indicated trajectory of Fig. 10. 

Resetting 

The inverter drive~ (TD2 and TDR21 
operates like a monostable stage, while 
the inverter (TDa and TDRs) , is an in
verted monostable stage. 

When a reset input is applied, TD2 
switches to the high state. This causes 
the current I. in TD2 and TDR2 to de
crease. A decrease in I, acts as a nega
tive current input to TDa, triggering the 
inverter to produce a negative pulse. The 
negative pulse causes reverse conduction 
in TRo which diverts some of the current 
from TD,. (An approximate character
istic for TRo is shown in Fig. 3.) A cur
rent flow out of TD, causes the load line 
of Fig. 10 to move down such that the 
intersection at point B disappears. This 
causes the bistable unit to switch to the 
low state along the indicated trajectory. 

In the bistable circuit, R, and R2 trim 
the set amplifier and inverter driver, re
spectively; Rs boosts V2 and Vo to values 
required for proper operation. 

'" INPUT 

RESET 
INPUT 

Fig. 8-Bistable circuit. 

DESIGN CONSIDERATIONS 

The three circuits were designed so that 
after having been trimmed to overcome 
some of the initial tolerance variation, 
they could operate under worst-case con
ditions of component and power-supply 
variations. This design resulted in cer
tain rules to be adhered to by the logic 
designer using these circuits. Using 
these circuits and restrictions, a number 
of trial logic designs were made for 
general and special purpose computers. 
These designs indicated that the rules 
could be adhered to with very little or 
no sacrifice in system performance. 

The choice of circuit parameters was 
based on DC worst-case analysis, and 
dynamic simulation on the RCA 301. 

CIRCUIT INTERCONNECTIONS 

All interconnections are made with 50-
ohm miniature coaxial transmission lines 
for monostable circuits and 3l.5-ohm 
lines for bistable to and-gate connec
tions. The choice of 50-ohm lines for 
monostable circuits was based on ob
tammg optimum coupling efficiency 
between gates. The choice of 3l.5-ohm 
lines for bistable circuit coupling was 
based on a compromise between speed 
of level build up and reliability. 

PERFORMANCE 

Table I summarizes circuit properties 
and performance. 

Fig. 11 shows a disassembled wafer 
and a typical assembled wafer. The 

Fig. 7-Tunnel diode and gate. ~./' Fig. 9-Tunnel diode bistable circuit. 
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Fig. II-Disassembled wafer, and an assembled bistable wafer (front and rear). Wafers are about 

1%" long. 

wafer has 12 signal connections and 6 
power-supply connections. The signal 
connections are on top of the wafer; 
power is supplied to the back of the 
wafer. Each power supply connection is 
shunted by a high-dielectric pad which 
serves as a capacitance to absorb tran
sients due to circuit switching. In the 
circuit layout, care was taken whenever 
possible to keep stray inductances and 
capacitances to a minimum. In several 
cases, the tunnel diode had to be 
mounted in a flat position in order to re
duce the stray inductance to a tolerable 
value. This was especially true with the 
output of the or gate. 

Circuits of this kind were constructed 
and trimmed in accordance with a trim
ming procedure established for each 
circuit. The circuits were then tested for 
electrical performance, which indicated 
reliable operation and good agreement 
with theoretical and computed results. 

Typical output waveforms from these 
circuits are shown in Figs. 12, 13, and 14. 

Using 40 of these gates, as-bit shift
register-counter was constructed and 
has been operated reliably at 300 Mc. 
The shift mode utilizes two bistable cir
cuits per bit of storage and two and 
gates to transfer information from one 
stage to the next. In the count mode, the 
same two bistable circuits and two and 
gates are used per bit, resulting in five 
triggerable flip-flops, which are con
nected serially to function as a counter. 

Fig. IO-Bistable switching. 

-5oL--d'O~O-~2JOO~~3*'OO'--~40hO;---5"'OObo----:6dOO 

VOLTAGE (my) 

Fig. 15a shows the output of one of 
the bistables in ring shifting for various 
bit patterns. Fig. 15b shows the states of 
the first through the fifth bits when 
counting is perform~d. 

CONCLUSION 

Theoretical analysis and experiments 
have shown that the tunnel-diode logic 
circuits presented here are logically 
complete and suitable for the construc
tion of large-scale, high-speed digital 
computers. The 40-gate model con
structed with these circuits demon
strated the most commonly performed 
logic operations in digital computers. 
Among these were shifting and counting 
at a 300-Mc rate with an average delay 
per logic level of 0.5 nsec. Logic design
ers have made trial designs for general
purpose and special-purpose computers 
using these circuits, which were found 
to be effective and versatile logic build
ing blocks. 
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Fig. 12-0r gate output voltage waveform: 
vert., about 300 mv above boset of waveform; 
horiz., about 3 nsec peak to peak. (Reference 
grid lost during photography.) 

Fig. 13-And gate voltage waveforms. Top to 
bottom: output stage, and stage, buffer stage. 
Vert.: 200 mv I div.; horiz., 1 nsecl div. 

Fig. 14-Bistable circuit voltage waveforms: top 
to bottom, set amplifier, bistable output and 
inverter. Vert., 200 mal div.; horiz., I nsecl div. 
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THE NEW RCA 3301 
. . . An Advanced, User-Oriented Family of 

Medium-Priced Computer Systems 

1000 1IltES/MIHUn PIINUI 

Introduction of the new RCA 330 I Data Processing System (Fig. I) culminates 
an intensive engineering effort to produce a distinctly advanced, user-oriented 
system. The RCA 330 I represents a logical extension of the RCA 50 I and RCA 
30 I with particular emphasis on enhanced performance, greater reliability, and 
adaptability to both real and non-real-time environments. The RCA 330 I is a 
two-address, bit-parallel, character serial processor. Through the judicious design 
of both the command structure and the optional features, the RCA 330 I is 
effective and efficient in an especially wide range of applications-a goal for 
a medium-priced system against which all major engineering decisions were 
measured. 

T. A. FRANKS, Ldr. 

Design and Development Engineering 
Electronic Data Processing, Camden, N.J. 

THE "RCA 3301 System" actually re
fers to an extensive family of sys. 

terns, because of flexibility incorporated 
into the basic processing unit. The many 
possible system configurations allow 1) 
efficient tailoring of the initial equip
ment complement to suit existing re
quirements, and 2) convenient capabil
ity to expand and/or reorient an in
stalled RCA 3301 system to meet chang
ing needs. 

BASIC SYSTEM AND 
OPTIONAL FEATURES 

Fig. 2 illustrates both the basic RCA 
3301 elements and its optional fea
tures. These basic elements are: 

1) micro magnetic memory-replaces 
most of the hardware registers 
normally required in the basic 
processor and operates at an inde
pendent read or write cycle time 
of 250 nsec; 

2) program control and central bus 

-contains the main communica
tion artery and the addressing 
control logic; 

3) logical processing unit-includes 
the instruction execution controls 
and the logical, arithmetic, and 
comparison processing functions; 

4) main memory-provision for stor
ing 40,000 seven-bit characters 
with a complete read-write cycle 
time of 1.75 p.,sec; 

5) console and operator's typewriter 
-for all operator-system commu
nications; and 

6) input-output control unit - in
cludes interfaces for connecting 
various peripheral-device control 
modules capable of being oper
ated in either of two independent 
simultaneous modes. 

Enhancements to the processing func
tions of the RCA 3301 include a fixed-

fig. I-The prototype complement of 
the RCA 3301 computer system. 

floating point arithmetic unit and a 
Communication Mode Control unit 
(CMC). The optional arithmetic unit 

allows higher-speed execution of wired-in 
add, subtract, multiply, and divide in
structions with either 8·character fixed
point operands or lO·character floating
point operands. The CMC unit provides 
the connecting link between the basic 
processor and low-speed real-time data 
links. Up to 160 such data links can be 
handled in an independent "CMC mode" 
so that normal data processing is 
unaffected. 

As another option, additional mod
ules of main memory may be added in 
increments of 20,000 characters up to 
a total maximum of 160,000 characters. 

The remaining optional elements con
sist of various control modules to link 
peripheral devices and the processor's 
input-output control. Another mode of 
simultaneity is available for on-line 
operation of up to three functions con
currently-in addition to the normal 
processing and CMC functions. Typical 
performances characteristics of these 
devices are included in Fig. 2. 

The characteristics of the RCA 3301 
System are compatible with the existing 
RCA 301 System; 1,2 however, the RCA 
3301 provides a faster and larger main 
memory, higher-speed circuitry, en
hanced input-output capabilities includ
ing program interrupt, and a more 
powerful command structure. The in
ternal representation of data is iden
tical with the RCA 301, and the RCA 
301 instruction repertoire is a subset 
of the RCA 3301 instruction repertoire. 

In the RCA 3301, the major hard
ware features include: 

1) a compact 200-character micro-
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magnetic memory, used in lieu of 
flip-flop registers; 

2) a program-interrupt feature, per
mitting efficient use of input-out
put and error-recovery capabil
ities; 

3) a high-speed main memory, orga
nized in 70-bit words, and avail
able in a basic size of 40,000 
characters with optional modules 
to raise total capacity to 160,000 
characters; 

4) a flexible input-output bus inter
face for adding various ,combina
tions of control modules; and 

5) an advanced circuit and packag
ing design concept that balances 
operating speeds and design mar
gins again~t ease of manufacture. 

Basic Processor and Micromagnetic 
Memory 

Fig_ 3 shows the basic processing unit 
and illustrates how the micromagnetic 
memory has replaced many of the hard
ware registers normally required in a 
processor. The extremely fast cycle 
time is effectively employed for the 
same tasks normally assigned to flip
flop registers. This memory is signifi
cantly less expensive and more compact 
than the total number of registers it 
replaces. Thus, it is one of the major 
state-oj-the art advances incorporated 
in the RCA 3301. 

The micromagnetic memory consists 
of 200 seven-bit characters (six bits of 
information and parity) arranged in 50 
locations of four characters each. To 
achieve the extreme performance re
quired, this memory system used the 
concept of the RCA micro ferrite ar
ray."" It is a word-oriented, two-core-

Magnetic Tape Stations: 
alphanumeric character rate op
tions: 33, 66, and 120 kc 

2. Random Access Disk Files: 
total capacity: 528 x 106 alpha
numeric characters 
min-max access: 70-120 msec 
transfer rate: 32 x 1 ()l character! 
sec 

3. EAM Cards, 
reading: 1,500 cards/min 
punching: 300 cards/min 

4. Paper Tape: 
reading: 1,000 characters/sec 
punching: 100 characters/sec 

5. Line Printers: 
asynchronous mode (64 printable 
symbols), 800 lines/min 
synchronous mode (47 printable 
symbols), 1.000 lines/min 

6. Computer to Computer Exchange 
Channels 

7. High Speed Communications Chan
nels 
I nterrogating Typewriters 
Custom Real Time Interfaces 
Real Time Clock 
Communication Mode Control: 
capacity, 20, 40, 60. 80, 120. 
140. 160 lines 
data rate, 10,000 
maximum total 

per-bit, linear-select configuration with 
three wires threaded through each core. 
Two are used for the driving system 
(one for read, one for write) and one 
printed wire is used for the digit-sense 
circuits. The independent read or write 
cycle time is 250 nsec. This permits 
reading one micromagnetic memory lo
cation into the micromagnetic memory 
register, or writing from the micromag
netic memory register to one micro
magnetic memory location within one 
time-pulse period. The micromagnetic 
memory is functionally used for address 
registers, control registers, various indi
cators, and as temporary storage dur
ing instruction execution and pro gam
interrupt sequences. All of the contents 
are addressable by specific instructions. 

The equality detection between the 
micromagnetic register' and the main
memory address register is required to 
determine the termination of address
controlled instructions and input-output 
service sequences. Fig. 4 illustrates the 
use (and timing) of the micromagnetic 
memory during a typical instruction
fetch cycle. 

Multfl~el Program Interrupt 

Another unique feature of the RCA 
3301 is the multilevel program inter
rupt system. This facilitates real-time 
programming, servicing of multiple in
put-output devices, error-recovery pro
cedures, program debugging techniques, 
and compatibility routines for execu
tion of other RCA computer programs. 

The three levels of program priority, 
in order of their priority, are: 1) real
time interrupt, 2) general interrupt, 
and 3) normal processing. Thus (1) 
cannot be interrupted, (2) can be only 

T. A. FRANKS graduated from Rensselear Poly
technic Institute with a BEE in 1956 and received 
the MS from Stanford University on a fellowship 
program in 1957. Since ioining RCA in 1956, he has 
taken part in the development of solid state mem
ory circuitry; was a project engineer on several 
computer programs; worked on logic design of 
checkout equipment, and system organization of 
advanced computers; and was a project engineer on 
a BMEWS computer installation. Since ioining EDP 
in 1962 he has been the Proiect Leader coordinat
ing engineering of the RCA 3301 System. Mr. 
Franks is a registered Professional Engineer-in
Training in New York State, and a member of the 
I EEE, Tau Beta Pi, Sigma Xi and Eta Kappa Nu. 

by (1), etc. There are 18 conditions 
which will cause an interrupt process 
to take place, of which 5 are desig
nated as real-time and 13 as general 
interrupt conditions. The mechaniza
tion of the interrupt process involves: 

1) interrupt sequence (all hard
ware) ; 

2) interrupt routine (software using 
hardware indicators and instruc
tions) ; 

3) return after interrupt (an instruc
tion); and 

4) program control of interrupt (an 
instruction) ; 

Step 1, the interrupt sequence, is 
initiated when a bit of the interrupt 
register is set, the appropriate inhibit
interrupt interlock indicator is clear, 
and the execution of the current nor
mal processing instruction is completed. 
The interrupt sequence automatically 
stores the appropriate registers in stand
ard micromagnetic-memory locations, 
one set for a general interrupt, another 
set for a real-time interrupt. The asso
ciated inhibit-interrupt indicator is set, 
i.e. general or real-time. The automatic 
interrupt sequence then obtains the 
jump address from another standard 
location in the micro magnetic memory 
and transfers control to the interrupt 
routine. 

In Step 2, the interrupt routine de
termines which condition (s) of the 18 
caused interrupt. As a result of a 
programmed scanning operation, this 
routine branches to the appropriate 
program. Further instructions test the 
various status conditions for proper 
recovery_ After the interrupt condition 
has been dealt with, the software inter
rupt routine scans the interrupt register 
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Fig. 3-8asic processing unit. 

again to determine if another bit is set. 
H so, that condition is dealt with. This 
cycle is repeated until all conditions 
have been accommodated. Then the 
interrupt routine exits by means of a 
return·alter·interrupt instruction. 

Step 3, return·alter.interrupt instruc· 
tion, automatically restores all the reg
ister and flip-flop settings that were 
stored in the micromagnetic memory 
by the most recent interrupt sequence 
and clears the appropriate inhibit-inter
rupt indicators. Then the instruction 
addressed by the instruction-counter 
register is fetched and normal process
ing continues. 

Step 4, program control 01 interrupt 
by the programmer is affected by another 
instruction which allows the selective 
setting or clearing of the two inhibit
interrupt indicators. 

Main Memory 

The RCA 3301 random-access main 
memory is a magnetic-core design 
available in a basic size or 40,000 alpha
numeric (7-bit) characters, with op
tional 20,000-character modules avail
able for increased capacity (up to a 
total of 160,000 characters) . Each 
location is individually addressable and 
can store one character. The main 
memory cycle is designed for 1.75 J1-sec 
and is subdivided by the basic process
ing unit into seven 250- nsec slots. The 
machine cycle, however, can be either 
1.75 or 2.25 J1-sec, depending on the 
amount of control and data manipula
tion required during a given cycle. The 
2.25-J1-sec cycle consists of nine 250-
nsec time pulses, and is required for 
operations such as instruction fetch or 
input-output service (Fig. 4). 

Fig. 4-Simplified micromagnetic memory example. 

The multiplicity of connections shown 
between the main memory register and 
the central bus in Fig. 3 are a logic 
network. This allows the ten character 
positions of the memory to be inter
changed with the four character posi-
tions of the bus, thus, providing the \ 
selective character-oriented operation of 
this system. Address incrementing (or 
decrementing) is performed by the bus 
adder in order to properly sequence 
instructions and operands located in the 
main memory. 

Input-Output Devices 

A broad range of input-output devices 
are available for any given RCA 3301. 
The basic processing unit incorporates 
the essential control logic necessary for 
generalized operation of peripheral de-
vices and, by means of an extension to 
the central bus (Fig. 3), a standardized 
interface for connection of control mod-
ules. Thus, ~nhancements can be con
veniently added to an operating system 
by simple field modifications. The sche-
matic configuration of the control-mod-
ule connections are shown in Fig. 5. 
The system design provides for accom
modating up to six input-output control-
module racks. 

Circuitry and Packaging 

The circuit and packaging concepts 
were selected to allow maximum per
formance with ease of manufacture and 
maintenance. The basic high-speed logic 
circuit is a multi-input diode gate fol
lowed by a transistor inverter. A zener 
diode provides proper voltage offset and 
charge storage characteristics between 
the input-diode gate and transistor base 
(Fig. 6). This circuit accounts for 94% 
of all the active elements in the basic 
processing unit. The other 6% are spe
cial circuits required for line drivers, 
line receivers, delay lines, oscillators, 
etc. 

To minimize signal-wire lengths, a 
compact method of packaging circuits 
on plug-in module assemblies was 
chosen. Twenty-four basic plug-in types 
similar to that shown in Fig. 7 were se
lected for use in packaging the proc
essor logic. These plug-ins employ verti
cal sub modules to provide additional 
room for components. Appropriate test 
points are included. Additional ground 
contacts are used on the top and bottom 
edges of the plug-in to minimize ground 
impedances and increase circuit noise
immunity margins. All external signal 
wiring is wire-wrapped to further ensure 
reliability of connections. Fig. 8 shows 
a typical configuration of plug-ins 
mounted in the basic-processing and 
main-memory racks. 



Fig. 5-Conlrol module connections. Fig. 6-RCA 3301 bosic high-speed logic gale. 

PROGRAMMING FEATURES 

The RCA 3301 operates by character
oriented, two-address instructions. The 
instruction format consists of ten char
acters interpreted as follows: 

OP NAB 
X X XXXX XXXX 

The first character, OP, specifies the 
basic operation to be performed. The 
second, N, indicates a count, a specific 
symbol, or a device identification num
ber depending on the operation charac
ter. The next four specify the first 
address (A address field); the remain
ing four specify the second address (B 
address) . 

Indirect addressing is indicated by a 
bit in the least-significant character of 
the address. After instruction fetch, if 
this bit is present in either (or both) the 
A or B address field, the processor will 
automatically replace the contents of the 
A or B locations in the micromagnetic 
memory with the contents of the main
memory location addressed by the previ
ous value of the A or B field. This proc
ess will repeat for as many levels of 
indirect addressing as necessary until 
this bit is zero. 

Similarly, indexing of either (or both) 
the A or B address fields is indicated by 
two bits of the second least significant 
address character. There are three ad
dress fields, each with an associated in
crement field and all are located in the 
micromagnetic memory. Indexing al
ways precedes indirect addressing. Iden
tification of indirect addressing and 
indexing are indicated by the original 
instruction, but the effect of indirect ad
dressing occurs on the address formed 
after indexing. 

For descriptive purposes, the instruc-

tion repertoire may be classified into 
four general categories: 1) input-out
put, 2) data handling, 3) arithmetic, 
and 4) decision and control. (Typical 
execution times are shown in Table I.) 

Input-output instructions link the 
processor with the peripheral devices 
(through the control modules) to posi
tion and/or search tapes and disk files, 
bring data from an input medium into 
the processor, or send data from the 
processor to an output medium. Five 
basic functions are provided that can be 
executed in anyone of the two (or op
tionally three) simultaneous modes 
(plus one special instruction for specify
ing operation of the communications 
mode control). These functional vari
eties are: 1) input-output control, 2) 
read, 3) read reverse (magnetic tape 
only). 4) write, 5) erase (magnetic 

Fig. 8-Bosic processing and main-memory racks. 
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TABLE I-Typical Instruction Execution Times 

Instruction 

DATA HANDLING: 
translate by table (6-character field) 
transfer data left (6-character field) 

ARITHMETIC: 
data add (6-character operands) 

Time, J.Lsec 

33.75 
23.25 

no end-around carry condition .......................................... 37.25 
with end-round-carry condition. . . .. . .. .. ... .. .. .. . .. .. .. .. .. .. . . . ... .. .. 61.75 

logical or (6-character operands) ........................................... 33.75 

DECISION AND CONTROL: 
Unconditioned Transfer of Control.......................................... 2.25 
Repeat ................................................................... 5.75 
Set (or store) register ..................................................... 5.75 

Notes: Indirect addressing adds 3.5 /Lsec for each level of modification. Indexing adds 2.25 /Lsec for each 
address modified. 

tape only) , and 6) communication mode 
control (one instruction only). Opera
tions such as tape rewind, track select 
(disk file) and paper advance are initi
ated by the processor (via an input
output control instruction), but once 
underway, are completely independent 
in execution. 

The data-handling instructions are 
non arithmetic operations for manipula
tion of data stored in the main memory. 
The instructions included in this group 
permit control of data fields by symbol, 
address, or count. Instructions for edited 
manipulation of varied fields are also in
cluded in this group. 

The arithmetic instructions include: 
1) four decimal operations, add, sub
tract, multiply, or divide; 2) three 
operations used to alter the bit config
uration of an operand through the use 
of logical commands; and 3) three op
erations for arithmetically manipulating 
four character fields in accordance with 
the rules of addressing. The decimal in
structions operate in accordance with 
standard arithmetic rules and are de
signed to handle operands of mutually 
equal lengths. Three instructions, logi
calor, logical and, and exclusive or con
stitute what may be considered as a 
separate arithmetic category. They can 
alter the bit configuration of an operand 
by the employment of a second operand 
to "mask out," or insert 1 bits. The three 
address-oriented instructions allow op
erations of address add, address sub
tract, and address compare on four
character operands consistent with the 
progression rules of memory addresses. 

The decision and control instructions 
influence the sequence of operation. 
Four instructions enable the program
mer access to registers of machine indi
cators directly and one instruction 
provides conditional control; that is, it 
chooses a path according to selected 
conditions. Another instruction either 
halts or causes a program interrupt in 

the processor's operation. A repeat com
mand enables the execution of loops .a 
designated number of times. The com
pare instruction enables the program
mer to determine the relative magnitude 
of two operands of equal length. The 
last two instructions in this group enable 
program control and restoration of ma
chine conditions after interrupt sequen
ces, as described in a previous section. 

In addition to this command struc
ture, the overall system efficiency is 
further improved by: 

1) built-in and programmed accu
racy controls; 

2) automatic storage of the contents 
of various working program-con
trollocations in the micromagnetic 
memory; 

3) character addressability providing 
completely variable data organi
zation; and 

4) machine code covering the full 
range of numerics, alphabetics, 
and special symbols. 

The accuracy-control philosophy of 
the RCA 3301 System includes not only 
error detection, but also error recovery. 
When an error occurs and is detected by 
wired-in parity and invalid-code check
ing circuits, program control is trans
ferred (by the interrupt feature) to an 
executive error-recovery routine. Appro
priate actions can be taken at this time. 
Transient processor malfunctions, as 
well .-:fs input-output-equipment errors, 
can be handled by these techniques. 

Facilities for automatically storing 
various program-control address fields 
are included in the basic processing unit. 
These are called STA, STP, and STPr. 

ST A automatically occurs at the con
clusion of selected instructions. In ST A, 
the final contents of the A field located 
in micro-magnetic memory are auto
matically stored in standard main mem
ory locations. This permits the subse
quent use of the final A field contents 
and is a convenient programming tech-

nique to eliminate memory searching 
time. 

STP occurs whenever program con
trol is to be transferred out of immediate 
sequence; STP automatically stores the 
contents of the instruction-counter field 
in another set of standard main-memory 
locations at the conclusion of those in
structions that would cause transfers of 
control. The stored address is the ad
dress of the instruction that would have 
been executed if the transfer of control 
had not taken place. 

STPr similarly automatically stores 
in standard main-memory locations the 
instruction address immediately follow
ing the repeat instruction, and is used 
for looping control reference during a 
repeat sequence. 

CONCLUSION 

This paper has described the most sig
nificant engineering features incorpo
rated in the RCA 3301 Data Processing 
System. Obviously, many design details 
and novel techniques have been either 
presented very generally or not at all 
due to space limitations. Readers inter
ested in further information should con
sult the EDP Marketing Department, 
Cherry Hill, New Jersey. 
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QUALITY-CONTROL TEST-DATA SYSTEM USES THE RCA 501 
Computers available at RCA Electronic Components and Devices in Harrison, 
N. J. (both RCA 501 and 301) are being applied to many business and product. 
control problems. One especially successful application is described herein: the 
automation of a quality.control acceptance sampling procedure that is vital to 
the profitable mass production of receiving tubes. 

Fig. 3'-computer test-data system. 

J. R. GATES, Mgr. 

Technical Data Systems 

Electronic Components and Devices 

Harrison, N. J. 

A SMOOTH-RUNNING computerized 
quality-test data system at the 

Harrison, N. J. receiving-tube plant has 
successfully automated the Quality De
partment acceptance sampling proce
dure. The computers (RCA 501 and 
RCA 301 are both involved) analyze and 
make reject or ship decisions on the total 
plant output in one-half hour of running 
time each night. The many advantages of 
this data-handling system include such 
key features as minimized cost increase 
or handling-time increase with increased 
production volumes and much improved 
quality insurance when competItIon 
forces expense-cutting campaigns. 

The actual project to develop this 
Quality Acceptance system got a serious 
start in 1957 and reached the computer 
in 1961 after progressing from the origi
nal manual system, through a punched
card phase, and on to the computerized 
system of today. The many hands in
volved in its development consisted of a 
project team, some RCA Corporate Staff 
"systems expert" assistance, local-man
agement backing, and some extremely 
cooperative user personnel. 

QUALITY-CONTROL TESTING 

The basic system, or job, which was 
automated is illustrated in Fig. 1. As can 
be seen, it is a closed-loop arrangement 
with certain aspects of the first operation 
depending on the analysis of results of 
past final operations. The obj ect is to 
test a sample lot of tubes to a given flex-
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ible specification. The test-recording 
document is prepared, specifying the 
sample size, tests to be performed, allow
able number of rejects and similar items. 
These specifications are tightened or re
laxed, based on the results of past test 
histories. The tests are then performed 
and results are recorded on the test sheet. 
The data are processed for correctness 
of sample size, conformance to limits, 
number of rejects, statistical quantities, 
need for a second sample, and the like. A 
decision can then be made as to whether 
the lot represented by the sample can be 
passed on and shipped or must be re
jected. In addition, reports can be pre
pared summarizing the total product 
pass or reject picture and engineering 
and quality-control information. These 
test results are then evaluated with other 
past history, the process averages are 
determined and testing specifications are 
relaxed or tightened, if necessary, and 
made ready to be used with the next 
sample to be tested. Hence, the loop is 
closed. 

INITIAL MANUAL IMPLEMENTATION 

For many years, a fully manual system 
quality-data system was used-a tedious 
series of manually interpreted and up
dated printed specifications, many test
equipment setups, human interpretation 
and recording of meter readings, clerks 
and desk calculators for data reduc
tion, and result judging and reporting. 
Because volume often changed with 
changing production levels, the clerks 
and testers either worked more or less 
hours, or their number was varied. The 
many drawbacks to such a system are 
obvious. The manpower problem can be 
a serious one. Human fatigue is a real 
gremlin, especially in the case of test 
operators or clerks who work with col
umns of poorly written figures for hours 
at a time. 

The manual system was relatively 
slow; consequently, often only the most 
critical tests were analyzed and the re
maining data were not used unless trou
ble occurred. At such times, the required 
data could be extracted and treated man
ually by an engineer investigating the 
problem. 

History data of tests could not be read
ily extracted and processed when de
sired. The main source for this type of 
data was files full of raw data (test read
ings) which were neither easy to survey 
nor cheap to use. 

AUTOMATION BY PUNCHED CARDS 

In 1958, a decision was made by Receiv
ing Tube Engineering to purchase an 
automatic test set referred to as STAR 
(for Specialized Tube Analyzing Re-

corder). STAR, shown in Fig. 2, is a plug
board pre programmed test set which 
tests manually inserted tubes according 
to the plugboard program of tests, test 
conditions, and acceptance limits. The 
tests are sequenced and grouped as de· 
sired, test conditions are varied as re
quired from test to test, results of each 
are compared to limits, and pass or fail 
notations are made. 

This programming feature permitted 
test-set changeovers to be made in a mat· 
ter of seconds. The really big "plus" of 
this equipment, however, is its readout. 
Test results are recorded in two ways
typed on a test sheet, and punched into 
cards. 

Such a piece of equipment can do 
much to speed up testing and eliminate 
setup and data-reco.ding errors. It can 
also be many times more effective if it is 
integrated into a complete test-data proc· 
essing system which plans for and makes 
the best use of men and machines. 

To develop this improved system, Re
ceiving Tube management set up a proj· 
ect team consisting of representatives 
from Engineering, Quality Control, and 
Data Processing. Several months of 
study by the team were necessary to in· 
sure a good understanding of the manual 
system in use at that time. As expected, 
some of the accepted procedures were 
found not documented, and some docu· 
mented ones were not the ones in use. 
It was probably fortunate that STAR was 
not an "off·the-shelf" item because, as 
the team developed a data-processing 
system, they were also able to influence 
the development of some needed features 
in the test equipment. Some of these 
features were size of printed output doc
ument to be handled, method of decimal
point notation, and provisions for enter
ing data description into the punched
card output. 

The team came to realize that the 
computational job required in this work 
was a large one for two main reasons
volume and complexity. More than 
40,000 test readings were being collected 
each week, and the mathematics required 
varied from test to test and from tube 
type !9'tube type. These factors indicated 
that' a complete computational system 
using existing tab equipment with an 
electronic calculator would not be too 
practical. Such a system could be set up, 
but it seemed que~tionable whether it 
could be kept operating properly. 

The punched-card system which fi
nally evolved was used for more than 
a year and put much order into a compli
cated data system. Punch-card test
specifications files were built so that test 
sheets, ready for the recording of results, 

could be produced by machine and 
would contain information to which col
lected data could be compared for pass 
or reject decisions. The system was flex
ible enough to accept data collected 
either by STAR or from a test operator at 
a manual test set. The manually collected 
data was keypunched and then merged 
with the card output from STAR. 

It was not practical to do all of the 
calculations, for reasons previously 
stated, but some which were common to 
all tests and tube types were handled. 
Average, range, and a total defect count 
were performed on all tests, and a sum
mary report was prepared on the avail
able electric accounting machine. The 
more difficult or peculiar-to-test-or-tube 
computations and decisions had to be left 
to manual means. The punched-card sys
tem did include a more accessible data
history file. The card file as set up was in 
a form for easier mechanical processing, 
but keeping the data tied back to a 
changing specifications file was quite a 
chore for this generation of automatic 
data-processing equipment. 

APPLYING THE RCA 501 

The punched-card system indicated the 
possibilities of a completely automated 
test-data system. Up-to-the-minute speci
fication files, the automatic tightening or 
relaxing of decision criteria based on 
product history, fast error-free computa
tion, unemotional decision making by 
machine, and the neat, orderly presenta
tion of output information were some of 
the more obvious advantages over former 
manual methods. What was needed was 
a computer capable of handling the full 
data-reduction and analysis load from 
this test area. 

One of the systems analysts was, at 
that time, engaged in a study of several 
small-scale computers which might be 
used for engineering problem-solving. 
He investigated the idea of renting one 
of these small computers for process
average calculations on the Quality Proj
ect, and then using any remaining time 
for engineering problems. His findings 
indicated that the most promising of the 
small card-oriented computers would 
have required almost 40 hours each week 
for the one application, leaving little 
time for anything else. 

Early in 1959, the Electron Tube Divi
sion made the decision to place on order 
an RCA SOL Top-grade programming 
talent was then added to the project team 
so that the punched-card program could 
be picked up by the computer using the 
best computer techniques. The team then 
had the opportunity and task of com
pleting the job which had started as a 
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major effort with STAR, and had become 
difficult because of its bulk-data-process
ing aspects in the punched-card phase. 
Fig. 3 shows the computerized system, 
including STAR as an important cog in 
the test area. This system went into oper
ation in January 1961. 

Fully as important as the main jobs of 
calculations and comparisons for deci
sion making is the file-maintenance por
tion of the system. Accurate, up-to-date 
files must be maintained or the output 
information will not be reliable. In an 
engineering atmosphere where specifica
tions change is normal, an error-free, 
rapid file-updating procedure is de
manded if test data are to be judged 
against the proper criteria. As Fig. 3 
shows, the main input for file mainte
nance is engineering Change Notices. 
These notices are the means by which the 
master specification file, a magnetic tape, 
is kept current. Specifications for a new 
tube type are entered in the file in es
sentially the same way. 

In this system, file-updating is done 
once each week. This frequency has been 
satisfactory, but is definitely no compu
ter limitation. Changes are entered and 
documented in only a few minutes of 
computer time. Each file-updating com· 
puter run produces printed copy in the 
form of new master specifications sheets 
for those specifications which were 
changed, as well as a new master file on 
magnetic tape. The printed pages can be 
distributed to those locations where 
specifications books are kept. 

The power of the computer was well 
demonstrated recently. Several general 
changes were to be made to 100 different 
tube types. Instead of entering separate 
handwritten change notices for each 
change, a short computer program was 
written to seek out the places for change 
in the master file, and create a computer
written change notice. For about $40.00, 
the program was written, tested, and run. 
It created 2,800 change notices on tape, 
which never had to come out of computer 
language. These changes were then ap
plied in the next regular file mainte
nance run. The manual method would 
have required many months to accom
plish this task, and reference books 
would have remained out of date for 
some time. 

Another part of the weekly file-main
tenance computer run is used to calcu
late the latest process averages, includ
ing the most recently entered data. As 
explained earlier for the basic system, 
the computer considers the history of 
past test lots (10 lots are presently 
used), and adjusts the testing specifica
tions for future testing. As can be seen, 

the computer is now taking a big deci
sion-making load from the human. Some 
very comforting thoughts about this are: 

1. The computer will not get tired 
and make errors. 

2. The computer will not leave any of 
this work undone when volume is 
great, because its appetite is tre
mendous. 

The daily quality-test computer run 
also has two main tasks: it must produce 
test sheets for the recording of tomor
row's test results; and it must analyze 
and make decisions on tests recorded 
today. In the printing of test sheets, it 
actually refers to the master magnetic 
tape specifications and lot-history files, 
and produces a custom test document 
which identifies the iot to be tested, tests 
to be made, test limits, sample size, num
ber of allowable rejects, calculations to 
be made, and many other parameters. 

This particular task was one of the 
first "sticklers" which confronted the 
team at the start of the project. If all 
products were tested alike, or even if 
there were several patterns, the test
recording document might possibly be 
preprinted and a standard computa
tional procedure set up. The power of the 
computer is a great advantage in this 
respect. In about thirty seconds, the com
puter refers to its magnetic tape mem
ory and produces a 2- to 5-page test sheet. 

The computations and analysis part of 
this run is handled in a somewhat unique 
manner. Because the RCA 501 has a rela
tively large internal memory (more than 
65,000 characters) , a matrix scheme can 
be used rather than many computer 
passes which would do the rather in
volved job in a run-after-run fashion. All 
test data for one tube type are brought 
into memory at one time, together with 
specifications from the master file and 
lot histories from the lot-history tape. 
These three pieces of information create 
a matrix which is held in memory until 
all calculations and decisions have been 
made on the one tube type. The tremen
dous advantage of an automatic audit 
should be noted at this point. The com
puteTwill not accept any less data than 
the specifications require. Any deviation 
will cause rejection of the data. All cal
culations and decisions are then worked 
on at the microsecond internal speeds of 
the computer. No referrals outside the 
machine are necessary until the answers 
are ready for printing. With all data so 
conveniently arranged for processing, 
the "comparison-to-limits" feature of 
STAR was abandoned in favor of the com
puter operation. Each and every test 
reading is now looked at by the compu
ter and compared to limits. 

As Fig. 3 indicates, the information 
output from this part of the run consists 
of a detailed Statistical Analysis for the 
engineer and quality or manufacturing 
man, and an abbreviated Lot Decision 
(Quality Acceptance) Report. The lat
ter report gives the number of lots passed 
or failed, and if failed, gives the reason 
why. A shipping clerk can ship from it, 
or a quality-control manager can see 
where his efforts should be concentrated. 

Another important advantage of the 
computer in this work is the history
storage feature and the possibilities for 
retrieval and analysis. A magnetic-tape 
data-history file is added to by each day's 
run, and a ten-lot history tape is main
tained. The use of these reservoirs of 
information has really only started, but 
the ease of access and possibilities of 
fast analyses are apparent. Data for cer
tain selected periods or product are peri
odically fed into a computer-plotting 
program to develop X-Y plots and histo
grams. Other requests have caused sim
ple special programs to be written to 
develop averages or ranges for given 
periods. There are endless possibilities 
in this area. 

THE FUTURE LOOKS BRIGHT 

There are tremendous possibilities for 
these techniques in almost any business 
situation. A shrinking product line can 
be helped to remain competitive, or an 
expanding business can be assisted in 
maintaining control. RCA Electronic 
Components and Devices faces both of 
these conditions. 

Receiving Tube engineers are already 
at work adding to and revising the com
puterized test-data system to increase its 
power. They are visualizing a statisti
cally powerful system based on the use 
of variables data which would eliminate 
most of the go, no-go testing presently in 
use. Savings possibilities in testing and 
associated processing might easily be as 
much as a million dollars a year. Other 
product lines on the verge of large ex
pansion programs are also considering 
the computer as a tool to help maintain 
product control. 

The computer has arrived, and its 
power has been demonstrated. Future 
benefits will be a function of ingenuity 
in developing its application. 
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EDGE ... 
Electronic Data Gathering Equipment 

EDGE provides a low-cost, reliable method for remote input of data to com
puters that is competitive with manual input. The high-vol~me information 
~upplied. direc+!y to th~ compute!, enables business decisions on more timely 
Information. This extensIOn of the Input-output capability of computers foretells 
a :l.ay when systems like EDGE, coupled with volatile displays (not unlike present 
military control centers), may be a major tool for decision making. 

R. E. MONTIJO, Jr. Mgr. 
Systems Engineering 

Electronic Data Processing, Camden, N.J. 

A LONG WITH the rapid assumption by 
.tl. the computer of its rightful place in 
our operating systems has come the 
recognition of its limitations. And, its 
primary limitation in the area of input
output has been magnified as the in
ternal computing speed and magnetic
tape data rate have risen. Inherent in 
this problem is the physical separation 
between the locations where data is gen
erated and subsequently used, and the 
location of the processing element. 

The EDGE (Electronic Data Gathering 
Equipment) system was developed to 
implement the tasks of collecting, code 
converting, and reducing the disparity 
between present and desired input-out
put data rates for typical computers. 

Simplicity, flexibility, and reliability 
are fundamental to meet stringent cost
performance requirements for a system 
such as EDGE. The functions which EDGE 
automates are far less sophisticated than 
those performed by the computer. In 
the kind of locations where EDGE might 
be installed (for example, a factory 
work area), EDGE must compete with 
proven manual methods that are well 
accepted by local personnel. And be
cause it is intended that EDGE be util
ized by such local personnel (not com
puter personnel), installation and oper
ation must be simple and inexpensive; 
performance must be consistent and 're
liable; and the integrity of data handled 
by the system must be above suspicion. 

A two-year program of study, analysis, 
evaluation, and optimization of customer 
requirements was performed upon sev
eral hundred combinations of available 
techniques. As a result, EDGE provides 
the means for reading input documents, 
accepting data directly from humans, 
converting the data to a machine-us
able code, transmitting it to a distant 
central point, and recording it for sub
sequent processing. 

When EDGE is combined with other 
elements of RCA data-communications 
and data-processing equipment, the en
tire data gathering, processing, and 
output cycle may be performed on-line; 
the term on-line is used here to describe 
the processes of both data gathering and 
computation. (Source-data recording by 
EDGE is always performed "on-line" in 
the sense that EDGE input devices are 
directly linked to the EDGE central re
cording ... ~quipment.) The term off-line 
EDGE (as used here) refers to the setup 
wherein the EDGE central recording 
equipment produces a punched paper 
tape for subsequent use as a computer 
input. The term on-line EDGE refers to 
a direct link between EDGE and the com
puter, without intermediate punched 
paper tape recording. In the EDGE sys
tem itself, intermediate storage devices 
are eliminated, since data is transmitted 
from its input point (s) through a pas
sive network of telephone lines and line 
switching devices to the EDGE central 

recorder. Storage elements are thus only 
the input media and the ouput store, 

The balance of capability between the 
system components was chosen to pro
vide a simple telephone-subscriber type 
of interface between remote input de
vices and the central equipment that 
was amenable to commonly used tele
phone-system signalling and installation 
practices. This interface also enhanced 
the desired ability to operate over long 
lines with least future modification. 

ELEMENTS OF THE SYSTEM 

The EDGE System (Fig. 1) is comprised 
of three basic types of equipment: re
mote input devices, passive line or cir
cuit switching devices, and the central 
recording equipment with its time gen
eration function. Input stations are used 
to enter data from remote points over 
two-wire telephone in-plant lines, which 
are switched by line concentrators into 
a smaller number of two-wire trunks 
that are terminated by the central re
cording equipment. 

Input Station 

The input station (Fig. 3) is used in 
great quantity in a given EDGE system 
application. Physically, it includes two 
enclosures: a reader unit, and a subset. 
There are two basic types of reader units 
used: The general-purpose input station 
uses a data-input reader (Fig. 2). The 
alphanumeric input station (Fig. 4) is 
a more specialized unit and utilizes an 
alphanumerical reader unit. Both of 
these devices are designed to sit on a 
countertop or wall-mounted shelf. 

In addition to data read from input 
documents and manually set data levers, 
the input station adds certain fixed data 
and control symbols to each transaction. 
The subset accepts data from either type 
of reader unit, translates transaction 
message characters to the EDGE trans
mission code, and transmits these char
acters in a character-serial, bit-serial 
stream over standard telephone lines 
using a 2,OOO-cps phase-modulated tone. 

Line Concentrator 

The Line Concentrator acts as a switch
ing intermediary to distribute the inter
mittent demand for service from a large 
number of input stations to a smaller 
number of two-wire trunks connected to 
the central recorders. The line concen
trator is mechanized with standard tele
phone-type, combinational relay logic. 
Its circuits and components are similar 
to that used in private-automatic-tele
phone-exchange (PABX) units. The line 
concentrator (Fig. 5) accepts up to 25 
input lines. which can be switched to four 
trunks. 
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Fig. 2-The data reader unit accepts data from on EDGE token 
that contains up to 12 alphanumeric characters of punched 
data. an aD-column Hollerith-coded punched card, and up 
to 11 manually-set numeric characters from 10 multiposition 
sliding switches. All manually-selected characters are visually 
displayed. A single manually-set transaction-selector sliding 
switch is provided for identification of 11 transaction types. 
Transactions which are comprised of Token Data only; Token 
Data and Variable data; or Token data, Variable Data, and 
Hollerith card data can be originated. A key-operated super
visory switch restricts the use of certain pre-designated trans
actions. 

Table I-The EDGE Transmission Code. 

CHARACTER PUNCHED CARD EDGE 
MEANING CODE EQUIVALENT CODE 

The code is arranged with the least significant bit 
designated 20 and the most significant data bit desig-
nated 25 , Parity in the EDGE code is defined as even. 

Space 000000 
1 1 000001 
2 2 000010 
3 3 000011 
4 4 000100 
5 5 000101 
6 6 000110 
7 7 000111 
8 8 001000 
9 9 001001 
& 12 010000 
A 12-1 010001 
B 12-2 010010 
C 12-3 010011 
D 12-4 010100 
E 12-5 010101 
F 12-6 010110 
G 12-7 010111 
H 12-8 011000 
I 12-9 011001 

11 100000 
J 11-1 100001 
K 11-2 100010 
L 11-3 100011 
M 11-4 100100 
N 11-5 100101 
0 11-6 100110 
P 11-7 100111 
Q 11-8 101000 
R 11-9 101001 
0 (Zero) 0 110000 
/ 0-1 110001 
5 0-2 110010 
T 0-3 110011 
U 0-4 110100 
V 0-5 110101 
W 0-6 110110 
X 0-7 110111 
Y 0-8 111001 
Z 0-9 111001 

Start Message (SM) not used 111110 
End Message (EM) not used 111010 
Item Separator (ISS) not used 111101 
Delete Message (DM) not used 101110 

TION 
SELECTOR 

Fig. 3-Data 
input station. 

Fig. 7-The EDGE token provides space for punching 
up to twelve alphanumeric, seven-bit characters in 
binary-coded-decimal format. The seventh bit allows 
parity checking of each character read from the token. 
The EDGE token is credit-card sized (21/8" or 3 3/8"1. 
and is compatible with standard automatic credit-card 
embossing and punching equipment. 

Fig. 5-A Madel 6244 
line concentrator with the 
door and cover panels re
moved. Model 6242 pro
vides two output-trunk 
connections to two re
ceivers. while Model 
6244 provides four out
put-trunk connections to 
four receivers. 

Fig. 6-A two-receiver· 
punch central recorder 
assembly. The receivers 
contain parity checking 
circuitry and transmission 
sequence control logic to 
insure proper reception. 
Two receivers and re
corders with a single 
power supply are con
tained in each central 
recorder rack, 
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Central Recorder 

The modular central recorder used with 
off-line EDGE consists of receivers and 
punched-paper-tape recorders (Fig. 6). 
A time equipment unit is associated with 
the central recorder to automatically 
supply time-of-day and day-code data 
to each receiver-punch_ Dual time emit
ter units provide extra reliability and 
unambiguous read-outs during time 
changes without the need for a blank
ing period. 

Central Receiver Terminal 

When an EDGE system is used on-line 
(i.e., linked directly with a computer), 
the central recorder is replaced by a 
central receiver terminal designed to 
operate with an RCA 301 system that is 
equipped with a communications-mode
control (CMC) unit. The central receiver 
terminals replace the receiver-punch 
units in the on-line configuration. 

In the on-line configuration, the time 
equipment unit is replaced by the time 
scanner on-line dual (TSOL) channels, 
which are sampled by the CMC in the 
same manner as it scans all 80 receiver 
trunks. 

In all other respects, the equipment 
and operation of the basic EDGE is the 
same for on-line as for off-line operation. 

THE TRANSMISSION SYSTEM 

The code used in transmission is called 
the EDGE transmission code (Table I) a 
7-bit, Hollerith-derived, alphanumeric 
code. Data read from the punched card 
and manual levers are code-converted 
prior to transmission. EDGE tokens are 
punched in EDGE transmission code and, 
therefore, bypass the code-conversion 
process. Although EDGE transmission 
code is always utilized between the sub
set and receiver, the output of the 
receiver may be converted to variations 
of the basic code. 

The transmission of data in the bit
serial form requires parallel-to-serial 
conversion at the subset and serial-to
parallel conversion at the receiver using 
shift registers. Serial transmission re
quires bit synchronization and character 
framing to properly extract discrete 
characters from the bit stream. 

A frame contains 9 bits. The first bit 
of the frame is designated the start bit 
and is always a 1. The succeeding seven 
bits are six data bits and one parity bit. 
The ninth bit is designated the stop bit 
and is always a O. The presence of a 1 
in the start bit position of every frame 
provides the means by which the serial
to-parallel shift register in the receiver 
determines the beginning of each frame. 
Loss of this bit will cause loss of syn
chronization, failure to satisfy the parity 

check, and will generally be detected 
within three frames (or characters). 

Table II illustrates the bit sequence 
for a frame, the relationship between the 
data, parity, start, and stop bits. 

Transmission of data from an input 
station utilizes the 2-kc carrier fre
quency-generated within the subset from 
the 4·kc timing source. The 2-kc carrier 
exists in two forms: a 1 phase, and a 0 
phase, which are 180 0 out of phase. 
When a marking element is present at 
the subset output, the 1 phase carrier is 
transmitted. When a spacing element is 
present, the 0 phase carrier is trans
mitted. At the central receiver, a phase 
detector monitors the 2-kc input signal 
and generates a pulse for each change 
of phase of the carrier. This pulse trig
gers a binary circult, the outputs of 
which are read into a shift register each 
bit time, thus recontracting the trans
mitted character in binary form. 

ORGANIZATION OF DATA 

EDGE uses a semivariable data-field and 
message-length concept to reduce the 
number of unwanted space characters 
that would otherwise be required. This 
feature, together with the concept of 
masked setup, clearing and system 
switching time enables EDGE to achieve 
an effective transmission efficiency equal 
to or greater than might be achieved 
with a fixed·message-Iength format op
erating at double the EDGE transmission 
rate of 27.7 characters/sec. 

The scanning order for the reader-unit 
components and their corresponding 
data fields is fixed in this sequence at 
the time of factory assembly: station 
identification, token, variable and card. 
The token-only transaction for attend
ance recording creates the shortest trans· 
action message used and accounts for 
the greatest number of messages per 
unit time during clock·in and clock·out 
periods. Hence, with the token data field 
occurring first in the scanning sequence, 
the stepper may be caused to short· scan 
by homing immediately after the last 
character of the employee number with
in the token field is read. Two typical 
token~re shown in Fig. 7. 

While the volume of token·variable 
transactions is signficantly less than 
token·only transactions, homing of the 
stepper immediately after scanning of 
the last character of the variable data 
field also eliminates unwanted space 
characters. 

A token-variable card format repeats 
the field length requirements of the 
token-variable format and adds the card 
field. The card field may contain a maxi
mum of 80 characters. Movement of a 
single taper tab in the reader unit 

stepper determines the number of col
umns which are read from a card. 

Several different symbols are used in 
describing the message formats which 
can be used when transmitting data in 
the EDGE system (Table III). The for
mat of the transmitted message depends 
upon the transaction that is selected. 
Each position of the transaction selector 
switch is wired to effect reading and 
transmission of the desired format. 
Whether or not data must be entered 
into the card reader, token reader, 
and/ or variable data reader is a function 
of format and interlock selection. 

Data fields within a message mayor 
may not contain data. When data is not 
required from a particular field for a 
particular transaction, all character po
sitions of the corresponding data field 
will contain space characters if the field 
is scanned. The formats are listed in 
Table IV. 

In an off-line EDGE system, all data 
are punched on paper tape in the order 
received. Upon arrival of the end mes
sage symbol, the receiver completes its 
various checks on the message. If the 
message checks satisfactorily, the end 
message symbol is replaced by an item 
separator, wherein the time and day-code 
field of five data characters is scanned 
from the time equipment unit and ap
pended to the portion of the message 
received. An end message symbol is 
then inserted. 

Should the receiver detect a parity 
or sequence error in an incoming mes
sage, the punching of all subsequent 
characters is inhibited and a delete mes
sage symbol is punched on tape in place 
of the character found to be in error. 
The output from the paper tape recorder 
is a 7-bit code punched in I-inch paper 
tape. 

The EDGE token (Fig. 7) is a rugged, 
multipurpose, machine-readable input 
medium for use with the input station. 
This token has many applications, in
cluding employee identification, tool crib 
check-out, standard operation data, and 
machine utilization data. 

ACCURACY AND CHECKING FEATURES 

EDGE provides four basic types of accu
racy checking: 1) input-station inter
locks to assure that messages are prop
erly set-up before transmission; 2) par
ity check of token characters read from 
token, and parity-bit generation for vari
able and card field characters; 3) parity 
and symbol sequence checks of the trans
mission to protect against transmission 
errors; and 4) recording checks to as
sure accurate recording on paper tape. 

Input station checks include: 
1) A punched card insertion check 
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which rej ects the card if it is in
serted incorrectly. 

2) A token insertion check which re
jects token if inserted badly. 

3) A card-attendance exclusive inter
lock which prevents transmission 
of an attendance message when a 
card is inserted in the card reader 
and token-insertion transmission
initiation is used. 

4) A ready interlock which prevents 
transmission of any selected trans
action message until all required 
inputs are properly satisfied. 

5) A supervisory key-switch which 
provides for the restriction of cer
tain transactions. 

6) An automatic reset which provides 
automatic return of all input docu
ments and reset of all manually-set 
levers after a message transmis
sion has been received and verified. 

Transmission checks include: 
1) Automatic retransmission of mes

sages for transmission errors. 
2) Automatic shutdown and alarm of 

faulty input stations and/or re
ceivers when error incidence is 
excessive. When an input station 
fails to transmit a message cor
rectly after 15 to 35 seconds of 
automatic retransmission, it alarms 
and retains all documents and set
tings until manually and deliber
ately cleared by the operator. 

Recording checks include: 
1) low paper indicator illuminates an 

alarm at the central recorder. 
2) end oj paper alarm disables the 

receiver and causes message to be 
diverted to other receivers. 

The coordination method used between 
the input station and the receiver is 
closed loop. No transmissions are ini
tiated without issuance of a request to 
transmit level from the input station, 
and subsequent receipt of permission to 
transmit from the receiver. No message 
transmission is assumed to be correct 
without receipt of verification by the in
put station. If verification is not received, 
automatic retransmission is repeated un
til a 15-to-35-second hold-down time 
delay expires at the input station. A sim
ilar arrangement enables the receiver 
hold-down to expire if satisfactory trans
mission is not achieved in 35 seconds. 
In both cases, hold-down expiration re
sults in an out-oj-service alarm. 

fUNCTIONAL REDUNDANCY 
In a typical EDGE installation, all system 
components contribute to the overall 
capability of the system. The elements 
of the system are designed and inter
connected in a manner to prevent the 
failure of any component or major sys-

tern element from causing a catastrophic 
loss of all system capacity. Automatic 
alternate path routing within the net
work results in partial degradation 
rather than total failure of the system 
when a major malfunction occurs. This 
desirable characteristic has been imple
mented in the following manner: 

Input Station: Because of the multi
plicity of stations, loss of a station re
sults only in loss of the time required for 
an employee to walk to the next nearest 
input station. Use of separate two-wire 
communication lines between each input 
station and the line concentrator mini
mizes the danger of catastrophic loss of 
a subsystem because of sympathetic 
faults that are characteristic of com
monly used way-station type operation 
or wire failures. • 

Line Concentrator: Alternate path 
capability through two of four trunks is 
provided by the internal relay logic of 
this unit. In addition, telephone switch
ing circuitry of this nature has been per
fected to a very high degree of reliabil
ity by many years of field operation. 

Central Recorder: The multiplicity of 
receiver-punch combinations and the 
automatic re-routing by trunk that is 
characteristic of line concentrator pre
vents total failure of the central equip
ment. Thus, failure of any receiver, 
punch, or power supply results in only 
partial degradation of system capacity. 

Time data for the central recorder is 
provided from dual time emitter units. 
Hence, loss of one of the time units re
sults only in small loss in system han
dling performance. 

APPLICATION 
In designing an EDGE System for a par
ticular customer application, several 
factors must be considered in optimiz
ing the equipment c9mplement. These 
factors include: 

1) Volume of messages by type per 
unit time. 

2) Geographic distribution of remote 
units to reduce long walking dis
tances for operators. 

3) Need for two-way transmission. 
4) Types of transactions to be orig
/'" inated and set-up times. 
5) Ratio of input stations to line con

centrator to receivers necessary to 
satisfy traffic requirements. 

6) Allowable attendance recording 
queues. 

7) Physical separation between units 
in observance of maximum loop 
resistance. 

An EDGE System in combination with 
communications control computers and 
other system elements forms a com
pletely integrated data-communication 
and proce~~ing ~ystem. 

While the detailed procedure for op
timizing an EDGE System complement is 
beyond the scope of this paper, there are 
several considerations and performance 
characteristics of general interest: 

Traffic Analysis: Each customer's op
eration must be analyzed to determine 
the number of transaction types per unit 
time which the system must handle. 
Traffic loadings must be determined in 
terms of messages and characters per 
unit time for the areas served. 

Geographic Layout: Layout and loca
tion of the EDGE devices within a plant 
is generally performed on the basis of 
employee population density and the 
average walking distance for employees 
to and from an input station in their 
area. One input station is generally as
signed to employees located within a 
radius of 75 feet. Within this rule, the 
minimum number of input stations for 
an area is limited by the input station 
set-up, clearing, and transmission time. 
A data input station can clock up to 30 
employees per minute. A receiver, how
ever, handles 85 employee attendance 
transactions per second. Therefore, the 
maximum number of input stations 
which are connected to a line concen
trator is either limited by the receiver 
message rate and the number of trunks 
on the concentrator or by the 25 input 
lines to a concentrator. For low-volume 
applications, two or more line concen
trators may be connected in tandem, 
thereby increasing the ratio of input 
stations per receiver. Input-station-to
line-concentrator telephone-line lengths 
are limited to a total loop resistance of 
900 ohms. This resistance represents a 
distance of 2 to 6 miles depending on 
wire gauge. The line-concentrator-to
receiver telephone lines may have a loop 
resistance of 2,400 ohms. 

Installation: A major advantage of 
the EDGE system is its use of standard 
two-wire telephone lines between all 
units. Such lines may be installed by 
private contractors, plant maintenance 
personnel, or by the local telephone 
company. Telephone company lines are 
usually installed at a cost of approxi
mately $5 per drop and rented for $1 to 
$2 per quarter mile per month. This 
arrangement minimizes capital invest
ment. Once the telephone lines are in
stalled, removal and relocation of a unit 
is accomplished with the same ease as 
moving the telephone instrument. 
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WHENEVER A mathematician starts to 
develop a new branch of mathe

matics, it is necessary to pay the tooling 
costs to provide the special functions 
required to solve the equations_ For ex
ample, the integral 

J x sin t dt = 1 - cos x (1 ) 
o 

is easily evaluated using elementary 
functions_ If the problem is changed 
slightly to 

Sill t dt = Si x (2) J
x . 

o t 

a more advanced function, the sine in
tegral, is needed. When the argument of 
the trigonometric function becomes non
linear, as in 

J'U cos (x cos 0) do = 'UJo (x) 
o 

(3) 

the zero-order Bessel function is re
quired. These functions are "tooled up" 
in the sense that someone has provided 
the effort required to study them in 
detail and to compute good tables. 

NONLINEAR ANALYSIS 

In the solution of nonlinear problems, 
one quickly runs out of these special 
functions and tables; closed-form ex
pressions are no longer available. At this 
point, mathematicians tend to go in two 
different directions. One type will spend 
his time deriving long orthogonal-func
tion or series expansions to cut down 
on the computational effort required to 
find the numerical value of the function. 
The second type of mathematician will 
develop computer programs to solve the 
equation directly, using crude mathe
matical methods repeated often at high 
speed to converge on the answer. It is 
no longer necessary for him to spend his 
time doing the drudgery and tedious 
algebra required to grind out the series 
or other approximations. He is then free 
to spend his time developing new con
cepts and improving the theory. 

An example will make this clear. If 
an engineer is required to solve a non
linear ordinary differential equation, 
and if he is not an expert on this subject, 
his best bet will be to look for the answer 
in a table of solutions."" (Reference 1 
contains 1,600 different solutions and 
Reference 2 contains 2,315 solutions.) 
If the answer is not in one of these two 

books, the average engineer might as 
well give up_ 

Even if the solution is found in a hand
book, it may be in terms of some special 
function that has never been adequately 
tabulated. One could spend many years 
studying all of these solutions and still 
not be very successful at solving non
linear system problems. 

COMPUTERS REDUCE TOOLING COSTS 

The modern high-speed digital computer 
changes all of this. A single general-pur
pose program can tabulate the solution 
to any differential equation in the two 
books, to a prescribed accuracy, in a few 
seconds. It can solve systems of equa
tions so complex that most mathema
ticians would quickly give up in frustra
tion using conventional methods. The 
differential equations can be linear or 
nonlinear, simultaneous, or higher de
gree, and the computer can solve them 
all with the same program. There is no 
need for new functions or a different 
special technique for each new problem. 
The mathematician or engineer can 
spend his time developing new concepts 
or interpreting the results; the computer 
will fill in the details. This means that 
mathematical tooling costs can be sub
stantially reduced, since the general 
computer subroutine needs to be written 
only once. It then goes into the "library" 
and can be used by relatively unskilled 
labor from then on. 

COSTS AND SPEEDS OF COMPUTATION 

The speed and cost reduction that can be 
achieved with modern computers is il
lustrated by the approximate values in 
Table I. The exact figures will vary 
somewhat depending upon what peri
pheral equipment is needed, the details 
of the arithmetic and logic used, and the 
skill of the programmer. 

It is thus clear that an amount of arith
metic that would take an entire lifetime 
for ;YI'flan using a pencil and paper can 
now be done in a few minutes. One can 

now solve problems easily that were 
impossible a few years ago. 

AUTOMATION OF CIRCUIT THEORY 

A second example of interest to elec
tronics engineers is in the field of linear 
lumped-constant circuit theory. It is pos
sible to feed a schematic into a computer 
and come out with the steady-state or 
transient response of the network. This 
can be done by reading in a list of the 
components as a single-column matrix 
and a second two-dimensional matrix of 
+1's, -1's, and O's to connect them to
gether. The computer can then use Kir
chhoff's laws and matrix inversion to re
duce the transfer function to a ratio of 
two polynomials. Standard subroutines 
can then be used to find the frequency 
response, phase response, time delay, or 
envelope delay of the network. 

If the transient response to a given 
driving force is required, the computer 
can find the roots of the denominator, 
expand the transfer ratio in partial frac
tions, find the inverse Laplace trans
forms, and tabulate the transient as a 
function of time. The entire process will 
be completed in a few seconds on a 
modern computer. If the engineer were 
to do this on a desk calculator, it would 
take at least two or three days of tedious 
work to complete the calculations and to 
make sure that no errors had been made. 

Such a program can be used to study 
tolerances on components, to find the 
effects of temperature changes, or to 
compare the performance of alternative 
designs. It probably would be possible 
to store all of the reliability data in the 
computer memory and to come out with 
the failure rate to be expected. 

SIMULATION OF COMPLEX SYSTEMS 

Often it is easier, less expensive, and 
quicker to simulate a complete system 
on a computer and to perform the experi
ments to find the best design than it is 
to do the work in the laboratory. Ad-

TABLE I-Comparative Costs of Computation 

Cost of Lifetime 
Approximate Relative Computer Time of work = 

Computer Cost per Hour Speed Requil'ed 100,000 hr. 
----~~------~--------~------~---------

Man ........... $ 7.00 1 50 years $700,000 
Desk Calculator . 7.50 10 5 years 75,000 
IBM 650 ........ 40.00 2000 50 hours 2,000 
IBM 709 ....... 300.00 0.2x106 30 min. 150 
IBM 7090 ...... 400.00 1.6x106 4 min. 27 
RCA 601 ....... 300.00? 2.0x106 3 min. 15 
CDC 3600 ..... _ 475.00 3.2x106 2 min. 16 



vanced systems can be simulated which 
would be very expensive to build, or 
where experimentation is not feasible. 
The computer can change one thing at 
a time and one can be sure that it is the 
only thing changed. If the optimum de
sign can be defined in terms that the 
computer can recognize, feedback can 
be used to search out the best design. 

Such simulation of equipment does 
not teach one how to build a new device. 
It shows what the new device would do if 
it were built, and helps one to decide 
whether he would like it if he had it. It 
is useful in deciding whether one under
stands a system well enough'to con
struct a good mathematical modeL Some 
typical systems computer-synthesized at 
RCA are: 

1) Stereo phonograph record-to calcu
late distortion and intermodulation 
due to finite stylus size. 

2) Video amplifiers-to study transients. 
3) TV deflection yokes - to eliminate 

"snivets" which are unwanted lines 
in the picture. 

4) Analog-digital convertor - to deter
mine output error rate. 

5) FM tape recorder-to find distortion 
due to band limiting, aperture effect, 
and comparison of different demodu
lators. 

6) Temperature variations of satellite
to find effect of alternate sunshine 
and darkness as it orbits the earth. 

7) Dipole immersed in plasma-to find 
the change of impedance when the 
antenna is put in a tensor medium. 

8) Retina of the eye-to show the vari
ation of the response with time after 
stimulation with a light pattern. 

9 Adaptive learning machines-to find 
the best way to adapt a filter to a 
sorting operation_ 

10) Noise in systems-solved with Monte 
Carlo methods. 

11) Neural networks-to find the best 
nonlinear operations for a given 
data-proc!"ssing system. 

AUTOMATION OF 
DESIGN AND PRODUCTION 

It is sometimes possible to automate an 
entire design and production installa
tion. For illustrative purposes, suppose 
one had a business making a line of 
transformers or electric motors. The 
steps might be as follows: 

1) The salesman who is talking to a cus
tomer calls the plant giving the cus
tomer's specifications and the number 
of items desired. 

2) The computer starts with the speci
fications and designs the transformer 
or motor, using a design program, 
stored on tape. It may modify the 
design if the price of steel and copper 
changes or if special size or weight 
is important. 

3) The program prints out the list of 
components required, makes any 
special drawings needed, checks the 
inventory of parts and materials and 
updates the inventory, prepares the 
orders on the factory where needed, 
punches out the tape for the computer-

controlled machine tools and WIrIng 
machines, computes the price to quote 
to the customer, checks the factory 
production schedule to determine the 
delivery date, prints out the shipping 
label, determines the best shipping 
method, and makes, out the order ac
knowledgment and invoice. 

All of this takes only a few seconds on 
a fast computer-a combination of scien
tific computing, data processing, and 
accounting. 

MONTE CARLO APPLICATIONS 

There are many processes where one 
cannot write a complete deterministic 
sequence of formulas that transforms the 
input data into the desired result. The 
source may be a random process, such 
as noise in a communication network, 
or randomly arriving people waiting for 
service, the queueing process. 

Band-limited stocnastic processes can 
be simulated on the computer by gene
rating a sequenbe of random numbers 
having the required statistics, and by us
ing regularly-spaced samples of signal 
plus noise to represent the process. The 
samples are processed in the computer 
in the same way they would be if they 
were sent through the communication 
system. At the output the computer can 
use statistical subroutines to determine 
means, variance, autocorrelation func
tions, etc., to answer questions. 

This is really an "experimental" 
method for studying random processes. 
It can be made as accurate as desired 
by taking long enough runs of random 
numbers, or by using special techniques 
to reduce the variance of the output. 

MATCHING THE DISPLAY 
TO THE HUMAN SENSES 

The human eye has a remarkable ability 
to detect a very tiny signal immersed in 
noise if the display is suitable. If one 
had a large wall covered with black and 
white spots, the eye could quickly spot 
a tiny red one, even though the signal
to-noise ratio might be very small. If a 
drawing consisted of a sequence of par
allel lines, the eye could quickly see one 
that was slightly crooked_ 

The human mind is not suited to think
ing in terms of mathematical transforms, 
unlesS' one has had extensive experience 
with a given type of transform. It is 
hard to obtain this experience without a 
computer or special laboratory equip
ment. There is reason to believe that a 
computer could be used to process the 
data so that the display would be especi
ally suited to the human senses. For ex
ample, the Hilbert transform of speech 
sounds will produce an orbit on an oscil
loscope that is distinctive for each sound. 
A pattern of each desired sound could 
be sketched on the end of the oscillo-

scope tube and a deaf person could prac
tice each sound until he mastered it, 
even though he could not hear. Electro
encephalograms could be processed be
fore the doctor studied them to make it 
easier to decide whether there were any 
abnormalities in the brain functions. 
Underwater sounds could be modified 
by the computer to make a display es
pecially suited to detecting unfriendly 
submarines. The ability to recognize 
certain patterns could be increased con
siderably by carefully matching the data 
to the special abilities of the human 
senses. 

SUMMARY 

If man is included in the computer loop, 
the combination can accomplish many 
things neither one can do alone. Man 
uses multipurpose parallel data process
ing and the computer usually does serial 
processing. It is not a question of 
whether computers are better than men 
for a given job, but how men and ma
chines can work together as the machine 
takes over the drudgery and leaves the 
man free to create new concepts and 
techniques. 

BIBLIOGRAPHY 

1. E. Kamke, Differentialglmchungen Liis
ungsmethoden und Losungen, vol. 1, 3rd 
ed., Chelsea Publishing Company, New 
York, N. Y., 1959. 

2. George M. Murphy, Ordinary Differen
tial Equations and Their Solutions, D. 
van Nostrand Company, Inc., Princeton, 
N. J., 1960. 

3. Martin Greenberger, (Editor), Manage
ment and the Computer of the Future, 
John Wiley & Sons, Inc., New York, 
N. Y., 1962. 

MURLAN S. CORRINGTON received a BSEE in 
1934 from the South Dakota School of Mines and 
Technology, and the MS in 1936 from Ohio State 
University. From 1935 to 1937 he was a graduate 
assistant in the Physics Department of Ohio State 
Unoiversity. and in 1937 he joined the Rochester 
Institute of Technology where he taught mathe
matics and mechanics. In 1942 he joined the RCA 
Television Division. In April 1952 he became a 
Manager of the Advanced Development group 
and was responsible- for audio, acoustics, receiv
ing antennas, radiation measurements, and theo
retical work. In February 1959 he transferred to 
DEP Applied Research, where he is now an Engi
neering Leader. Mr. Corrington is a Fellow of the 
Acoustical Society of America, a Fellow of the 
IEEE, and a member of the Society for Industrial 
and Applied Mathematics. He has been active on 
many national and local IEEE comm'ittees and has 
helped write many industry-wide standards. He 
has published some 50 technical articles and is 
the author of textbooks on applied mathematics 
and machine shop practice. He holds 8 patents. 

33 



34 

ACCD PROGRAMMING SKILL CENTER 

DEP Aerospace Communications and 
Control Division (ACCD) engineer

ing provides a complete system program
ming capability in the new Programming 
Skill Center (PSC) at Burlington, Mass. 
A wide range of available personal 
skills and experiences are being applied 
to a broad technical spectrum of pro
gramming tasks. The PSC has demon
strated its capability in producing sys
tems analysis, systems synthesis, design, 
programming, and production of opera
tional programs of varying size and com
plexity for digital and analog equipment. 

In terms of major functions, the group 
is comprised of systems analysis and de
sign personnel, programmers, and vari
ous types of support personnel. The PSC 
group has been operating as a functional 
entity since 1960; however, many of the 
present subgroups have been in existence 
for a much longer period. Capabilities 
and experience of the engineers are 
varied and include work with the follow
ing computers: 

1) RCA 301, 501, and 601 
2) ACCD-developed computers 

STREAC (which stands for 
"streak"), the Aerospace Micro
module (AM) 3100, and AM 3200 
series 

3) IBM 650, 704, 705, 709, 7090, 1401 

4) Remington Rand U NIV AC Solid 
State 80, UNIVAC II, 1103, 1107 

5) Burroughs Datatron 25 and E-I02 

Equipment available to PSC engineers 
includes the Burroughs E-I02, and an 
IBM 7090 and 1401. In addition to these 
computers, there also exists a bread
board model of an airborne computer 
called STREAC and a 200-amplifier elec
tronic differential analyzer installation. 
An IBM 7090-1401 combination used in 
connection with the BMEws Site III ef
fort was shipped to England in 1962, and 
has been replaced by another IBM 7090-
1401 combination. 

The ACCD Programming Skill Center 
is organized around two groups: the 
analog-computer facility reporting to I. 
Akerblom, Manager of Engineering 
Services, and the Programming activity 
or digital-computer facility under R. A. 
J. Gildea, Manager of Programming. 

H. J. PLATT, Ldr. 
Real Time Engineering 

Aerospace Systems Division 
DEP, Burlington, Mass. 

REAL. TIME PROGRAMS 

In systems programming, past and pres
ent efforts embrace a wide range of ac
tivities from prime contracts in program
ming to support activities for other 
sections of ACCD and DEP. The Pro
gramming Skill Center specializes in 
handling real-time programs; such ap
plications are characterized by timing 
constraints in which- the problem dic
tates the manner of solution. This con
trasts with the use of an arbitrary mathe
matical technique to determine how the 
program evolves. Capsule descriptions 
are given herein of real-tiIl}e programs 
in which this Skill Center has been in
volved. 

Checkout Data Processor (DP) for 
BMEWS Sites I and II 

This special purpose digital computer 
inserts real-time simulated radar target 
data (i.e., missiles and satellites) into 
the BMEws central data processor. This 
operation occurs while the processor is 
operating on-line and to evaluate the 
ability of the BMEws equipment to per
form correctly. 

HERBERT J. PLATT received his BSEE from Pratt 
Institute in 1950 and his SM degree from Massachu
setts Institute of Technology in 1952. At M.I.T., he 
was first a research assistant and then a staff 
member; Mr. Platt was a member of the Digital 
Computer Laboratory and then the Lincoln Labora
tory_ He participated in the <?esign, analysis, and 
testing of electrostatic storage tubes for digital 
computer memories, the design and analysis of cir~ 
cuits for the ANjFSQ-7 XD-I computer of the SAGE 
System, and in the analysis and cure of interface 
problems between the XD-I computer and other 
peripheral devices. Mr. Platt joined RCA in 1955. 
He has studied applications of digital computers 
to real-time problems. His recent responsibilities 
have been as a Leader in acceptance testing of the 
BMEWS Site III Missile Impact Program and in 
carryi~ut the design, analysis, and implementa~ 
tion of digital computer programs for guidance 
and control of a missile. 

The Missile Impact Predictor (MIP) 
Program for BMEWSSITE III 

The prime effort was to produce an oper
ational program for a BMEws modified 
IBM 7090 which would receive and proc
ess real-time radar data reports and 
determine by means of several discrimi
nation criteria whether any of the objects 
sighted are threatening missiles. Using 
list processing and control program 
techniques the MIP operational system 
is comprised of approximately one-hun
dred programs tied together in func
tional blocks and controlled by a rather 
elaborate executive control system. 

Automatic Programmed Checkout 
Equipment (APCHE) 

Automatic Programmed Checkout 
Equipment (ApcHE) involved the de
sign of card decks used to check out sub
systems of the ATLAS missile during 
tests. The programmer examines the sub
system and determines the items to be 
tested and a plan to carry out the test. 
The programmer then specifies the test 
deck by the preparation of card-punch
ing instructions on so-called card-time 
diagrams. These card-time diagrams 
were then translated to cards used as in
puts to a digital computer forming the 
actual test deck. (See ApcHE Compiler 
below.) 

The special ability of ApcHE is to 
maintain a real-time testing facility. 
The ApcHE test deck causes a stimulus 
to be applied to the subsystem compon
ent being tested and ApcHE measures the 
response, whether it be voltage, current, 
time, etc.; response is compared to pre
scribed limits. In this way, the pro
grammed test deck is used to check cir
cuit gains, valve opening and closure 
time, various calibrations, pitch and roll 
program sequencing time, etc. 

Special Purpose Programming 

The Program Skill Center personnel is 
presently programming a special-pur
pose airborne computer used to guide 
and control a missile in a classified ap
plication. 

SCIENTIFIC AND ENGINEERING PROBLEMS 

The Programming Skill Center has 
authored many scientific and engineer
ing programs in association with the 



engineering groups at ACCD. Some of 
the representative efforts described here
in will afford an idea of the range of 
problems encountered. 

Digital Differential Analyzer (DDA) 
Simulation 
The STREAC computer, a breadboard 
model of a computer for airborne appli
cations, was programmed to simulate a 
DDA solving navigation problems. A de
scendant of this computer, the AM3100, 
has been programmed to carry out a 
comprehensive self-check of its opera
tion. 

Study Progroms 

Error studies of the derivation of posi
tion of an ICBM under observation by two 
cooperating airborne observers using 
triangulation techniques. 

Radar cross-section study involving 
the effects of scintillation. This problem 
involved solving two sets of twelve first
order differential equations relating the 
angular rates and the direction cosines 
of body axes of a radar target with re
spect to earth axes. 

Study of the cumulative probability 
of detecting a moving radar target. Such 
factors as scan rate, beam angle, range, 
target cross section, and target velocity 
are taken into account and varied in 
order to determine the combination giv
ing the highest probability of detection. 

Satellite Rendezvous Program 

This program involved a space vehicle 
flight simulation which determines the 
maneuvering of a vehicle attempting to 
rendezvous with a passive orbiting tar
get. The problem statement included ap
proximately 200 equations. 

Power Spectral Density Program 

This program is used for obtaining the 
power spectral density of a time series 
or for obtaining the spectra, co-spectrum, 
and quadrature spectrum, of two simul
taneous time series. 

Inertial Navigation Error Program 

This program calculates the error vector 
due to several error sources in an inertial 
navigation system. Typical error sources 
are accelerometer bias and scale factor 
and gyro drift. The program calculate~ 
the position covariance matrix due to 
control errors, and the corresponding 
velocity covariance matrices. The pro
gram also calculates the principal axes 
and orientation of error ellipsoids. 

APCHE Complier 

This program involved the analysis and 
conversion of engineering data in the 
form of graphs, tables, and card-time 
diagrams to a binary Remington Rand 
card deck for use as input data to the 
RCA-built ApcHE. A special card deck 
was also produced which served as a 
self-test for the checking equipment. 

UTILITY PROGRAMS 

Utility type programs handled at the 
Programming Skill Center provide a set 
of programming aids and tools used 
time and again by various programmers. 
Once implemented, such programs free 
the programmer to address the execution 
of the problem at hand. Utility systems 
have been created for the BMEWS Site 
III IBM 7090 computers and the Bur
roughs Datatron 205, both of which have 
been at ACCD Burlington. 

Originally, utility or service routines 
performed small common housekeeping 
tasks of the computer installation, such 
as duplicating and verifying tapes. The 
scope of service routines has now ex
panded to include powerful program 
testing aids, program selection, storing 
and maintenance procedures, and gen
eralized common prc1duction-type runs, 
such as sorts and merges. 

Assembly and compiler routines are 
specialties of the utility programmers in 
the Skill Center. Digital computers 
operate on the basis of combinations of 
binary digits; it is a great source of dif
ficulty to use these bits to program the 
machine. The assembler and compiler 
rountine enables the programmer to use 
another "language" to arrive at the pro
gram. 

Generally, mnemonic names have 
been given to the instructions. However, 
instruction, in most cases, must refer to 
an address; sometimes, the address is 
referred to many times. Rather than use 
a specific bit combination, the assembly 
program allows the use of symbols for 
addresses. The assembly program will 
take as its input a program written with 
mnemonic and symbolic notation and 
produce as its main output a program 
expressing the binary digit combinations 
of the machine. The assembly program 
is also sophisticated enough to perform 
certain error checks and call to the at
tention of the programmer gross errors 
which will prevent the program from 
operating. 

The use of symbols has been extended 
to the creations of new "languages" for 
the programmer. These languages may 
be oriented for classes of problems such 
as c~mon business oriented language 
(COBOL) or algetraic oriented languages 
(ALGOL) . These languages contain 
macro-instructions requiring several ma
chine instructions to accomplish. Com
piler programs accept these languages 
and produce the proper sequence of ma
chine instructions. 

SIMULATION 

Simulation or mathematical modeling 
represents a large class of problems 
handled by the Programming Skill Cen· 
ter. In this area both analog and digital 

techniques are used where each is of the 
best advantage. 

The analog facility installed in 1955 
has been used on many problems. One 
large-scale simulation included a three
dimensional model of a fighter-bomber 
intercept problem with a model cockpit 
and a visual surround. Simulation equip
ment fed radar and other signals to the 
instruments in the cockpit and the entire 
system responded to the pilot's actions. 
This type of simulation is in real time 
and requires the fast response of the 
analog equipment. 

Another simulation, presently being 
implemented is concerned with a missile 
application involving an orbital rendez
vous. This program will take into ac
count the physical situation, the response 
of the missile, the detailed action of the 
guidance and control system, and will 
produce the required signals used in the 
guidance and control system at the 
proper simulated time. This simulation 
will be used as an engineering tool to 
study the design of the entire missile 
system being simulated. 

In this way parametric studies can be 
made for large scale systems or those 
which are not analytic in nature in order 
to arrive at the optimum parameters for 
a system subjected to a given range of 
input and output conditions. 

MISCELLANEOUS PROGRAMS 

The Programming Skill Center engi
neers are engaged in many diverse pro
grams too numerous to detail; however 
a few typical examples are as follows: 
1) the management sciences involving 
analysis of management dynamic control 
functions through the use of feedback 
control theory and the analysis of PERT 
networks for no-links and loop condi
tions; 2) data reduction programs; 3) 
human factor studies using a computer 
as a teaching machines; 4) participa
tion in numerous proposals from the 
analysis of data processing and com· 
puting requirements to the computations 
involved in determining parameters so 
necessary for the framework of many 
proposals; and 5) competitive evalua
tion studies between various computers 
for the performance of particular classes 
of functions. 

CONCLUSION 

The Programming Skill Center at Bur
lington provides capability for the imple
mentation of many computer-oriented 
projects and problems. Services can in
clude the comprehensive analysis and 
programming of such problems. Mem
bers of the Skill Center can contribute 
at the various levels-from the defining 
of a problem, through the programming, 
coding, system integration, and system 
checkout. 
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PROGRAMMING INFORMATION SYSTEMS 

Information processing is being mechanized to help men to make better deci
sions. Voluminous information is sifted, analyzed, condensed to manageable 
proportions, and presented in a variety of ways. Men are able to. draw. con
clusions and to take decisive action on the basis of accurate and timely Infor
mation. The implementation of such information systems is discussed and the 
relationship of a program to its environment is explored. 

Dr. BURNETT H. SAMS, Ldr. 

Programming Systems 

Data Systems Center, Bethesda, Maryland 

DEVELOPMENT OF AN information sys
tem (Fig. 1) is an evolutionary 

process-their nature is not clearly 
understood, and there is no theory 
of information systems to bridge the 
scattered theoretical and experimental 
results. The requirements for an infor
mation system usually develop in step 
with the system design. It is perhaps a 
mistake to speak of the system; actually, 
each application provides a series of sys
tems as requirements, technology, and 
understanding of the problem mature. 
The design of information systems is 
based upon the meager experience to 
date, analysis of design models, and 
analogies with data processing. These 
facts of engineering life presage that a 
system de~ign will undergo repeated 
modification before a fully operational 
system is aGhieved. While in principal 
an informatitn system could be realized 
in hardware, the relative economics of 
modifying programs as opposed to re
vamping hardware suggest basing infor
mation systems upon computers and 
computer programs. 

This paper concentrates on the im
plementation of such information sys
tems. Published literature"" discusses 

the design of an information system 
itself. Within RCA, for example (at the 
Data Systems Center), the ACSI-MATIC 
Program, under contract with the De
partment of the Army, Office of the' 
Assistant Chief of Staff for Intelligence 
is developing a major information sys
tem to support certain headquarters 
operations of the U. S. Army.",7,O,1l 

COMPUTER SYSTEMS 

During the next decade, information sys
tems based on different types of compu
ter systems will evolve. 

The first type will be a direct out
growth of the present general-purpose, 
stored-program, digital computer. Such 
a computer system will involve a high
speed random-access memory of 32,000 
to 64,000 words and a magnetic-disk or 
magnetic-card secondary memory of 100 
million to 500 million characters. 

The principal criterion for overall 
system performance is the time to 
acquire information from the secondary 
memory; thus the secondary memory 
must permit multiple accesses, and the 
computer system will need programable 
input-output units capable of operating 
in a simultaneous manner.lO This simul-

Fig. 1-Functions of on information system. Inset photo: the prototype onalyst console (PAC), which 
is used on line with an RCA 301 at the Data Systems Center. 
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Fig. 2-Representative programming system. 
The processor modules include computation 
modules, input-output modules, operator can· 
sales, and analyst consoles. Typical memory 
units are thin films, core, drum, disc, magnetic 
cards, and magnetic tape. 

taneous information-transfer capability 
will be coordinated with internal proc
essing by a program-interrupt subsys
tem. Internal operations will be geared 
to the manipulation of strings of bits, 
and a variety of operations on addresses 
and index registers will be provided. 
Users and operators of the information 
system will be viewed as additional 
input-output devices linked to the cen
tral processor by two-way consoles.7 

A second type of computer system of 
interest during the next decade will fea
ture a multiple-processor organization. 
Each processor may be a somewhat 
reduced version of the central processor 
described above, with the work load of 
the system distributed among the several 
processors. When inter-memory transfer 
times are short compared with other 
input-output transfer times, the proces
sors may specialize in certain aspects of 
computations or in handling certain files 
or displays. Otherwise, when inter
processor communication is costly, each 
processor must control self-contained 
subsystems with little need for inter
system communication. For example, a 
system might consist of several inde
pendent but coordinated processing, re
trieval, and display subsystems. 

COMPUTER PROGRAMS 

A computer program is a sequence of 
instr~ctions to be executed by a com
puter in performing a stated function. 
The capability of reusing instruction 
sequences without regenerating them 
accounts for much of the power of com
puters. A program is called upon to 
perform its function in a stated environ
ment; it is started, receives inputs, pro
duces outputs, and comes to an end. 
When the function of one program is to 
receive inputs from a second program, 
the first program is called a subprogram 
of the second. A collection of programs 
organized by the program-subprogram 
relation is called a program structure. 

I 
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The program structure for an infor
mation system will be developed as the 
joint effort of several teams of program
mers. Planning must be performed as a 
continuing function pertaining to the 
scheduling and coordination of the 
various tasks: The planning must ac
count for successive stages of program 
design corresponding refinements of sys
tem requirements. 

PROGRAMMING 

Programming is the intellectual process 
of creating a program design and the 
technical process of implementing the 
design to achieve an operating program. 
The programmer is always striving to 
obtain an artful union of a problem and 
a computer. Programming involves sev
eral phases, beginning with system anal
ysis and problem definition, and ranging 
through the final coding, testing, and
finally-an operational system. 

System analysis is the first phase of 
programming. It organizes the problem 
in programming terms, by comparing 
computer capabilities and the opera
tional environment to: 

1) determine significant and relevant 
features, 

2) reduce the number of design 
options, 

3) determine the portions of the sys
tem to automate, 

4) arrive at a gross organization of 
file structure, 

5) select appropriate programming 
techniques. 

Problem definition is the next phase 
of programming; the functions of sys
tem inputs and outputs are specified. At 
this stage, the procedures to be followed 
by the system in carrying out its func
tions are expressed in terms arising out 
of the problem; later, these problem
oriented procedures will be expressed in 
terms of the programming environment. , 
The problem definition is the system de· 
sign outline. As the design is elaborated 
and implemented, the system will 
undergo redefinition. 

Program analysis determines a proc
essing flow for the system. Both the flow 
of data and the flow of programs must 
be considered. The two extremes of 
processing flow are single-input process
ing and batch processing. Single-input 
processing occurs when one input is pre
sented to the computer, and programs 
are brought into the computer to process 
that single input until the processing 
cycle is complete. Batch processing 
occurs when a program is brought into 
the computer and a number of inputs 
are processed by the given program, 
then, a second program is brought into 
the computer and the inputs are all 
processed by the second program. This 

pattern is continued until all inputs have 
been processed by all programs. 

This brief characterization of single
input and batch processing illustrates 
one aspect of the duality of data and 
program: i.e., in the one case, many pro
grams are operating on each of a series 
of inputs, in the other many inputs are 
operated upon by each of a series of 
programs. A large program does not 
generally fall into either of these ex
treme cases but involves a mixture of 
the two strategies in performing its vari
ous functions. The analysis of the flow of 
data and programs determines the sys
tem's processing capacity. 

Early computer designers and pro
grammers recognized the stored-pro
gram digital computer's capability of 
operating upon pn')gram as well as 
data; this was exploited in the sense that 
a program could modify its own instruc
tion sequence to perform the successive 
iterations of a computation. With the 
advent of index registers and indirect 
addressing, less is gained by such pro
gram modification. In fact, allowing 
programs to modify themselves can be a 
disadvantage. It is desirable to reuse a 
program in more than one place in the 
progr<lm structure; it is also desirable 
to change the location of a program in 
memory during the course of a compu
tation. These kinds of program design 
are complicated (or impossible) when 
programs perform self-modifications. 
Furthermore, there is the always-present 
danger that a program will modify 
another program by mistake, setting up 
the conditions for an error in some other 
part of the system. These situations can 
be alleviated, if not eliminated, by for
bidding programs to modify themselves 
and by building computers which pro
hibit changes to selected areas of mem
ory and which provide for multiple 
stages of address modification through 
indexing and indirect addressing." The 
capability of a stored-program digital 
computer to operate on program as well 
as data is still significant; however, its 
importance lies in the direction of an 
executive program (see below) manag
ing a large number of programs and 
modifying program codes with the 
parameters of a particular execution. 

After determining the processing flow, 
the problem-oriented procedures are 
analyzed to arrive at computer algo
rithms. The program analysis must opti
mize a set of performance parameters; 
such parameters include the size of the 
program, the time required to execute 
the program, and the time required to 
construct and test the program. 

Coding develops computer algorithms 
into a program represented as a se-
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quence of statements in a programming 
language. Much variety is possible in the 
choice of a programming language: 
some languages facilitate numerical cal
culation and manipulation of numerical 
arrays, others contain effective data
describing features, another may facili
tate the allocation and control of pro
gram structures, and other languages 
may provide additional features valuable 
for specific applications. It is desirable 
to incorporate several programming 
languages in the operating system so 
that programs may be written in the 
most suitable languages. 

Debugging uncovers and corrects logi
cal faults and typographical errors in a 
program code. A number of computer 
programs may assist the programmer to 
isolate a bug, set up test situations, or 
correct programs. 

Integration is the continued testing of 
a program with other programs and 
other aspects of its intended environ
ment. Integration continues with larger 
and larger program complexes until all 
subsystems and finally the entire system 
have been successfully integrated. 

Operational testing is the final stage 
of program testing. The system is placed 
into limited, controlled operation to 
observe its performance under actual 
operating conditions. 

Program operation is the final phase 
of programming with the program 
placed in full operation. This is a 
follow-up period in which some remain
ing bugs may be corrected and the pro
gram modified or extended to satisfy 
changed requirements. 

These phases of the programming 
process should not be viewed as separate 
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activities, but as overlapping shifts of 
emphasis as programming progresses 
from broadly specified requirements to 
an operational system. The phasing of a 
system development, on the other hand, 
might proceed along quite different 
lines; parts of a system may be placed 
into operation before system analysis is 
completed on other parts. 

PROGRAM MANAGEMENT 

Computer programs of great size and 
complexity have been developed to' auto
mate information systems. The design 
construction, debugging, maintenance: 
and operation of these programs are 
tasks of major proportions. Some aspects 
of these tasks have become systematized 
to the point that computers have ac
quired the derived function of assisting 
programmers in performing these tasks. 
The programs developed to automate an 
information system have themselves be
come the material handled by a pro
gramming system. The purpose of an 
information system is to perform stated 
functions; programs for carrying out 
these functions are called production 
programs. Auxiliary or utility programs 
facilitate working with production pro
grams. A programming system is an 
integrated set of utility programs." B,12 

The phrase "computer programs of 
great size and complexity" was intro
duced to describe the following situa
tion: Many programs are involved. The 
succession of programs to perform a 
given computation is determined by the 
course of the computation on the infor
mation being processed. A program may 
compute the identification, as well as 
the inputs, of a successor program; thus 
program organization is a function of 
the i~formation processed. The memory 
reqUIrements of the programs are so 
severe that only a few pieces of the pro
grams can coexist in the computer's 
memory. As the computation proceeds, 
some program pieces are replaced by 
others. The portion of computer memory 
needed by each program in order to 
maintain a given processing efficiency is 
a function of the program organization 
and the information processed. 

The proportion of input-output trans
mission devoted to program as opposed 
to data is higher than one encounters in 
t?e standard data-processing applica
tIOns. In the absence of statistics on the 
operation of information systems, such 
a comparison is at best an informed 
guess; however, the ratio of program 
transmission to total input-output trans
mission depends upon the designs of the 
program and hardware systems. Repre
sentative ratios of program transmission 
with state-of-the-art equipments might 
have orders of magnitude 0.1 for infor-

mation systems and 0.001 for other data
processing applications, e.g., payroll. 
The processing capacity of an informa
tion system is relatively insensitive to 
small changes in the size of main mem
ory while the ratio of program transmis
sion is greatly affected by changes in 
memory size. On the other hand the 
processing capacity of an information 
system is roughly proportional to the 
random-accessing rate of secondary 
memory; this rate has little effect on 
the ratio of program transmission. Thus, 
the management of program flow is an 
important consideration in designing an 
information system. 

The designers must provide effective 
means for revising the system. As the 
system evolves or as user requirements 
change, the system will undergo a series 
of revisions. It is most economical to 
effect a revision as the collective modi
fication of individual programs. When a 
program is modified, it is necessary to 
effect the modification with a minimum 
of disturbance to the system and to other 
programs. It is mandatory that programs 
be individually compiled. Programs are 
placed in an automated file from which 
they are called into use by an executive 
program. In order to make meaningful 
modifications to a single program, there 
must be conventions for distinguishing 
between 1) those matters which are in
ternal to a program (treated as private 
affairs of that program) and 2) matters 
external to a program, perhaps common 
to a set of programs or the entire system. 
These latter must be handled in pre
scribed ways. There must be standard 
ways for having the executive program 
call programs into use. As processing 
becomes involved, the executive program 
becomes more deeply enmeshed in the 
processing, and programs must adhere 
to more and more conventions. Some 
of the work of following conventions 
m~y be passed off onto the program
mmg language or absorbed within its 
translator. 

A programming language, translator, 
program file, and executive program are 
obvious components of a programming 
system. In addition there must be pro
grams to maintain files recorded in 
variants of some standard format or any 
of a number of specialized formats. 
These file maintenance programs must 
provide for both the copying of files from 
one med~um to another and the revising 
or mergmg of files. The executive pro
gram must provide facilities to: 

1) prepare the computer system for 
each program execution, 

2) provide for the inputs and outputs 
of each program, 

3) recover from system errors, 

4) provide diagnostic information 
during execution 

5) handle program-~ubprogram rela
tionships. 

EXECUTIVE PROGRAM 

The executive program interprets and 
carries out requests for performance of 
utility programs; it coordinates the use 
of the various programs, schedules their 
execution, and enables recovery from 
system failures. 

The executive program must maintain 
a record of the facilities assigned to each 
program. These records enable the sav
ing and restoration of memory to take 
?lace automatically as one program is 
mterrupted to allow another to proceed. 
A call on the executive program will 
effect a transfer of control to a utility 
program; a subsequent call will cor
respondingly return control to the call
ing program. When the next program is 
ready in the main memory for execu
tion, a direct transfer of control suffices' 
however, if the next program is no~ 
read! there are then two cases: 1) a 
prevIOusly used program which in whole 
or in part has been removed to second
ary storage must have its parts returned 
to main memory, or 2) a new program 
must have its parameters replaced by 
val~~s. as it is moved into its assigned 
facIhtIes. There are utility programs to 
select production programs from a pro
gram file, to load programs into memory, 
and to effect data and control transfers. 

Ordinarily, the execution of programs 
is scheduled in the order that requests 
are received by the executive program. 
However, a program cannot be executed 
unless all programs which must precede 
it have been completed, all programs of 
higher priority are underway, and all 
program parts are in place ready for the 
execution. The order of execution can
not be exactly predicted when the pro
gramming system is a multiprogram
ming system.2 As noted above, computer 
systems permit data transmission to be 
condu~ted simultaneously with program 
executIOn. Accordingly, data for one or 
mo~e programs may be flowing into the 
mam memory while computation is pro
ceeding with another program and while 
perhaps another program is waiting for 
an operator to mount a magnetic tape 
or respond to a request for information. 

The monitoring function of an execu
tive program provides for logging pro
gram executions, manual interventions 
production of outputs, and other signifi: 
cant events. As an aid to program 
debugging and integration, monitoring 
may include the logging of all calls upon 
a program and the performing of se
lec~ed debugging functions. Monitoring 
optIOns are selected by requests to the 



executive program; and may include the 
dynamic insertion or removal of pro
gram interruption points to enable moni
toring at points other than those origi
nally selected. Due to the size of the 
programs under consideration, it is not 
appropriate to allow the action of each 
computer instruction to be monitored. 

PROGRAM STRUCTURE 

There is an initial requirement for an 
executive program to interpret transfers 
between programs to insure that the 
program transferred to is in memory. 
In general, successive programs will 
have considerable overlap of common 
code, data, and working areas. The 
definition of program must therefore 
encompass portions of independently 
developed programs. Furthermore, it is 
often desirable to allow work areas to be 
assigned to programs as requirements 
arise during execution. 

An example will suggest the richness 
of program structure applicable to in
formation systems. An information sys· 
tem exists to perform stated tasks. Cor· 
responding to each task is a body of 
computer code called a process. A task 
is performed by executing the corre· 
sponding process. In general, a process 
is too large a body of code to be devel
oped or executed as a single unit. Pro· 
gramming analysis is conducted to 
structure the task as a complex of 
simpler functions. A block is a body of 
code which can be placed in the mem
ory of the computer system and executed 
to perform a given function. A closely 
related set of blocks which are devel
oped as a unit is a program. A process 
is developed as an integrated collection 
of programs; a given program may be
long to more than one process. 

A program execution occupies an in
terval in space-time. The spatial entities 
are memory sequences, input files, out
put files, such entities borrowed at exe
cution time from programs already in 
use, and other programs which this pro· 
gram might call into use. Each entity 
may be further partitioned to take ad
vantage of hardware configurations. For 
instance, a memory sequence may be 
partitioned to take advantage of non
contiguous memory locations; likewise, 
a magnetic-tape file may be partitioned 
into reels by physical necessity or to 
permit faster accessing. 

Time, due to multiprogramming, has 
a multivalued nature. At any given 
moment of computer-time, calculation or 
data transmission is proceeding in one 
or more program blocks. As the execu
tion progresses from block to block, 
some spatial entities drop out of use and 
others come into use. Computer time is 
thus punctuated by control signals to 

form a series of time intervals. The con· 
trol signals may either announce the 
completion of an activity (e.g., computa
tion, data transmission) or request the 
initiation of an activity (e.g., error 
analysis, monitoring, data transmission, 
operator communication, processing). 
The control signals are recognized by a 
marriage of hardware and software 
(Fig. 2) to interrupt the processing of 
some blocks, resume the processing of 
other blocks, or to initiate the processing 
of additional blocks. 

ALLOCATION 

There has been no intended implication 
as to how or when spatial entities are 
assigned to hardware facilities. The 
above remarks apply equally to applica
tions having all assignments made by the 
programmer or compiler, and applica
tions having some or all assignments 
postponed to the time of loading or the 
time at which assignments are required 
by the computation. Storage allocation 
effort may be distributed between the 
programmer and a programming system 
by using a programming language capa
ble of expressing the space-time require
ments of programs. The task of storage 
allocation may be divided into work 
done by the programmer while planning 
and coding, work done by a translator 
or operator system prior to the start of 
a "machine run," and work done during 
a machine run (either performed by the 
computation or performed by the execu
tive program). 

The term dynamic storage allocation 
applies to those cases in which: 1) the 
code presented to the computer at run 
time is not directly executable by the 
computer but requires a number of 
parameters to be set, 2) it is not neces
sarily known which parts of the code 
will coexist in high speed memory at 
each step of the computation, and 3) it 
is not known where in memory a given 
part of the code will be held when it is 
used (executed as instructions or refer
enced as data). 

Dynamic storage allocation implies 
that the computation is interrupted from 
time to time to assign code to storage 
elem91ts, to set allocation parameters, 
to Save code which may be used later but 
occupies space allocated now to a differ
ent use, to load new code, and to restore 
previously saved old code. The alloca
tion of storage for a code depends upon 
the state of the machine at the moment 
the code is loaded. The state of the 
machine includes such factors as avail
able high speed memory, relative priori
ties or programs now occupying space, 
and the disposition of peripheral de
vices. Dynamic storage allocation does 
not preclude or eliminate planning; 

rather, the option of post{Joning; {Jar! of 
allocation until computation time IS 

added to planning. The objective of 
these considerations is to minimize a 
total programming cost involving the 
interrelated factors of planning, coding, 
debugging, computer storage, computa
tion time, and operational requirements. 

CONCLUSION 

Many problems arise in developing in· 
formation systems. Some are organiza
tional problems requiring the introduc
tion of programming and operating 
conventions to facilitate interprogram 
compatibility, to increase debugging effi
ciency, and to reduce the operational 
procedures to a manageable number. 
Other basic programming problems re
quire general solutions applicable to all 
parts of the system or solutions applica
ble to a program as a whole. The pro
gramming must allow the piecing to
gether of parts produced by different 
people or at different times. Further
more, the parts must be capable of indio 
vidual modification for both initial de
velopment and subsequent change as 
system requirements evolve. 

A programming system provides a 
context in which these problems can be 
expressed, a framework for representing 
solutions, and a favorable environment 
for developing and operating programs. 
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RENSEC: LOGICAL DESIGN FOR A 

RESIDUE-NUMBER-SYSTEM 
DIGITAL COMPUTER 

RENSEC is a design for a digital computer that makes use of a unique coding 
scheme-the residue number system. The most attractive feature of RENSEC is 

elimination of the carry circuitry generally found in computers using binary 
arithmetic. The computer can perform basic arithmetic operations, data transfers, 

and comparisons necessary for computation. Arithmetic operations are per
formed with wired-in instructions (magnetic-core planes) in less than 3 J1-sec
except for division which, along with input-output conversion, is done with stored 

subroutines. General-purpose computation presents problems in overflow for 
which techniques have been developed that involve programming RENSEC to 
evaluate computed quantities; hoy/ever, if every quantity must be so evaluated, 

computation speed is lost. Thus, the RENSEC approach may.be most attractive 
for applications where the range of variables is reasonably well controlled. 

N=K·3+R Rmod3 Rmod4 
0 00 0 0 
1 o 1 1 1 
2 o 2 2 2 
3 1 0 0 3 
4 11 1 0 
5 1 2 2 1 
6 2 0 0 2 
7 2 1 1 3 2 8 2 0 
9 0 1 

10 1 2 
11 2 3 
12 0 0 

E. c. DAYi' and R. A. BAUGH * 
Missile and Surface Radar Division 

DEP, Moorestown, N. !. 

FROM THE least· positive residues of 
several relatively prime number 

bases, a code can be formed representing 
uniquely all numerical values falling 
within the limits determined by the num· 
ber bases used. This numerical code is 
referred to as the residue number system 
(RNS).' To explain the development of 
the residue code, consider the equation: 

N=KM +R (1) 

Where: N, K, M, and R are integers, and 
M > o. If N is a decimal value and M 
is the number base, then K is a multi· 
plying constant and R is a remainder. 
For instance, if 14 (decimal) is ex
pressed in terms of base 3, then Equation 
1 states that 14 = (4 X 3) + 2. Equa. 

tion 1 may also be expressed in a con· 
gruence relationship: 

N=RModM. (2) 

Equ~on 2 states that N is congruent to 
R riiodulo M. The multiplying constant 
K of Equation 1 is eliminated. Equa
tions 1 and 2 are illustrated in Fig. 1 
where N represents decimal values and 
M = 3. Also shown in Fig. 1 are the 
residue codes for R mod 3 and R mod 4. 

The multiplying constant K in Equa
tion 1 represents the carries required to 
represent the numerical value N modulo 
M. The residue code is derived by using 

* The authors performed this work while assigned 
to the DEP Aerospace Communications and 
Controls Division. 

the congruence relationship in Equation 
2 and retaining the least positive residue 
with respect to several moduli. By 
least positive residue it is meant that 
Os R < M. 

There is an isomorphic relationship 
between the residue code and the num. 
ber N when 0 S N < M (where M is the 
product of the moduli) provided the 
moduli are relatively prime. Using 
moduli 3 and 4, the residue code has a 
range of decimal values 0 through 11. 
If the moduli are not relatively prime, 
the range is reduced to the product of 
the relatively prime factors. For exam· 
pIe, using moduli 4 and 6, the range is 
equal to 4 X 3, because 2 is common 
factor in each modulus. 

ARITHMETIC OPERATIONS 

Tables illustrating the rules for addition, 
subtraction, and multiplication using 

0 0 

2 

moduli 3 and 4 are given in Fig. 2. Rules 
for these operations are identical with 
those for the decimal number system, ex
cept that all carries have been eliminated 
between the different moduli. To illus· 
trate the arithmetic operations using the 
residue code for moduli 3 and 4, con
sider the following examples. 

Addition: 

x=2 
y=3 

I)um == 5 

mod 3 mod 4 

This example illustrates that the arith· 
metic operations are performed inde
pendently on residues of each modulus. 
When 3 and 2 are added modulo 4, the 
result is 1 with no carry. The residue 
code for the sum (2, 1) is equivalent 
to the decimal value 5. 
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Subtraction: 
x = 10 
y = 7 

modS 
1 

difference = 3 0 

mod 4 
2 
3 

Note that in subtracting 3 from 2, 
modulo 4, the result is -1. The addition 
of a multiple of 4 corrects this to the 
least positive residue, which is 3. 

Subtraction can also be performed by 
complementing the subtrahend and add
ing the two operands. The complement 
may be obtained in the residue number 
system by subtracting the residue code 
from zero. In other words, each residue 
is complemented independently with re
spect to its own modulus. This method 
of subtraction is illustrated below using 
the operands in the previous example. 

Subtraction: 
x = 10 

Y = + (-7) 

difference = 3 

2 

3 o 

modS 
1 

+2 

mod 4 
2 

+1 

2 

The residue code (2, 1) is the comple. 
ment of [1,3 (+7)] since (O-l) mod 3 
= 2 and (0-3) mod 4 = 1. 

Multiplication: 

x=2 
y=3 

Product = 6 

modS mod4 

2 
3 

By examining the mod 4 multiplica
tion table, one finds that 3 times 2 gives 
a product of 2; likewise, from the mod 3 
table, 0 times 2 gives O. Therefore, the 
residue code (0, 2) represents the deci· 
mal product of 3 times 2, or 6. This 
example illustrates the elimination of 
carries between moduli, since each resi
due of the product is determined from 
the two residues of the corresponding 
modulus. 

Fig. 2 does not contain tables for divi· 
sion because this operation cannot be 
accomplished in a straightforward man
ner"; however, an algorithm has been de-

2 

o 

veloped for sequentially accomplishing 
division. This algorithm accomplishes di
vision similar to the methods used in 
conventional binary computers by suc
cessively subtracting and comparing the 
numerator and denominator. 

Since carries do not exist in addition, 
subtraction, and multiplication, these 
operations may be easily implemented 
with the use of magnetic core planes. 
Fig. 3 illustrates the wiring diagram for 
a magnetic core plane to accomplish 
mod 4 additions. A sensing wire is placed 
through all cores having a common sum. 
Thus, four sense wires are required to 
obtain all the mod 4 residues 0, 1, 2, 
and 3. 

The operations of multiplication and 
subtraction may be accomplished in a 
similar manner by' properly wiring a 
magnetic core plane as defined by the 
arithmetic tables in Fig. 2. 

2 

2 

2 o 

COMPUTER DESIGN 

AND ORGANIZATION 

The number range of the residue code 
depends upon two factors-the size and 
quantity of moduli. The major considera
tion when determining size of the moduli 
is the requirement that each residue must 
be stored in the computer memory in 
binary code. Thus, the moduli are se
lectetf so they are relatively prime and 
near a power of 2. Whether the moduli 
are near 16, 32, 64, or 128 depends upon 
the techniques used in implementing the 
arithmetic operations and the desired 
range. 

The quantity of moduli is of particu
lar importance because more hardware 
is required for an arithmetic unit using 
three moduli near 64 than one using four 
moduli near 32. The moduli selected for 
use in RENSEC (29, 31, and 32) provide 
a range of ±14,384. The computer word 
length of 17 bits include 5 bits for each 
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residue and two bits for sign and parity. 
Fig. 4 illustrates the organization of 

RENSEC, which consists of the following 
subsystems: memory, arithmetic unit, 
input-output, and control. 

The computer uses synchronous logic 
and accomplishes each instruction in ap
proximately 10 /Lsec. The computer oper
ates from an internally stored program 
using single-address instructions. The 
operation time of 10 /Lsec per in
struction includes 5 /Lsec for instruction 
access, 2 /Lsec for obtaining the oper
and from memory, and 3 /Lsec for execut
ing the operation. Each instruction in
cludes 9 bits for memory address and 6 
bits for the operation code. The instruc
tion repertoire consists of 27 commands 
including the arithmetic operations of 
addition, subtraction, and multiplica
tion; the conventional transfer of data 
commands; conditional transfer of con
trol; and some special commands that 
are peculiar to RENSEC for using the 
residue code. Stored subroutines are 
used for division and input-output con
version. 

The program is written in octal code 
and punched into paper tape using a 
Flexowriter. The Flexowriter tape reader 
is used to transfer the program to the 
input buffer where the parity bit is 
added to the word. The computer is pro
grammed to transfer the instruction 
words from the input buffer to the proper 
storage locations. 

Program data are punched into paper 
tape in decimal code and input to the 
computer using the Flexowriter reader. 
A stored subroutine is used to convert 
the program data from binary-coded 
decimal to binary-coded residue. Simi
larly, for data output, a stored subrou
tine is used for conversion from binary
coded residue to binary-coded decimal. 

The arithmetic operation of division is 
accomplished with a stored subroutine 
that contains 97 instructions. The time 
required for division is approximately 
2 msec. The operation of division could 
be wired-in as a program instruction 
and the operation time reduced to ap
proximately 200 /Lsec. 

MEMORY 

Since the problems solved on the com
puter will be used primarily to demon
st,rate the computational speeds and tech
ntques of the residue number system 
the capacity f h ' o t e computer memory 

be re~atively small. A magnetic-core 
,mllm~)ry IS used that has a capacity of 

wI>. ?rds of 17 bits each which includes 
Its for each of th h . . e tree reSIdues 
two. bits for sign and parity. In 

to the 256-word core memory 
has four flip-flop register~ 

OPERAND '1 

o 

o ------~----~~----~~--~~----

OPERAND x 

(SUM OUT) 

Fig. 3--Wiring diagram of the magnetic core plane to perform modulo 4 additions. 

that are used for temporary storage of 
data words for the arithmetic unit. 

ARITHMETIC UNIT 

The arithmetic unit shown in Fig. 5 
performs the operations of addition, sub
traction, multiplication, and sign deter
mination. The arithmetic unit consists 
of four registers, three magnetic-core 
translators, and control gates to route 
the operands to the appropriate locations 
within the arithmetic unit. The four reg
isters are identified in Fig. 5 as A

" 
A" 

AJ , and A,. Each of these registers con
sists of three smaller registers (X, Y, 
and Z) used to store the three residues 
representing the operands. For example, 

register AI (lonsists of registers X" Y, 
and ZI, where the X register normally 
contains the residue modulo 29, the Y 
register contains the residue modulo 31 
and the Z register contains the. residue 
modulo 32. 

The two operands for an arithmetic 
operation are stored in registers A, and 
A,. The results of the arithmetic opera
tion are obtained in register A,j' The A4 
register is used only for temporary stor
age. 

The arithmetic unit performs the com
putations in parallel. The residue in 
register XI is added, subtracted, or mul
tiplied by the quantity in register X. 
using the MI translator. Simultaneously, 

Fig. 4--The Residue Number System (RNS) computer block diagram; 
solid lines indicate data flow, and broken lines shown control signal. 
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Fig. 5-The RNS arithmetic unit. 

the quantities in registers Y, and Y, are 
operated on by M, translator; and Z, 
and Z, are operated on by the M., trans
lator. The arithmetic operations are ac
complished with the use of magnetic 
cores as a switching operation in each 
of the translators, M" M" and M. I • Fig. 
6 illustrates the wiring diagram for the 
sensing wires through the magnetic cores 
to accomplish addition modulo 7. For 
example, if two residues X, = 4, and X, 
= 2 are added modulo 7, a sum of 6 or 
110 (binary coded residue) is obtained 
by sensing the position of coincidence. 
Similar sensing wires are placed through 
the magnetic cores of each translator 

M" M" and M., to provide the sum, prod
uct and difference. 

From the previous discussion it be
comes apparent that the RNS arithmetic 
unit is similar to three small memories 
operating in parallel. The major differ
ence between a conventional magnetic
core memory and the RNS arithmetic 
unit is the manner in which the sensing 
wires are placed through each magnetic 
core plane. 

INPUT -OUTPUT 

The input-output facilities of RENSEC 

have two modes of operation, the trans
fer of computer instructions and the 
transfer of program data. The computer 

Fig. 6-Modulo 7 translator for addition. 
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instructions are input in octal code and 
automatically converted to binary code 
for storage in the computer memory. 
The program data are input-output in 
decimal code with stored subroutines for 
conversion between decimal and residue 
codes. The subroutine for decimal to RNS 

conversion contains 15 program instruc
tions and requires approximately 663 
/Lsec for a conversion operation. The sub
routines for conversion from RNS to deci
mal contains 25 program instructions 
and requires approximately 2.4 msec per 
conversion. These operations could be 
wired-in and accomplished at much 
higher speeds. For example, in RENSEC, 

the input conversion would require 50 
/Lsec, and the output conversion 280 
/Lsec. 

CONTROL 

The control unit for RENSEC is similar to 
those used in conventional digital com
puters, except the duration of control 
signals is shortened. The control signals 
in binary computers become a long se
quence for operations such as multipli
cation and division because many steps 
are required to obtain the results. By 
comparison, most of the operations for 
RENSEC can be accomplished in two ma
chine cycles. 

CONCLUSIONS 

This paper has described a digital com
puter (RENSEC) that utilizes the residue 
number system (RNS) for digital com
putation. The computer is designed to 
accomplish the basic arithmetic opera
tions, data transfers, and comparisons 
necessary for computations. These oper
ations are accomplished as wired-in in
structions with the exception of division 
and input-output conversion which are 
accomplished with stored subroutines. 

The residue number system may be at
tractive for computers used in applica
tions where the range of variables is well 
controlled. General purpose computation 
presents problems in overflow. Tech
niques have been developed for detecting 
overflow which require programming the 
computer to evaluate the computed quan
tities; however, if every computed quan
tity must be evaluated for overflow, the 
speed of computation is lost. 
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COMPUTER MONITORING AND CONTROL 
OF COMMUNICATION NETWORKS 

The long-haul communications network is the backbone of military communica
tions_ It provides the coordination necessary for global military operations and 
logistic support. For maximum network effectiveness, a central monitoring and 
control function is necessary. System studies described in this paper have shown 
that automatic data processing is applicable to network monitoring and control, 
and provides rapid and efficient network reaction to natural and man-made 
disturbances. 

D. I. CAPLAN, Mgr. 
Switching Systems Engineering 

Communications Systems Division, DEP, Camden, N. /. 

• MESSAGE BACKLOG 
• CHANNEL OR TRUNK OUTAGE 
• ALLOCATED CIRCUIT OUTAGE 

• ALTERNATE ROUTING 
• SPARE CHANNEL UTILIZATION 
• PREEMPTION 
• SERVICE LIMITATION 

T HE BASIC ELEMENTS of the long-haul 
communication network are the 

switching centers, the trunks connecting 
them, and the subscribers. Three types 
of service are provided to the user of the 
long-haul network: 

I) Direct. A direct connection is made 
on demand between two subscrib
ers, and broken down when the call 
is completed. 

2) Store and Forward. A message is 
transferred through the network. It 
is stored at each switching center, 
and then passed along to the next 
center until it reaches its destina
tion. 

3) Allocated Service. Allocated serv
ice is a direct subscriber-to-sub
scriber connection which remains 
in effect full time. This "hot-line" 
service differs from direct service 
in that the connection is not broken 
down at the end of a call. 

The long-haul network must provide 
service in the face of many operational 
difficulties. These difficulties include 
wide variations in the traffic load and 
"outages" of equipment due to acts of 
nature or enemy action. The hot-line 
service must be restored immediately 
when any of the hot-line channels are 
affected by outages. To complicate the 
situation, peak traffic loads will usually 
occur at the very time outages are caused 
by enemy action or severe storms. 

There are basically four actions which 
can be taken to alleviate operating diffi
culties: 

I) Alternate Routes. Backed up store
and-forward traffic can be sent via 
other routes. Direct calls can also 
be handled over routes other than 
the preferred route. 

2) Spare Channels. Spare channels 
can be put into service, either to 
replace down channels or to add 
transmission capacity. 

3) Preemption. Circuits or facilities 
can be reassigned from low priority 
users to high priority users. 

4) Service Limitations. Maximum 
message length or call time can be 
specified, service can be denied to 
certain classes of subscribers, or 
other limitations can be placed on 
the subscribers. 

The actions listed above can be taken 
on a local or global level. Local action 
will be taken at an individual switching 
center, while regional or global action 
will require cooperative performance at 
a number of switching centers. Obviously 
the effectiveness of regional or global 
measures depends on coordination of the 
switching centers, which must be 
achieved through central control. 
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Based on analysis of the problems in
volved, a system study of the control cen
ter functions and possible implementa
tion has been performed. Automatic data 
processing was found to be applicable 
both at the switching centers and at the 
control center. The results of the system 
study, described in this paper, are appli
cable to many long-haul systems, and 
provide an insight into the network con
trol complex of the future. 

NETWORK MONITORING AND 
CONTROL CONCEPT 

To provide effective network reaction to 
varying traffic loads and equipment out
ages, a closed-loop network monitoring 
and control system is necessary. As 
shown in Fig. 1, the status of the network 
is monitored at the switching centers and 
transferred back to the network control 
center_ Network operation is analyzed at 
the control center and control actions are 
initiated there. These control actions are 
carried out through command messages 
sent to the switching centers. 

Like any closed-loop system, the moni
toring and control system can be made 
ineffective by delay or by inaccuracy 
caused by data errors. To reduce these 
two problems to a minimum, automatic 
data processing should be used at the 
switching centers for composition of the 
status messages and at the control cen
ter for network status analysis and dis
play. 

Communication between the switching 
centers and the network control center 
can be accomplished in several ways_ 
First, allocated channels could be pro
vided between the switching centers and 
the network control centers. Second, di
rect or store-and-forward communica
tions can be initiated either periodically 
on a preassigned schedule or when re
quired. In order to achieve effective use 
of communication facilities, a common 
practice is to use store-and-forward mes
sages for both monitoring and control in
formation, with direct calls used only 
under emergency conditions. In the case 
of status messages which are usually long 
and which contain routine information 
for the most part, a preassigned sched
ule of reports is used_ Generally, an 
hourly report is frequent enough for sat
isfactory reaction time. Emergency re
ports can be entered at any time_ 

STATUS MESSAGE COMPOSITION 

The simplest approach to station status 
monitoring is manual. The technical con
troller at the station records the message 
backlogs, channel outages, and other 
pertinent data_ He then composes a tele
type status message which he sends to 
the network control center_ 

From the network control center view
point, the manually prepared status mes
sages are a special problem_ Because of 
human error, mistakes in format are com
mon. Messages having incorrect formats 
will be rejected at an automated network 
control center, and manual intervention 
and correction will be required. An auto
mated status message composed at the 
switching center is therefore desirable. 

Data ordering is another problem in 
manually prepared status messages. 
Each event at the station, such as a chan
nel outage or restoration, has a time of 
occurrence which must form a part of 
the status messages. These events are 
usually recorded by the station personnel 
in order of occurrence. However, the 
status message format will normally re
quire grouping by channel or trunk, so 
the events must be sorted into a pre
scribed sequence before they are trans
mitted_ This opertaion is time consuming 
and subject to error when performed 
manually. 

The Status Message Composer concept 
(Figs. 2, 3) was developed to provide 
automatic status-message generation 
from manual inputs. The display and 
entry panel at the top of the Status Mes
sage Composer provides the means for 
manual entry of trunk or channel out
ages. Each of the small display and 
entry modules corresponds to a single 
trunk or channel. The color of the dis
play module indicates the last inserted 
status, and serves as a station status dis
play. 

The operator types variable data, such 
as reason for outage, into the keyboard 
on the left of the Status Message Com
poser. The panel on the right of the key
board indicates to the operator what in
formation is required, and provides over
all controls such as unit power. 

As shown in Fig. 3, the operator-en
tered information is stored in a core 
memory. The time of data entry is read 
into the core memory automatically from 
a real-time clock. The location of the 

DISPLAY 
AND ENTRY 
PANEL 

KEYBOARD r----~~ 

PAPER 
TAPE 
READER 

CLOCK 

stored information is predetermined, so 
that all information about a particular 
trunk or channel always goes into the 
same group of words in the memory. 
Therefore, the status data are always 
stored in the proper sequence, and will 
be properly grouped when read out of 
the memory. 

The initial setup of the core memory is 
performed by reading in a punched 
paper tape which designates the core lo
cations to be used for each trunk, chan
nel, etc. The paper tape also designates 
the display and entry module correspond
ing to each trunk or channel. Changes in 
station trunks or channels can be accom
modated by simply changing the paper 
tape and relabeling one or more display 
and entry modules_ 

A status report can be generated either 
periodically under clock control or at any 
time under manual control. The report is 
generated by a memory read-out which 
transfers all stored status data to both 
the paper tape punch and the page 
printer. The punched paper tape is en
tered into the communications network 
for store-and-forward transmission to the 
network control center. The copy pro
duced by the page printer becomes the 
station operating log. 

NETWORK CONTROL CENTER FUNCTIONS 

The functions performed at the network 
control center can be handled manually 
or automatically_ (The next section de
scribes an automatic implementation of 
the network control center.) 

The network control center operation 
is shown in the information flow diagram 
of Fig. 4. Status messages from the 
switching centers are received at the net· 
work control center and recorded, either 
manually or automatically. The informa
tion in the incoming messages is checked 
for errors, using whatever redundancy is 
available in the messages (i.e. parity bits 
or format). The status data are then re
corded in the control center file. 

MAGNETIC 

CORE 

MEMORY 

Fig. 3-Typical station status 
message composer. 
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The status information is summarized 
for display to the network controller. It 
is important that the degree of summariz· 
ation be optimized: Too much detail will 
swamp the controller; too little will limit 
his understanding of network status. 
Also, new information must be flagged in 
some way to attract the controller's atten
tion and indicate the need for action on 
his part. The controller will acknowledge 
recognition of the new information by 
resetting the flag. 

Using the data provided by the display, 

TO 
SWITCHING 

CENTERS 

the controller is able to solve most net
work problems. On occasion, however, he 
may need additional detailed data. Any 
information in the control center files 
will be on-call, as required. To get addi
tional data, the controller will initiate a 
query, designating the desired data. This 
operation is shown in Fig. 4 as the query
reply loop. 

AUTOMATED NETWORK CONTROL 
CENTER 

To provide the network control center 

~ 
INFORMATION 

~ROCES5OR 

PROCESSOff t5J 
RECORD 
FILE 

Fig. 5-Data flow in automated network control center. 

functions automatically, the system con
cept shown in Fig. 5 has been developed. 
A general-purpose digital computer is 
proposed, together with special equip
ment and displays, to provide status mes
sage processing, storage, and display. 
The Information Processor suggested for 
this application is an RCA 304 computer 
with a record file for bulk storage. 

As shown in Fig. 5, the data input sec
tion of the control center provides termi
nations for incoming channels. Two 
channels are used for locally generated 
data; queries from the network control
ler on one channel and manually entered 
data on the other channel. The other 
channels carry status messages from net
work switching centers. 

Temporary storage for all incoming 
channels is provided by paper tape. Data 
can be handled on all channels simultan
eously at 100 words per minute. When a 
complete message has been recorded on 
tape in one channel, it is read into the In
formation Processor at 1000 words per 
minute. The Information Processor 
checks the incoming messages fQr correct 
format. Messages with format errors are 
rejected and printed out. Control center 
personnel correct the format errors and 
reenter the corrected status messages at 
the manual entry keyboard. 

In addition to checking the incoming 
status messages, the Information Proces
sor maintains a complete file of network 
status. It continually provides an up· 
dated summary of network status, in suit
able code and format, for transffr via the 
display buffer to the wall map display. 
New display data are indicated to the 
controller by flashing lights, which the 
controller can reset when he desires. 

Both trunk equipment status and traf
fic backlog would be provided in a single 
geographic-type display (Fig. 6). These 
two factors are closely related and form 
the basis for intelligent system control 
decision. Above the geographic display 
would be a tabular display of the status 
of lines allocated to high priority users. 

If the controller wants data other than 
that shown by the display, he will enter 
a query to the Information Processor. 
The Processor prepares the reply data 
and transfers it back to the controller. 
By entering a query, the controller can 
get any data recorded in the Processor 
files. 

An artist's concept of the proposed 
network control room is shown in Fig. 6. 
The wall map displays the status of all 
switching centers, traffic backlogs, and 
trunks in the network. The tabular dis
play at the top of the map shows the 
status of allocated channels. 

The controller's console is simple and 
functional. It contains a page printer and 

, 
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keyboard for query entry and reply and 
a second keyboard for composition of 
control messages. A small panel is pro· 
vided for display illumination controls, 
and for indicators showing status of 
equipment in the next room. Although 
one man can operate the console, work· 
ing space for an observer is provided. 

A possible layout of the automated 
control center is shown in the artist's 
concept of Fig. 7. The equipment room is 
located next to the network control room. 
The separating wall has been removed 
for clarity. At the wall to the right is an 
RCA 304 Information Processor, with 
record file and paper tape inputs located 
in front. The smaller cabinets contain 
the paper tape punches and readers for 
terminating the incoming channels. Two 
teletype operator positions are provided; 
one for manual entry and the other for 
channel coordination with the incoming 
and outgoing channels. The large racks 
in the rear house the display buffers and 
other special equipment. 

DATA PROCESSING IN THE 
AUTOMATED CONTROL CENTER 

The Information Processor in the Auto
mated Network Control Center must per
form four data processing functions: 

I) Incoming Message Check. The 
processor will check the format of 
incoming messages and reject those 
having format errors. The messages 
in error will be printed out, to
gether with an indication of the·de
tected error. 

2) Station File Maintenance. A file of 
the current status and recent his
tory of each station (switching cen
ter) will be kept in the processor 
memory. As the station status re
ports come in, the status informa
tion will be posted to the station 
file. 

3) Display Data Output. The processor 
will automatically provide updated 
status in a form suitable for the 
control center display. 

4) Process Queries. The processor 
will accept. queries from the key-

board at the controller's console. 
The data requested will be re
trieved from the station file and 
output to the page printer at the 
controller's console. 

Each of these tasks must be done on a 
real time basis, to avoid system delays 
which would reduce effectiveness. The 
operating speed of the processor com· 
plex should be designed to keep up with 
the peak work load, and to catch up after 
periods of scheduled maintenance. 

The data processing operations in the 
proposed control center system are based 
on the use of a Data Record File for stor
age of station status. The RCA Data Rec
ord File, M.odel 361, stores information 
on both sides of 128 magnetic coated rec
ords, with 18,000 characters stored on a 
side. The status of ea~h station is stored 
on one side of a record in the Data Rec
ord File. Included in the stored data are 
the status of every trunk terminating at 
the station, broken down into traffic 
backlog, status of the trunk, status of the 
channels in the trunk, and status of the 
users having allocated channels in the 
trunk. 

As previously described, the incoming 
status reports are initially stored on 
paper tape, and then read into the Proc
essor as complete messages. As soon as 
the Processor recognizes the station iden
tity referred to in a particular tape, it 
selects the record containing the status 
of that station and reads the complete 
station file into the core memory. When 
the station file is in the core memory and 
the status message has been read in, the 
Processor performs the updating opera
tion. After the entire station status has 
been updated, it is rewritten in the rec
ord file as a unit. 

As the Processor updates the station 
file, it abstracts the data that must be 
displayed. These data are translated into 
the proper code and format for driving 
the display, and transferred to the dis
play buffer. 

Query processing is done on a station 
basis. Each query is analyzed by the 
processor to determine the stations in-
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volved. The station file records are then 
scanned and the appropriate information 
is extracted and converted to a format 
suitable for print-out. 

SUMMARY 

A system study of long-haul network 
control center requirements, functions, 
and operation has resulted in a network 
monitoring and control concept which in
cludes data processing at both the switch
ing centers and the control center. Such 
high speed data processing will substan
tially increase effectiveness of the present 
world wide long-haul system by reducing 
the reaction time to natural and man 
made disturbances. It, therefore, is a val
uable tool in meeting the increased traf
fic loads and the vulnerability of com
munication channels to modern weapons. 
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A UNIQUE FAMILY OF BIGB-SPEED DIGITAL CIRCUITS 

Two maior circuits of a new family of serial data-processing circuits operate at bit rates 
up to 25 mega bauds-a gated retimer and a clock-pulse generator. Others include lamp 
and relay drivers, a multiplexer, a demultiplexer, and a timing generator. Typical uses 
for this family are presented to show their versatility for general logic implementation. 
Proper use of this high-speed circuit family saves both hardware and cost in the imple
mentation of any logic black-box. 

RECENT NEW uses of serial data-proc
essing techniques include circuits 

designed to allow 25-Mb (megabaud) 
data rates with additional capability for 
50-Mb rates in special applications. This 
complete circuit family is thoroughly 
compatible with other computers. A 
recirculating memory utilizing zero
temperature-coefficient glass delay lines 
can be organized into a system of un
limited capacity_ Any conventional drum 
organization can be replaced with a more 
compact, cheaper system with bit rates 
up to 50 Mb. 

The complete circuit-memory comple
ment can be used in various systems; in 
addition to conventional serial com
puters, the family can be organized into 
real-time processors, input-output 
buffers, and high-speed arithmetic units 
to name a few. This paper describes the 
main circuits in the family, including 
the gated retimer and the clock-pulse 
generator. Logical uses of these circuits 
are given in typical applications. 

THE GATED RETIMER 

The gated retimer is a unique arrange
ment of conventional components and 
circuits for use as the basic logic ele
ment for a data processing system with 
clock rates up to 25 Mb. The logic ele
ment can perform logic functions and 
always provide complementary outputs. 
Signal outputs do not require any spe
cial care in their interconnection. Cir
cuits are designed to minimize the con
ventional interdependence of load, input, 
drive, and clock timing. 

The gated retimer (see Fig. 1) is 
composed of four distinct sub circuits. 
The logic array may be an implementa
tion of any particular logic function or 
expression constructed from any number 
of diode or diode-transistor circuits. The 
strobe circuit is a controlled-current 
pulse generator having a current-pulse 
output of sufficient magnitude to set a 
flip-flop. The current gate steers the 
current pulse to the side of the flip-flop 
that is to be set (or reset) ; the output of 
the logic array is compared with a ref
erence voltage whose value is midway 
between the signal levels. The flip-flop 
stores the resultant output of the logic 
array as well as its complement. The 
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flip-flop includes a filter on each output 
to delay the output sufficiently to prevent 
race conditions; this filter is the key to 
the retimer's succes~ful operation, per
mitting the flip-flop outputs to be con
nected to any logic-array input (includ
ing its own), with practically no 
restrictions on wiring. 

Fig. 2 shows a typical configuration 
of the gated retimer. Both the 1 and 0 
outputs have a fan-out of four. The input 
configuration consists of three positive
logic or gates which drive a three-input 
and gate (the more-positive signal level 
is a 1) . The retimer includes four basic 
interconnected circuits: 1) the flip-flop 
and filters, 2) the diode gate, 3) the 
current gate, and 4) the strobe circuits, 
or clock pulse. 

Flip-Flop and Filters 

The flip-flop stores the logic function as 
generated by the diode gate in the form 
of complemented outputs. The flip-flop is 
composed of two inverter gates cross
connected to form a bistable circuit; the 
DC stability of this flip-flop is well known. 

When a clock pulse occurs, a current 
pulse is drawn from the base of Ql or 
Q2, depending on the setting of the cur
rent gate. If the transistor supplying the 
base current is already on, the current 
pulse forces the transistor on even 
harder; but the stability of the circuit 
is not affected (the flip-flop is not 
flipped). Thus, the input function causes 
the flip-flop to stay in the same state. 
Wh~ the current pulse is gated to the 

base'~f Q2, the transistor in the off state, 
the current is supplied from R5, from 
the reverse recovery charge in CR4 and 
CR16, the charge in the base of the back
biased transistor Q2, and then from the 
base current of Q2 as it is turned on. 
The current pulse is sufficiently large to 
turn the transistor on long enough to 
insure that the flip-flop will change 
state. The collector of Q2 rises near 
ground potential; Ql is turned off, its 
collector voltage falls toward VI; CR3 
is reverse biased, thus insuring that Q2 
remains turned on. This entire transi-

tion, the flip-flop's change of state, oc
curs before the end of the current pulse. 

Each flip-flop output is fed through a 
second-order time-constant filter. The 
filters are composed of Rl, Cl, ZI and 
R2, C2, Z2. These gated-retimer filters 
eliminate feedback problems, and avoid 
the usual noise-sensitive capacitor-res is
tor-diode gating. The filter sufficiently 
slows the output voltage transitions to 
allow the flip-flop section to be changed 
while the gate inputs remain well above 
(or below) the critical transition level 
(the voltage at the base of Q4). Thus, 
any output can be connected to its input 
or any other input. All circuits in a 
machine may be clocked simultaneously 
with no danger of losing information. 
Allowable noise levels are slightly less 
than half the amplitude of the signal. 

To have the clock pulse end before 
any output voltage crosses the "critical" 
level is a criterion of operation; clock 
pulse maximum width is 12 nsec. The 
unfiltered output does not begin a transi
tion concurrent with the clock pulse due 
to inherent circuit delays. Thus, the 
filter and circuit delays must be greater 
than 12 nsec (measured at the critical 
level). The second-order time-constant 
filter accomplishes this for transitions in 
both directions. Since the flip-flop cross
coupling is taken directly from Ql and 
Q2 collectors before the outputs are fil
tered, the set time for the flip-flop is not 
affected by the filter. The flip-flop set 
time is less than 8 nsec, thereby insuring 
that the required flip-flop action is com
pleted during the clock pulse. The trans
ient strobe current applied to the flip-flop 
bases is four times greater than the nor
mal base drive when the clock is qui
escent. The overdrive assures that the 
flip-flop action will be completed during 
the clock pulse. 

Diode Gate 

The diode-gate array may assume a 
number of configurations. Flexibility is 
insured by having the reference switch
ing voltage midway between the output 
levels. This allows for nearly maximum 
noise insensitivity; the circuit deviates 
from a maximum noise insensitivity of 
half amplitude by only a V be drop at the 
input of the current gate. Thus, any 



diode combination of and's and or's can 
be used to implement a desired logic 
function with an accompanying change 
in noise sensitivity. Speeds of common 
collector gates are such that they would 
also be useful as a method of logic 
implementation. Therefore, the only lim
itation on the input combinations would 
be the respective system requirements. 

Current Gate 

The fan-out (the number of inputs one 
output can drive) of the retimer as spec
ified is that chosen for a particular 
application. It must be noted, however, 
that the base drive for the flip-flop is 
independent of the input loading. The 
flip-flop could be theoretically designed 
for a wide range of fan-outs. The 
amount of output current required is de
pendent upon the gate input current as 
determined by the input resistors. The 
gate input resistors are determined 
solely from transient conditions at the 
input base of the current gate. A 2N709 
is used for high clock rates since its 
capacitance is the lowest presently avail
able, allowing minimum power dissipa
tion, maximum RIO, for any given time 
constant at the base of the current gate. 

Strobe Circuits (Clock Pulse). 

The clock-pulse width remains constant 
no matter what operating frequency is 
used; hence, the delay required is al
ways constant. The output wave-shape 
can best be described as a delayed 
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exponential. Since the filter inductance 
is heavily damped, the waveform is de
layed slightly and then appears as an 
RC time constant. This decreases the 
frequency-spectrum bandwidth of the 
output signal considerably, allowing the 
relatively nonrestrictive wiring rules. 
Thus, the internal voltage steps and 
current pulses of less than 5-nsec rise 
and fall time appear as 20- to 25-nsec 
rise and fall times at the circuit output. 
Marginal circuit operation could be 
assumed after the rise or fall times 
reach half amplitude. Good design re
quires waiting until at least 90% rise or 
fall is achieved. Diode and/or common
collector transistor gating are active 
gating; except for a possible initial 
delay, they move with the input wave
form. Thus, logic can be performed dur
ing transItIOn with mInImUm series 
delay, a powerful method for achieving 
logic implementation in short times. 

THE CLOCK PULSE GENERATOR 

The clock pulse generator is the other 
main circuit in the family. For suc
cessful gated retimer operation, the cir
cuit must be capable of generating a 
10-nsec, 2-volt pulse of sufficient current 
to drive many retimers. The clock must 
operate within close tolerances because 
each circuit in any system must be 
clocked at the same time. The 25-Mb 
clock pulse generators are uniform 
within ± 1 nsec. Gated retimer modules 
are clocked by terminated transmission 
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lines of equal length; in this way there 
is equal delay in each line. Terminated 
lines insure that proper pulse shape. is 
retained throughout the distribution sys
tem. Each clock circuit is capable of 
driving 17 terminated lines, i.e., 17 gated 
retimer modules. The present configura
tion has 4 retimer circuits on each mod
ule, hence one clock is used to drive 68 
gated retimer circuits. In a special case 
where 6 retimer circuits are mounted on 
a module board, one clock can drive up 
to 102 gated retimer circuits. 

Circuit Operation 

Fig. 3 shows a schematic diagram of the 
clock pulse generator. The timing input 
to the circuit is a square wave with rise 
and fall times of less than 10 nsec; 
switching is between 0 and -4 volts. The 
100-ohm resistor provides proper termi
nation for the timing input; a clock 
pulse output is generated when timing 
input transitions are 0 to -4 volts-D.C. 

In the system for which this circuit 
was designed, the transmission line ter
minations are 100-ohm resistors con
nected to -4.5 volts-DC. Thus the off 
level for the output pulse is -4.5 volts-DC 
and the on level is determined by the 
total output current which flows into a 
resistive load equal to (100 ohms+ 17) 
in the case where 17 transmission lines 
are driven; this load would then be 5.9 
ohms. To develop a 2-volt pulse which 
is used in this system requires a current 
pulse of (2 volts+5.9 ohms) =340 rna. 
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This requires a current pulse from each 
of the four output transistors (340 ma...;-
4) =85 rna. This current drain is well 
within the capability of the transistors, 
each of which can deliver 100 rna mini
mum. The current pulse is adjustable 
by means of variable resistor Rll. 

The width of the output pulse is deter
mined by the length of the shorted coax 
and the turn· on time of transistors Q5 
and Q6. Using the 2N914 with 14 
inches of shorted coax, an output pulse 
width of 8 nsec (measured at the 50% 
points) is produced. 

The control inputs must be synchro· 
nous to prevent half· pulse generation at 
the output. The control inputs may be 
driven by a gated retimer that switches 
immediately following a given clock 
pulse and deletes the following clock 
pulses. Either or both control inputs at 
ground will cause the clock pulse to be 
deleted; this is shown in Fig. 4. 

Clock Pulse Generator Application 

Although the clock pulse generator cir
cuit of Fig. 3 was designed to drive 17 
transmission lines, the circuit concept 
could be used to design a higher fanout 
(number of loads attached to the out· 
put) pulse generator. Since the output 
transistors share the load almost per· 
fectly, more output transistors could be 
used to obtain more pulse current. This 
would necessitate more base drive from 
the previous stage and a lower imped
ance shorted coaxial cable. 

One can use several pulse generators 
in a synchronous system when the 
square-wave timing inputs are in syn
chronism. Variations in delay through 
the pulse generator circuits are in the 

Fig. 5-Gated rEitimer logic symbol. 
III 

neighborhood of ±1 nsec of each other. 
The primary advantages are: 

1) Constant pulse width versus fre
quency. 

2) Frequency range, 0 to 25 Mb. 

3) Output transistors are paralleled 
so that more can be added to pro
vide increased f<:nout. 

4) Amplitude of pulse is adj ustable. 

5) Output pulse may be deleted by 
control input. 

USES OF THE GATED RETIMER 

Following are descriptions of eight 
typical ways in which the gated retimer 
circuit family can be utilized. These are 
by no means exhaustive and are pre
sented to show the versatility of the fam
ily. In each of the examples, normal 
synchronous clock input will always be 
assumed present and therefore not 
shown in the logic symbol. However, 
when a controlled clock is used, it will 
be shown as an additional input at the 
side of the logic symbol. The logic sym
bol is shown in Fig. 5. 

Considering time slots to be separated 
by clock pulses, the 1 output during the 
time slot (n + 1) is the resultant of the 
logic function (A+B+C)' (D+E+F)' 
(G+H+l) at time n. The 0 output is 
the complement of the 1 output and rep
resents the function ABC+DEF+GHI. 

Shift Register (Fig. 6):'It is important 
that only one interconnection is required 
for each shift register stage. Also, each 
unused or gate must be tied to ground 
to avoid disabling the and gate. If the 1 
output becomes fan-out-limited, the shift 
register may be implemented by taking 
the a output to the next stage, with the 

// 

Fig. fl-:.;.Gated relilller sllift register. 
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Fig. 9a-Positive binary differentiator. 

understanding that the functional out
puts are reversed. This feature allows 
additional freedom when implementing 
a logic organization. 

High-Speed Storage (Fig. 7): When the 
gated retimer is used as a storage cell 
a special clock must be used; it may be 
turned on or off by a retimer that is 
driven by the regular clock. A special 
clock is a regular clock pulse generator 
whose control inputs are used to sup
press clock pulses in some special man· 
ner. The special clock, then, can be 
turned on for one clock pulse; it is 
used to read in the data setup on the 
input during the previous regular time 
slot. The outputs then store the data 
until the next special clock pulse. When 
several gated retimers are driven by the 
same special clock they form a high
speed storage register. 

Set-Reset Flip-Flop (Fig. 8): Set pulse 
is a 1 when it is desired to set the flip
flop. There can be several set pulse 
inputs, and they are "or'd" together at 
the flip.flop input. The reset pulse must 
be a 0 (hence, for consistency it is 
called R). The reset pulse R overrides 
the set pulses S. One reset pulse may 
be applied to each used or gate which, 
in effect, allows two independent reset 
pulses to be used. 

Binary Differentiator (Fig. 9a, b): The 
positive differentiator has a 1 output 
of one time-slot duration, one time slot 
after the input goes from a 0 to a 1. It 
disregards an input transition from 1 to 
O. In a similar manner the negative 
binary differentiator detects a change of 
state at the input from a 1 to a.O, and 
also has a 1 output of one time slot devi· 
ation, in the next time slot. 



Modulo-Two Adder (Fig. 10) : The 
modulo-two adder (exclusive~oT) is es
pecially easy to implement, since com
plemented outputs are always available. 

Serial Full Adder (Fig. 11): Addends 
are read, least significant bit first. It is 
important to note that when C (the 
carry) is fed back, it accomplishes the 
delay required to form the next carry. 
It is further important to note that the 
X's and 'V's used to generate the carry 
must be taken after they are used in the 
modulo-two adder. When the sum is be
ing made from two circulating registers 
and if it doesn't replace one of the 
addends, the time-slot difference can be 
accomplished by taking the inputs from 
the next stage of the register. If this 
is not possible, the output C must be 
delayed one time-slot by inserting an
other retimer in series with the C out
puts before they go into the S retimer. 
The R inputs are included to indicate 
that the carry can be reset when a new 
sum is started. 

Binary Counter (Fig. 12): When the 
input is a 1, the counter begins to count; 
however, after the count has stopped it 
is necessary to allow n + 1 (where n 
is the number of stages) clock pulses 
while the final carry is being propagated. 
Provision can be made to reset the coun
ter on demand by utilizing the third aT 

gate input. 

GENERAL SYSTEMS APPLICATION 

The gated retimer's ability to perform 
several levels of logic and provide com
plemented outputs fulfills the require
ments imposed by serial machines. The 
usefulness of the gated retimer, however, 
is not limited to serial data processors. 
There are many applications in conjunc
tion with parallel machines. Many spe
cial-purpose computer sections can be 
especially adapted to retimer implemen
tation. Input-output peripheral equip
ment and arithmetic units are two 
examples. The circuit is also applicable 
as a general-purpose logic element. Fig. 
7 shows the use of the gated retimer as 
a storage cell which can be expanded to 
form a storage register. This basic con
figuration can be modified to facilitate 
high-speed serial-to-parallel (or reverse) 

conversion and as such is readily trans
formed into an input-output register. 
Since the controlled clock is available, 
the only change necessary is to incor
porate shifting logic into the storage 
register. These logic changes are 
straightforward and pose no problems 
to the retimer. 

Arithmetic Unit 

One special purpose application that 
shows promise is an adder-multiplier 
arithmetic unit. This special black-box 
is easily designed and would be capable 
of adding serially two 30-bit words in 
1.2 p.sec and multiplying the same two 
words in 36 p.sec, maximum. Multiply 
time assumes a worst-case condition of 
all 1 bits in the multiplier. For each 0 
bit in the multiplier, the multiply time 
is reduced by 1.16 p.sf!.c. An average mul
tiply time (half 1's, half O's) would be 
18.6 p.sec. The gated retimer registers 
used in this arithmetic unit would be 
available for other uses found in the 
registers of a conventional parallel arith
metic unit. 

A present-generation parallel com
puter has an add time of 1f2 p.sec and a 
multiply time of 60 p.sec which cannot 
be reduced by 0 bits in the multiplier. 
While there is some sacrifice in absolute 
add time, there is no actual loss in ma
chine time, since the memory-cycle time 
is usually the speed-limiting item. In a 
multiplication, however, the multiply 
time is limiting and any reduction is a 
machine time saving. On a direct re
placement basis both adder-multipliers 
have approximately equal hardware re
quirements. If a large parallel computer 
were designed around the gated retimer 
considerable hardware savings would 
result; and above all, the speed of the 
machine would be greatly increased. 

General Logic Element 

The gated retimer has many applications 
as a general logic element. It has a 
fan-out of four at each of its comple
mented outputs that could be increased 
to five or six with minimal modifications. 
Any number of input arrays are feasible. 
While the present circuit has two levels 
of diode logic, there is no reason why 

more levels cannot be added. Emitter 
follower amplifiers should be used with
in the diode logic for current gain. The 
special clock feature is especially useful 
in a parallel organization using the 
gated retimer. With it, timing levels 
may be set up to give the retimer equal 
versatility with present nand-nor logic. 
An added advantage is gained through 
the filters. Wiring constraints when in
terconnecting gated retimers are greatly 
reduced over those required when con
ventional gates are used. 

The gated retimer has all active gat
ing, providing minimal series propaga
tion delay; this is in contrast to the pair 
delay of a conventional gate. Since prop
agation time for the same amount of 
logic is less, longer rise and fall time 
waveforms can be tolerated. The longer 
times require less bandwidth; hence, 
more open wire can be used than with 
sharp step waveforms. Great savings in 
wumg complexity can be realized. 
Various tests show that open wire lengths 
up to three feet long are entirely feasi
ble. Twisted pair appears more than 
sufficient for longer runs. Coaxial cable 
need never be used. No special pack
aging is required; circuits are laid out 
on conventional printed circuit boards. 
These advantages alone make the use 
of gated retimers highly desirable. 
25-to-50-Mb Memory Capabilities 

The basic memory loop can store 12,000 
bits at 25 Mb. Data rates of 50 Mb can 
also be accommodated by utilizing paral
lel loops and placing alternate bits in 
each loop. Each loop operates at 25-Mb 
rates internally and can be reconstructed 
back into a single 50-Mb output stream. 
Circuits are available in this family for 
proper separation and recombination of 
the data stream. This capability insures 
that a memory system will be available 
for future circuit developments up to 
50 Mb. 

The 12,000 bits can be considered as 
a portion of a conventional drum track. 
Memory loops can be broken and put in 
series to achieve any multiple number 
of bits desired. Any length loop can be 
paralleled, simulating memory drum 
tracks. This allows a high degree of 
flexibility at high-speed data rates. 
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MINUTEMAN DIGITAL-DATA 
TRANSMISSION SYSTEM TESTS 

The high operational reliability required of the communications network for the 
MINUTEMAN launch-control system made it imperative that extensive testing 
be performed at various levels of development, prior to installation. Meeting 
this requirement rests on two types of reliability achievement: one comprises 
the familiar equipment reliability considerations; the other, emphasized in this 
paper, relates to the reliable generation, transmission, and demodulation (in the 
presence of interference) of the digital data signals used for command and 
status functions. 
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fig. l-Idealized MINUTEMAN Squadron sen. 
sitive-cammand network, showing buried-cable 
interconnection of the 50 unmanned under
ground launch silas (l's) and the 5 manned 
launch-control facilities (leC's). Each line is a 
4-wire, 2-way digital data circuit. In practice, 
actual shape of network paths depends an 
terrain. Average cable length is 23 miles. 

RCA HAS played the prime role in es
tablishing the over-all MINUTEMAN 

communication-system configuration, 
generating detailed specifications and 
conducting related test programs. These 
activities were carried out under the di
rection of the Boeing Company, the Bal
listic System Division of the Air Force, 
and Space Technology Laboratories. 

In the data-transmission tests de
scribed in this paper, RCA investigated 
the characteristics of the major com
munications subnetwork of the launch
control system: the sensitive command 
network (SCN), a major subsystem of 
the MINUTEMAN launch-control system. 
It is the medium through which remote 
control of the launching function is 
accomplished. It also performs auxiliary 
functions, which complement the pri
mary function of reliable launch com
mand control. 

An idealized SCN interconnects a 
MINUTEMAN Squadron's 50 unmanned 
underground launch silos (L's) and its 
5 manned launch-control centers 
(LCC's), as shown in Fig. 1. Each LCC 
can control all 50 L's, and all the 1's 
and LCC's are hardened and dispersed. 
The redundant buried-cable network that 
interconnects the 1's and LCC's is fitted 
into a trench pattern that provides re
dundancy sufficient for survival. 

The sensitive commands, which are 
launch and inhibit-launch commands, 
are generated at LCC's and transmitted 
in the form of binary-coded, digital-data 
messages over the command network. 
The modulation is modified diphase, de
veloped by. RCA.! Fig. 2 illustrates the 
modified diphase signals transmitted 
over the cable system. Messages, formed 
by mark-space coding a diphase signal, 
propagate over the entire network. At 
each node (LCC or L) the message is 
checked for validity before being re
transmitted to adj acent nodes in the 
network. The possibility of message in
terference at any point in the complex 
is eliminated by assigning to 1's and 
LCC's a set of switching rules which are 
automatically invoked during periods of 
message propagation. Of course, at each 
L, the receipt of such messages effects 
control of the MINUTEMAN missile. Each 
L can receive commands on anyone of 
six receiving lines and retransmit these 
commands simultaneously over six trans
mitting lines. The LCC has ten transmit 
and ten receive lines through which it 
can propagate messages. The many 
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paths provided by this redundancy of 
transmit-receive links, together with the 
hardness designed into the LCC and L, 
provide the communications system with 
a high degree of invulnerability to en
emy attack. 

During normal peace-time operations, 
additional communications circuits are 
required within and beyond the squad. 
ron for supervisory, maintenance, com
mand, and coordination functions. In 
this connection, intra-squadron circuits 
involve additional diphase, voice, tone, 
and De circuits. For reasons of economy 
in some cases, and for reasons of vulner
ability in others, all these services share 
the same hardened cable plant employed 
for the sensitive command network. This 
paper deals only with the performance 
of the digital transmission circuits which 
employ the modified diphase techniques. 

THE SINGLE THREAD 

In evaluating parameters and perform
ance characteristics of the overall seN it 
is convenient to first examine its smallest 
complete entity; a single-thread net
work consisting of one LCC, one L, and 
the interconnecting transmission link. 
The principal LCC equipment items 
pertinent to this network are the com
mand control console, the data proc
essing equipment, and the cable ter
minating equipment. At the L, the 
corresponding equipment complement 
consists of cable-termination equipment, 
data processor, and a sequencer and 
monitor whose primary function is to 
program a launch countdown process. 
(The termination equipment and data 
processors at both LCC and L are RCA
designed equipments.) The control con
sole and the sequencer, as well as the 
assembly of the entire weapon system, 
are under direct Boeing cognizance. 

Multipair, 16- and 19-9auge poly
ethylene-insulated cable interconnects 
the two terminals. Cable lengths range 
from 7 up to 40 miles, with an approxi
mate average of 23 miles. For maximum 
reliability, unloaded and non-repeatered 
cable is employed on all links. 

Operation of the "single thread" is 
basically as follows: The LCC either in
itiates command messages or retransmits 
any received command messages. Re
transmission of received messages occurs 
only when the LCC is not initiating com
mands, and this only if the received 
messages pass certain validity checks. 
Messages are received at the L through 
the cable-termination equipment, which 
amplifies and equalizes any distortion 
incurred in the non-loaded cable. The 
modified-diphase signal is then de
modulated, retimed, decoded, and trans-

mitted both to the sequencer and to the 
transmit lines via the diphase modulator 
and the termination equipment. The 
sequencer receives only that part of the 
message essential to control of the mis
sile. In addition to the command sub
network described above, the single 
thread also contains an L-to-LCC status 
reporting subnetwork, which provides 
the LCC with a continuous report of the 
operating state of the L. Voice circuits 
needed to coordinate activities in the 
squadron also employ the single thread 
cable route. 

THE TEST PROGRAM 

Early in the development program, RCA 
initiated plans for a test program, 
wherein a number of L's and LCC's 
would be interconnected with the aid of 
cable simulators (explained in a later 
paragraph) in patterns typical of those 
existing in a squadron. These tests were 
designed to validate both the perform
ance of the switching rules and the data 
transmission links. Eventually this pro
gram was carried out, and tests were suc
cessfully conducted with the support of 
RCA engineering personnel in the net
work resolution area of The Boeing 
Company. In the interim, RCA imple
mented a program of tests to verify the 
performance, first, of the individual ele
ments in a single thread of the seN, and 
subsequently, of the complete integrated 
single thread system. In the area of data 
transmission, this program entailed the 
following major tasks: 

a) Data-processor and cable·termina-
tion equipment 

b) Cable tests (equalization) 
c) Cable tests (crosstalk) 
d) Cable simulation tests 

Data Processor and Cable-Terminatian
Equipment Tests 

Although feasibility tests had been per
formed in the modified diphase devel
opment program, this equipment had not 
been tested in an integrated single
thread system. The additional factors in
troduced which might have affected the 
system's transmission performance were 
1) the inclusion of a line-selection func
tion ,equivalent to one drawer of logic 
between the termination equipment and 
the demodulator, 2) local clock synchro
nization employed for the retiming of 
messages for retransmission, 3) the use 
of cable and cable terminating equip
ment, 4) drift between transmitter and 
receiver oscillator frequencies, 5) the 
message-checking function, 6) the mes
sage-retransmission function, 7) the pos
sibility of interaction between data 
processing equipment and demodulators 
via common power-supply impedances, 
8) power-supply regulation and ripple, 

and 9) stray coupling effects. All these 
factors were included in the digital 
transmission tests which were part of 
an over-all systems evaluation program. 

In this program particularly careful 
control of tests was maintained in order 
to determine whether any of the above 
factors might have individually or col
lectively contributed to degradation of 
the basic performance of the diphase 
modulation system. 

In order to evaluate the significance of 
these test results, statistical theory was 
employed to establish confidence limits 
and determine whether deviations ob
tained were statistically significant or 
were just attributable to experimental 
error. This, in turn, required that a large 
number of readings be obtained rather 
frequently, to establish the normality of 
samples by a chi square test; and, hav
ing established that samples belonged 
to a Gaussian distribution, i.e., were 
normal, confidence limits were then ob
tained by the so-called t-test" 

The test program began with a series 
of control tests in which the physical and 
electrical environments of the data link 
were established; e.g., room atmosphere, 
power supply regulation, ripple, and 
noise (see Fig. 3). Demodulator thresh
old (i.e., sensitivity) tests were then per
formed to establish how far below the 
nominal operating signal level the de
modulators functioned. Tests on ten dif
ferent circuits in the LCC data processor 
determined the mean and extreme per
formance available from these samples. 
The results indicated that the demodu
lators would function with signals rang
ing over approximately a 30-db change 
in level. In more familiar terms, this 
would be equivalent to a hypothetical 
change in cable length of ±15 miles. 
(Subsequent higher-gain demodulators 
provide a threshold close to 33 db below 
nominal level.) Actually, the tolerances 
in transmission loss in the cable system 
due to temperature and manufacturing 
tolerances are within 3 db of its nominal 
value (equivalent to the loss in 3 miles 
of cable) . The above sensitivity is, there
fore, quite ample; and, in fact, other 

Fig. 2-Modifled diphase waveforms. 
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system factors associated with mainte
nance have dictated that a demodulator 
be switched away from a line long be
fore the dynamic range in signal can 
occur. Detector thresholds were estab
lished both by noiseless bit-error-rate 
techniques and visual observation of 
waveforms in the demodulator. Both 
techniques provided results in close 
agreement. 

Following these tests, and with the 
set-up shown in Fig. 4, the lowest-, 
median-, and highest-threshold demodu
lators were subjected to bit-error-rate 
tests with additive white noise. The re
sults obtained indicated a spread of 15% 
in error rate between the lowest and 
highest threshold demodulator, a differ
ence which, in light of the estimated 
average signal-to-noise (S/N) ratio of 
greater than 20 db in the actual installa
tion, proved to be rather insignificant. 
The mean performance measured is 
shown in Fig. 5, and compared very well 
with error rates determined in the modi
fied diphase development program. This 
test provided the desired correlation be
tween a demodulator on a test bench and 
Olle integrated into a system. 

Based on 1) the reaction time of com
plete command message processing, 2) 
the security of the message establishing 
a minimum number of bits, and 3) the 
launch reliability requirements imposed 
on the system, a transmission perform
ance objective was established prior to 
equipment design. This objective was to 
obtain a bit-error rate probability of less 
than 10-4 at a received SIN of 15 db. As 
Fig. 5 shows, this error rate corresponds 
to a S/N=I3 db. Since in the actual in
stallation an average SIN will be greater 
than 20 db, a considerable safety factor 
is indicated. 

Various other tests followed to estab
lish the effect of input signal variation 
level at a constant SIN. These tests, 
which preceded the addition of cable and 
termination equipment to the system, 
showed a high degree of insensitivity to 
demodulator input-signal level. The ter
mination equipment was then added to 

the system, and tests were resumed using 
several lengths of I9A WG, polyethylene
insulated cable. An eight-mile length of 
a representative sample of the type to be 
used in the operational system was avail
able in the laboratory for these tests. A 
25-pair cable was used, and transmission 
over 8, 16, 24, and 32 miles of this cable 
was tested by routing the transmitted 
diphase via 1-, 2-, 3-, and 4-wire pairs, 
respectively, of an 8-mile length of cable. 
The objective of this test was to deter
mine the effect of the termination equip
ment and cable on the basic demodulator 
error-rate performance. 

Equalization Tests 
Phase and gain equalization of the cable 
are provided in the termination equip
ment so that the diphase signal encoun
ters minimum disto1:tion over the cable 
links. The equalizer adjustment was de
termined experimentally as not critical. 

The results obtained (Fig. 6) indi
cated that for 8, 16, and 24 miles of 
19A WG cable no significant difference in 
performance was evident from that of the 
basic modem above (performance of the 
basic modem is shown in dashed lines) . 

Specifications relating cable gauge to 
cable length indicate that above 24 miles 
I6A WG cable should be employed. The 
above test showed, however, I-db degra
dation in S / N performance between the 
24- and the 32-mile tests. These tests 
were repeated with both signal and white 
noise applied at the transmitting end of 
the cable. The results obtained indicated 
a performance improvement of approxi
mately 1 db, which was due to the noise
shaping effect of the cable equalizer 
above 2-kc noise frequencies. 

Crosstalk Interference Tests 
The objective of these tests was to deter
mine the effect on diphase transmission 
of the cable crosstalk. characteristics. 
Specifically, the tests were made to I) 
determine the effects of diphase signal 
transmission under various noise and 
crosstalk interference conditions, 2) de
termine the types and levels of inter
ference which could be tolerated for 

fig. 3-Checking cable pressure and splices in the communications cable laboratory. Left: D. A. 
Cornelius, RCA Service Co. engineer, right: coauthor J. H ... WolfF. 

successful signal transmission, and 3) 
obtain sufficient data to allow subsequent 
comparison with results of similar tests 
on simulated cable. 

Fig. 7 indicates the test arrangement 
used for the near-end crosstalk measure
ments. A similar arrangement was used 
for far-end crosstalk. 

The tests were performed on an 8-mile
long 25-pair 19A WG cable section, 
which was of similar construction to the 
operational MINUTEMAN cable. The dis
turbing signals for all these crosstalk 
tests were applied to those cables that 
had previously exhibited the worst cross
talk characteristics during signal-fre
quency crosstalk-coupling-loss tests. 

Four channels of disturbing diphase 
signals, identical to the disturbed di
phase signals in message structure and 
bit delay, were applied to four cable 
pairs. In addition, other disturbances 
were applied: tape-recorded voice at 
zero VU, 2.6-kc signalling at 3 dbm, and 
an interrupted direct current of 28 volts. 

A bit error-rate test was then per
formed over a 20-hour period. At the end 
of this time no errors had been recorded. 
To extend the length of the circuit from 
8 miles to the maximum permissible cir
cuit length, a 24-mile cable simulator 
was inserted ahead of the 8-mile cable 
pair of the disturbed channel. This ar
rangement increased the attenuation by 
an additional 28 db prior to the 8-mile 
crosstalk coupling exposure of the cable. 
The disturbed signal level was set for 
+3 dbm at the secondary of the trans
mitter repeat coil. This gave a received 
level of -41 dbm at the primary of the 
disturbed channel repeat coil. 

The four disturbing diphase-channels 
were increased above the operational 
levels to +6 dbm, and the 2.6-kc signal
ling was raised to +8 dbm to obtain 
maximum interference into the disturbed 
diphase channel. A bit error-rate test was 
then run for a 65-hour test period. At the 
end of this time no errors had occurred. 

Near-end and far-end crosstalk tests 
were then repeated with the receiving 

fig. 4-Single thread test setup. 
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Fig. 5-Bit-error rate measurements in the pres
ence of white noise. 
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Fig. 6-Bit-error rate measurements in the 
presence of white noise aver equalized cable 
circuits. 

disturbed channel biased with white 
noise. 

Bit-error-rate tests were performed on 
this disturbed diphase channel under 
the following conditions: Four disturb
ing diphase channels transmitting simul
taneously; interrupted 2.6-kc signalling; 
28-volt DC interrupted; and voice, all 
transmitting simultaneously. These tests 
were run for near-end and far-end cross
talk at E/no ratios of 10, 12, and 14 db, 
where E = watt-seconds/bit (average 
energy/bit); and no = watts/cycle 
(noise power density). To establish ref
erence error rates, tests were also run at 
these E/no ratios with no disturbing sig
nals applied to the cable. 

A summation of pertinent data for the 
near-end crosstalk tests is plotted in Fig. 
8. The results for far-end crosstalk 
showed similar trends. From Fig. 8 it was 
concluded that for near-end crosstalk, 
four channels of disturbing diphase de
graded the system by 0.25 db (at E/no 
= 10 db) to 0.7 db (atE/no = 14 db). 
Four channels of disturbing diphase plus 
voice, 2.6-kc and 28-volt DC, degraded the 
system by 0.5 db (at E/no = 10 db) to 
1.0 db (at E/no = 14 db). For far-end 
crosstalk the average degradation was 
less than 0.1 db. 

PAIR 
NO. 

UNUSEO PAIRS ,---tot-tot---, 600 OHMS 
600 OHMS L---tQ]-t--tQj---~ 

Fig. 7-Near-end-crasstalk test instrumentation . 

Cable Simulators 

A considerable number of cable simula
tors were required by the various MIN
UTEMAN test activities, which for practi
cal reasons, had no access to significant 
lengths of real cable. RCA supported 
these programs by developing and manu
facturing 10- and 20-mile cable simula
tors for both 16A WG and 19A WG, 
polyethylene-insulated cable. These sim
ulators duplicated the impedance, atten
uation, and delay characteristics of the 
cable with a high degree of precision, 
and were intended primarily for use in 
bit error-rate tests. 

Another aspect of this test program 
was the verification of these simulators. 
Following measurements of characteris
tic impedance, attenuation, and delay, 
the simulators were used in a series of 
bit error-rate tests employing white 
noise. By a process of substituting the 
simulators for the cable in the test setup 
shown in Fig. 5, the performance of 10-, 
20-, and 30-mile cable simulators was 
compared to that of 8, 16, 24, and 32 
miles of real cable. The difference be
tween the performance of 8, 16, and 24 
miles of 19AWG cable with 10 and 20 
miles of simulated cable were found to 
correspond to less than an E/no = 0.3 
db as measured between E/no = 10 and 
14 db. In the case of 30-mile simulation, 
obtained by placing 10- and 20-mile sim
ula!9PS in series, the difference was no 
greater than E / no = 0.5 db. These differ
ences, which correspond approximately 
to the 95% confidence band of the test 
data, verified the accuracy of the simula
tor to be adequate for all the test pro
grams involved. 

CONCLUSIONS 

This paper has described only a few of 
the many tests which were performed by 
RCA to verify the predicted performance 
of the sensitive command network of the 
MINUTEMAN communication system. 
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Fig. 8-Bit-error-rate measurements in the 
presence of crosstalk and white-noise inter
ference. 

The tests were performed under white
noise conditions to allow comparison 
with theoretical predictions. Other in
plant and field tests investigated the per
formance of the system under different 
noise environments (lightning, power
line induction, crosstalk, impulse, etc.). 
All the tests performed to date have indi
cated that under the worst predicted 
noise conditions the probability of bit 
errors occurring is far less than required 
by the system criteria. 
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Engineering 
and Research NOTES 
BRIEF TECHNICAL PAPERS OF CURRENT INTEREST 

Radal' Obsel'vations of the Cleal' Atmosphel'e 
Between 10,000 and 30,000 Feet 

R. 1. WAGNER, JR. AND 

L. C. CONANT, JR., Mis· 
sile and Surjace Radar 
Division, DEP, Moores· 
town, N. J. 

Theory predicts that a sufficiently high· powered radar should pro· 
duce detectable echoes from inhomogeneities in the clear atmos· 
phere.' If it could be demonstrated in practice that radars are indeed 
capable of direct observation of atmospheric turbulence and other 
clear·air phenomena, possibilities of new instrumentation and tech· 
niques would be opened in the fields of meteorological research and 
observation, missile launching, and air traffic control. 

Limited experimental verification of the theoretical speculation 
has been obtained. The experimental program was conducted using 
a modified AN /FPQ·4 radar, located near Moorestown, N. J. This 
is a precision monopulse tracking radar, operating at c·band (a fre· 
quency of 5,736 Me was used in the experiments) with a peak 
transmitter power of 3 Mw, and an antenna gain of 47 db above an 
isotropic source. The receiver noise figure was 4.5 db, using a 
parametric amplifier in the first RF stage. Various pulse repetition 
rates were available, but usually 855 pulses/ sec were used during 

the experiments described here. The pulse length was 1 ~sec. 
The experiments were carried out at various times during the day· 

light hours (and at night on one occasion), during the months of 
March, April, and May of 1962. The atmosphere was considered 
suitable for experimentation if visual inspection indicated there 
were no clouds or haze. 

Some simultaneous rawinsonde observations were obtained by 
courtesy of the U. S. Army Signal Research and Development Labo· 
ratory, Fort Monmouth, N. J. The site of the balloon releases was 
about 40 air miles from the radar. The rawinsonde data was used to 
compute wind shear (from balloon motion) and gradient of refrac· 
tive index for comparison with the radar results. 

Fig. 1 contains plots of normalized backscatt~red power vs. alti· 
tude, and of windshear vs. altitude. The windshear is taken as the 
magnitude of the vector change in two adjacent wind values. The 
altitude increments for wind velocity vectors varied from one reading 
to another, but at 10,000 to 20,000 feet, the increments were about 
500 feet. In plotting the windshear profiles, the data points were 
placed midway in each altitude increment. 

Fig. 2 presents the results of tests where the backscattered power 
i~ compared to the gradient of refractivity squared. The gradient 
of refractivity was calculated on the basis of rawinsonde results and 
the ICAO standard atmosphere with 60% relative humidity.2 

The initial results obtained here are such as to encourage further 
experimentation with high·powered radar. The technique should 
have application to determination of wind fields and rapid analysis 
of the atmosphere at high altitudes. Future experiments are being 
planned which will have as an objective the identification of the 
meteorological processes active in producing the echoes. 

1. H. G. Booker and W. E. Gordon, "A Theory of Radio Scattering in 
the Troposphere," Pro". IRE, Vol. 38, pp. 401-412, April 1960. 

2. B. R. Bean, "The Radio Refractive Index of Air," Proc. IRE, Vol. 50, 
No.3, pp. 260-272, March 1962. 

Technical Papel's 
Intel'est SUl'vey 

c. W. FIELDS 

Surjace Communications Division* 
DEP, Camden, N.J. 

We conducted a survey among the authors of technical papers in 
the Surface Communications Division on the -degree of interest gen· 
erated by the publication and presentation of papers. The survey 
covered the period from January 1961 through the first quarter 
of 1963. There were 90 papers applicable, meeting the criteria of 
presentation as a talk, or publication in a professional journal, or 
publication in a general technical magazine. For example, papers 
were given at the IEEE International Convention, published in the 
Journal oj the Acoustical Society oj America, and published in 
Electronics magazine. 

There were several motivations for the survey: 1) to determine 
the extent to which technical papers publicize RCA capabilities, 2) 
to compile marketing leads and data, 3) to gauge the quality of 
Surf Com papers, and 4) to investigate relative merits of the media 
of presentation. 

This is how we phrased the questionnaire: "Were any requests for 
information received as a result of presentation or publication of 
your paper? If so, indicate the number, source and nature of 
the inquiries." 

About 9:i% of the questionnaires were filled in, albeit with a good 
deal of button.holing and file·searching; the only blanks resulted 
from authors having left the company. 

The results showed that 70% of the papers elicited requests for 
reprints or further information and even purchase orders (three). 
The requests were from the U. S. Government-civil and military; 
industry; universities; institutes; foreign entities; and the technical 
press. The foreign requesters represented government, industry and 
universities in several European countries {including Czechoslovakia, 
Yugoslavia and Hungary} and Canada, Israel, India, Japan and 
Australia. The requesters represented a broad spectrum of occupa· 
tions and functions: engineers, scientists, managers, technical aca· 
demicians, marketing personnel, librarians, and technical press 
editors. 

The nature of the information was generally requests for reprints, 

* As of Sept. 1, 1963, renamed the Communicatwns Systems Diviswn. 



but there were also queries on RCA products and facilities, where 
to buy, magazines wanting to give further treatment and invitations 
for the author to write another paper. 

Here are some examples of the more popular papers: 
1) "Practical Design Guides for Interference Reduction in Elec· 

tronic Equipment," by R. F. Ficcki. Presented at the Fourth 
Annual Symposium of PGRFI, San Francisco, June, 1962 
(79 requests) . 

2) "Chirp Signals for Communications," by M. R. Winkler of 
Surf Com, Tucson. Given at WESCON, Los Angeles, August, 
1962. It elicited some 30 requests for copies of the paper and 
an Air Force inquiry about the RCA Tucson facility. 

3) "Value Engineering" by A. D. Zappacosta. Published in IRE 
Transactions on PGPEP and Armed Forces Management lover 

100 requests) . 
4) "Designing Tunnel-Diode Circuits Using Composite Charac· 

teristics," by B. Rabinovici and J. Klapper of Surf Com, New 
York. Published in Electronics, February, 1962. Queries came 
from Telefunken in Germany; Institute of Science, Rehovot h, 
Israel; Motorola; etc. (about 20 requests). 

The most productive media for exposition of papers, in order of 
importance are: technical meetings, professional journals, and gen· 
eral technical magazines. (Any paper from Surf Com is placed in 
all three, where possible.) The most fruitful topic according to our • 
survey was engineering or managerial techniques, e.g., RF shielding 
and value engineering, with the tunnel diode being the most popular 

product. 
In Surface Communications Division, requests are being handled 

on a coordinated basis to insure that their potential as marketing 
leads is exploited, to insure that no proprietary information is re
leased, to assure prompt and tactful response to the queries, to gauge 
trends as to what the rest of the electronics milieu is interested in, 
and to control release of information to foreign countries. 

We conclude from the survey that the presentation and publica· 
tion of papers pays off in the promotion of the company image and 
capabilities, and in the furtherance of the authors' professional 

reputations. 
Acknowledgement: Credit is due Miss Martha Hertzberg, Ass't. 

Engineering Editor, Surf Com, for much of the research involved. 

Generalized Distortion Analysis 

by R. NOTO 
Communications Systems Division 

DEP, Camden, N.J. 

Often, a design engineer needs to determine the distortion of an 
output function f( t) with respect to the desired output function 
g( t). The purpose of this Note is to provide the necessary general 

equations. 
From the analyses described herein, it is concluded that: 1) It 

is not necessary to find a large number of the harmonic ampli· 
tudes in order to determine RMS distortion; definite integrals can 
be used instead. 2) The reference waveform need not be a sinu
soidal function nor need it be periodic. 3) The usual definition 
for RMS distortion can be extended to nonperiodic and almost· 
periodic functions. 

Disto~tion of a Periodic Function: The standard definition of 
RMS harmonic distortion for a periodic function j( t), with respect 
to the fundamental component g( t), is: /'" 

D = V E,2 + E; + .. , + En" + ... 
E, 

Where: g(t) = E, sin (wt + >/;,) is the desired output waveform; 
j(t) = E, + E, sin (wt + >/;,) + ... + En sin (nwt + >/;n) + ... 
is the distorted output waveform, and D = RMS distortion. 

Distortion with Respect to a Harmonic: Sometimes it may be 
necessary or desirable to determine distortion with respect to a 
function which is not the fundamental frequency. An example is 
the calculation of distortion in the output of an unbalanced full
wave rectifier with respect to the second harmonic of the input sine 
wave. To find the distortion with respect to a harmonic, Eq. 1 may 
be modified as follows: 

htfltl J 

(~4-l-d-
fltl 

Disforle~ Output 
gltl 

O~sj{;6d Output 

Fig. l-Excmples of distorted and desired outputs. 

D = V E ," + E," + ... + E,_t" + E'+1
2 + .. , + En" + .. , (2) 

E, 

Where: g(t) = E, sin (r.wt + >/;,) is the desired output waveform; 
and j(t) = Eo + E, sin (wt + >/;,) + E, sin (2wt + >/;,) + ... + 
E,. sin (rwt + >/;,) + ... + En sin (nwt + >/;,,) + ... is the dis· 
torted output waveform. 

Distortion of a Function f(t) with Respect to a Function g(t): 
To determine the distortion of f( t) with respect to another function 
g( t) it is first necessary to find the content I amplitude) of g( t) in 
j( t) by the following equation: 

1 fT +d 
V = NT d g(t) j(t) dt (3a) 

Where: g( t) = given reference function; f( t) = distorted output 
function; V = content of g( t) in f( t); T = period of g( t); d = 0 
or -T12 (usually); and: 

1 fT+d 
N=r d [g(t))"dt (3b) 

The term N is the normalizing factor which makes V, in Eq. 3a 
equal to unity if f( t) = g( t). Examples of values of N are: rec· 
tangular waveform, N=l; sine wave, N = 1/2; triangular wave, 

N = 1/3. 
The difference in the average (or DC.) value of f(t) and g(t) is: 

1 fT+d 
V, = r d [I(t) - g(t)] dt (3c) 

The RMS distortion is given by: 

D= (4a) 

+ f: + tj(O], dt - +- f: + ~,2 dt - +- f: + i, [g(t)]' dt 

1 fT +d r d V' [g(t)]' dt 

If T is not infinite, if the difference of the average value of j( t) and 
g{t) is zero (V

Q 
= 0) and usnig Eq. 3b; Eq. 4a reduces to: 

(4b) 
-1 

By inspection of Eq. 1 and 2, distortion is actually the square root 
of the total power of j( t) minus the power of the reference, g{ t), 
minus the power of the difference of the average values of j(t) 
and g{ t), divided by the square root of the power of the reference, 
which corresponds to Eq. 4. A proof that Eq. 4 will reduce to Eq. 
1 or 2 for an arbitrary complete orthogonal set of functions, such as 
the Fourier series, of which g{ t) is a member, is similar to that used 
to establish the Fourier series. Substituting the general series 
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expansion for j( t) as a function of the orthogonal set, squaring 
and integrating over the period T will reduce Eq. 4 to 1 or 2. Eq. 3 
and 4 are general and can be used as a definition of distortion of 
any function j( t) with respect to any other function g( t). The 
period, T, can approach infinity in the limit in Eq. 4a in the case 
of nonperiodic functions, whenever the functions are integrable 
square. Examples of the type of functions for which distortion may 
be easily calculated are shown in Fig. l. 

Advantages of Integral Representation: Use of Eq. 3 and 4 for 
calculation of RMS distortion for periodic functions with respect to 
a sinusoidal reference rather than Eq. 1 or 2 is easier and more 
accurate than finding all of the (Ej)'s of Eq. 1 or 2. It is easier 
because it is only necessary to calculate the content of one member 
of a complete set of orthogonal functions rather than the content 
of a large number of members of the infinite set. There is some 
error introduced in Eq. 1 and 2 if significant higher·order harmonics 
of the Fourier·series expansion are neglected, whereas the definite 
integral is exact. 

Time Delay of Reference Waveform: If the reference function 
g( t) does not have the same time delay as the distorted function 
j( t}, or if the delay is not known or given, it is necessary to find 
the value of r which will give the greatest maximum content of 
g(t} in f(t) and to use get + r) rather than g(t) as the reference 
waveform. In the case where g( t} is a sinusoidal function, Fourier 
series may be used and the amplitude of g( t) in j( t) will be: 

E, = Va," + b," 

. 2r'7Tt 
And:E,g (t+r) =E,sm (-T-+r) 

Where: a, and b, are defined by Fourier series. 
Distortion of Almost·Pel'iodic Functions with Respect to a Sinus· 

oidal Reference: Examples of almost· periodic functions are ocean 
tides and narrowband noise. If the integrals in Eq. 3 and 4 do not 
exist for an infinite period, no calculation over a finite range can 
yield an exact answer for distortion of an almost·periodic function. 
However, if g(t) is a sine wave, the error in Eq. 4, when restricting 
j( t) to a finite range, will usually decrease as the integration 
extends over more and more cycles of g( t). Effects of departures 
from true periodicity of j( t) tend to cancel. The integration range 
will be controlled by the nature of j( t) with respect to g( t) and 
the required accuracy. Normally, all of the function f(t), as given, 
should be used. 

Acknowledgement: M. S. Corrington, of DEP Applied Research, 
Camden, contributed many helpful suggestions for the generalized 
analysis. 

An Improved High-Speed 
Compare Circuit With Parallel, 

Instantaneous Operation 

by H. WEINSTEIN 

RCA Laboratories, Princeton, N. J. 

The approach to a compare circuit described herein features a 
compare operation that is parallel and instantaneous)n nature. 
It is hoped that the suggested scheme may offer substantial improve· 
ment in high-speed data-processing systems. 

Consider the following two binary numbers: 

an2n + an _12
n

-
1 + ... + a,2' + _" + a,2' + ao 

bn2n + bn_12
n

-
1 + ... +b,2' + ... + b,2' + bo 

Where: All a and b may assume either one of the two possible values 
o or 1. Let it be required to construct a system that will find out 
which one of the two numbers is larger than the other. A conventional 
way of doing this is by subtracting one number from the other, 
and since they are fed into known locations, the sign bit will deter
mine which number is larger. In computer language, this procedure 
involves two addition operations (the first one exercised for 
complementing) . 

Another way of determining which number is larger suggests 
itself: Select the first bit in which the two numbers differ. By 
first, we mean the one obtained when we travel in the direction 
from the most-significant bit (an, bn ) towards the least-significant 
bit (a o, bo ). For example: 

* 
11010010 M 

----------------~. 1 1 101 010 N 

Here, the first bit in which M and N differ is marked by * (asso
ciated with 25 power). When such a point is reached, we do not 
need to travel any further down the digit rows, since we can imme'
diately determine which number is, larger by noting which row 
has the 1 in it, as opposed to the other which has the 0 in it. To 
perform this operation simultaneously, consider Fig. la. Here, M 
and N are assumed to be temporarily stored in two registers, whose 
elements may be, for example, conventional flip-flops. The 1 out
puts of the pairs of flip-flops which correspond to equal powers of 
two are fed into EO gates, which are simply exclusive or gates 
(sum modulo two), whose description is given in Fig. lb. A rapid 
tunnel-diode-transistor exclusive or gate with inputs i

" 
i, and output 

0, is illustrated in Fig. 2. (This circuit will deliver 100 rna in 
approximately 15 nsec.) However, the system is not restricted to 
any particular gate realization. (This gate was developed by J. J. 
Amodei.) The output of the EO gates will thus be enabled (1) 
whenever two corresponding digits differ, and will be disabled 
(0) whenever the corresponding digits are alike. The outputs of 
the EO column are now fed into a system X, which now is required 
to yield a single pulse, corresponding to the first digit in which 
the numbers differ (closest to the most significant bit). 

A possible circuit for X is illustrated in Fig. 3. A diode one 
select matrix with and operation along the columns, and which 
assumes all x, to be available with their complements, always selects 
the uppermost response. 

The combined circuit is shown in Fig. 4. Here, two EO gates 
per bit are associated with registers M and N to yield comple
mentary inputs to the diode one select circuit. When a single, 
unique response is obtained from the diode circuit, it is fed into 
a corresponding pair of and gates. As shown, the only gate that 
will be enabled is connected to a flip-flop in the set state (i.e., storing 
the digit 1.) This, in turn, will enable either output Mo, or output 
No, which are associated with the words M or N respectively_ The 
larger binary number is thus selected. An equality is indicated 
on terminal E. 
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cal Society, Wash. D. C., Apr. 22, 1963 

Recent Band Structure Determinations of Semi
conductors from Optical Measurements-G. 
Harbeke: Semiconductor Meeting of Ger
man Physical Society. Bad Pyrmont, Ger
many, Apr. 1963 

Fundamental Reflectivity of PbS, PbTe and PbSe 
-D. L. Greenaway: Semiconductor Meet
ing of German Physical Society, Bad Pyr
mont, Germany, Apr. 1963 

Laser-Induced Emission of Neutrals, Electrons 
and Ions from Solid Sunaces-R. E. Honig 
and R. Woolston: Electrochemical Society 
Meeting, Pittsburgh, Pa., Apr. 15-16, 1963 

Polarization Processes in BaTi03-W, J. Merz: 
Meeting on "Dielektrika" of German Society 
for Communications, Aachen, Germany, Apr. 
25·26, 1963 

Self-Magnetoresistance Effect in Bismuth
T. Hattori and M. C. Steele: Physical So
ciety of Japan Meeting, Apr. 1963 

Direct Observation of Self-Pinched Plasma Dis
tributed in Indium Antimonide-M. Toda: 
Physical Society of Japan Meeting, Apr. 
1963 

Optical Masers-The State of the Art-R. J. 
Pressley: Forrestal Electronics Seminar, 
Mar. 1, 1963 

Extraction of High-Density Electron Beams 
from Synthesixed Plasmas-A. L Eichen
baum and H. Sohol: 23rd Annual Confer· 
ence on Physical Electronics, MIT, Cam
bridge, Mass., Mar. 21-23, 1963 

The Role of the Engineer in an Electronics 
Laboratory-H. Borkan: Rutgers University, 
Student Branch, IRE, Mar. 20, 1963 

Surface Decoration and Domains in Very Thin 
Magnetic Films-M. D_ Coutts: New York 

Society of Electron Microscopy, N. Y., Mar. 
21, 1963 

Optical Spectra of Divalent Rare Earth Ions in 
Crystals-D. S. McClure and Z. J. Kiss: 
Polytechnic Institute of Brooklyn Sympo
sium on Optical Masers, Apr. 16·18, 1%3 

Thermal Conductivity of InAs and Other III-V 
Compounds at High Temperatures-E. Steig
meier and I. Kudrnan: Washington Meeting 
of the American Physical Society, Apr. 22-
25, 1963 

Zeeman Tunning Internal Modulation and 
High Rep-Rate Q Switching of the CaF2:Dy2+ 
Maser-Polytechnic Institute of Brooklyn 
Symposium on Optical Masers, Apr. 16-18, 
1963 

Instrumentation in Nanosecond Technology
B. J. Lechner: Spring Lecture Series of 
New York City Section of IEEE Western 
Union Auditorium, N. Y. 

NATIONAL 
BROADCASTING COMPANY 

Systems Considerations in Color Equipment 
Installation--J. L. Wilson: NAB Convention, 
Chicago, Ill., April 2, 1963 

RF Interference Reduction in Television Pickups • 
-J. L. Hathaway: NAB Convention, Chi· 
cago, Ill., April 3, 1963 

Color Television Camera Matching Techniques 
-E. P. Bertero: SMPTE Convention, Atlan
tic City, N. J., April 25, 1963 

in the United States-N. Grant: 3rd Inter· 
national Television Symposium, Montreux, 
Switzerland, April 26, 1963 

DEFENSE ELECTRONIC PRODUCTS 

The Importance of Company Standards--M. S. 
Gokhale: United Nations, N. Y. 

Magnetic Shielding by Persistent Currents of 
Vapor-Deposited Niobium Stannide Cylinders 
-J. P. McEvoy: APS Meeting, Stanford 
University 

MERT, The Manpower Evaluation and Review 
Technique-P. W. Coben: AIlE Conference, 
June 10, 1963 

Effective Utilization of Resources-C. Fallon: 
lEI Skill Training Value Eng. Course, April 
29-30, May 1, 2, 3, 1963 

Value Engineering Presentation I Mathematical 
Portions J -C. Fallon: USAF School of Sys
tems & Logistics, May IS, 1963 

Mathematical Techniques in Value Engineering 
and Management Decision-Making-C. Fal· 
Ion: Monsanto Chemical Company Mtg., 
May 20,1963 

High Resolution Lunar Measurement-W. O. 
Mehtlron: 15th National Aero·space Elec
tronics Conference-NAECON, May 13, 
1963 

Adaptive Decommutation Ground Station 
with Computer Control-J. A. Bauer: Na
tional Telemetry Conference, May 22, 1963, 
NTC Proceedings. 

TRADEX-The Second Generation of Super 
Power UHF Transmitter--R. Graham, J f.: 
National PGMTT Symposium, May 20-22, 
1963 

Antenna Systems for the Project Relay Com
munications Satellite-O_ M. Woodward: Los 
Angeles Chapter of the PGMTT & PCAP, 
April 4, 1963 

Fads and Fallacies of Reliability Creation-G. 
H. Beekhart: ASQC National Convention, 
May 22, 1963 

Radar Tracking of Objects with Low Signal/ 
Noise Using Video Integr9Jion-L. J_ Clayton: 
Thesis, Master of Scieflce in Electrical Engi
neering, University of Penna. 

RCA Techniques in Electronic Photocomposing 
--H. E. Haynes: Annual Meeting of TAGA, 
New York City, June 4,1963 

Flux Logic Elements for Use in Digital Compu
ter memories-M. V. D'Agostino: MSEE 
Thesis, Drexel lnst. of Technology, June, 
1963 

Analysis of the Effectiveness of a Controlled 
Environment Facility in the Electronics Indus
try-M. J. Munkacsy: MBA Thesis, Drexel 
Institute of Tech., June, 1963 

Shock Spectrum Analysis of Electronic Equip
ment-E. Westcott: MSEE Thesis, Drexel 
lnst. of Technology, June, 1963 

Micromodule Ejection Made Easy-G. Rezek: 
Electronic Equipment Engineering, June, 
1963 

@Tj5---® 
Patents Granted 

~;~@ 
As REPORTED By RCA DOMESTIC 

PATENTS, PRINCETON 

RCA LABORATORI ES 

3,092,782-Solid State Traveling Wave Para
metric Amplifier, June 4, 1%3; K. K. N. 
Chang 

3,092,998-Thermometers, June II, 1963; L. 
E. Barton 

l,093,817-Magnetic Systems, June 1I, 
1963; J. A. Rajchman and A. W. Lo. 

3,094,612-Microwave Adder Circuit, June 
18, 1963; F. 5terzer 

3,094,634-Radioactive Batteries, June 18, 
1963; P. Rappaport 

3,095,S33-Voltage Control Circuits, June 25, 
1963; E. O. Keizer 

3,096,219-Semiconductor Devices, July 2, 
1963; H. Nelson 

3,096,445-Square Wave Generator Com
prising Negative Resistance Diode and Mis
matched Delay Line Producing Steep Edge 
Pulses, July 2, 1963; G. B. Herzog 

3,096,485-Diode Traveling Wave Parametrjc 
Amplm." July 2, 1963; K. K. N. Chang 

l,097,108-Semiconductor Device with Sur
face Electrode Producing Electrostatic Field and 
CI"ull" July 9, 1963; J. T. Wall mark 

3,097,312-Shift Register Including Two Tun
nel Diodes per Stage, July 9, 1963; J. C. 
Miller 

3,097,977-Semiconductor Devices, July 16, 
1963; J. A. Amick and G. W. Cullen 

3,098,170-Power Supply Circuit for Tele
vision Receivers, July 16, 1963; R. N. Rhodes 

Five-Layer Diode Guards Cables-H. R. Mon
tague: Electronics, June 21, 1963 

What is a Standards Engineer?--M. S. Gok
hale: Standards Engineers Society, Steering 
Committee, Bombay Section, Rombay, India, 
ApI'. 23, 1963 

Technical Training-Twin Star of Technical 
V/riting-S. Hersh: Review 0/ Society 0/ 
Technical Writers and Publishers, Jan. 
1963 

Digital Computers and Integrated Displays for 
Air Traffic Control~C. Fanwick: Panel Mem
ber, Meeting San Fernando Valley Chap. 
ter, Association of Computing Machinery, 
Jan. 16, 1963 

PERT-H. R. Headley: AlEE, Apr. 23, 1963 

Circuit Considerations and Operational Re
sults of a Permalloy Sheet Memory---M. V. 
D'Agostino and C. H. Sie: International 
Conference on Non-Linear Magnetics, 
Washington, D. c., Apr. 17, 1963 

Topological Analysis of Non-Series-Parallel 
Redundant Networks-G. D. Weinstock: 
IEEE International Convention, N. Y., 
Mar. 25, 1963_ Convention Record 

Thermal Analysis and Analog Representation 
of a Thermoelectric Refrigerator-G. Rezek: 
IEEE International Convention, N. Y., Mar. 
28, 1963. Convention Record 

Interference Reduction in Cable-R. F. Ficcki: 
1963 IEEE International Convention. Mar. 
28, 1963, N. Y. Convention Record 

Technical Future of Satellite and Space Pro
grams-H. M. Gork: Princeton Adult School 
Series, Mar. 21, 1963 

Thermal Control of Spacecraft--G. D. Gor
don: Northern N_ J. Section, AAS !\leeting, 
Apr. 2, 1963 

*l,093,78B-Radioactive Power Supply Sys
tem, June 1I, 1963; E. G. Linder 
('" Assigned to U.S. Government) 

DEFENSE ELECTRONIC PRODUCTS 

3,091,876-Display Devices, June 4, 1963; 
D. A. Cole 

3,092,694-Loudspeaker, June 4, 1963; S. 
Walczak 

3,092,830-Decoder and Coder Circuit, June 
4,1963; D. P. Clock and G. A. Lucchi 

3,097,l49-lnformation Processing Appa
,alu" July 9, 1963; F. L. Putzrath and T. B. 
Martin 

ELECTRONIC DATA PROCESSING 

3,092,254-Control Apparatus, June 4, 1963; 
U. Germen 

HOME INSTRUMENTS DIVISION 

3,092,296-Tape Transport Mechanism, June 
4, 1963; D. R. Andrews 

l,092,734-Amplitude Limiter for AC Signals 
Using a Tunnel Diode, June 4, 1963; G. E. 
Theriault 

3,093,334-Magnetic Recording and Repro
ducing Apparatus, June II, 1963; D. R. An
drews 

3,093,984-Coupling Mechanism, June 18, 
1963; D. R. Andrews 

3,096,399-Television Receiver Circuits, July 
2, 1963; L. P. Thomas, Jr. 

BROADCAST AND 
COMMUNICATIONS DIV. 

3,092,345-Braking Mechanisms, June 4, 
1963; R. W. Clayton and A. E. Jackson 

ELECTRONIC COMPONENTS 
AND DEVICES 

3,094,957-Brazing Jig for Electron Tube Fab
rication, June 25, 1963; H. V. Knauf 

3,096,184-GJass Marking Ink, July 2, 1963; 
J. L. Gallup 

3,096,458-Electroluminescent Device, July 2, 
1963; R. C. Demmy 

3,097,555-Apparatus for Notching Vacuum 
Tube Grid Lateral Wire, July 16, 1963; C. W. 
Lindsley 

3,097,621-Brazing Jig for Electron Tube Fab
rication, July 16, 1963; G. A. Lalak 

Measurement of Magnetic Multiple Singulari
ties by Field Mapping-R. Moskowitz: Fac
ulty and Graduate Students of School of 
Elec. Engineering, Rutgers Univ., Apr. 4, 
1963 

Advanced Defense System Simulator-A. Bez
gin/£. J. Hartnett: Master of Science 
Thesis, University of Penna. 

A Study of an Earth-Moon-Earth Radio Fre
quency Communications System-J. G. Kam
merer: Master Thesis, Moore School of 
Electrical Engineering, Univ. of Penna. 

Design of a Satellite Information Processing 
Program-To A_ Dorsay: Master Thesis, 
Moore School of Electrical Engineering, 
University of Penna. 

Application of Monte Carlo Technique to De
termine Statistical Performance of Radar Net
works Engaged in Satellite Surveillance-A. 
E. Franz: Master Thesis, Moore School of 
Electrical Engineering, Univ. of Penna. 

Statistical Analysis of a Pseudo-Random Coded 
Pulsed Radar Applied to Radar Astronomy
L l\'1arion: Ph.D. Dissertation, Univ. of 
Penna. 

A Study of Certain Aspects of Lunar Ascent 
and Rendezvous with an Orbiting Vehicle
H. U. Burri: lAS Second Manned Space 
Flight Meeting, Dallas, Texas, Apr. 1963 

Laser Communications-D. J. Parker: Phila. 
Section of the Optical Society of America, 
May 2,1963 

Indexing a Random Access File-W. Rodenki: 
RCA Computer Users Association, Buffalo, 
N. Y., June 4, 1963 

On the Solution of Information Retrieval 
Problems-Dr. H. Sams: American Federa
tion of Information Processing Societies, 
Detroit, Mich., May 23, 1%3 



Engineering NEWS and HIGHLIGHTS 

RCA EARNINGS SET ALL-TIME RECORDS FOR 
FIRST HALF OF 1963 

RCA set all-time sales and earnings records 
in the first half of 1963_ The second quarter 
results provided the ninth consecutive quar
ter in which RCA's earnings have exceeded 
the comparable period of the previous year. 

For the first half of 1963, profits after 
taxes rose to a new peak of $29.4 million, 
an increase of 23 percent over earnings of 
$24_0 million in the first 6 months of 1962_ 
Sales rose 3 percent to a new first half high 
of $877_3 million compared with $853_9 mil
lion a year earlier_ Earnings per share for 
the 6 months ended June 30, 1963 totaled 
$1.60, as against $1.32 in the similar 1962 
period_ 

In a joint announcement, General Sarnoff 
and Dr. Engstrom said that the steady up
ward progression of RCA's earnings is 
expected to continue through 1963 and 
beyond if the national economy encounters 
no unforeseen reversals_ They stated: 

"_ _ _ The research and planning begun 
more than a decade ago for products such 
as color television are now being translated 
into rising sales and profits and a leading 

SIMA WINKLER HONORED FOR 
SPACE ENGINEERING WORK 

Mrs. Sima M. Winkler of the DEP Astro
Electronics Division, Princeton, N_ J_, has 
been honored for her work in space vehicle 
design, weather and communications satel
lites, and space-connected nuclear and radi
ation research_ A member of AED's Ad
vanced Projects and Operations Analysis 
group, Mrs_ Winkler was among the eight 
recipients of the first Salute to Women in 
Electrical Living Awards, presented jointly 
by the New York Chapter of the Electrical 
Women's Round Table and the New York 
State Dept_ of Commerce Women's Program. 

THERIAULT HONORED FOR PAPER 
On June 18, 1963 at the Chicago Spring 
Conference of the PTGBTR (IEEE Profes
sional Technical Group on Broadcast and 
TV Receivers), Gerald E. Theriault of the 
Home Instruments Advanced Development 
Laboratory, Princeton, was awarded a scroll 
and $50.00. The scroll reads "For the sub
mission of an outstanding paper published 
in the Transactions on BTR entitled: Cross
modulation and Modulation Distortion of 
RF Transistors."-D. Carlson 

RCA DIRECT ENERGY CONVERSION 
FILM AVAILABLE 

The Direct Energy Conversion Department 
of Electronic Components and Devices, Har
rison, has produced a 16mm color motion 
picture depicting RCA's role in the fast
moving field of direct energy conversion. 
The 20-minute, semitechnical film covers 
thermionic energy conversion, thermoelec
tric energy conversion, solar cells, batteries, 
and superconductors_ (Editor's Note: The 
next issue of the RCA ENGINEER, October
November 1963, will feature papers on these 
fields.) 

Prints are available for both internal and 
external showings. Requests for prints, on a 
loan-and-return basis, should be directed to 
R. F. Kelleher, Advertising Department, 
RCA Electronic Components and Devices, 
Harrison, N. J. (phone extension TH-2371). 

position in the industry. At the same time, 
the favorable effects of these developments 
have been intensified by a profit-oriented 
management group ... We believe we have 
today a stronger management team ... than 
at any time in RCA's history. 

"No single product or service can account 
for the continuing improvement ... From 
broadcasting to space satellites, from world
wide electronic servicing operations to com
puter sales and rentals, the impact of 
progress was registered ... 

"RCA now has more than 550 computer 
systems currently installed or on order. Dur
ing the second quarter, we received our 
largest single domestic order for electronic 
data processing systems-a lease contract 
for thirty RCA 301 systems from the U. S. 
Air Force Logistics Command. Electronic 
Data Processing is advancing according to 
plan toward a crossover into profitability 
during the fourth quarter of 1964. 

"In color television, the expansion and 
intensification of competition has not re
versed our position of leadership-a posi
tion we fully intend to maintain. It is sig· 
nificant that the month of June, normally a 
period of seasonal decline, produced 48 per
cent more RCA color set sales than the 
previous peak month of September, 1962. 
With hlack and white set sales also moving 
strongly, the Home Instruments Division 
had its best second quarter and first half in 
history. 

"RCA's growing role in space was under
lined by the successful launching of the 
seventh Tmos weather satellite, by the suc
cessful completion of seven months of orbital 
tests with the RCA-built RELAY communi
cations satellite and by the start of work 
on RCA's portion of NASA's Project 
ApOLLo-the manned landing on the moon. 
As a major subcontractor to Grumman Air
craft Engineering Corporation, RCA's share 
of the ApOLLO Project is expected to be in 
excess of $40 million. 

"The National Broadcasting Company ... 
in both sales and profits .' .. surpassed its 
previous records ... set in 1962. 

"The overall performance during this 
period has reinforced our conviction ... 
that RCA now stands on the firmest footing 
since its founding forty-four years ago." 

SURFCOM HONORED FOR INTERLOC 
MICROMOD PACKAGING DESIGN 

The DEP Surface Communications Division 
has bet;.!}- honored by the IEEE Professional 
Group on Product Engineering and Pro
duction with a Design A ward Citation for 
the INTERLOC Micromodule Packaging Sys
tem. This high-density packaging system is 
a dovetailed strip-socket arrangement per
mitling individual module replacement with
out un soldering. The design features auto
matic wire-wrapped interconnections in 
place of the conventional soldered printed 
circuit techniques. The citation was pre
sented to John W. Knoll, Administrator, 
Microelectronics Engineering and Tech
niques, Camden, by the IEEE at a luncheon 
in Boston on May 28, 1963. Donald 
Mackey, Manager of Microelectronics Engi
neering and Techniques said that the award 
was won in a competition that included 40 
companies.-J_ Gillespie 

DEP REORGANIZES 
COMMUNICATIONS SYSTEMS 

DIVISION AND 
AEROSPACE SYSTEMS DIVISION CREATED 

BY COMBINING 
DSD, ACCD, AND SURFCOM 

Effective September 1, 1963, the following 
changes were announced in Defense Elec· 
tronic Products: 

S. W. Cochran was appointed Division 
Vice President and General Manager, Com
munications Systems Division. This new 
division will encompass the activities of 
the former DEP Surface Communications 
Division and the communications activities 
of the former DEP Aerospace Communica
tions and Controls Division. Division head
quarters will be in Camden, New Jersey. 

I. K. Kessler was appointed Division 
Vice President and General Manager, 
Aerospace Systems Division. This new divi
sion will encompass the activities of the 
former Data Systems Division (Van Nuys, 
Calif.) and the remaining activities of the 
former Aerospace Communications and 
Controls Division. Division headquarters 
will be in Burlington, Massachusetts. 

Messrs. Cochran and Kessler will report 
to W. G. Baln, Vice President, Defense 
Electronics Products. The other two DEP 
product divisions remain as Astro-Elec· 
tronics Division and the Missile and Sur
face Radar Division. 

ENGSTROM RECEIVES HONORARY DEGREES 
Dr. Elmer W. Engstrom, President of the 

Radio Corporation of America, recently 
received honorary degrees from four col
leges and universities. On June 9 Dr. 
Engstrom was the Commencement speaker 
at Thiel College, Greenville, Pennsylvania, 
and received the honorary degree of Doc
tor of Laws. On June 15 Dr. Engstrom 
also delivered the Commencement address 
at Drexel Institute of Technology and reo 
ceived the honorary degree of Doctor of 
Engineering. At the 197th anniversary 
commencement of Rutgers University, held 
in Rutgers Stadium on June 5, Dr. 
Engstrom received the honorary degree of 
Doctor of Science. Also, at the commence
ment exercises at Franklin and Marshall 
College, Lancaster, Pennsylvania, he re
ceived the honorary degree of Doctor of 
Science. 

NEW SCIENTIFIC COMPUTER CENTER 
AT RCA LABS WILL USE 
RCA 601 AND RCA 301 

A new scientific data processing center is 
being constructed at RCA Laboratories, 
Princeton, N. J. The new facility, housing 
an RCA 601 computer in combination with 
an RCA 301, is scheduled for completion 
this fall. The center will be used for research 
in such areas as lasers, plasma physics, 
solid state theory, character recognition de
vices, advanced computer memories, and 
computer programming. It will be used not 
only by RCA Laboratories scientists but 
also by scientists and engineers from other 
RCA divisions for solving complex engi
neering and production problems. In addi
tion, the center will be a backup facility for 
two RCA 601 customers-the New Jersey 
Bell Telephone Company and the New 
Jersey Public Service Gas and Electric 
Company. 
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· . . PROMOTIONS 
to Ellgineering Leader & Manager 
.4s reported by your Personnel Activity during the 
past two months. Location and new "mpervitwr 
appear in parenthesis. 

RCA Service Company 
P. C. Groot: from Engr., BMEWS to Ldr., 

Engrs. BMEWS (E. W. Amundsen, Site 
Engineering) 

A. H. Shepard: from Ldr., Engrs. BMEWS to 
Mgr., Facilities Engineering Oper. and 
Maint. (A. J. Gustray, Facility and Sup· 
port) 

P. J. Barnette, Jr.: from Engr. to Mgr., 
System Integration (H. Reese, Jr., Nuclear 
and Scientific Svcs.) 

J. E. Stuart: from Engr., to Ldr., Engrs. (R. 
E. Purvis, Engineering and Tech. Svcs.) 

RCA Victor Co., Ltd. 
J. M. Stewart: from Sr. Member of Scienti· 

fic Staff to Lab Director, Electronics (Dr. 
J. R. Whitehead, Res. Labs.) 

J. Soul: from Ldr., Comm. Eng. to Super. 
visor (V. E. Isaac, Special Products 
Group) 

R. H. Colt: from Ldr., Defense Eng. to 
Supervisor (J. C. Barron, Defense Sys· 
stems) 

C. Tuplnier: from Engr., to Plant MgT. (H. 
E. Clogg, Cowansville, Que.) 

D. N. Ross: from Admin., Product and Sys. 
tern Mdsg. to Mgr. (B. R. Machum, Indus· 
trial Products Sales and Service) 

J. E. H. Elvidge: from Engr., Comm. Eng. to 
Ldr. (G. F. Baylis, Comm. Eng.) 

Electronic Components and Devices 
L. A. Murray: from Engr. to Engineering 

Ldr. (A. Rose, Somerville) 
C. Turner: from Engineering Ldr. to Mgr. 

Applications (D. Donahue, Somerville) 

Data Systems Division, DEP 
E. Wendkos: from Prin. Member, Dev. and 

Des. Eng. Staff to Ldr., Dev. and Des., 
Eng. Staff (A. Davies, Act. Mgr.) 

M. Anderberg: from Sr. Member, Dev. and 
Des., Eng. Staff to Ldr., Dev. and Des., 
Eng. Staff (G. Grondin, Van Nuys) 

A. Rosenberg: from Sr. Publications Eng. 
to Ldr., Publications Eng. (S. Hersh, Van 
Nuys) 

Astro-Electronics Division, DEP 
L. A. Freedman: from Sr. Eng. to Ldr. 

Engrs., Eng. (J. E. Dilley, Mgr., Special 
Camera Systems) 

M. Hollander: from Ldr., Engrs. to Mgr., 
Eng. Reports and Proposals, Publications 
Services (L. A. Thomas, Mgr., Publica· 
tion Svcs.) 

L. P. Hunneman: from Engr. to Ldr., Publi· 
cation Engrs., Publications Svcs. (M. 
Hollander, Mgr., Reports and Proposals) 

J. Kiesling: from Engr. to Ldr., Engrs., Eng. 
(R. B. Marsten, Act. Mgr., Systems Eng.) 

S. Skarlatos: from Eng. Editorial Assistant 
to Mgr., Graphic Arts Production, Publi· 
cations Svcs. (L. A. Thomas, Mgr., Publi. 
cation Svcs.) 

K. Greene: from Sr. Eng. to Ldr., Engrs., 
Eng. (V. R. Monshaw, Mgr., Program 
Reliability) 

J. W. Jones: from Sr. Eng. to Ldr. Eng. 
Systems Projects (c. T. Cole, Mgr., Pro· 
gram P417) 

G. King: from Sr. Eng. to Ldr. Eng. Sys. 
tems Projects (C. T. Cole, Mgr., Program 
P417) 

E. Miller: from Ldr. Eng. Systems Projects 
to Mgr., APOLLO TV Project, Projects 
(c. S. Constantino, Mgr., Equipment 
Projects) 

---- -- --- --- ------------

DEGREES GRANTED 
E. L. Ressler, BCPD, Camden ............................. BS, Physics, LaSalle College 
J. H. Pierce, BCPD, Camden ........................ BS Drexel Institute of Technology 
A. Skele, Rec. Div., Indianapolis .................. MS, Engineering, Purdue University 
J. E. Gallo, ACCD, Camden .......... , ..... MS, Engineering, University of Pennsylvania 
R. F. Trump, Surf Com, Camden ............................. MSSE, Rutgers University 
P. G. Dearman, SVc. Co., P.A.F.B., Florida .. Assoc., Engrg., Brevard Engineering College 
J. W. Gillis, Svc. Co., P.A.F.B., Florida .. , " .Assoc., Engrg., Brevard Engineering College 
F. L. LeMosy, Svc. Co., P.A.F.B., Florida ...... Assoc., Engrg., Brevard Engineering College 
D. A. Ritchley, Svc. Co., P.A.F.B., Florida .... Assoc., Engrg., Brevard Engineering College 
L. Gibbons, ECD, Somerville ............ MS, Electrical Engineering, Rutgers University 
B. Czorney, ECD, Somerville ........ MS, Chern. Engrg., Newark College of Engineering 
D. Nichols, ECD, Somerville .. , ., .... , ... BS, Metallurgy, Drexellnstitute of Technology 
C. VandeZande, ECD, Somerville .................... MS, Statistics, Rutgers University 
J. Handen, ECD, Somerville ......................... MS, Statistics, Rutgers University 
R. Krallinger, ECD, Somerville .......... MS, Electrical Engineering, Rutgers University 
C. Drake, ECD, Somerville ....... MS, Industrial Engrg., Stevens Institute of Technology 
R. Citron, ECD, Somerville ............................. MSA, Management, Seton Hall 
F. A. Hartshorne, ACCD, Camden ................ MSEE, Drexel Institute of Technology 
W. C. Luebkemann, MMSR, Moorestown .. , ....... BSEE, Drexel Institute of Technology 
J. A. Arico, ECD, Harrison ..................... BSEE, Newark College of Engineering 
G. W. Barclay, ECD, Harrison .................. MSEE, Stevens Institute of Technology 
F. Kolondra, ECD, Harrison .................... BSEE, Newark College of Engineering 
E. L. Lattanzio, ECn, Harrison .................. BSEE, Newark College of Engineering 
W. Nethlng, ECD, Harrison ..................... BSME, Fairleigh Dickinson University 
R. V. Nikiel, ECD, Harrison ..................... MSIE, Stevens Institute of Technology 
H. Noterius, ECD, Harrison ....................... MS, Stevens Institute of Technology 
R. J. Rundstedt, ECD, Harrison ................. MSEE, Stevens Institute of Technology 
S. Sarowitz, ECD, Harrison ............... MSME, University of the City of N ew York 
E. J. Triano, ECD, Harrison .................... MSEE, Newark College of Engineering 
G. Simmons, ECD, Harrison .................... BSME, Newark College of Engineering 
R. Donohue, ECD, Harrison ... MS, Engrg. Management, Newark College of Engineering 
R. Askew, ECD, Harrison ...................... BSEE, Newark College of Engineering 
A. A. Rotow, ECD, Lancaster ................. Ph.D. in EE, University of Pennsylvania 
J. F. Heagy, ECD, Lancaster ................ MS, Physics, Franklin & Marshall College 
R. L. Stegall, DEP·MSR, Moorestown ................ MSEE, University of Pennsylvania 
R. J. Ryan, ECD, Somerville ........... MS in Chemistry, Drexel Institute of Technology 
P. K. Baltzer, RCA Labs., Princeton ............... Ph.D. in Physics, Rutgers University 
N. J. Imperial, ECD, Somerville ... MBA, Management & Statistics, New York University 
F. Romig, ECD, Somerville .................. MS, Applied Statistics, Rutgers University 
J. A. Zena, ECD, Somerville ...................... MS, Retailing, New York University 
E. F. Kopec, ECD, Somerville ...................... BS, Management, Rutgers University 
C. Srinivason, RCA Labs., Princeton .................. Eng. Sc. D., Columbia University 
S. Siskind, AED, Hightstown .......................... MA, Physics, Temple University 
J. G. Bakos, ACCD, Camden ............... BS, Industrial Management, LaSalle College 

NEW RECORD DISTRIBUTION CENTER 
The RCA Victor Record Division has started 
construction in Indianapolis on a Record 
Distribution Center. When completed next 
year, the new center will provide more than 
300,000 square feet of floor space for the 
Division's inspection, packing, warehousing, 
and the world· wide distribution operations. 

J. E. Mortimer: from Engr. to Ldr., Engrs., 
Eng. (S. H. Fairweather, Mgr., Propul· 
sion Systems) 

R. A. Smith: from Engr. to Ldr., Engrs., 
Eng. (V. R. Monshaw, Mgr., Program 
Reliability) 

Ae~ace Communications and 
Controls Division-DEP 
F. F. Dupre: from Sr. Eng. Scientist, Tech. 

Staff to Mgr., Eng. Planning (H. J. Woll, 
Burlington) 

RCA Communications, Inc. 
J. Goldberg: from Design Engr. to Group 

Ldr., Terminal Facilities, Installation De· 
sign (E. M. Gaetano, N.Y.) 

Electronic Data Processing 
P. Kircher: from Methods Analyst Program· 

mer to Ldr., Product Support (R. O. 
Austin, Palm Beach) 

H. Peters: from Sr. EDP Product Support 
Specialist to Ldr., Product Support (R. O. 
Austin, Palm Beach) 

BCP TO CONSOLIDATE 
ANTENNA FACILITIES AT 

ENLARGED GIBBSBORO SITE 
The Broadcast and Communications Prod· 
ucts Division plans to consolidate its engi· 
neering, laboratory, and assembly facilities 
for broadcast antennas at its 40·acre Gibbs· 
boro, N. J., test area and to erect a new 
building there to accommodate the enlarged 
operation. [Editor's Note: See H. E. Gihring, 
"The Broadcast Antenna Facility," RCA 
ENGINEER, Oct.·Nov. 1962.] 

The move is intended to give RCA the 
most modern facilities in the broadcast 
equipment industry for the production of 
radio and TV station antennas. The improved 
facilities are needed to handle an unprece· 
dented volume of antenna business which 
has given the Division the largest backlog 
of orders for antennas in its history. The 
high level of business is expected to con· 
tinue indefinitely as existing broadcast sta· 
tions upgrade their transmission facilities, 
and new UHF educational and commercial 
TV stations are built. 

The consolidation will bring to the Gibbs· 
boro site the B&CP antenna engineering, 
laboratory, assembly facilities, and employ· 
ees now located at Buildings 53 and 57 in 
Camden. In addition to eliminating travel 
among the three separate locations, the cen· 
tralization will provide the most modern 
materials handling facilities, an important 
consideration in fabricating antennas up to 
140 feet in length and 15 tons in weight. 
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STAFF ANNOUNCEMENTS 
EC&D - Technical Programs: The organi
zation of Technical Programs, reporting to 
A. M. Glover, Division Vice-President, 
Technical Programs, is: E. O. Johnson, 
Manager, Engineering; R. L. Kelly, Ad
ministrator, Product Assurance; and A. M. 
Glover, Acting Manager, New Business 
Development. 

EC&D - Industrial Tube and Semicon
ductor Division: The organization of 
EC&D-IT&SD, reporting to C. E. Burnett, 
Division Vice President and General Man
ager, IT&SD, is: G. W. Duckworth, Mgr., 
Marketing Dept.; D. W. Epstein, Mgr., 
Conversion Tube Operations Dept.; C. H. 
Lane, Mgr., Industrial Semiconductor Op
erations Dept.; C. F. Nesslage, Mgr_, 
Financial Controls and Planning; C. C. 
Simeral, Jr., Mgr_, Microwave Tube Oper
ations Dept.; E. E. Spitzer, Mgr., Power 
Tube Operations Dept.; and S. White, 
Mgr., Operations Services. 

EC&D - Special Electronic Components 
Division: The organization of EC&D-SECD, 
reporting to L. R. Day, General Manager, 
SECD, is: D. W. Chace, Mgr., Adminis
tration; L. R. Day, Acting Mgr., Direct 
Energy Conversion Dept.; N. S. Freedman, 
Mgr., Special Project Development; and 
R. E. Koehler, Mgr., Microelectronics Dept. 

EC&D Television Picture Tube Divi-
sion: The organization of EC&D-TPTD, 
reporting to J. B. Farese, Division Vice 
President and General Manager, TPTD, is: 
M. J. Carroll, Mgr_, Marketing Dept.; and 
H. R. Seelen, Mgr., Television Picture 
Tube Operations Dept. 

EC&D - Commercial Receiving Tube and 
Semiconductor Division: The organization 
of EC&D-CRT&SD, reporting to W. H. 
Painter, Division Vice President and Gen
eral Manager, CRT&SD, is F. R. Buchanan, 
Mgr_, Financial Planning and Controls; 
H. A. DeMooy, Mgr_, Receiving Tube Op
erations Dept.; N. H. Green, Mgr., Com
mercial Semiconductor Operations Dept.; 
G. J. Janoff, Mgr., Marketing Dept.; K. M. 
McLaughlin, Mgr., Memory Products Dept.; 
and W. H. Painter, Acting Mgr_, Services. 

DEP Missile and Surface Radar Division, 
Moorestown: The organization of DEP
M&SR, reporting to J. H. Sidebottom, 
Division Vice President and General Man
ager, is: W. H. Congdon, Mgr_, Tactical 

Systems Programs; F. J. Drakeman, Plant 
MgT., Mooretown Plant; W. R. Frysztacki, 
Mgr., Operations Control; E. Gerjuoy, Di
rector, Plasma and Space Applied Physics; 
A. L. Hammerschmidt, Chief Engineer, En
gineering Dept.; C. M. Lewis, Mgr_, 
Marketing Dept.; A. Mason, Mgr., Stra
tegic and Defensive Systems Programs; 
C. B. McGinley, Mgr., Moorestown Per
sonnel; H. J. Morley, Purchasing Agent, 
Purchasing; E. W. Petrillo, Mgr., Range 
Systems Program; W. L. Richardson, Mgr., 
Program Management and Planning; and 
M. W. Rogers, MgT., Product Assurance. 

RCA Victor Ltd., Montreal, Canada: 
R. G. Power has been appointed Manager 
of the Semiconductor Department; J. 
Almond, who held the position temporarily, 
will return to a senior position in the 
Research Laboratories. 

RCA Victor Record Division: A. L. 
McClay is now Mgr., Record Operations 
Dept., reporting to N; Racusin, Division 
Vice President and Operations Mgr. The 
organization of the Department is: R. A. 
Bradel, Purchasing Agent; R. A. Lynn, 
Administrator, Quality; R. O. Price, Gen
eral Plant Mgr.; A. A. Pulley, Adm_, Audio 
Engineering Red Seal Recording; D. L. 
Richter, MgT., Recording; H. E. Roys, 
Chief Engr., Engineering; and A. Stevens, 
General Plant Engineer_ 

RCA Laboratories, Princeton: L. H. 
Good, formerly at RCA Somerville, is now 
on assignment with Project P ANGLOSS_ 

DEP & EDP, Staff of Group Executive 
Vice President: C. M. Mooney has been 
appointed to the newly established position 
of Division Vice President, Federal Gov
ernment Systems Support, reporting to 
A. L. Malcarney, Group Executive Vice 
President. Mr. Mooney will be the senior 
representative of RCA in its marketing 
efforts with the Federal Government in 
Washington, D_C., and will be available 
for marketing counsel and guidance to all 
RCA Divisions doing business with the 
Federal Government. He will provide ad
ministrative and business counsel to the 
Federal Government Office activities of 
DEP and EDP_ (Profit responsibility for 
these activities will be retained by DEP 
and EDP.) The Data Systems Center, 
Bethesda, Md. formerly part of DEP-DSD, 
will report directly to Mr. Mooney_ 

GLICKSMAN NAMED HEAD OF RCA 
JAPANESE LABORATORY 

Dr. Maurice Glicksman, of the Micro
wave Research Laboratory, has been ap
pointed the new Director of Research of 
Laboratories RCA, Inc_, in Tokyo. Dr. 
Glicksman is expected to assume his new 
duties about } uly 1. 

Dr. Glicksman succeeds Dr. Martin C. 
Steele, who has been head of research at 
the } apanese Laboratory since its incep
tion_ Dr. Steele, who is returning to the 
David Sarnoff Research Center, will as
sume responsibility for the plasma research 
being done in the Microwave Research 
Laboratory. (See article on Tokyo Labora
tories by Dr. Steele in } une-} uly 1963 
RCA ENGINEER_) 

$11.6 MILLION EXPANSION PLANNED 
FOR LANCASTER TUBE PLANT 

Plans were recently announced for an $11.6 
million expansion program at the Lancaster, 
Pa_, tube plant to provide an additional 
200,000 square feet for color TV picture-tube 
engineering and conversion-tube manufac
turing operations. D. Y. Smith, Vice Presi
dent, RCA Electronic Components and 
Devices, said the expansion involves the 
construction of two new building additions, 
one of which will devote 46,000 square feet 
to color TV picture-tube engineering. The 
other 154,000-square-foot addition, to be 
undertaken first, will enlarge the plant's 
conversion-tube operations, which include 
image-orthicon and vidicon camera tubes, 
image converters, display storage tubes, 
phototubes, and photomultipliers_ 

Several hundred additional employees 
probably eventually will be required as part 
of the expansion program. The Lancaster 
plant presently has a work force of approxi
mately 4,000. The first addition will be ready 
within the next 21 months. Ground breaking 
plans for the second addition are not yet 
final, but will not take place before occu
pancy of the first addition. 

The new color-tube engineering building 
will be attached to the present administra
tion building, and will supplement the 
400,000 square feet now assigned to color 
picture tube operations in Lancaster. Color
tube design, application, chemical and phys
ics engineering will be conducted in this 
new area. 

The new manufacturing and engineering 
facility will be utilized for conversion tube 
manufacturing, engineering, and advanced 
development, as well as for a chemical and 
physics laboratory and administration offices. 

15 CHILDREN OF RCA EMPLOYEES AWARDED RCA NATIONAL MERIT SCHOLARSHIPS 
Fifteen high school seniors, II boys and 4 
girls, have been named winners of the 1963 
RCA National Merit Scholarships for chil
dren of RCA employees, as announced re
cently by Dr. Douglas H. Ewing, Vice Presi
dent and Technical Director, RCA. Each 
year, in cooperation with the National Merit 
Scholarship Corporation, RCA sponsors a 
maximum of 15 four-year college scholar
ships, carrying stipends up to $1,500 annu
ally, for the children of RCA employees. 
The RCA Merit Scholarship Program is 
part of RCA's aid-to-education program, 
established in 1945, and directed by the 
RCA Education Committee, of which Dr. 
Ewing is Chairman. (See Dr. Ewing's article 
"RCA Aid to Education," in RCA ENGINEER, 
Vol. 8, No.4, Dec. 1962-}an. 1963.) 

The RCA Merit Scholars for 1963 are: 
Robert B_ Ehr1lma.n, Westfield, N. J., will 

enroll at Denison University, Granville, Ohio, in 
political science. His father, George A. Ehrnman, 
is with RCA International Division, Clark, N. J. 

William F. Aikman, Ridley Park, Pa., will 
enroll at Brown University, Providence, R. I., jn 
political science. His father, John E. Aikman, iti 

with the RCA Service Company, Collingdale TV 
Branch, Pa. 

l\tlary Grace Birrel, Cocoa Beach, Fla., will 
enroll at Stetson University, De Land, Fla., in 
lllathematics. Her father, David J. Birrel, is Witil 
the RCA Service Company, Cocoa Beach, Fla. 

Th01nas S. Ferguson, Jr., Oceanside, N. Y., will 
enroll at Brown University, Providence, R. I. in 
applied~athematics. His father, Thomas Fer
guson,-- is with the RCA Service Company, 
Franklin Square TV Branch, N. Y. 

John L. Marshall, Portland, Maine, will enroll 
at Massachusetts Institute of Technology, Cam
bridge, Mass., maj oring in chemical engineering. 
His father, Robert M. Marshall, is with the RCA 
Service Company, at Roi-Namur, Marshall 
Islands. 

Justin J. O'Col1nor, Rockville Centre, N. Y., 
,,,,ill enroll at Boston College, Boston, Mass., in 
English. His father, Justin J. O'Connor (deceased), 
was with the RCA Electronic Data Processing, 
New York. 

John P. Shipley, Jr., Binningham, Mich., will 
enroll at the University of Michigan, Ann Arbor. 
Mich., in physics. His father, John P. Shipley, is 
with the Broadcast & Communications Products 
Division in Michigan. 

Susan T. Dworkin, Yonkers, N. Y., will enroll 
at Swarthmore College, Swarthmore, Pa., in 
English Literature. Her father, Lawrence J. 
Dworkin, is with NBC-TV in New York City. 

Sylvia. R. Babcoke, Kansas City, Kan., will 
enroll at Ottawa University, Oakland, Kansas, in 
Inathelnatics. Her father, Carl H. Babcoke, is 
with the RCA Victor Distributing Corp., in 
Kansas City, Ran. 

Faith P. Dreher, Camden, N. J., will enroll at a 
eollege still to be determined in history. Her father, 
Robert L. Dreher, is with Missile & Surface Radar 
Division at Moorestown, N. J. 

Richard L. Handelsman, Princeton, N. J., will 
enroll at Princeton University in liberal arts. His 
father, Dr. Morris Handelsman, is with Advanced 
Military Systems in Princeton, N. J. 

John C. Lewis, Moorestown, N. J., will enter 
Swarthmore College, Swarthmore, Pa., in political 
science. His father, C. M. Lewis, is with the 
Missile & Surface Radar Division at Moorestown, 
N. J. 

John M. Pesando, Lexington, Mass., will enroll 
at Harvard College, Cambridge, Mass., in engi
neering. His father, Mario Pesando, is with 
Defense Electronic Products at Burlington, Mass. 

Ernest F. Raeuber, Westmont, N. J., will enroll 
at Boston College in Latin. His mother, Ellen T. 
Raeuber, is with Defense Electronic Products at 
Camden, N. J. 

Philip J. Werner, Riverside, N. J., will enroll at 
Michigan State University in aeronautical engi
neering. His mother, Lorraine Werner, is wit.h 
Missile and Surface Radar Division at Moore::;
town, N. J. 
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MAJOR NEW IEEE JOURNAL TO SERVE GENERAL 
TECHNICAL AUDIENCE 

The IEEE (Institute of Electrical and Elec
tronics Engineers) recently announced the 
inauguration of a major new journal to 
serve its 150,000 members and the scientific 
community at large. 

Effective January 1964, the IEEE will pub
lish two primary monthly periodicals: One 
will be a totally new journal, IEEE Spec
trum which will be distributed to all IEEE 
members (except student members). Its 
primary editorial mission will be to present 
technical articles of high professional qual
ity written so as to be meaningful to a wide 
audience. The subject matter will cover the 
entire spectrum of electrical and electronics 
engineering. Special emphasis will be placed 
on the clarity of the articles-both staff 
written and contributed by leading authori
ties in the field-to ensure that members 

FOUR SURFCOM MEN BEGIN NEW 
DEP PROGRAM MANAGEMENT COURSE 

Four men from the DEP Surface Communi
cations Division have started a year-long 
Program Management course developed by 
the DEP Training activity. The course's 
object is to supplement DEP's normal man
agement development processes in which 
high level management positions are filled 
from within RCA. 

The four men are H. J. Hamlin, Admin
istrator, Technical Projects Coordination, 
Command and Control Communications 
Engineering; Douglass A. Lesser, Leader, 
Minuteman Program Management Office; 
Daniel A. Tannenbaum, Manager, Engineer 
Systems Projects, QRC Program; and Allan 
A. Weissburg, Manager, Program Controls, 
Minuteman Production Program Manage
ment Office. Mr. Weissburg is from Cam
bridge, Ohio; the other three are from 
Camden. 

Mr. Lesser and Mr. Tannenbaum are now 
attending a four-week course in executive 
management at Pennsylvania State Univer
sity, and Mr. Hamlin and Mr. Weiss burg are 
taking a similar course at Syracuse Univer
sity. The remainder of the Program Man
agement course includes guest lecturers; 
in-house management skills seminars; train
ing sessions by the American Management 
Association, the National Defense Education 
Institute, and the American Management 
Institute; and temporary assignments in 
various RCA operating departments as well 
as at customer facilities. 

can grasp and keep abreast of important 
technical developments outside their own 
particular fields of specialization. Such a 
journal has long been needed to serve the 
complex field of electronics. 

The IEEE Spectrum will include review, 
tutorial, and application papers; occasional 
theoretical papers of outstanding signifi
cance; news of the profession and of the 
Institute; letters to the editor; abstracts; 
book reviews and other departments. 

The second monthly periodical, Proceed
ings 0/ the IEEE, will be available to mem
bers and nonmembers on a subscription 
basis only. (Previously, this was the only 
primary journal of the IEEE distributed 
automatically to all members.) A continua
tion of the present publication with that 
title, but expanded to embrace all fields 
served by the IEEE, the Proceedings will be 
a research-oriented journal for advanced 
papers of broad and fasting significance. It 
will provide an avenue for introducing scien
tific discoveries and new concepts into the 
electrical and electronics engineering field. 
Special issues will be published from time 
to time to lay a foundation for the develop
ment of newly emerging fields. 

In addition these primary periodicals, the 
IEEE will continue to publish the various 
IEEE Transactions in each of a number of 
specialized fields, now totalling 33, that are 
served by IEEE Professional Technical 
Groups and Technical Committees. The 
IEEE Student Journal will continue to be 
published for 27,000 student members. In 
addition, special publications devoted to 
convention and conference papers will be 
published from time to time. 

TIROS VII ORBITED-SEVEN OUT 
OF SEVEN FOR AED 

The highly successful NASA weather satel
lite program was extended on June 19, 1963 
with the orbiting of the TIROS VII meteoro
logical satellite. The successful TIROS series 
holds a record achievement of seven satel
lites orbited and operationally successful
in seven tries. 

Both Tmos VII and its predecessor Tmos 
VI are expected to operate in conjunction, 
providing dual and extended weather ob
servations. Tmos VII's launch date was 
planned for an earlier time, but because of 
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W. C. Praeger 

W. C. PRAEGER NAMED ED REP 
FOR DEP-CSD, CAMBRIDGE, OHIO 

W. C. Praeger has been named to suc
ceed P. J. Riley as RCA ENGINEER Editorial 
Representative for the Cambridge, Ohio 
plant of the DEP Communications Sys
tems Division. He will serve on F. D. 
Whitmore's DEP Editorial Board. 

William C. Praeger graduated with 
honor from Clarkson College of Technol
ogy in 1947 with a BEE, and is presently 
engaged in publications coordination for 
Cambridge Product Engineering in the 
DEP Communications Systems Division. 
Bill was previously involved in documenta
tion and publications at Surf Com's MIN
UTEMAN PMO in Camden, and BMEWS 
tech-manual program administration at 
MSR, Mooretown. Prior to that he spent 
eleven years in publications with the Elec
tronics Division of Westinghouse Electric 
Corporation in Baltimore. Bill is a member 
of the IEEE, the Professional Group on 
Engineering Writing and Speech, the So
ciety for Technical Writers and Publishers, 
and Tau Beta Pi. 

the excellent performance and longevity of 
TIROS V and VI, the date was deferred. 
TIROS VI, launched Sept. 18, 1962, has been 
televising photographs to earth for 9% 
months-far exceeding the 90-day mission 
requirement-and has transmitted over 
54,000 photographs, 89 percent of which 
have been usable for weather information. 
Over 1,200 of these were used by the 
MERCURY weather operation for Major 
Cooper's 22-orbit flight, and for Walter 
Schirra's flight during October 1962. 

Tmos V, launched June 19, 1962, oper
ated for 10% months and transmitted over 
58,200 earth cloud cover photographs of 
which 80 percent were usable for meteoro
logical purposes_ The U. S. Weather Bureau 
sent 396 storm advisories to nations around 
the world based on TIROS V's cover pictures 
providing first warning on half of the 
world's ten most serious tropical storms dur
ing August 1962. 

TIROS VII, although similar in appearance 
ance, differs from its predecessors in experi
ments carried and overall weight-300 
pounds compared to the 275 to 285 pounds 
of TIROS I through VI. The DEP Astro
Electronics Division was recently awarded 
a follow-on TIROS contract for seven addi
tional spacecraft by NASA's Goodard Space 
Flight Center_ 

EDITOR'S NOTE: The regular Professional Activitips 
column will appea.r in the next 7"ssue and will bring 
up to da,te the news items recently submitted. 
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The Editorial Representative in your group is tile one you should contact in 
scheduling technical papers and announcements of your professional activities. 

F. D. WHITMORE Chairman, Editorial Board, Camden, N. J. 

Editorial Representatives 
Aerospace Systems Division 

D. B. DOBSON Systems Support Eng., Burlington, Mass. 

R. B. GLENDON Technical Administration, Burlington, Mass. 

S. HERSH Data Systems Eng., Van Nuys, Calif. 

G. LIEBERMAN Systems Engineering, Camden, N. J. 

Astro-Electronics Division 

I. SEIDEMAN Engineering, Princeton, N. J. 

Missile & Surface Radar Division 

I. N. BROWN Systems Engineering, Moorestown, N. J. 
T. G. GREENE Engineering Dept., Moorestown, N. J. 

Communications Systems Division 

C. W. FIELDS Engineering, Camden, N. J. 
J. F. GIBBINGS Systems Labs., Tucson, Ariz. 

R. B. HINES Engineering Services, Camden, N. J. 
W. C. PRAEGER Engineering, Cambridge, Ohio 

M. P. ROSENTHAL Systems Labs., New York, N. Y. 

Defense Engineering 

J. J. LAMB Central Engineering, Camden, N. J. 
G. E. MORRIS Advanced Military Systems, Princeton, N. J. 
M. G. PIETZ Applied Research, Camden, N. J. 

H. J. CARTER Data Systems Center, Bethesda, Md. 

D. R. PRATT Chairman, Editorial Board, Camden, N. J. 

Editorial Representatives 

N. C. COLBY Mobile Communications Engineering, 
Meadow Lands, Pa. 

H. E. GIHRING Brdcst. Transmitter & Antenna Eng., 
Gibbsboro, N. J. 

C. E. HITTLE Closed Circuit TV & Film Recording Dept., 
Burbank, Calif. 

D. G. HYMAS Microwave Engineering, Camden, N. J. 
R. N. HURST Studio, Recording, & Scientific EJ.!Pp. 

Engineering, Camden, N. J. 
D. H. MCCONNELL Industrial & Automation Products 

Engineering, Plymouth, Mich. 

T. T. PATTERSON Technical Publications Administrator, EDP, 
Camden, N. J. 

R. R. HEMP Palm Beach Engineering, 
West Palm Beach, Fla. 

B. SINGER Data Communications Engineering, 
Camden, N. J. 

H. H. SPENCER Computer Advanced Development, 
Pennsauken, N. J. 

ELECTRONiC 

J. F. HIRLINGER Chairman, Editorial Board, Harrison, N. J. 

Editorial Representatives 

Commercial Receiving Tube & Semiconductor Division 

H. J. CARTER Semiconductor Operations, Somerville, N. J. 
P. L. FARINA Receiving Tube Operations, Harrison, N. J. 
J. KOFF Receiving Tube Operations, Woodbridge, N. J. 
G. R. KORNFELD Memory Products Dept., Needham and 

Natick, Mass. 
R. J. MASON Receiving Tube Operations, Cincinnati, Ohio 
J. D. YOUNG Semiconductor Operations, Findlay, Ohio 

Television Picture Tube Division 

J. D. ASHWORTH Television Picture Tube Operations, 
Lancaster, Pa. 

J. H. LIPSCOMBE Television Picture Tube Operations, 
Marion, Ind. 

Industrial Tube & Semiconductor Division 

H. J. CARTER Semiconductor Operations, Somerville, N. J. 
R. L. KAUFFMAN Conversion Tube Operations, Lancaster, Pa. 
M. N. SLATER Semiconductor and Conversion Tube 

Operations, Mountaintop, Pa. 
G. G. THOMAS Power Tube Operations and Operations Svcs., 

Lancaster, Pa. 
H. J. WOLKSTEIN Microwave Tube Operations, Harrison, N. J. 

and Los Angeles, Calif. 

Special Electronic Components Division 

P. L. FARINA Direct Energy Conversion Dept., Harrison, N .J. 
J. SWENTZEL Microelectronics Dept., Somerville, N. J. 

K. A. CHITTICK Chairman, Editorial Board, Indianapolis 

Editorial Representatives 

J. J. ARMSTRONG Resident Eng., Bloomington, Ind. 
D. J. CARLSON Advanced Devel., Princeton, N. f. 
R. C. GRAHAM Radio "Victrola" Product Eng., 

Indianapolis, Ind. 
P. G. MCCABE TV Product Eng., Indianapolis, Ind. 
J. OSMAN Electromech. Product Eng., Indianapolis, Ind. 
L. R. WOLTER TV Product Eng., Indianapolis, Ind. 

A. L. CHRISTEN EDP Svc. Dept., Cherry Hill, N. J. 
W. W. COOK Consumer Products Svc. Dept .. 

Cherry Hill, N. f. 
E. STANKO Tech. Products Svc. Dept., Cherry Hill, N. J. 
M. W. TILDEN Govt. Svc. Dept., Cherry Hill, N. J. 

W. C. JACKSON RCA Communications, Inc., 
New York, N. Y. 

M. L. WHITEHURST Record Eng., Indianapolis, Ind. 

W. A. HOWARD Staff Eng., New York, N. Y. 

L. S. BEENY Clark, N. J. 

H. J. RUSSELL Research & Eng., Montreal, Canada 

C. W. SALL Research, Princeton, N. J. 
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