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Space ... and Systems Engineering 
In the past two years, progress on space projects has been rapid, distinguished 
by the successful performance in orbit of RCA -built NASA spacecraft such as the 
seven TIRos satellites and Project RELAY, by the JPL MARINER probe of the 
Planet Venus, as well as by Bell's TELSTARS, the Hughes SYNCOM, and Ball 
Brothers' ORBITING ASTRONOMICAL SATELLITE, together with the Lockheed -built 
Air Force DISCOVERERS, SAMOS, and MIDAS satellites. Technical achievement has 
in many ways been revolutionary. 

The United States Government, recognizing the usefulness of space systems 
and techniques, has funded the national effort at a consistently increasing level 
until at $5.6 billion for FY '64 for the NASA effort and approximately $1.0 
billion attributable to the DOD effort (chiefly in the Air Force), the U.S. space 
program represents one of the largest discrete segments of our economy. For 
example, the Space Agency, created in 1958, has grown to a population of 30,000 
people located in nine centers spread across the country, and no less than 50 
industrial companies have completed or are installing space environmental test 
facilities. 

But other, more subtle changes have transpired. In 1957, The U.S. EXPLORER, 
following the larger Soviet SPUTNIK, attracted world -wide acclaim, as did the 
"Talking ATLAS" satellite of Project SCORE in 1958. In 1961, TIRos I created 
banner newspaper headlines, and, in 1962, TELSTAR I captivated an international 
television audience. But, by 1963, with a string of TIROS "hurricane watches" 
accomplished and a multi- country operational TIROS meteorological system in 
daily use, a TIRos life in orbit of more than one year (TIROS VI) caused hardly 
a ripple in the press. International television was so well accepted that the 
funeral of Pope John and President Kennedy's European trip, transmitted by 
RELAY and TELSTAR, were considered almost routine news broadcasts. Identifica- 
tion of RELAY or TELSTAR as the transmission medium was completely obscured. 

A far greater interest has centered about the creation of the Government - 
sponsored Communications Satellite Corporation to develop communication by 
satellite as a private business. 

In less than six years, technical pioneering and glamour are beginning to 
give way to operational services and commercial enterprise. 

Of course, almost endless scientific and experimental payloads will yet be 
flown, biophysical research will be intensified, new systems evaluated in orbit, and 
the new worlds of lunar and planetary bodies probed and visited by man. Even 
the search for extraterrestrial life may start on the Planet Mars. 

But, these missions and the operational orbital systems pose different problems 
currently and in the years ahead for engineers involved in space systems. Now 
this spiraling onset of an early maturity is forcing concentration on the engineer- 
ing considerations of reliability, performance, cost, and delivery. "Mean- time -to- 
failure" of 3 to 5 years must be achieved, trade -off analyses between redundancy 
and complexity require consideration, "secure" systems are needed, multiple - 
access communications satellites are a prime requisite, and the economic consid- 
erations attending each launch force realistic planning for multiple -payload 
launch from one booster. Incentive contracting has been employed based upon 
delivery and cost performance by the contractor, but fixed price hardware, 
incentives based upon performance in orbit, and even payment on a toll basis 
are under consideration. 

Evolution from glamour projects to an emerging field of operational space 
systems poses not only difficult engineering problems in a radically new field, 
but presents them accompanied by the need for those sound engineering decisions 
concerning reliability, logistics, and economics that mark the truly professional 
engineer. 

),/ / 

Barton Kreuzer 
Division Vice President and General Manager 

Astro- Electronics Division 
Defense Electronic Products 
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What is systems engineering? This familiar but not 

always well understood term is explored from three 

viewpoints in the first three papers in this issue. First, 

Dr. Nathaniel Korman discusses the basic mean- 
ing of the term in modern engineering. Then, Dr. 

Richard Guenther discusses in depth how the concepts 

of systems engineering are implemented in the origina- 
tion and realization of complex communications systems 

and equipment. In the third paper, Ralph Montijo 
explores the systems engineering approach as applied 
to the development and design of modern electronic 
data processing systems and hardware. Many of the 

other technical papers in this issue describe work in 

which systems engineering played a major role. Thus, 

these "three viewpoints" provide a meaningful back- 

ground of philosophical and practical understanding. 

SYSTEMS ENGINEERING - 
THREE VIEWPOINTS 

I -THE ROLE OF SYSTEMS 
ENGINEERING AT RCA 

Dr. N. I. KORMAN, Director 
Advanced Military Systems 

Technical Programs 
Princeton, N.J. 

Webster's New International Dictionary of the English Webster's 
defines the word system in a number of 

different ways. The two definitions most pertinent to our 

discussion are the following: 

"An aggregation or assemblage of objects united by 

some form of regular interaction or interdependence; a 

group of diverse units so combined by nature or art as 

to form an integral whole, and to function, operate, 
or move in unison and. often, in obedience to some form 
of control; an organic or organized whole, as, to view 
the universe as a system; the solar system; a new tele- 
graph system. 

"An organized or methodically arranged set of ideas; a 

complete exhibition of essential principles or facts, 
arranged in a rational dependence or connection; as, 
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to reduce the dogmas to a system; also, a complex of 

ideas. principles. doctrines, laws, etc., forming a co- 

herent whole and recognized as the intellectual content 
of a particular philosophy. religion, form of government. 
or the like; as, the theological system of Augustine; the 
American system of government; hence a particular 
philosophy. religion, etc." 

For our purposes. we can now add to Webster's two 

definitions of a system a third that includes: 

. . assemblages of a diversity of objects and ideas 

functioning together to accomplish some useful purpose." 

We must understand that the ideas referred to are not 
those which result in novel and improved objects. They are 
the concepts which cooperate with and sometimes organize 

and control the objects. The objects of this definition are 
sometimes refered to as hardware, the ideas as software. 

WHAT IS A SYSTEM? 

Obviously now. a system can be anything from a transis- 
tor to a complex radar equipment. It can be an assemblage 
of objects and ideas such as comprise the hardware and 
software of a data -processing system or the program ma- 

terial plus the electronic equipment which together per- 

form a television broadcasting service. Systems may be 

simple, small, and inexpensive -or they may be complex, 
costly, and difficult to understand. They may be based upon 
a single technology such as that of the solid state of matter 
-or they may be based upon many and diverse fields of 

technology and understanding; ranging from electronics 
and information theory, to rocket propelled vehicles and 
orbital mechanics. 

The system requirements may be as simply expressed 
as the characteristics of a transistor for some specific serv- 

ice, or they may be almost impossible to define closely 
because they must satisfy the needs arising from poorly 
understood and rapidly changing disciplines -such as the 
sociology and psychology of mass communications or the 
tactics and strategies of world politics and nuclear warfare. 

WHAT REQUIRES SYSTEM ENGINEERING? 

In the light of these definitions. almost anything that 
RCA is likely to engineer is a system. However, we do 

not customarily consider many of RCA's products to 

require systems "engineering." In common usage, we do 

not consider the engineering of a transistor or even of a 

television receiver to require systems engineering. Whether 
this is merely a quirk of language or whether it denotes 
a lack in the engineering outlook is an introspective ques- 
tion which might well be pondered by all engineers. But 
first, it would be well to discuss what is meant by the term 
systems engineering. 

We can define systems engineering as the sequence of: 

1) the inquiry into what the system is expected to do 

(i.e., establish requirements), 
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2) the determination as to what are the possible systems 
which might satisfy the needs, 

3) the selection of the most promising of these not only 
in their potential for economically satisfying the 
customers' needs but also in the potential ease with 

which they might be engineered, produced and mer- 

chandised at a profit, 

4) the optimization of the parameters of the system 

chosen, and 

5) the translation of the system concepts into such 

terms that a system can be designed to fulfill in 

some optimum fashion the requirements established. 

The mark of good systems engineering is the creation of 

a system which satisfies some need so well and so eco- 

nomically that it will be placed into use for the purpose 
intended. Often, this is in the face of stiff competition 
from similar devices as well as from dissimilar devices 
which are competing for the consumers' dollars. 

REQUIRED: CREATIVITY AND UNDERSTANDING 

Competent systems engineering, like any other brand of 

competent engineering, must be highly creative and in 

addition must be based upon a thorough understanding 
of the elements with which it deals. These elements com- 

prise not only various branches of technology and thought 
but also customer needs, distribution and merchandising 
methods, the economic constraints on both the customer 
and the producer, and the skills in engineering, program- 
ming, production, distribution, maintenance which can be 

applied to the product. It is hardly surprising, therefore, 
to find systems- engineering responsibility vested in the 
most creative, mature, and widely experienced individuals 
to be found in the engineering organization. These sys- 

tems engineers often work in small groups which col- 

lectively can possess the breadth of knowledge which is 

both necessary and difficult to find in a single individual. 
They find it essential to keep in close communication with 
marketing, planning and many other functions of the total 
organization of which they are a part. 

OF GREAT IMPORTANCE TO RCA 

The importance of systems engineering to RCA is far 
greater than in most industrial organizations. The nature 
of the electronics industry in general and RCA's position 
in this industry in particular is such that a continuous 
flow of new products in an absolute necessity. Older prod- 
ucts become either obsolete or relatively unprofitable when 

their market evolves from a large -scale new equipment 
market into a relatively smaller -scale replacement market. 
The introduction of new products is costly not only in 

dollars but also in the allocation of technical skills which 
may be in scarce supply. The introduction of new products 
is also risky; with many products falling by the wayside 

for every one which is successful. Systems engineering - 
by carefully determining requirements, selecting the best 
possible system, optimizing the system, and taking courses 
which minimize technical and commercial hazards -can 
greatly reduce the risk of failure. It can increase the pos- 
sibility of finding new products which should have a good 

market and it can optimize the product characteristics to 
give the greatest likelihood of satisfying the market de- 

mand. 

DR. NATHANIEL I. KORMAN received his BSEE in 

1937 from Worcester Polytechnic Institute, where 
he was graduated with "Highest Distinction." As 

an undergraduate at Worcester Polytechnic Insti- 
tute, he was elected first, as an associate member 
of Sigma Xi and later, as a full member. He 

received his MSEE from the Massachusetts Institute 
of Technology in 1938, where he studied as a 

Charles A. Coffin Fellow. He received his Ph.D. 
from the University of Pennsylvania in 1958. He 
joined RCA in 1938 as a student engineer and has 

held positions of increasing responsibility aster 
being promoted to supervision in 1945. In recogni- 
tion of his work, Dr. Korman was awarded the 
1951 "RCA Victor Award of Merit." in 1956, he 

was appointed Chief Systems Engineer of Missile 
and Surface Radar Engineering, responsible for 
the systems engineering of such major projects as 

TALOS and BMEWS. In 1958, Dr. Korman was 

appointed Director of DEP Advanced Military 
Systems, Princeton, N. J. In this capacity, he is 

responsible for the creation and development of 
new and advanced system concepts and for the 
initiation of RCA corporate action to exploit 
these ideas and concepts. Dr. Korman has served 
the Department of Defense for a number of years 
in various advisory roles. He is a member of the 
American Ordnance Association, the American 
Society of Naval Engineers, an Associate Fellow of 
the Institute of Aerospace Sciences, a Senior Mem- 
ber of the American Astronautical Society, and a 

member of Sigma Xi. He has made numerous con- 
tributions to technical journals and has been 
granted 33 patents. Dr. Korman is listed in "The 
American Men of Science" and "Who's Who in 

Engineering." In 1956, he was elected a Fellow of 
The Institute of Radio Engineers. 

L 
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The engineering of an entire communications system, 
with all of its many integrated functions and equip- 
ments (often spread over a large geographical area) 
has historically required a strong "systems" approach. 
Thus, in many ways, the communications industry has 
laid the groundwork for systems engineering concepts 
in other fields of electronic applications. This paper 
analyzes the basic tools and methodology of systems 
engineering as it is practiced in the conception, design, 
and implementation of an optimal communications sys- 
tem -one that will most efficiently relate the perform- 
ance sought, the operational characteristics, and the 
cost. Important byproducts of such communications 
systems engineering are the technical knowledge that 
can guide marketing activities toward promising areas 
of new business, and a constructive influence on the 
company- sponsored research that will lead to the most 
rewarding areas of future technical competence. 

SYSTEMS ENGINEERING- 
THREE VIEWPOINTS 

II- COMMUNICATIONS SYSTEMS 
ENGINEERING 

Dr. R. GUENTHER, Chief Scientist 
Communications Systems Division 

DEP, Camden., N. J. 

What is systems engineering? According to the most 
generally accepted definition, a system is a complex 

arrangement of a relatively large number of interacting 
units or pieces of equipment. A typical example is the tele- 
phone system, where large numbers of cables and other 
transmission and switching equipment are connected to a 
still larger number of user sets to provide intercommuni- 
cation for any user with every other user in the system. 

The extreme opposite to a system would be any large 
number of units operated in complete isolation from one 
another. A good example of this is the operation of the 
many broadcast or television receivers without interaction 
among the sets. 

In a well designed system, it is obvious that the inter- 
action of the different parts of a system has to take place 
in an orderly and systematic fashion according to the oper- 
ational service the system is supposed to provide to its 
users. 

The development of a master plan for the implementa- 
tion of such a system to a given set of operational require- 
ments with the best scientific and engineering tools avail- 
able is called systems engineering. 

The operational requirements are not always fully de- 
veloped or rigid. In such cases an operational analysis has 
to precede the actual engineering phase. This is particu- 
larly important when new systems or new requirements 
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are introduced. A full systems design process has to include 
also the evaluation of several approaches to the implemen- 
tation in order to arrive at an optimal or near optimal sys- 
tem plan before the usually quite costly hardware devel- 
opment is started. 

Thus. it is clear that systems engineering should not be 
identified only with systems projects. The management of 
the latter, of course, includes systems engineering as a 
necessary ingredient for the successful completion of a 
specific project. However, a systems engineering activity 
as part of a continuous business operation, such as a com- 
munications equipment manufacturer, has to perform these 
functions continuously to uncover new requirements, new 
concepts, and better techniques of implementation. The 
systems activity then has to evaluate the possible solu- 
tions and trade -offs to assure the most competitive de- 
sign of its products. "Competitive" in this sense means not 
only in price but also in performance as a most efficient 
link in a system. To succeed in this process it is mandatory 
to have the most up -to -date know -how and experience in the 
development and manufacture of all the major equipment 
areas which constitute a typical communications system 
combined with the best understanding of the ultimate 
operational use of the equipment within the system. 

In summary, the major steps in systems engineering can 
be listed as follows: 

1) Definition of the operational requirement (operations 
analysis) . 

2) Development and evaluation of new concepts and 
techniques (systems analysis). 

3) Study of trade -offs (cost evaluation). 
4) Definition of performance goals and interfaces (sys- 

tems integration). 
These steps, if successfully completed, will result in a sys- 
tem design plan with realistic functional equipment 
specifications. 

COMMUNICATIONS -THE CRADLE OF SYSTEMS ENGINEERING 

The previous reference to the telephone operation was quite 
significant since communication systems are the most typi- 
cal examples of a system. For this reason the engineering 
of an entire communication system with all its integrated 
functions such as signaling, supervision, dialing, switch- 
ing, transmission, traffic handling, network connectivity. 
message accounting, and equipment spread over a large 
geographical area has dictated from the beginning a strong 
systems approach. Thus, the communications industry laid 
the ground work for systems engineering in other fields of 
applications such as weapon systems, data processing sys- 

tems, warning systems, etc. 
Let us have a quick look at the block diagram of a typical 

general purpose communication system and its ingredients 
such as a commercial telephone system, or the Defense 
Communication System (DCS), or the Field Army Com- 
munication System (FACS) . 

To the left in Fig. 1 is the interface between the users, 
in our example the human users, called subscribers, and 
the communication system. The subscriber may have differ- 
ent kinds of subscriber sets depending on the mode of 
service he wants, such as telephone, teletypewriter, fac- 
simile sets, etc. The subscriber set has to act as a trans- 
lator of the user's language such as speech, print, pictures, 
or digital data into the acceptable language of the com- 
munication system. In addition, it also has to transmit a 
service request to the system (supervision), receive a serv- 
ice call (signaling) , transmit the address of the called 
party (dialing), permit a record of the performed service 
(message accounting), and, in many cases, request special 
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services such as person -to- person calls in a telephone sys- 
tem, or preemption for higher priority in military systems, 
etc. A large number of the overall system parameters, 
therefore, have to be fixed with the design of the subscriber 
set. To the systems design engineer the subscriber complex 
is particularly important for two reasons: 1) it represents 
the only way the user can inject information into the sys- 
tem at the originating site and receive it at the designated 
point of destination (man- machine interface) and, 2) it is 
the most numerous equipment in the whole system, which 
makes it usually the major cost factor. 

Subscribers are usually spread over a relatively large 
geographical area and interconnected by a rather complex 
communication network as illustrated in Fig. 2. 

The information injected into the system by the user is 
transmitted over the local distribution system and collected 
in a local switching center, through which it has access to 
the rest of the entire network. The local switching center 
will recognize the service request and, according to the 
instructions given in the form of the address or dialing 
code, execute this service call. From the user to this point 
of the system -that is, subscriber set and local distribu- 
tion-is on a per- subscriber basis. 

The local switching center is shared by an appropriate 
number of users which is determined by the frequency of 
service demands; i.e., traffic considerations. From the local 
switching center the information is transmitted to higher 
echelon switching centers (long distance or tandem offices ) 

if the service call cannot be completed within the local 
area. Transmission highways between long distance switch- 
ing centers, the so- called trunks, are not assigned to indi- 
vidual users, as are the local subscriber lines. but arc 

Fig. 2- Typical communication network. 
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shared by every one who needs service over this particular 
route. As these bundles of trunk circuits increase in cross 
section, that is the number of lines along one trunk route 
goes up, the cost per circuit mile is decreased due to more 
efficient transmission methods ( primarily through multi- 
plexing) which can be employed in the form of terminal 
equipment at each end of the trunk routes. The actual 
decrease in cost per circuit mile as a function of the num- 
ber of circuits along one route is illustrated in Fig 3. The 
data represents relative cost of the different types of trans- 
mission facilities used in the Bell System.' 

From the relationship above it would appear to be more 
economical to use few large switching centers with few 

DR. RICHARD GUENTHER received his MSEE from 
Institute of Technology, Danzig in 1934 and the 
PhD (EE) from Institute of Technology, Danzig in 

1937. From 1937 to 1945 he worked at the Siemens - 
Halske Company in Berlin on telephone multiplex 
equipment for cables and radio relay systems and 
supervising radio communications engineering and 
development. In 1947 Dr. Guenther joined the 

Signal Corps Engineering Laboratories at Fort 
Monmouth, New Jersey and did consulting work 
for the Radio Communications Branch and General 
Engineering Branch in radio relay systems, radio 
propagation, special test equipment, and antennas. 
In 1952 he joined the Bell Telephone Laboratories 
doing systems engineering work and systems studies. 
Among other projects, he evaluated different band- 
width conserving systems for use on submarin'- 
cables and the use of active components for load 
ing telephone cables with negative impedances. 
Dr. Guenther joined the Surface Communications 
Division of Defense Electronic Products in 1956 with 
the assignment to establish a system engineering 
capability for the Division. This activity led to the 
establishment of the Surface Communications Sys- 

tems Laboratories with headquarters in New York 
City. The major responsibility of the Systems Lab- 
oratories is the development of advanced com- 
munications concepts and techniques, the develop- 
ment of systems design plans and the management 
of development type systems projects in the basic 
communications field. In 1963 he was made Chief 
Scientist, responsible for the applied research and 
technical planning of the DEP Communication Sys- 

tems Division (successor to SurfCom). He is a 

member of the IEEE and the American Association 
for the Advancement of Science. 
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heavy trunk routes between them; however, other consider- 
ations will put a limit on how far this is practical, as we 
will see later. 

The topological structure of a communication network, 
shown in Fig. 2, is, of course, generally not unique and 
fixed, that is, the distribution of switching centers (nodes) 
and the choice of connecting trunk routes (connectivity) 
may have to be determined during the systems engineering 
process. The choice will depend obviously on the geo- 
graphical distribution of the users, and the routing doctrine 
used in the switching centers. It is obvious that a change in 
the number of nodes and connecting trunk routes will affect 
the trunk cross section if the total traffic flow in the net- 
work is maintained constant. At the same time, the number 
and length of individual subscriber lines will be changed 
also. For example, fewer switching centers will require 
longer individual subscriber lines which would increase the 
cost of the subscriber complex, already a dominating cost 
factor. An extreme case would be the elimination of all 
switching centers and trunk routes, which requires sub- 
scriber lines from each user to every other user, an eco- 
nomic monster which no one can afford. Any practical sys- 
tem will have to represent a proper balance between the 
various parameters according to the weight attached to 
each one in the system evaluation. 

From this general description of a general purpose com- 
munication system and its principal component parts, it is 
self- evident that engineering of such a system requires a 
systematic analysis of many aspects and variables in view 
of the operational requirements. 

In special purpose systems, such as command and con- 
trol systems or logistic support systems for military appli- 
cation, the operational requirements may be quite different 
from the described general purpose or common user case. 
These systems may have a very large amount of digital data 
traffic and may have to provide data processing functions, 
code and speed conversion, large scale information storage, 
information display and other special features, depending 
on the specific operational requirements. The main func- 
tions, however, are in all systems of the same type and can 
be summarized as follows: 

1) subscriber sets (input /output devices) 
2) local distribution (subscriber loops) 
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3) switching and routing 
4) storage and processing (where needed) 
5) long distance transmission (trunks) 

It is the purpose of the following section to examine in 
greater detail some methods and tools available today to 
the systems engineer and how they can be used to design 
communication systems with the best balance of systems 
parameters. 

THE BASIC TOOLS AND METHODS OF COMMUNICATION 
SYSTEMS ENGINEERING 

First, a few words about the yardsticks used to measure 
the performance and effectiveness of communication 
systems. 

One of the most important performance characteristics 
is the transmission quality from user to user once a con- 
nection is established. It is usually measured in terms of : 

1) lower and upper cutoff frequency (bandwidth), 
2) net loss in signal power expressed in decibels (where 
1 db = 10 log, [power in/power out] ) , deviation from 
ideal amplitude response and phase response (delay dis- 
tortion). 4) and tolerable contamination with noise (sig- 
nal -to -noise ratio or noise power)'. For most analog or 
continuous signals, such as voice, where an infinite number 
of different signal elements are possible, these performance 
measures are quite adequate. In digital systems with dis- 
crete signals, such as digital data, there is a finite number 
of possible signals and the most useful measure of per- 
formance in this case is the probability of errors (error 
rate). The transmission characteristics are primarily deter- 
mined by the quality of local and long distance transmis- 
sion media and the terminal equipment. Once each link 
of the system is designed to meet the transmission perform- 
ance requirements, it can be counted upon, after a con- 
nection is established or a message is delivered to the user. 

The design of the transmission subsystems is usually 
fairly straight- forward. Most commercial systems follow 
the standards recommended by the CCITT.' The Bell 
System has its own standards which differ, however, only 
in minor details from the CCITT recommendations. The 

TABLE I- Transmission Standards for AIRCOM Reference Circuit 

PARAMETER 

Overall 
Reference 

Circuit 
6000 nm 
(6 links) 

Normally Assignable to: 

Transmission Multiplex Medium, Incl. Equipment Repeaters 
11 link only) (6 links) 

Insertion loss- frequency, ref. to 1000 cps: 
600 -2400 cps 
400 -3000 cps 
300 -3400 cps 

Differential time delay, 900 -2500 cps, max 

Median noise level, worst hour, worst month, 
from all sources (Note 1) : 

Psophometrically weighed, at 0 TLP, pwp 
Equiv. white noise, FIA line wtg. dbau 

Harmonic distortion, 2 tones at 0 dbm0 

Gain change for output level + 3.5 dbm0 
increase from 0 dbm0, to: +12.0 dbm0 

Net loss variation, max at 1000 cps audio, or 
any baseband frequency 

Level adjustability 

Max overall change in any audio frequency 

Stability of multiplex Initial setting to: Drift 
frequency generator per month: 

Single tone interference 

Max data /telegraph levels, single channel high 
speed 

+ 4.0 -4.0 db 
+ 9.0 -4.0 db 
+18.0-4.0 db 

1000 µsec 

+0.7 -0.7 db 
+1.5-0.7 db 
+3.0-0.7 db 

160 µsec 

Term Term & 

only= Inter - 
med- 

25,000 20,000 475 815 
38.0 37.0 20.8 23.1 

-40 dbm0 

0.35 db max 
6.0 db min 

±0.5 db ±0.2 db 

±0.5 db ±0.5 db 

±2 cps 

2 parts in 108 

2 parts in 107 

(FSK) -13 dbm0 
(AM) -10 dbm0 

±2.0 db 

±0.5 db 

±2 cps 

24 dba0 
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military communication organizations usually have their 
own standards which are derived from the commercial 
recommendations, taking into account the special military 
operating conditions. 

An example of the most important transmission stand- 
ards used by the U. S. Air Force (AFCS) is shown in 
Table I. The transmission standards are usually broken 
down for each subsystem and equipment within the sub- 
system such as subscriber sets, distribution links, switch- 
ing offices, trunk routes, etc. Once a system design plan is 
completed a detailed performance specification can thus 
be written for each equipment toward which the product 
design engineer can work, with confidence that his equip- 
ment, when completed, will perform in accordance with 
the overall operational concept of the system. 

However, the transmission performance does not describe 
the overall systems quality of service such as the speed 
and reliability of establishing the desired connection or 
delivering the messages to the right user without excessive 
delays. 

The latter performance is related to the grade of service 
the system provides when service is requested. This grade 
of service is usually expressed by the probability of not 
being able to reach the called party or addressee when the 
latter is free to receive a call or message. The Bell System, 
for instance, is engineered to provide not more than one 
miss out of 1,000 legitimate service requests under peak 
traffic conditions (10-a grade of service ) . In times of emer- 
gencies (blizzards, floods, etc.) this grade of service will, 
of course, deteriorate considerably because all users have 
the same service privilege and will request service at a 
much higher rate than usual. For this reason, military sys- 
tems require service according to established priorities 
which, for example, will give all users of highest priority 
service at all times without delay and lower priority users 
may encounter considerable delay during emergencies. 
The grade of service is primarily determined by the design 
characteristics of the switching facilities (blocking or 
nonblocking switching matrix), the number and the size 
of switching centers and their connectivity, the selected 

TAILS II- Switching Performance Standards for Automatically Switched Servira 

Automatic, shared -facility switched service is employed where the grade of service 
provided by cooperative utilization of trunks will meet the user operational 
requirements. 

GRADE OF SERVICE 
The grade of service will depend upon the classification of the user in the system. 
Where switched service is employed, minimum requirements shall be: 
1) Nonblocking -Where needs demand nonblocking. users shall be provided non- 

blocking access to trunk groups. 
2) Lost call working -Where lost call principles apply, the grade of service shall 

be 0.01 (i.e., the probability is that 1 call in 100 will encounter an all-trunks- 
busy condition under normal operating conditions). 

3) Delay working--Where delay principles apply (this includes teletype, data. and 
facsimile) message preference is applied as below. 

CLASS OF SERVICE 

Message Precedence 

Flash. Emergency 

Operational I m m ed i a t e 

Allowable Delay 

One message length plus the cross -office 
switching time (signaling time not included). 

As for Flash and Emergency. except in the 
case of preemption by a higher precedence 
message. In any circumstances the delay shall 
not exceed 10 minutes. 

Priority Maximum of 1 hour. 

Routine Subject to delays as demanded by higher 
precedence messages but not to exceed 4 
hours. 

Deferred Same as routine, except that delay may not 
exceed 12 hours. 

A class A user (high priority, pre-emptive) shall have the equivalent of allocated 
service, regardless of whether the communication is subjected to switching or store 
and forward handling. 

routing doctrine (alternate routing), and the capacity of 
interconnecting trunks (trunk cross section) . 

All these factors have to be related to the traffic require- 
ments imposed on the system in terms of volume and pat- 
tern of flow. In addition to these factors, of course, are the 
equipment reliability considerations which have to be in- 
cluded in the overall grade of service evaluation and will 
have to include monitoring and maintenance procedures. 

Almost any performance objective can be designed into 
a system if there are no economical constraints. Real sys- 
tems, however, are subject to economical limitations. The 
systems engineering process has to find the optimum 
balance of parameters to provide the required transmission 
quality and the expected grade of service within the given 
economical limits. 

In military systems there are frequently special require- 
ments with respect to physical survivability and /or reli- 
ability under severe jamming, which adds another systems 
evaluation factor. 

There are obviously trade -offs possible among these 
various factors and different operational requirements will 
attach different weights to each of them. For example, mili- 
tary systems usually weigh reliability and survivability 
much more heavily than cost. 

Unlike the transmission performance it is much more 
difficult to assure compliance with respect to the grade of 
service, cost, or survivability of a system. One example of 
the U. S. Air Force requirements for grade of service is 
given in Table II. 

A more detailed discussion will help to explain some 
phases of the system design related to the grade of service. 
The most important operational variable, of course, is the 
traffic concept. At the nodes of a typical communication 
network, as shown in Fig. 2, the traffic generated by all 
users connected to each switching center is being collected 
and routed to other nodes according to the routing instruc- 
tions sent to the switching center with the service request 
and the routing doctrine used. The volume of traffic may 
be conveniently measured in call- minutes per hour, that is 

the minutes of information flow during the busiest hour of 
the day. Through special analytical tools` it is possible to 
analyze a given network configuration with respect to the 
traffic handling capability under peak load conditions. 
There exists extensive literature on maximum flow through 
networks, a survey of which was completed recently.` 
Computer programs can be written to determine the opti- 
mum connectivity with respect to such parameters as, for 
example, minimum number of total trunk circuits. In a 
more sophisticated program this analysis can be combined 
with the evaluation of the cost of transmission facilities so 
as to minimize the total cost rather than the total numbers.' 
In both cases the analytical process amounts to matching 
the requirements matrix of the network against the capac- 
ity matrix and minimizing the total cost of all connecting 
links. In the case where the number and location of the 
nodes are given, this optimization process is relatively 
simple. Using the notations from Fig. 2, the total cost of 
all trunk transmission circuits can be expressed by: 

Total Cost of Trunk Transmission 

n E ce 

60 
x=1 

Cost 
Trunk Ckt. Mile 

l, 

Where: c. = call- minutes during busiest hour in trunk 
route x, and lr = length of trunk route x. 
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Fig. 4a -A geographical dis- Fig. 4b - Examples of need Fig. 4c- Resulting system for 
tribution of subscribers. lines. equal switching load. 

In many practical cases both the location and the total 
number of nodes are not fixed and it will be necessary to 
determine them from the traffic generated by all users. 
The first step in such an analysis requires the determina- 
tion of the location of all users. An example is shown in 
Fig. 4, which represents results obtained from a study of 
the Field Army Communications System requirements for 
a division area. (Performed under Contract DA-36- 029 -SC- 
80071 by Systems Laboratory, Communications Systems 
Division, DEP, Tucson, Arizona.) 

The second step represents a tabulation of the user need - 
lines or traffic pattern which is illustrated in the example 
shown in Fig. 4b for the same division area. 

With the additional information of the volume of traffic 
generated by all users, it is now possible to select the logi- 
cal location of switching nodes according to a selected 
rule. For example, if the rule selected specifies equal traffic 
load for each switching center, the result would be a com- 
munication network configuration such as shown in 
Fig. 4c. 

The areas covered by each center are outlined by squares 
of equal traffic load in Fig. 4a. The remaining optimization 
with respect to total number of circuits or costs may now 
follow the same routine as described before. 

This example was based on a rather arbitrary assump- 
tion, namely, the equal traffic load. In a more sophisticated 
communication synthesis process, it would be desirable to 
have the traffic load for each center varied also to arrive 
at an absolute minimum of number or cost of transmission 
and switching equipment. This requires that an optimum 
balance between the number of nodes versus the number 
and length of trunk routes has to be found. This balance 
will depend on the relative cost of the equipment necessary 
to provide the transmission and the switching functions. 
For the hypothetical case of extremely low cost trunk 
transmission facilities, it would obviously be less expen- 
sive to use very few switching centers and fewer trunk con- 
nections with more circuits along each route. 

As we have seen from previous information presented in 
Fig. 3, the increase of the number of circuits along each 
trunk route results in a further decrease in cost of trans- 
mission circuits. This reasoning would. however. lead to 
longer connections between the individual users and the 
local switching centers, the so- called subscriber props, 
which are the most numerous part of the system and would 
tend to counterbalance the cost reduction. For an overall 
cost minimization it will, therefore, be necessary to balance 
the cost of loop transmission versus trunk transmission. 
The Bell System is conducting such a study (loop and 
trunk study) every 10 to 20 years to update the results 
according to the latest changes in the cost for the respec- 
tive equipment and installations. 

The overall cost of transmission for such an evaluation 
can be expressed in the following sum: 
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Total Cost of All Transmission 

E 
m n 

cost c, cost 
loop mile X l, + 60 trunk ckt. mile l° 

y =1 x =1 
Where: l,, = length of loop y, l° = length of trunk route x, 
m = total number of loops (or subscribers) , n = total num- 
ber of trunk routes. 

The largest cost reduction in the past 30 years of trans- 
mission equipment development was realized in terminal 
equipment for multi -channel trunks which is very well sum- 
marized in Fig. 3 discussed before. It was possible to make 
full use of this reduction primarily because of the increased 
total traffic flow and demand which are still increasing. In 
contrast the subscriber loops which have to be provided on 
a per user basis, have not been decreased in cost consider- 
ably. Consequently, the trend is toward shorter loops and 
more switching centers. This trend will be even accelerated 
if, for instance, the use of solid state switching techniques 
will reduce the cost of future switching centers per line 
even further. With a known relationship of switching cost 
per line versus number of lines per switching center, the 
minimization of total cost may be computed from the 
following expression: 

Total Cost 

cost of switching center 

z=1 
n 

_ E 
x=1 

line 

c cost 
60 trunk ckt. mile 

ls 

s -F 

nz 

cost 
loop -mile l" 

y =1 

Where: s, = number of lines in switching center z, and 
p = number of switching centers. 

As mentioned before, in military systems very frequently 
vulnerability requirements are more important than the 
minimization of cost. The aforementioned analysis method 
lends itself also to the evaluation of physical vulnerability. 
A system can be designed, for instance, for normal grade 
of service to all users under normal conditions, and, in the 
case of specified percentage of damage or interference, 
normal service would be provided only for a restricted 
number of users and lower grade of service to all others. 
The percentage of users with full service under emergency 
conditions is, of course, related to the total cost of the sys- 
tem and has to be balanced according to operational and 
cost requirements. 

In closing our treatment of systems evaluation, it is 
important to point out that a systems engineering effort, 
particularly for a new system or system to meet new re- 
quirements, is not complete without an evaluation of imple- 
mentation techniques. The purpose of the techniques' eval- 
uation is to assure the latest state of the art to be used in 
the optimization process because it will affect the balance 
between the various factors involved. For this reason the 
most effective integration between systems design and 
technique evaluation is mandatory. To assure an unpreju- 
diced evaluation, the analysis should not be performed by 
the same team as the techniques development. 

THE ROLE OF SYSTEMS TESTS 

Earlier in the paper the major steps in the systems engi- 
neering process were summarized. It is self- evident from 
this summary that identification of the operational prob- 
lems is to come first before a solution for an optimum 
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system may be found. When the system design is com- 
pleted, however, it is just as important to prove the validity 
of the system design plan. The only valid proving ground 
for a system design is, of course, an operational service 
test. Laboratory tests of individual parts of equipment or 
subsystems will never suffice because they never evaluate 
the function of each equipment as a part of an integrated 
systems operation. Full systems tests, however, are possible 
only in the fully implemented operational system so that 
the only operational evaluation during the systems engi- 
neering process is either a simulated test or computer sim- 
ulation. Transmission media, for instance such as cables, 
can he easily simulated by R -C networks representing arti- 
ficial lines which approximate very closely the transmission 
performance of real cables. Realistic noise sources may 
be injected into the artificial lines from recorded noise at 
any level required. Similarly, other more complex trans- 
mission media may be simulated by a more sophisticated 
apparatus. A good example is the SYSEC simulator shown 
in Fig. 5, originally developed by RCA Laboratories at 
Rocky Point, New York (now in Camden) to simulate the 
multipath medium prevailing for example in HE long dis- 
tance transmission. This simulator was also used to evalu- 
ate three sonar communications systems in a time varying 
multipath channel environment (Navy Contract NOBSR 
89119). 

Other aspects of a communication system, such as the 
switching subsystem, lend themselves well to computer 
simulation. A general purpose digital computer can be 
easily programmed to handle each message or call accord- 
ing to its routing information on the way through a com- 
pletely predetermined communication network with a given 
number of switching nodes and connectivity. Such a traffic 
simulation will evaluate the grade of service rendered by 
the analyzed system for a given traffic load. The computer 
can be interrogated to give actual traffic load data in any 
given part of the system to match it to the required load. 
A program of his nature has been written for the traffic 
analysis of the Field Army Communication System' and 

Fig, 5- System Simulator Evaluation Center (SYSEC) developed by 
RCA Labs., Rocky Point, N.Y. 

Fig. 6- Minuteman prototype system designed for maximum meas- 
urement flexibility. 

has proven an extremely powerful tool in the design of a 
complete communication network. It has been expanded 
later on to handle larger systems with more nodes at the 
price of giving up some detail. Field tests made on a small 
system performed by the U. S. Army at Fort Huachuca. 
Arizona, have confirmed the accuracy of the simulation 
program. 

Wherever possible laboratory systems tests combined 
with simulated facilities should be used for checking out 
the consistency and integrity of the design plan before 
large scale equipment design and production is started. A 
good example is the MINUTEMAN prototype system with 
programmable logic, a photograph of which is shown in 
Fig. 6. The MINUTEMAN prototype system was designed 
for measurement flexibility so that necessary changes 
could be introduced by reprogramming the logic. This 
permits the quick evaluation of changes in operational re- 
quirements and permits the complete debugging of the 
system without costly rewiring of nests and racks. 

In many cases, a skeletonized experimental system is 
retained in the engineering laboratories for extended pe- 
riods of time for product improvement work, factory fol- 
low-up, and continued product development as a very 
powerful experimental tool. Most larger communication 
laboratories have such complex equipments and subsys- 
tems available for extended performance tests and evalua- 
tion against established standards and new requirements. 

THE ROLE OF SYSTEMS ENGINEERING IN 
BUSINESS MANAGEMENT 

From these discussions it is evident that the systems engi- 
neering process includes far reaching and forward looking 
analyses which are also the basic inputs for long range 
business planning. 

The operational analysis for instance leads to the best 
possible understanding of the customer's present facilities 
and /or future needs. This information is needed to direct 
the more forward looking research and applied research 
projects directed toward identifiable future need areas. 
The analysis and development of new techniques and con- 
cepts provides the information for a continuous matching 
process between the customer's operational requirements 
and the company's available technology to fill these re- 
quirements. The result of such activities has been proven 
to be extremely useful to guide marketing and promotional 
activities toward the most promising areas of new business 
and establish realistic company sponsored research and 
applied research programs directed toward the most mar- 
ketable product lines. 
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Systems Engineering was established within the Engi- 
neering Department of RCA Electronic Data Processing 
(EDP) in November 1961 as a formal organizational 
entity reporting to the Chief Engineer. This paper 
describes the nature of Systems Engineering in EDP; 
and the objectives which have guided and continue to 
guide the development, training, and staffing of that 
organization. 

SYSTEMS ENGINEERING - 
THREE VIEWPOINTS 

III -SYSTEMS ENGINEERING IN EDP 

R. E. MONTIJO, JR., Mgr. 
Systems Engineering 

Electronic Data Processing 
Camden, N. J. 

HE increasing complexity of automated operational I systems as they affect the most basic facets of our 
daily lives is mushrooming at a rate that is almost unbe- 
lievable to even those of us who are in the midst of this 
fascinating process. This process owes much of its impetus 
to the pressures created by the immense socio-economic 
forces that have as their primary objectives: higher pay 
and less working hours for the working man. These objec- 
tives, in turn, are causes for lower profits and a corre- 
sponding effort on the part of management to reduce 
overhead and raise productivity. This regenerative cycle 
is and will continue to be a major cause for continued 
extensions in the application and use of computer 
automation. 

Once computer automation is recognized as an effect 
rather than a cause, it becomes clear that the increased 
technological complexity must be dealt with in a positive 
and constructive manner if chaos is to be avoided in daily 
and long -term operations within industrial, military, and 
governmental organizational processes. 

It is becoming increasingly evident that we are in a 
new and different kind of race today'. This race has two 
contestants -the rapidly increasing complexity of our 
technological civilization versus that group of people who 
are devoted to progress by reducing such complexities to 
simpler, more manageable, and more readily solvable 
elements. 

The group of people referred to above are those who 
knowlingly define and solve complex situations and prob- 
lems through the application of systems methodology. We 
find numerous types of "systems people" in today's tech- 
nical and administrative environments. While the specific 
technical specialties, objectives, and parent organizations 
of these systems people may differ, there is at least one 
important common denominator -the understanding of, 
and the ability and desire to apply systems methodology 
effectively. 

In the field of electronic data processing, there are busi- 
ness systems analysts, programming systems analysts, 
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management systems analysts, and systems engineers found 
in growing numbers. Regardless of the number, however, 
there are never enough. And, there is little reason to believe 
that this situation will improve without a major revamp- 
ing of our educational curricula and a concerted effort by 
industry to train and encourage the development of sys- 
tems methodology. 

"SYSTEM" DEFINED 

Before proceeding into the details of what a systems engi- 
neer is and what he does, it is necessary to define a 
system. A system may be broadly defined as: 

"Any entity, conceptual or physical, which consists of 
interdependent parts and displays some element of 
order ".' 

A system which displays activity is a behavioral system. 
The essential characteristic of a behavioral system is that 
it consists of dependent parts each of which displays 
behavior.' In EDP, we are concerned with systems that 
are subject to control by human beings. Hence, we deal 
with systems that are primarily tools for use by humans. 
Such systems are defined technically as controllable be- 
havioral systems. The type of controllable behavioral sys- 
tem with which we are concerned is further characterized 
by the techniques and components which it encompasses. 
In computer systems, the techniques and components em- 
ployed readily identify the technical disciplines required 
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of EDP Systems Engineering as those associated with 
computers, logic, electronics, mechanics, mathematics, 
programming, etc. -disciplines with which we are well - 
acquainted. 

Having defined the nature of a behavioral system. its 
relationship to the behavioral sciences becomes apparent. 
The latter include a number of disciplines such as anthro- 
pology, history, political science, sociology, and psychol- 
ogy. Related specializations based on the behavioral sci- 
ences which are often intermingled, overlapped and 
confused with systems engineering are management engi- 
neering, industrial administration. industrial design, and 
labor relations. Systems engineering does not usually deal 
with these areas directly. However, in EDP we are devel- 
oping management information and control systems. We 
are concerned with how work is done within the industrial 
environment, and how the industrial organization func- 
tions. Our product is a form of automation and must have 
some effect on labor relations. Finally, RCA supplies com- 
puter products to industry that are purchased in part for 
their convenience of operation, ease of maintenance, and 
general appearance. 

In any event, EDP Systems Engineering deals with 
problem- oriented solutions and the application thereof. 
We address ourselves to the problem and bring to bear 
upon that problem all of the knowledge at our disposal. 
We do not quarrel with whether it is a pure behavioral 
science, an element of management, or electronic design. 

CLASSIC OR METHOD? 

What then is systems engineering? Is it the engineering 
of systems as classic engineering would suggest, or is it 
a form of engineering which performs its work through 
the use of systems methodology? A closer examination of 
these two definitions shows that both apply equally. 

If systems engineering is classified as a branch of engi- 
neering in the classic sense, such as electronic, mechan- 
ical and chemical engineering, then the engineering of 
systems includes: research, development, design, and 
applications. In this sense, EDP Systems Engineering in- 
deed performs all facets of classic engineering, with the 
exception of systems research engineering which is per- 
formed by the RCA Laboratories. 

When systems engineering is considered in the other 

Fig. 1 -The function of systems engineering. 

SYSTEMS ENGINEERING 

I 
EXPERIENCE SCIENCES 

REDUCTION 
TO 

PRACTICE 

sense -as specialized method and discipline -then EDP 
Systems Engineering is specifically concerned with the 
application of the systems method. Systems engineering, 
as a methodology, then includes: 

problem definition 
objective establishment 
analysis 
synthesis 

evaluation 
simulation 
decision 
communication of result 

Hence, the systems engineer applies systems method to- 
gether with the applicable classic engineering specialties. 
His systems method and approach is inherently identical 
to that of the business system analyst. Only the comple- 
menting technical specialties differ. 

What, then, does a systems engineer do? A general and 
classic definition of what a systems engineer does is as 
follows: 

"A systems engineer applies scientific and engineering 
knowledge to define a problem, establish objectives; 
and plan, specify, and evaluate complex man -machine 
systems and components ". 

Hence. the systems engineer acts as an active bridge be- 
tween what is needed in the market place and that which 
is technically feasible or financially practicable. A bridge 
between aspirations and possibilities ... a translator of 
technical terms into technical objectives ... and the span 
between what ought to be done and what can be done. 
This bridge is supported by two columns -our experience 
and our knowledge of the sciences, and is illustrated in 
Fig. 1. 

INTERDISCIPLINARY NEED 

Let us now examine those sciences upon which the EDP 
systems engineer draws during the course of his work. We 
would do well to look at the sciences and their general 
relationship to the total body of knowledge. 

Fig. 2 illustrates the way in which one cybernetician 
has chosen to depict the relationship of the sciences, the 
arts, the technologies, and philosophy' The various arts 
and sciences are distributed around the equator in a log- 
ical sequence. If we begin with the fine arts, we move 
through literature, language, logic, mathematics (which 
is depicted as the bridge between the arts and sciences), 

Fig. 2- Relationship of the sciences, the arts, the tech- 
nologies, and philosophy. (Based on diagrams by Cas - 
sidy_) 

PHILOSOPHY 

CI CE I 

TECHNOLOGIES 
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into the physical, biological, social, and behavioral sci- 
ences before crossing through the humanities. as repre- 
sented by the policy sciences and history. 

Classically, we think of Engineering as functioning in 
the area of "analogy" and "ratio ". "reduction to practice ". 
and drawing from the classic engineering sciences of 
logic. mathematics, and physics. In systems engineering. 
however. we have introduced elements of the behavioral 
sciences. Systems engineering. thus, embraces the entire 
spectrum of sciences depicted. 

In addition, we see that the tools of systems engineering 
are analysis and synthesis. Synthesis may involve hardware 
and hence reduction -to- practice in the technologies. It can 
also be synthesis in -the- abstract -in which case, we are 
dealing with philosophy. It is of interest that while com- 
puter systems are a direct product of the technologies. 
they have already found application in all of the arts and 
sciences depicted in Fig. 2. 

ANALYSIS AND SYNTHESIS 

In the description of systems methodology two terms are 
used often -analysis and synthesis. These are primary 
tools in systems work and deserve further elaboration. 
These tools are equally applied to a systems problem 
without any conscious demarcation. For the sake of dem- 
onstration, I would like to pursue the development of an 
automobile designed for competition by both: 

analysis, optimization through the application of what 
exists, and 
synthesis, beginning with the problem and pursuing the 
optimum solution. 

The neighborhood hot rod will illustrate analysis. It is 
the result of taking the most available "main frame ". 
some careful study of the wide range of shelf items avail- 
able at the auto accessories store. Dad's allowance. and 
the part -time job income, and combining it all with a high 
degree of ingenuity and hard work. This is analysis and 
implementation -a hopped -up engine that has been ported 
and relieved, a hot cam, and a dynamically balanced 
crankshaft; topped off with a monstrous carburetion sys- 
tem. The frame has probably been lowered, and sway bars 
and special shocks have been added for improved corner- 
ing -and this car is capable of winning a race. But, it 

Fig. 3- Organized relationship of systems engineering. 
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still bears a license plate and is permitted on city streets. 
In contrast. the synthesized approach to competitive ve- 

hicles is quite different. Here. money is rarely the object, 
and the racing stables that produce these extremely 
sophisticated vehicles for the Grand Prix Circuit go out 
and study pavement materials, weather conditions, grades, 
embankments, lengths of straight -aways and examine the 
state of their particular art at that time. These have little 
interest in off -the -shelf engines. Instead, the latest com- 
bustion technology, the most recent advances in metal- 
lurgy, what the tire companies can do in an ultimate 
sense, the newest suspension concepts, and their possibil- 
ities are continuously examined. These vehicles start with 
four wheels because at the moment this is the best -known 
configuration. Otherwise, there is very little in common 
with the hot rod. And, this vehicle has no headlights, no 
luggage space, no radio. heater, or automatic drive. 

EDP Systems Engineering methodology encompasses 
the whole spectrum of activity from pure analysis to pure 
synthesis. Two examples which further illustrate the appli- 
cation of the techniques of synthesis and analysis involve a 
general- purpose computer and a special- purpose computer. 

In selling an RCA 301 System, a new computer is not 
designed for the customer's task. Instead, methods per- 
sonnel including systems analysts are utilized to analyze 
the customer's problem and to apply the general- purpose 
computer system in the solution of that problem in the 
most efficient manner. 

In the case of a specialized or a newly developed com- 
puter system, however, the process is reversed. We start 
with the problem and end up with a computer that does 
that job and preferably nothing more in order to optimize 
cost- performance ratio. This effect results from a purely 
synthesized approach. 

Through analysis we usually apply some combination of 
standard or shelf items to a given problem. Synthesis 
usually results in new techniques or equipment to solve a 
given problem. Both methods are used individually or in 
combination rather freely in systems methodology. 

THE BRIDGE BETWEEN 

EDP Systems Engineering is a bridge between all things 
system. It is the interpreter of the needs of management, 
the customer and marketing, and of the goals of product 
planning to the technical organization. EDP Systems Engi- 

r 

Fig. 4- Systems engineering and the concept of a new 
product. 
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veering, in turn, communicates to management, product 
planning. and marketing. (and the customer in isolated 
instances) on matters of what can be done, the strengths 
that should be promoted, and the weaknesses and limita- 
tions that should be corrected. This relationship is illus- 
trated by Fig. 3. 

It should be noted that each one of the organizational 
elements shown in Fig. 3 marketing, management, prod- 
uct planning and design and development engineering- 
have a set of organizational interfaces with the remainder 
of the organization which parallels this one. It is impor- 
tant to recognize that the role of the EDP Systems Engi- 
neering organization does not prevent or preclude normal 
communication between the design and development func- 
tion and the nontechnical organizational elements. EDP 
Systems Egineering is present to assist, provide interpre- 
tation, liaison, and technical product supervision. 

TECHNICAL PLANNING AND PRODUCT CONTROL 

Fig. 4 illustrates the concept of technical planning, ad- 
vanced project management, and product control. In the 
development of a new computer system, EDP Systems 
Engineering works from the inception of a project in 
assisting design and development engineering, product 
planning, marketing, and management to establish a 
direction and a target. Once the direction and the target 
have been established, EDP Systems Engineering assists 
the same functions in keeping the effort on the track, so 
to speak, aimed towards the selected target and providing 
vernier and /or major correction as our market studies, 
competitive situation, and technical progress change. 
Product control avoids costly tangents and ensures con- 
tinued integration of the product lines over the length of 
the design, development, and product improvement cycle. 

SYSTEMS TASK FORCE 

Systems Engineering is a ready task force which may be 
brought to bear upon any problem whose solution requires 
its participation. This task force may apply to the members 
of the EDP Systems Engineering organization as well as to 
a combined task force including elements of the EDP 
Design and Development Engineering groups, and of 
other RCA organizations such as Defense Electronic 
Products, the RCA Laboratories and the RCA Service 
Company. This concept is illustrated by Fig. 5. 

Fig. 5- Concept of EDP Systems Engineering combined 
task force that involve other RCA activities. 

SYSTEMS ENGINEERING 

In this role. EDP Systems Engineering leads, coordi- 
nates. and assembles a closely -knit team designed to cope 
with systems problems and to provide quick reaction to 
unexpected competitive developments. It operates as an 
informed group of senior people whose work is accom- 
plished through already established communication chan- 
nels within EDP and as well as between EDP and co- 
operating RCA groups. The task force approach enables 
RCA to put its best foot forward in every instance requir- 
ing EDP-wide or Corporation -wide technical resources. 

HOW SYSTEMS WORK IS DONE IN EDP 

The manner in which an EDP product is developed is 
classically illustrated in Fig. 6. 

Fig. 6 shows how a customer need enters the cycle 
through the EDP Marketing Department and emerges 
as a requirement, and how EDP Product Planning in turn 
creates a functional specification. The functional specifi- 
cation is often a joint effort between EDP's Product Plan- 
ning, Systems Engineering, and Design & Development 
Engineering groups, but the responsibility and issuance 
of the document always belongs to Product Planning. 
Upon completion of the functional specification and prior 
to issuance, it is reconciled with the original requirement 
and need. If the two compare satisfactorily, the specifica- 
tion is then issued and forwarded to the EDP Engineering 
Department for preliminary design specification, cost 
estimating, and scheduling. 

Systems Engineering then prepares a preliminary de- 
sign specification with the participation of Design Engi- 
neering and Product Planning, which forms the basis for 
the engineering cost estimate and the technical specifica- 
tions to which the product will be designed. The pre- 
liminary design specification then goes through an ap- 
proval cycle by Product Planning and final reconciliation 
with the customer need, if applicable, prior to the author- 
ization of the project and funds by the Marketing 
Department. 

This, then, is a classic procedure in the development of 
an EDP product or product line. It doesn't really work 
this way, however, since these tasks are not performed in 
a serial, step -by -step fashion which is obviously inefficient 
and time consuming. Fig. 6 is really more of a description 
of responsibility and prerogative. To define the product 
development cycle in a more appropriate manner, better 

Fig. 6 -A classical illustration of the genesis of a new 
EDP product - emphasizing responsibility and preroga- 
tive. 
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real -time expression is needed to illustrate the concurrent 
rather than serial process which occurs in the real world. 

Fig. 7 illustrates how a system is usually developed and 
specified. The time scale shown is general and is applica- 
ble to a period of 10 days, 10 weeks, 10 months, or 10 
years. The events associated with the specification and 
initiation of a product cycle are shown to occur both 
serially and concurrently. This point is stressed to illus- 
trate that Systems Engineering tasks, because of their 
inherent complexity, are of necessity group functions and 
in reality require people with the command of different 
technical disciplines working together. The PERT -type 
representation of Fig. 7 illustrates the manner in which 
multiple elements of the organization receive information 
regarding a customer need, and how all elements of the 
organization may be caused to function concurrently. 

In the development of a large system, little inter - 
organizational activity occurs serially. Each organizational 
component has its basic responsibility. The PERT -type 
representation recognizes that each organizational element 
performs most efficiently only if it participates and has 
more information from an earlier date than a serial proc- 
ess allows. To this end, Systems Engineering provides a 
pivotal point for the transmission of data and specification 
between the Engineering Department and its interfacing 
functions within EDP. 

SUMMARY 

The traditional concept of the engineer as a person who 
deals primarily with the analysis of physical systems is 
rapidly changing so that at the present time the systems 
engineer is delving into areas that heretofore would have 
been considered outside the normal sphere of engineering 
activity.' He is concerned with the application of technical 
specialties that were once considered beyond the purview 
of a single individual. 

The systems engineer is not a know -all, see -all, hear -all 
omnipotent, but rather a legitimate expert in the meth- 
odology and techniques applicable to the study of complex 
systems.' In concept, the systems engineer's methods are 
straightforward and direct. The application of these 
methods requires that he listen to symptoms of need, 
define the problem that exists from these symptoms, and 
establish suitable objectives. He analyzes the problem, the 
objectives, and potential solutions. Data are gathered for 
these solutions and multiple solutions are optimized for 
evaluation and comparison with the initial objectives and 
problem. He then either decides or provides the basis for 
a decision considering local or practical criteria -such as 
time, schedule, investment, manning, etc. Lastly, he 
communicates the results for decision and /or action. 

Systems engineering then is an attitude -a positive 
solution -prone state of mental readiness to impose a given 
set of disciplines upon the unknown. The disciplines are 
the sciences, our experience, our knowledge of people and 
of the thinking process, what we know of organization, 
economics, and management. We must know about the 
real and the abstract -the possible and the practical. We 
also have the responsibility for self -discipline and organ- 
ization. Finding the right people, keeping them stimulated 
by challenge and reward, maintaining objectivity, and 
combatting stagnation and reaction are requirements with 
which systems engineering management must concern it- 
self at all times. A constant flow of challenges and a fresh 
spring of alert people is required to properly apply the 
systems methodology and to achieve the type of success 
that is necessary to meet our objectives. 
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Fig. 7 -A real -time illustration of the evolution of a new product. 
The time scale could be 10 days or 10 years. In contrast to the 
"ideal" progression suggested by Fig. 6, events are seen to occur 
both serially and concurrently, in actual situations. 

It may be seen that complexity in itself is not a charac- 
teristic of the systems engineer's approach. Complexity 
is, however, a characteristic of the problems with which 
he is concerned -a characteristic whose reduction to more 
readily understandable, solvable, and manageable compo- 
nents requires all of the technical and human resources 
at his disposal. Those who are engaged in systems engi- 
neering activities know that the acquisition and mainte- 
nance of such competence is a never -ending challenge 
in itself. 
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LOREN R. KIRKWOOD 
... for contributions to color tele- 
vision receiver design. 

LOREN R. KIRKWOOD received his 

BSEE from Kansas State University. 
He joined RCA in 1930, and through 
1941 worked on design and develop- 
ment of home radio receivers, a 

period during which he made -im- 
portant contributions to AM -FM re- 

ceivers, early high -fidelity work, 
and early superheterodyne radios, 
among many others. Between 1941 

and 1946, he engaged in engineer- 
ing of communications equipment 
for the military. From 1946 to 1950, 

he worked again on home instru- 
ments, developing one of the first 
AC -DC, AM -FM home radios, and 

contributing to development of the 
45 -rpm record player. Between 

1950 and 1959, he directed receiver 
activities and development for all 

RCA color television demonstra- 
tions and field tests, and contrib- 
uted importantly to work on the 
performance and simplification of 
the color -TV receiver system. In 

1951, he received the RCA "Award 
of Merit" for his work in color TV. 

Between 1959 and 1963, he was Man- 
ager of TV Product Engineering for 
the RCA Victor Home Instruments 
Division, now in Indianapolis, Ind; 
ana, responsible for all TV receiver 
engineering design. In 1963, he was 

named Chief Engineer of that Divi- 
sion, responsible for the engineer- 
ing of the entire RCA home instru- 
ment product line. 

FOUR RCA MEN 
ELECTED IEEE FELLOWS 

The four RCA men appearing on this page have been hon- 

ored for their professional achievements by being elected 
Fellows of the Institute of Electrical and Electronics Engi- 

neers, an honor bestowed each year for outstanding contri- 
butions to the field of electronics. 

ERIC McPHAIL LEYTON 

. .. for contributions to the devel- 
opment of television transmitters 
and video tape systems. 

ERIC McPHAIL LEYTON studied, 
from 1934 to 1938, at Faraday House 

College (part of London Univer- 
sity), where he received the DFH 

1938 (equivalent to EE), From 1938- 

1945 he worked at the Research 
Laboratories of the General Electric 
Company, Wembley, England. In 

1945 -1947, he worked for Rediffusion 
Ltd., Wandsworth, London, where 
he became Chief Engineer of the 

Industrial Division. From 1947 -1953 

he was with the Research Labora- 
tories of Electrical & Musical Indus- 

tries, Hayes, near London, England, 
in charge of development of tele- 

vision transmitters. During this 

period he was responsible for the 

Kirk O'Shotts and Wenvoe televi- 
sion transmitters of the British 

Broadcasting Corporation -the most 

powerful transmitters in the world. 
In 1953, he joined RCA Labora- 
tories in Princeton, and until 1959 

was a research engineer on color 
television, video tape recording, 
and on high -power radar transmit- 
ters. In 1959, he assumed his pres- 

ent position of Staff Engineer, re- 
porting to Dr. George H. Brown, 
Vice President, RCA Research Engi- 
neering. He received the IEE 

"Premium Award" in 1951 and 1953 

and RCA Laboratories "Achieve- 

ment Awards" in 1957 and 1958. 

WENDELL C. MORRISON 
. . . for significant contributions to 
the fields of VHF, UHF, and color 
television. 

WENDELL C. MORRISON received 
his BSEE and MSEE from the Uni- 

versity of Iowa in 1940, and then 

joined RCA at Camden, N. J. Two 

years later, he became a research 

engineer at the RCA Laboratories, 
Princeton, N. J., where he was en- 

gaged in development work in such 

fields as UHF -TV transmitters, an- 

tenna pattern calculators, and color 
TV terminal and test equipment. 
During this period, became a Sen- 

ior Member of the Technical Staff. 

In 1957, Mr. Morrison returned fo 

Camden as Staff Engineer for the 

commercial product area and in 

1959 became Manager of Engineer- 

ing Plans and Services for the major 
RCA activity then called Industrial 
Electronic Products. Two years 

later, he transferred to DEP as 

Assistant to the Chief Defense Engi- 

neer. In October of 1963, he was 

appointed Chief Engineer, Broad- 

cast and Communications Products 

Division, Camden, N. J., reporting 
to the Division Vice President and 

General Manager. He now directs 

the overall engineering activities 
for the Division and its product 
line, which includes radio and tele- 
vision broadcast equipment, micro- 
wave communications systems, sci- 

entific instruments, two -way mobile 
radio, Radiomarine equipment, and 

audiovisual products. 

DR. J. TORKEL WALLMARK 
. . . for contributions to the con- 
cepts of integrated electronic de- 
vices and field -effect transistors. 

DR. J. TORKEL WALLMARK was 

one of the early contributors to in- 

tegrated electronic circuits. He re- 

ceived the degree of Civilingen¡or 
in Electrical Engineering in 1944, 

Teknologie Licentiat in 1947, and 

Teknologie Doktor in 1953, all from 
the Royal Institute of Technology, 
Stockholm, Sweden. From 1943 to 
1953 he was, at intervals, a research 

assistant at the R. I. T. working on 

various electron tube and gas dis- 

charge problems, particularly the 
trochotron, a decade counting tube 
using magnetron principles. Inbe- 
tween, he spent a year as a vacuum 
and gas tube designer with A. B, 

Standard Radiofabrik and on other 
assignments concerning semicon- 
conductor devices and research 

administration. In 1947 -1948, he 

spent a year with RCA Laboratories 
as a trainee under the auspices of 
the American Scandinavian Foun- 

dation, taking part in the develop- 
ment of broad band amplifier tubes 
using secondary emission multi- 
pliers. In 1953, he returned to RCA 

Laboratories and has been active 
in magnetrons, color television 
tubes, photocells, semiconductor 
devices, and integrated circuits. 
He is a co- author of "Microelec- 
tronics" and is now head of Solid 
State Device Technology. In 1957 

and 1962 he was the recipient of 
RCA Laboratories "Achievement 
Awards." 
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o LAUNCH SITE 

O LAUNCH CONTROL CENTERS - CABLE TRENCH PATH 

Fig. 1- MINUTEMAN squadron cable trench pattern. 

SYSTEMS CONSIDERATIONS 

FOR ICBM 

COMMAND AND CONTROL 

O LAUNCH CONTROL LAUNCH SITE - 2 -WAY COMMUNICA- 
CENTER TION CIRCUIT 

( 

----41---- 
1 1 

--- --- I. 

Fig. 2- Command message propagation diagram. 
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In modern ICBM weapon systems, the 
launching sites may be either un- 
manned and located remotely from 
their control centers, or locally manned 
and controlled. But in all cases, an or- 
der to launch must be authorized from 
an executive level in the government 
or military. A command and control 
system tying together the missile site 
and the appropriate executive author- 
ity is, therefore, a key part of modern 
ICBM systems. Because of the large 
destructive power (megatons) and the 
range (in excess of 5,000 miles) of 
a single ICBM, the proper perform- 
ance of command and control system 
is abnormally critical. 

C. G. ARNOLD, Director 
Systems Engineering 

MINUTEMAN Program 
lllanagement Office 

Communications Systems Division 
DEP, New York, N.Y. 

C. G. ARNOLD received a BSEE degree from 
Pennsylvania State University in 1942. He has corn - 

pleted graduate work in Electrical Engineering 
at Stevens Institute of Technology. After gradua- 
tion, Mr. Arnold joined Bell Telephone Laborator- 
ies, Inc. Here he was concerned with equipment 
design and development of aircraft radar equip- 
ment. After World War II he was concerned with 
the design of the coaxial carrier systems and radio 
relay systems for common carrier application. Mr. 
Arnold joined the Sur'ace Communications Division 
Systems Laboratory in 1956. Initially, he was con- 
cerned with the development of the AN /GRC -50 

Radio Relay Equipment. During 1958 he was proj- 
ect manager of the MM -600 System development 
program, a high -capacity, microwave, radio relay 
system. He is currently Director, Systems Engineer- 
ing (PMO) on the Minuteman Communication Sys- 

tem project whose responsibilities include: I) 
Definition and interpretation of customer criteria; 
2) Performance of analytical studies on vulner- 
ability, operations, maintenance and transmitter 
performance; 3) Definition of Communications Sys- 
tems concept; 4) Generation of equipment require- 
ments; 5) Design of new techniques; 6) Conduction 
of system tests; 7) Support of equipment design, 
production, and field test programs. He has also 
served as a consultant on several other communi- 
cation projects in RCA. 
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I NTHE 
implementation of an ICBM 

command and control system (ccs), 
the key system factors that must be con- 
sidered are: 

1) Availability -the probability that 
a function will be performed in ac- 
cordance with specifications at any 
point in time. 

2) Functional Capability- assuming 
no equipment malfunction, the 
ability of equipment to satisfy 
operational requirements. 

3 ) Security -the capability of the im- 
plementation to adequately insure 
that launch occurs only when 
properly authorized. 

4) Cost Effectiveness -the optimum 
balance of cost and performance. 

The ccs is the nervous system of the 
weapons system. It provides the means 
by which the launch command is con- 
veyed to the weapon; it provides status 
information as required from the 
weapon to operational and maintenance 
centers; it provides necessary data proc- 
essing for weapons systems operation; 
and it provides maintenance and ad- 
ministrative communications to main- 
tain the system in operational readiness. 
It is, therefore. as essential to weapons 
systems as the weapon itself (particu- 
larly, in those systems where launch 
sites are unmanned) . In general, the 
weapon and its characteristics are de- 
fined first, and the communication sys- 
tem required for its operation must then 
be tailored to properly support a specific 
weapon- system use. The characteristics 
of the weapons system having greatest 
impact on the ccs are its deployment 
(land, water, fixed or mobile), its opera- 
tional mission (i.e., retaliatory or at- 
tack ) , manned or unmanned launch 
sites, and the reaction -time character- 
istics of the missile itself. 

The systems engineering of a ccs is 
a complex problem. A multitude of in- 
terrelated factors must be kept under 
constant attention as decisions are made. 
The problem is further complicated by 
the fact that operational requirements 
are often crystalized concurrently with 
the equipment design program, and 
changes in direction may be encountered 
throughout the research, design, test and 
evaluation period. International politics 
have major impact on the ccs for an 
ICBM. This factor is not a stable one. 
It is therefore necessary to anticipate 
possible future requirements so that 
retrofits may be integrated into an al- 
ready operational system. 

WEAPONS SYSTEM CHARACTERISTICS 
PERTINENT TO CCS 

Deployment 
Currently, ICBM's are located on land 
(fixed and mobile) and in submarines. 

It is recognized that the POLARIS missile 
is not catalogued as an ICBM ; however. 
for the purpose of this discussion of ccs, 
no distinction is made. Considerations 
are now being given for future systems 
to employ fixed underwater and surface 
vessel locations. The missile sites on 
land are both hardened and soft, fixed 
and mobile, manned and unmanned. The 
aircraft and submarine installations are. 
of course, manned and their hardness is 
obviously no greater than that of their 
carrier. The carrier may be located 
almost any place on the globe when com- 
munications to it may be required. 

The scope of the communications 
problems is clearly tremendous in satis- 
fying command and control require- 
ments. To limit the scope of this paper, 
only hardened, ground -based systems 
will be discussed in any detail. The gen- 
eral aspects of all systems are the same; 
however, the implementations differ 
markedly with each weapons system. 

Retaliation 

By national policy, ICBM's armed with 
nuclear warheads are to be used only 
as a deterrent and retaliatory weapon. 
To satisfy this requirement, some weap- 
ons systems have been designed to with- 
stand attack by hardening of fixed instal- 
lations. Since a complete system is no 
better than its weakest link, the ccs 
must be at least as invulnerable as the 
weapon system itself. In other words. 
the communciation system must be de- 
signed to withstand any threat that 
might be postulated for the missile sites 
themselves. It must therefore be hard- 
ened, adequately redundant, or an ap- 
propriate combination of both. In addi- 
tion, of course, it must resist typical 
threats to communications. such as 
covert activity, jamming, etc. Another 
aspect of the deterrent concept is that 
of reaction time of weapons system. 
Minutes and even seconds are important 
to some war strategies. The design of 
the ccs is affected by this factor. For 
example, a high transmission rate may 
well eliminate several communication 
techniques from consideration. 

Unmanned Missile Sites 

For economical reasons, missile systems 
have been designed and are in opera- 
tion which employ unmanned and re- 
mote missile launching sites. All corn - 
mand and control is exercised via 
communications systems from remote 
control centers which may be 100 miles 
away. Since this system is completely 
automatic, absolute protection against 
accidental or unauthorized activities, 
which could result in launch. must be 
provided. 

Weapons Systems Costs 

All it BM systems are expensive. The 
monies which can be allocated to the 
communication system are directly re- 
lated to the cost and effectiveness of the 
weapon itself. The need for communica- 
tions must unequivocally be satisfied; 
however, well- considered judgments 
must be made regarding the levels of 
performance that are to be provided. A 
given level of effectiveness of a weapon 
system may be attained at a fixed cost. 
either with a limited number of missiles 
with high availability or larger numbers 
with a lower capability of command and 
control. 

CCS CONSIDERATIONS 

Availability 
Availability implies more than is nor- 
mally attached to the word reliability. 
In the weapon- system field, it encom- 
passes survivability as well. As stated 
earlier, it is the probability that a given 
function will be performed as specified 
at any point in time. Availability, A, is 
usually expressed mathematically by: 

MTBF 
A - 

MTBF + MDT 

Where: MTBF = mean time between 
failure, and MDT - mean down time 
after failure occurs before repair is 
completed. 

In the case of MINUTEMAN, for ex- 
ample, the missile sites are hardened 
and dispersed to withstand overt and 
covert attacks ranging from enemy 
ICBM's to covert agent activities. The 
launch sites are unmanned and are op- 
erated completely automatically from 
launch control centers. The primary 
transmission medium employed between 
the launch sites and control centers is 
currently buried cable. The layout of the 
cable plant has been carefully engi- 
neered' to withstand the same attack 
that might be directed at the sites them- 
selves as well as such threats as jam- 
ming, which might be directed only at 
the communications system itself. The 
classical cable trench pattern for a MIN- 
UTEMAN squadron (50 launch sites and 
5 control centers) is shown in Fig. 1. 

War games and Monte Carlo techniques, 
solved on computers, have been em- 
ployed to evaluate this and many other 
possible configurations. Only the cable 
trenches are shown in Fig. 1. It can be 
noted that some cable trenches are re- 
dundant. Also, both launch and control 
sites are located off the main cable 
trench. This arrangement insures that if 
there is damage to one site, transmis- 
sion between other sites will not be 
disrupted. In addition to the trench 
redundancy, though not illustrated in 
this figure, there are many redundant 
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command pairs running through the 
cable sheath. Connected to each launch 
site there are as many as 6 two -way cir- 
cuits, all going to different sites in the 
network. At the control centers, there 
are 10 two -way circuits connected to 10 
different launch sites. 

Command messages are transmitted 
throughout the squadron network in a 
unique manner which makes maximum 
use of the available connectivity. The 
routing concept for the command mes- 
sage can be best illustrated by the use 
of the equilateral matrix shown in Fig. 
2. Assume that at each line intersection 
there is a launch site and that the solid 
lines represent a two -way communica- 
tion channel. The solid circle repre- 
sents a control center where launch com- 
mands are initiated. Command infor- 
mation is transmitted in digital, secret, 
encoded messages of adequate length 
to prevent inadvertent or unauthorized 
launch. When a message is initiated, it 
is transmitted on all transmitting lines 
(10 in an actual network, 4 in the il- 
lustrative Fig. 2) emanating from the 
site. These are shown in heavy solid 
lines. This message is received at each 
of the adjacent sites or modes, checked 
for validity and retransmitted again to 
all adjacent sites except those from 
which a message has just been received. 
Such a process is repeated -on lines 
designated -ad infinitum until a mes- 
sage once initiated has permeated the 
network over all communication links 
that are undamaged. There exists, there- 
fore, many redundant paths by means 
of which a message may get from one 
site to another. In fact, communications 
will always be provided between any 
two sites, if there exists an undamaged 
path, however, circuitous it may be. The 
above discussion partially illustrates one 
aspect of the impact of the survivability 
requirement on the communication sys- 
tem for Minuteman. 

This discussion has centered around 
only a small portion of the total ccs 
for MINUTEMAN. The communication 
system discussed above is completely 
contained within the weapon system it- 
self. Extensive communications are also 
required to provide the link from the 
executive command hierarchy to launch 
control centers. This function is exceed- 
ingly difficult to implement with ade- 
quate survivability characteristics. It 
must provide access points at all key 
military and government locations 
throughout the United States. Its area of 
coverage is as vast and almost as com- 
plex as the existing commercial commu- 
nications systems. In fact, commercial 
systems are used extensively to fulfill 
this military communications need. Ad- 
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ditional military links are then provided 
as a backup to insure survivability in a 
post- attack period. 

The MINUTEMAN weapon system is 
only one of several ballistic missile sys- 
tems. The POLARIS weapon system (sub- 
marine) is more of a problem to the 
communicator in some respects. It is 
mobile, global, and underwater. The 
primary communication problem here 
is not one of survivability, but one of 
range and the capability of transmitting 
through seawater. This subject will be 
discussed in some detail later. 

More important than the survivability 
characteristics of a communication func- 
tion is its reliability. Reliability can be 
divided into two areas: 1) equipment 
and 2) transmission. 

The reliability of equipment is gen- 
erally measured in terms of time be- 
tween failures. It can apply to a single 
component or a complete system. More 
than normal attention has been devoted 
to the reliability of equipment in some of 
the weapon systems -in particular, 
those systems which employ unmanned 
missile sites. Equipment must operate 
in these locations over extended periods 
without maintenance. Ultrareliable com- 
ponents are used. Further, various tech- 
niques are employed to provide alarm in- 
dications when any failure occurs which 
would render the site inoperative. This 
alarm information is transmitted auto- 
matically from the unattended location 
to control centers where appropriate 
maintenance action can be initiated. The 
operational capability of the equipment 
at the unmanned site is determined by 
the provision of self- checking routines 
and the use of test messages which ex- 
ercise the equipment and command 
status information to be returned to the 
manned control centers: 

The effect of poor transmission reli- 
ability on operational performance is 
similar to equipment malfunction. It 
results in no-go conditions. The use fac- 
tor for the command link for an ICBM 

is very low. As we all know, a ccs has 
never yet been used to perform its prime 
function, that of initiating a launch. In 
fact, our ICBM systems will have ac- 
complished their original, basic objec- 
tive if they are never fired. 

In determining the transmission reli- 
ability of a normal communication 
system, performance over a long -term 
period is assessed on a statistical basis. 
The same procedure is followed for 
evaluating some of the functions per- 
formed by the ccs; however, not the 
command function. If ever used for 
transmission of the command message, 
it will be in use for only a few seconds 
out of the life of the weapon system 

(which may be 10 years). However, in 
order that the operational use of the 
weapon system not be restricted in flex- 
ibility, good performance must be pro- 
vided at any point in time on a demand 
basis. In systems where digital mes- 
sages are used, bit error rates of the 
order of 1 in 10' are commonly re- 
quired. It should be appreciated that this 
is not a long -term average, but a per- 
formance which must be available for 
any short interval of time, when launch- 
ing of missiles is required. 

All factors which have been mentioned 
above have impact on the total avail- 
ability of the ccs and ultimately the 
availability of the weapon system. The 
availability requirement for the ccs is 
keyed to the performance of other por- 
tions of the Weapons System. Since the 
ccs generally occupies the role of a sup- 
port function, its performance is nor- 
mally established at a level an order of 
magnitude better than the performance 
of the total weapon system. 

Functional Capability 

In concept, the prime role of the ccs is 
a simple one. It provides a means for 
operating remotely a single -pole switch. 
In satisfying all the needs of an ICBM 

system, this command function is not a 
simple one and many additional func- 
tions must be performed. The basic 
functions performed are: 1) command 
communications, 2) status communica- 
tions, and 3) maintenance communica- 
tions. 

The command function provides the 
means for conveying the launch com- 
mand from control centers to the missile 
sites. The extent of this communication 
system has already been illustrated. It 
may extend from key points in the 
United States to any point on the globe. 
It is usually made up of several com- 
munication links in series which may 
employ a variety of communication tech- 
niques (cable, radio, sonar, etc.). To 
satisfy survivability requirements, pa- 
rallel and redundant systems are also 
provided. Both voice and digital systems 
are used. Due to the sensitivity of the 
information transmitted, the message 
must be encoded and secure. 

Because of the large missile force 
which exists and the variety of strategies 
which might be employed in a given 
situation, the capability of transmitting 
and decoding a large number of com- 
mands must be provided. Even within a 
single weapons system, MINUTEMAN for 
example, as many as hundreds of dif- 
ferent launch commands may be re- 
quired. In addition to launch commands, 
test and calibrate orders are also often 
required to keep the missile in opera- 
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tional readiness. Such commands are 
circulated within the confines of a weap- 
ons system and are a matter of concern 
to personnel associated with that weap- 
ons system only. 

A status system provides information 
as to the operational capability of a 
weapons system. Such information is of 
prime importance to those responsible 
for planning war strategy and of course 
for maintenance purposes. In a sys- 
tem where launching sites are manned, 
the operational status of the equipment 
and missiles is observed locally and 
transmitted rearward, generally by tele- 
phone. In systems where the sites are 
unmanned the status system between 
these sites and the control centers is 
relatively sophisticated. Means are pro- 
vided for automatically reporting trou- 
ble conditions whenever they occur over 
digital links. Audible and visual indica- 
tions are provided. The go, no -go status 
is sent rearward and local maintenance 
activities are initiated to correct trouble 
conditions. In general, the status infor- 
mation is sufficiently detailed to permit 
trouble isolation remotely. Maintenance 
personnel can then be dispatched with 
spare equipment for that which has 
failed and the site can be repaired in one 
trip. Major reductions in maintenance 
cost are thereby realized by the provision 
of a good status system. 

The maintenance communications sys- 
tems are commonly voice systems which 
provide intra- and inter -site links. They 
can usually be provided at minimum 
cost by the dual use of the same trans- 
mission medium provided for command 
and status. 

Security 

The problem of inadvertent or unauth- 
orized launch of an ICBM must receive 
constant attention in the development of 
a ccs. Because of the sensitivity of this 
subject and the classification applied to 
pertinent information, this discussion 
will be limited. It can be stated that this 
problem can be divided into the follow- 
ing four categories: 

1) Protection against equipment fail- 
ure or malfunction; 

2) Protection against inadvertent ac- 
tion initiated either by natural or 
manmade causes; 

3) Protection against defecting au- 
thorized personnel; and 

4) Protection against the activities of 
unauthorized personnel such as 
covert agents 

The first item is the most tractable to 
deal with. Studies can be made of final 
equipment designs to determine the im- 
pact of single and multicomponent fail- 
ures. Computers may also be gainfully 

employed, particularly to assess the per- 
formance of digital systems. The cor- 
rective means used to strengthen the 
weak spots in a system are 1) long and 
redundant code formats; 2) special 
equipment designs (e.g. interlocks, use 
of ultrareliable components, redun- 
dancy, electromechanical logic as well 
as solid state) ; and 3) completely sep- 
arate overlay systems which parallel 
the normal command system and which 
must be operated to enable the com- 
mand system to complete its mission. 

The second item is similar to the first 
in that it can also be classified as unin- 
tentional. High levels of noise in the 
command transmission system typically 
represent the problems encountered 
here. Poor signal -to- noise performance 
in a system causes errors in signal trans- 
mission and may either cause one mes- 
sage to be translated into another or 
cause a valid message to be developed 
from a random source. Another class 
of problems included in this item is 
represented by unintentional actions of 
maintenance personnel - dropping of 
screwdrivers, failure to follow specified 
procedures in the handling of secure 
coding equipment, etc. In general these 
problems are solved by steps described 
above for equipment failures. 

It is extremely difficult to protect 
against defecting and knowledgeable 
individuals. There are basically only 
two ways to control a defector: 1) to 
establish operational procedures and de- 
signs that require joint action by more 
than one person to effect launch and 2) 
to provide facilities which monitor an 
individual's actions and permit correc- 
tive countermand action to be taken 
prior to any catastrophic development. 

The problem of sabotage by covert 
activities which will prevent a system 
from performing its mission is not new. 
It is always a military problem. The 
situation which is new and which must 
receive attention in ICBM systems is the 
possibility of a covert agent willfully 
launching the missile. The methods 
which are employed to protect against 
such an occurrence are those already 
mentioned. The optimum solution to 
the problem of unauthorized and inad- 
vertent launch is a compromise between 
procedures and equipment and systems 
design. 

Cost Effectiveness 

The ultimate objective of an ICBM 

weapon system is to destroy enemy tar- 
gets. From a military point of view, 
therefore, the justification for imple- 
menting any function within a weapons 
system should be based on a final "yard- 
stick" of least dollars per enemy target 

destroyed. This measure of value ne- 
glects the political, security and safety 
aspects which must be measured against 
other criteria. Quite obviously, if se- 
curity and safety provisions are to be 
emphasized, additional costs are involved 
and very likely operational flexibility 
and reaction time will be degraded. 

The measures of effectiveness for a 
ccs must be evolved from those estab- 
lished for the overall weapons system. 
Measures of effectiveness must be estab- 
lished for all the major requirements of 
the ccs and in addition the relationships 
between these yardsticks. It is quite 
obvious that the optimizing problem is 
very complex, when many factors are 
involved. Nevertheless, it is the role of 
systems engineering to develop the op- 
timum configuration that will maximize 
the aggregate of all relevant values at 
minimum cost. 

CONCLUSION 

ICBM systems have been in develop- 
ment and operation for several years. 
Each new system contains improvements 
and more sophistication. Until recently, 
primary emphasis has been placed on 
the nuclear warhead and its vehicle. 
With increased automaticity in missile 
launch and operational capabilities and 
with increased dispersal of launch sites, 
the importance of the role played by the 
command -and -control system in the over- 
all weapons system has increased. For 
modern ICBM's the command- and -con- 
trol system is as significant in influenc- 
ing overall effectiveness as any other key 
portion of the weapons system. 
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DESIGN OF A DATA 

COMMUNICATIONS 

COMPUTER SYSTEM 
W. A. LEVY and A. E. DI MOND 

Electronic Data Processing* 
Camden, N.I. 

xE integration of a computer with a I communications system presents an 
interesting combination of problems to 

the system designer. Along with the nor- 
mal difficulties of solving a major prob- 
lem by use of a computer, there is an 
additional level of complexity because 
the system must operate in real time. 
The computer does not receive work in 
convenient batches but must respond to 
whatever the outside world has to offer. 
The system must be able to escape from 
error situations or momentary overloads 
without losing data or halting. Generally 
speaking, the system must be capable of 
responding quickly to the widest pos- 
sible range of circumstances -wide both 
in kind and in frequency of occurrence. 

RCA Electronic Data Processing has 
recently completed the engineering and 
manufacture of a computer- communica- 
tions system of this sort. This particular 
system was developed to meet RCA corn- 
munication traffic specifications and was 
purchased and installed by RCA Com- 
munications, Inc., in New York City. It 
was designed to switch telegraph mes- 
sages through the RCA Communications 
Central Telegraph Office, and is cur- 
rently being cutover to live traffic. This 
paper will describe the design tech- 
niques utilized in developing this system. 
Specific information about the applica- 
tion is offered only insofar as is thought 
necessary to illustrate technique. (An 
earlier paper" described this system 
from the applications viewpoint.) 

BACKGROUND OF THE APPLICATION2 

RCA Communications, Inc., operates a 
commercial telegraphic service which 
functions principally as a gateway for 
message traffic between the United 
States and the other nations of the 
world. An important portion of the RCA 

The authors participated in this work and wrote 
the initial draft of this paper while with EDP; 
since mid -1963, they have been with the DEP 
Communications Systems Division. 
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A data communications computer system must respond to whatever load the 
outside world has to offer and, therefore, has to handle difficult peak period 
conditions with random inputs. Some data -communications systems solve this 
problem through use of equipment which is auxiliary to the central processor.' 
The virtue of this arrangement is that the computer program is substantially 
relieved of the burden of processing random inputs. The system described in 

this paper treats the problem differently. There is a simple and direct link 
between 100 full -duplex telegraph lines and the central processor memory. 
There is no auxiliary buffering, so the program is designed to respond quickly 
to substantially unpredictable load impacts. To achieve the desired flexibility, 
the program is equipped with a control system which is adaptive to short -term 
variations in the traffic load. The system is thus characterized by its emphasis 
on software coupled with a relatively simple equipment configuration for a 

large -scale data communications application. 
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Fig. 1- System block diagram. Sw = computer awitchover control. 

Communications operation is the public 
message service wherein RCA Commun- 
ications accepts a written message from 
a subscriber and transmits it to an asso- 
ciated common carrier overseas who for- 
wards the message to its final destina- 
tion. (The reverse path is, of course, 
equally likely in this service. This type 
of service is quite distinct from the 
RCA Communications TELEX service, 
wherein RCA Communications fur- 
nishes two subscribers a direct interna- 
tional circuit connection and the cus- 
tomer is responsible for the preparation 
and transmission of the particular mes- 
sages which may be exchanged over the 
connection.) 

In the United States, one may enter 
a message for overseas transmission 
through RCA's public message service 
at branch offices in New York and other 
major cities, by a telephone call, via 
private tie -lines to the RCA Office, or by 
filing at an office of another common 
carrier who will use the RCA facility to 
get the message overseas. RCA's link- 
ages with the various foreign telegraph 
administrations consist of radio -tele- 
graph or cable circuits which originate 

SUPERVISORY 
CONSOLE 

in the RCA Plant in New York City and 
usually terminate (after connection via 
leased line and radio transmitter or 
cable) in a major foreign city where 
there will be a connection into the for- 
eign telegraph system. 

All public message traffic passes 
through RCA's Central Telegraph Office 
(CTO) where three basic functions are 
performed: 

1) The messages are switched from 
the U.S. to the overseas circuits 
(or vice versa) ; 

2) The messages are logged (and 
the logs checked) to guard against 
losses; 

3) Accounting information is col- 
lected about each message to im- 
plement customer billing. 

In addition to these basic functions, the 
CTO performs a variety of services for 
customers such as retrieving copies of 
messages, exchanging service messages 
with overseas administrations to verify 
messages which appear to contain errors, 
and maintaining a technical and opera- 
tional liaison with the overseas adminis- 
trations and telegraph operating agen- 
cies. 
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ALFRED E. DI MOND graduated from Indiana Uni- 
versity 1948 with a BS in Business Administration. 
His programming experience dates back to 1954 

and he has programmed for equipment with cath- 
ode ray tube memory, acoustical delay line mem- 
ory, drum memory and core memory. He joined 
RCA -EDP in 1961. His assignments have been 
AUTODIN and RCA Communications, in the area 
of systems analysis and integration of program 
functions. On the RCA Communications project 
he was acting leader of programming and was 

responsible for the final systems analysis, program- 
ming and checkout of the program system. In mid - 
1963 he transferred to the DEP Communications 
Systems Division. 
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Fig. 2- Interlocked program cycle. 
Timing of cycles: 

Frequency, Elapsed Time, Basis for 
Cycle msec msec Initiation 

Input 465 30 Machine 
Buffer Interrupt 
Cycle 
Output 232 8 Machine 
Buffer Interrupt 
Cycle 
Traffic variable variable Completion of 
Processing last traffic 
Cycle processing cycle. 

Prior to the introduction of the system 
being described in this article, the RCA 
Communications CTO had been essen- 
tially a manual operation. Procedures 
had been developed over the years in 
accordance with the day -to -day needs of 
the business. 

The actual mechanism for switching 
messages from one circuit to another 
was a highly refined manual "torn- tape" 
center. Messages would enter this center 
and be punched out on paper tape at 
receiving positions, with the text of the 
message typed along the edge of the 
tape. Operators would read the front 
portion of each message as it entered 
the system, tear off the tape when the 
message was finished, and carry the tape 
to the appropriate transmitting position. 
At the transmitting position the oper- 
ator would either place the message tape 
directly into the tape reader, or if the 
circuit was busy, insert the message 
tape into a holding clip, to await its turn 
for transmission. While certain opera- 
tors serviced the incoming traffic as 
described above, others would monitor 
the transmitting positions, moving new 

WALTER A. LEVY received his BSEE in 1952 and his 

MSEE in 1953 from New York University. He joined 
RCA -EDP in 1959 and was Project Engineer for 
evaluation of the AUTODIN System. He was re- 

sponsible for system engineering of the RCA Com- 
munications, Inc. Switching Center. He has con- 
ducted studies in real -time computer system design 
and is active in the field of data -communications. 
In mid -1963 he transferred to the DEP Communica- 
tions Systems Division, and has recently been 

engaged in the AADS -70 Study program. He 

represents RCA on Task Group 5 of the ASA X3.3 

Sub- Committee on Data Communications. He is 

a member of Eta Kappa Nu and the ACM. 

Co- authors W. levy (left) and A. E. DiMond 

messages from the holding clips to the 
paper tape reader in accordance with 
the age and precedence of the messages 
in the backlog. 

Messages entering the system were 
identified by a prefix and sequence num- 
ber corresponding to the inbound cir- 
cuit. Messages leaving the system were 
given a prefix and sequence number 
corresponding to the outbound circuit. 
Checklists were maintained by which 
the input and output numbers could be 
correlated, and operators performed 
this task periodically as a means of in- 
suring against the loss of a message on 
its way through the center. 

Accounting information was collected 
from page printed copies of the mes- 
sages by clerks and transcribed to 
punched cards. Accounting and billing 
information was developed by conven- 
tional tabulating- machine methods and, 
more recently, by processing on an RCA 
501 system. 

The computer system described here 
is replacing this manually operated 
torn -tape switching center. This transi- 
tion is quite extreme, bypassing com- 
pletely several intermediate levels of 
automation in the form of semi -auto- 
matic or fully automatic, relay- transistor, 
logic- actuated, teleprinter switching sys- 
tems. 

The stored program computer ap- 
proach was chosen since any of these 
intermediate measures would not have 
been able to provide the type of perform- 
ance which RCA Communications re- 
quired. Much more is involved than the 
simple switching of messages from one 
teleprinter circuit to another. The mes- 
sage formats are quite complex, growing 
out of years of international experience, 
and do not permit routing code detec- 
tion by simple relay logic. The computer 
can provide a variety of data -processing 
services such as message retrieval, ex- 
traction of accounting information, mul- 
tiple- precedence level message process- 
ing and editing of message content -all 
of which are essential to the RCA Corn - 
munications operation and beyond the 

capability of any less powerful type of 
system. The computer system also pro- 
vides a substantial amount of reserve 
capacity for future expansion of traffic 
and services. 

SYSTEM FUNCTIONAL CAPABILITY 

The computer system provides a variety 
of functions. Chief of these is, of course, 
the basic function of switching messages 
from one circuit to another. The actual 
rules which govern message switching 
are sufficiently complex to be classified 
as a set of system functions, and there 
are in addition many other functions 
which the system performs to support 
the basic flow of traffic. The following 
enumeration gives an indication of the 
system's functional capability.23 

1) The system receives messages simul- 
taneously and independently on 100 

TABLE I- Characteristics of the RCA 
Communications Data Processor 

The RCA CDP is a multi -programmable real -time 
computer developed for AUTO -DIN. It is a modular 
systeus consisting of a basic processor, 1 to 4 banks 
of memory and 1 to 18 transfer channels through 
which a full range of standard EDP peripheral 
devices and communications channels may be con- 
trolled. 
Memory Parameters: 

Each hank of high -speed memory consists of 
8,198 words, each of 58 bits with a read -write cycle 
of 1.5 µsec. 

A memory word consists of 2 half- words, each 
containing 24 data hits, 3 tag hits, 1 parity bit. 

The memory is addressable by word, half -word, 
3, 4, 8, 8 bit character. 
Instructions: 

Instructions are variable in length and may have 
0, 1, 2, or 3 addresses. 

There are 97 standard instructions providing 
word, half -word, and character operations, binary 
and decimal arithmetic. 

All instructions are sub- routines of Elementary 
Operations (EO's). New instructions may be de- 
veloped for any particular application without in- 
volving hardware changes. 
Address Control: 

Multi -level indirect addressing plus incrementing 
or non -incrementing address modification is indi- 
vidually applicable to any or all addresses of each 
instruction. Addresses may be assumed from previ- 
ous instructions. 
Interrupt System. and Real -Time Features: 

Simultaneous operation of several transfer chan- 
nels. Automatic back- logging of instructions for 
busy peripheral devices. 

Termination of peripheral device instruction 
causes program interrupt at which time program 
change may be macle. 

Program interrupts may be caused by errors, ex- 
ternal signals, millisecond clock, or program opera- 
tions. 
Two levels of interrupt: 1) Servicing Peripheral 
Devices: by short service mutines which interlace 
but do not disrupt main program. 2) Program in- 
terrupts and switch -over which require exchange 
of contents of all machine registers. 
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Fig. 3- Interlacing of program cycles. TPC 

traffic processing cycle, IBC = input buffer 
cycle, OBC - output buffer cycle. 

telegraph channels, stores them, and 
then releases them simultaneously and 
independently on 100 telegraph chan- 
nels. Messages are received whenever 
offered, and delivered without delay, 
whenever the output channels will ac- 
cept them. 

2) Traffic is routed to selected output 
channels on the basis of information 
whose exact position within the mes- 
sage is quite variable. The system rec- 
ognizes a number of different formats, 
some of which have several items which 
might be the source of routing infor- 
mation. The routing information, once 
extracted from the message, must be 
compared against an index with over 
10,000 entries in order to select the 
proper output channel. Auxiliary rout- 
ing information may be obtained from 
this index and inserted in the message. 

3) Messages are separated into three 
priority classes and delivered to each 
output channel first -in- first -out by pri- 
ority. 

4) Messages are protected against loss in 
the center and between the RCA Com- 
munications Center and other tele- 
graph systems by sequence number 
checks. The system will alert a super- 
visor if a message sequence number 
check should fail. Messages are also 
recorded on magnetic tape for protec- 
tion and retrieval. 

5) Considerable supervisory control is 
permitted by the system without inter- 
ruption to traffic. Inquiries will be an- 
swered concerning messages which 
may be stored in the system, or which 
have been transmitted. Messages may 
be retrieved almost immediately if they 
are still in active storage, or with little 
difficulty if they are available only on 
magnetic tape. Backlogs can be moni- 
tored, the distribution of channels can 
be changed in accordance with traffic 
requirements, and channels can be 
opened and closed -all without dis- 
turbing normal traffic through the sys- 
tern. 

6) Accounting information is automati- 
cally extracted from each message and 
transcribed into a form suitable for 
billing operations performed on the 
RCA 501 facility. 

EQUIPMENT CONFIGURATION 

The heart of the system is a large - 
scale general purpose computer, the 
RCA Communications Data Processor 
(CDP). This machine and some of its 
peripheral equipment was developed for 
the AuTo -DIN program,° recently corn- 

pleted by RCA. Table I contains a 
detailed list of the machine's principal 
characteristics. 

Fig. 1 is a block diagram of the sys- 
tern. Information flows between the com- 
puter and the RCA Communications 
Plant serial -by -bit on 100 duplex tele- 
graph lines. These lines terminate at a 
relay rack which is connected to the 
computer through 200 serial /parallel 
telegraph line buffers* (100 for each 
direction ) . Data is exchanged directly 
between the computer's main high -speed 
memory and the telegraph line buffers 
under the control of an electronic scan- 
ner. The data path between the com- 
puter's memory and the buffers provides 
code conversion between the 5 -level 
baudot line code and a 6 -level nonam- 
biguous internal machine code, but 
otherwise lacks special features. 

( *The term buffer is very badly overworked in the 
jargon of computer systems. Generally, a buffer 
is any type of device, or portion thereof, which 
holds information for some specified period of 
time. In this article it will be used to refer to 
transistor registers, tape stations, drums, various 
portions of high peed memories -each time in 
combination with some hopefully less ambiguous 
adjective.) 

The computer system utilizes four 
large- capacity- fast -random access drums 
for storage of messages in transit and 
tables of routing information. Each of 
these drums has a capacity of 436,000 
characters (6 bits each) and an average 
access time of 33 msec. Data on the 
drums is generally organized in 112 - 
character blocks. This drum is fur- 
nished with a particularly powerful 
scatter -read -gather -write feature which 
permits reading or writing up to 120 
randomly located 112 -character blocks 
within the time of a single drum revo- 
lution, 67 msec. This feature yields an 
effective access time per block of 67 
120 = 0.56 msec under maximum load. 
This very high random -access rate capa- 
bility is essential for data communica- 
tions applications unless the traffic load 
is extremely light. RCA 581 tape sta- 

LINE 
BUFFERS 

-wO 

INPUCYCL T BUFFE, 

[ions are used to accumulate copies of 
all messages passing through the system 
and to perform a variety of system sup- 
port functions. The tape stations are 
used as a source of information for mes- 
sage retrieval as a customer service, for 
preparation of accounting information 
utilized by the RCA 501, and for recov- 
ery of traffic in case of a system failure. 

Printing equipment is provided to 
furnish the system supervisory person- 
nel with information relative to the 
status of the computer system and to 
answer inquiries about traffic. A 600 - 
line /min printer and two 10 character/ 
sec monitor printers handle this task. 
Typical information printed out includes 
tape- station swap instructions (automati- 
cally), traffic backlogs by channel (by 
request) or copies of messages stored in 
the system (by request). 

General supervision of the system is 
accomplished by means of a special 
console known as the traffic- facilities- 
control position. This console contains 
automatic supervisory capability as well 
as indicators and a command insertion 
panel for use by the supervisory per- 
sonnel. Through use of the command 
insertion panel and a paper tape reader, 
the status of the system can be modified 
without interfering with the flow of 
traffic. 

In order to provide the system with 
24 -hour operation, the computer is du- 
plexed. All of the peripheral devices are 
switchable between the two computers. 
The input telegraph line buffers feed 
both computers simultaneously while 
the output buffers are switchable be- 
tween them. The supervisory console 
automatically monitors the computer 
which is processing the traffic by means 
of a fail -safe elapsed -time alarm. If this 
alarm should be set, the supervisory 
logic will cause the second computer to 
take over traffic processing with a few 
milliseconds, which is fast enough to 
prevent any loss of traffic. 

Fig. 4- Traffic flow through the system. 
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ORGANIZATION INTO PROCESSING 
CYCLES 

The program is organized into several 
cycles (Fig. 2). The cycles operate in- 
dependently of each other, yet are inter- 
dependent, the failure of any cycle to be 
completed causing a loss of traffic proc- 
essing capability. 

1) The input buffer cycle is the link be- 
tween the input scanner and the high- 
speed memory, and thereby is the link 
between the incoming traffic and the 
traffic processing program. This cycle 
is fixed in length of execution and the 
cycle occurs at fixed intervals of time. 
The elapsed execution time is 30 msec 
and this will occur every 465 msec. 
This cycle is automatically entered as a 
result of a signal from the computer 
logic indicating that a primary high- 
speed- memory buffer has been filled 
with incoming data. The signal will 
lead to interruption of whatever pro- 
gram was in execution at the time, 
followed by a jump to the input buffer 
cycle. 

2) The output buffer cycle is the link be- 
tween the traffic processing cycle and 
the output scanner. It will supply out- 
going data to the scanner, if the scan- 
ner is capable of receiving data, and if 
data is available for transmission. It is 
entered automatically as a result of a 
signal generated by the computer logic. 
This signal occurs at a rate set fast 
enough to assure that the output chan- 
nels will be kept efficiently loaded. The 
output buffer cycle occurs every 232 
msec and takes approximately 8 msec 
to execute. 

3) The traffic processing cycle is the major 
production program element. It has 
several functions, namely: 

a) It is the link between the input buffer 
cycle and the output buffer cycle. 

b) It is the cycle which examines and 
processes the traffic, validates the mes- 
sages, routes the messages, extracts in- 
formation required for ledgering, etc. 

c) It is the link between the high -speed 
memory and the system peripheral de- 
vices. This cycle is variable in length 

Fig. 6- Holding buffer requirements, estimated 
by use of poisson queue relations. (1) This is 

E(n), 1/2 the square root of the variance of the 
number of elements in the queue. It is reason- 
able to expect occasions when there will be 
E(n) -}- V(n) 1/2 elements in the queue. 
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Fig. 5b- Short -cycle sequence of traffic processing program 
due to input data surge. 

of execution and is in action whenever 
no other cycle is active. The variability 
is based upon traffic load, peripheral 
device requirements, and external 
stimuli. 

It is essential for good system design 
that the traffic processing cycle be al- 
lowed to vary with load and this is 
achieved by isolating this cycle from ac- 
tual momentary traffic demands through 
use of the input and output buffer cycles. 
The interlacing of the three program 
cycles is illustrated in Fig. 3. 

TRAFFIC FLOW THROUGH THE SYSTEM 

Fig. 4 illustrates traffic flow. The traffic 
enters the system with the scan of the 
telegraph line buffers. The scanner sam- 
ples each of the telegraph line buffers 
and delivers the data, if present, to the 
primary buffers in the high -speed mem- 
ory of the CDP. From there, the data is 
moved by the input buffer program into 
one of the holding buffers for use by the 
traffic processing program. This scan is 
repeated continuously and delivers a 
primary high- speed- memory buffer area 
to the input buffer program every 465 
msec. It is well to point out that, al- 
though some circuits in the system may 
have channel coordination procedures, 
these procedures terminate prior to the 
line buffers and are not available to the 
traffic computer program. This places 
the program in a real -time environment 
with a requirement to accept data from 
the scanner every 465 msec. To accom- 
modate this requirement and not impair 
the system, three holding buffers are 
provided to back up the primary buffer. 
Should the holding buffers be full, a 
portion of a drum is reserved as a sec- 
ondary holding buffer area. 

The traffic processing cycle is initi- 
ated by transferring data from the hold- 
ing buffer area to a work area referred 
to as a line slot. One such area is as- 
signed to each of the 100 input lines. 
The message is reconstructed in this 
area. As the message is being recon- 
structed in the line -slot area, validity 
checks are performed, routing is deter- 
mined, and priority is determined. 
When the line slot area for a message 
is filled (up to 104 characters) or if the 
end of message is reached, the message 
segment is written to the intermediate 
storage drum. When the end of the mes- 
sage is reached, the message is linked 
into the proper output queue by priority. 
As each message segment is written 
onto the intermediate drum, the seg- 
ment is also copied onto the recovery 
tape to provide a back -up copy of the 

message which will be recoverable in 
case of a system failure. 

When the start -of- message segment is 
detected, a determination is made as to 
whether overflow conditions exist or are 
imminent. If the intermediate drum or 
output queue table is reaching satura- 
tion, the message segment, and all con- 
tinuing segments, will be written to the 
overflow tape. Messages written to this 
tape are re- entered later when the traffic 
load is low. 

After a message is linked to its proper 
output channel queue it is available for 
transmission. Transmission is accom- 
plished on a first -in, first -out basis within 
priority class. As each data block from 
the intermediate drum is placed into a 
work area (called the output line slot 
area), the output buffer cycle control is 
set so that line -slot areas containing 
data will be examined for output by the 
output buffer cycle and data delivered 
to the output distribution buffer area, 
thence to the scanner and on to the tele- 
graph line buffers. After each message 
segment is transmitted, a copy of the 
segment is written to the journal tape to 
provide a record of each transmission. 
At the end of each message, a ledger rec- 
ord is written to the number list tape 
to provide a correlated record of each 
message received and transmitted. 

In addition to handling the normal 
flow of traffic through the system, the 
traffic processing cycle executes various 
commands called for by the supervisor. 
These commands may require the pro- 
gram to produce status reports or to 
change certain internal tables, thus mod- 
ifying future program behavior. An im- 
portant function in this category is the 
rerunning of recently transmitted mes- 
sages (or the production of printed 
copies of messages stored in the sys- 
tem) . To accommodate these demands a 
re -run or short -term queue is provided, 
messages eligible for retention in this 
queue being transferred to this control 
after completion of initial transmission. 
This queue is cyclic in its use, and a 
fixed number of messages are contained 
in the area at all times. When the queue 
space allocated to a message is pre- 
empted by another message, the drum 
store associated with the pre -empted 
message is released for re -use in the 
system. 

ORGANIZATION OF THE TRAFFIC 
PROCESSING PROGRAM 

In a preceding part of the paper, refer- 
ence was made to the variable cycle of 
this program. A detailed description of 
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ing scheduling of drum execution events simul- 
taneously with computing. 

this cycle will point up the need for this 
variability and the benefits derived from 
the completely variable cycle length. 
The traffic processing program is made 
up of five program segments: 1) control, 
2) input, 3) output, 4) supervisory 
command and 5) duplexing. 

Control Program 

This program segment is, as the name 
implies, the portion that is cognizant of 
the entire cycle and causes the other pro- 
gram segments to be entered in se- 
quence, providing all the criteria for 
entrance are satisfied. In addition, the 
control program is charged with the 
movement of all data between buffer 
areas, work areas and the various peri- 
pheral devices. With the movement of 
data come the various and multiple levels 
of interrupts which enable the RCA Com- 
munications ETS System to function as 
a real -time computer application. From 
the interrupts and the knowledge of the 
availability of the various buffer and 
work areas, the control program is able 
to determine the criteria for entrance 
into other program segments and there- 
by control the cycle length. These cri- 
teria, when analyzed, constitute the 
feedback information which lead to 
variability in cycle length. The details 
of the feedback control will be discussed 
after development of the normal organ- 
ization of the program cycle. 

Input Program 

The input program performs all mes- 
sage recognition, validation and routing, 
and it provides the recognition of the 
overflow criteria. The input program 
recognizes and processes three basic 
types of traffic message formats as well 
as various formats associated with serv- 
ice type messages. The program pro- 
vides the linking of completely received 
messages by outbound destination - 
such linking being done in a manner 
consistent with the system requirement 
of out -transmission first -in, first -out by 
priority class. As the inbound messages 

are being reconstructed in the input line 
slot area, the input program scans each 
of the 100 channels to process the data 
as it is present. The program is con- 
structed so as not to be data sensitive, 
but rather to be able to receive data 
at any rate from 45.5 baud to 150 baud. 

Output Program 

The output program has the prime re- 
sponsibility of keeping all circuits, for 
which traffic is in the system, busy to 
the maximum extent possible. Each traf- 
fic message transmitted is numbered for 
record purposes and subject to the vari- 
ous ledgering and recording require- 
ments of the system. The output pro- 
gram scans each of the 100 output chan- 
nels to determine if servicing is required 
and determines the requirement to be 
satisfied, i.e., to select the next message 
to be transmitted, to send the appro- 
priate start -of- message header, to send 
end -of- message sequence, to edit and 
schedule writing of the ledgering infor- 
mation. Due to the possibility of input 
data surges the output program is not 
guaranteed to be entered every program 
cycle; but if the output program is 
entered, all channels are serviced. (This 
program, as any other program segment 
other than the control program, is sub- 
ject to interrupt by the termination of a 
peripheral device, the input buffer cycle, 
or the output buffer cycle. After any 
interrupt, the control program performs 
whatever processing is required and then 
returns control to the interrupted pro- 
gram.) 

Supervisory Command Program 

This is the program which interprets 
the supervisory commands and produces 
the desired end result. These commands 
range from production of traffic statis- 
tics to changes in the hardware assign- 
ments in the system. This program is 
entered if time remains in the basic 
traffic cycle or if the program is waiting 
for any of certain criteria to be satisfied 
for entrance to a given program seg- 
ment. The ultimate accomplishment of 
a given supervisory command may re- 
quire several traffic processing cycles. 
This program is the prime initiator of 
commands to the printing devices (the 
high-speed printer, the slow -speed mon- 
itor printers) . These devices are utilized 
to acknowledge commands, report on 
status of messages, indicate supervisory 
controlled hardware changes, etc.) 

Duplexing Program 

As mentioned previously, the system has 
two main computers duplexed. Should a 
failure occur in the on -line computer 
when two are available, the alternate 
computer will be in a position to take 

over traffic processing without the loss 
of traffic. This is accomplished by pro- 
viding dual input from the input buffer 
to both the on -line and the stand -by 
computers. With both computers receiv- 
ing the same basic raw data from the 
telegraph line buffers the only further 
requirement is to provide a means for 
the stand -by computer to make the 
transition from raw data to that which 
has been accumulated in the intermedi- 
ate store by the on -line computer. This 
is accomplished by allowing the on -line 
computer to process the raw data into 
message segments, and to periodically 
update the standby computer so that it 
is cognizant of the processing to the 
point of updating. 

At the beginning of every major pro- 
gram cycle, the standby computer is up- 
dated by means of a computer-to-com - 
puter transfer of all dynamic tables. The 
standby computer accumulates the raw 
data between update transfers and is 
able to process this raw data when re- 
quired, as though no failure has oc- 
curred. Should the standby computer be 
directed to go on -line, it begins to proc- 
ess data as of the last transfer of up- 
dated dynamic tables. This will usually 
involve duplicating work done by the 
previously on -line computer, but the 
standby computer will catch up quickly 
and, in taking over the load, it assures 
against loss of inbound data and min- 
imizes duplicate transmission from the 
system. 

Normal Execution of the Traffic 
Processing Cycle 

From the previous description it can be 
seen that the traffic processing cycle 
will normally perform all program func- 
tions in the sequence listed below: 

1. Transfer of duplexing information 
to the standby computer 

2. Input processing 
3. Output processing 
4. Supervisory command processing 

The control program is always utilized, 
interlaced throughout the entire traffic 
processing cycle. 

Adaptive Control of the Traffic 
Processing Cycle 

The normal sequence of events in the 
traffic processing cycle is not uncon- 
ditionally followed. Fig. 5 shows the 
normal and modified flow of the traffic - 
processing cycle. Characteristics of this 
variable processing will now be dis- 
cussed. 

The control program monitors the 
status of the system at several points 
and adjusts the mode of operation to 
best accommodate the current load. 
Principle decisions which are made in 
this manner follow: 
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1) Duplex Transfer Control. At the 
start of the traffic processing cycle the 
control program checks to see if the 
alternate computer is in the standby 
mode. If so, the duplex transfer program 
is entered to update the standby com- 
puter; if not, this element of the work 
is bypassed. 

This is not a trivial decision, for sev- 
eral reasons. Firstly, the alternate corn - 
puter may very likely not be in the 
standby mode as it could be perform- 
ing off -line functions or it could be down 
for maintenance. Secondly, the transfer 
of updating information between corn - 
puters takes a significant amount of time 
and the system should not go through 
this exercise needlessly. 

2) Entrance to Input Program (Nor- 
mal). At the normal entrance to the in- 
put program, the control program first 
checks to see if there is data available 
for the input program and if all periph- 
eral devices required have terminated 
previous instructions and may be uti- 
lized. If either of these conditions is not 
met, the control program will determine 
if there is a lower priority program 
which could be executed in the mean- 
while. Should this be so, as for example 
a supervisory command which has not 
been executed, then the control pro- 
gram will cause an appropriate transfer 
to occur. Any interrupt (usually caused 
by a peripheral device instruction ter- 
minating) will cause the system to re- 
turn to the control program where a 
new attempt will be made to enter the 
input program. 

3) Exit from Input Program. Each 
time the input program is completed 
(which means basically processing the 
data received from one holding buffer) , 

the input backlog is examined. Should 
there be input data accumulated in more 
than two of the 13 holding buffers (three 
in high -speed memory, ten on the 
drum ) , control will be returned directly 
to the entrance to the input program, 
which will repeat its cycle. This short 
cycle will continue until the input back- 
log is eliminated. 

This technique provides instant re- 
sponse to input data surges. The system 
adapts itself to the changing character 
of the load. Granting the input function 
top priority assures against loss of in- 
coming data at the expense of slowing 
the output and deferring execution of 
supervisory commands. In this particu- 
lar application, such a decision is correct 
as message integrity is the primary 
standard. In another type of application, 
such as process control, a different 
standard would probably apply. When 
the input program is completed, and 
there is no backlog of data remaining, 

control is transferred to the output pro- 
gram. 

4 ) Entrance to Supervisory Command 
Program. As previously mentioned, the 
traffic processing cycle normally in- 
cludes duplex transfer, input, output, 
and supervisory command programs. 
Under normal conditions this sequence 
of programs should approximately syn- 
chronize with the input buffer cycle 
which occurs every 465 msc. 

The supervisory command programs 
are classified as lowest priority com- 
pared with the input and output pro- 
grams. Since these commands are in- 
troduced by a human operator, it is un- 
important whether or not the command 
is executed instantly or takes several 
program cycles. The control program, 
therefore, allocates time to supervisory 
command program execution in a man- 
ner consistent with relative priorities. 

A timer is used to assure entrance to 
the input program roughly every 465 
msec. Each time that the input program 
is entered, this timer is set to 400 msec 
(rough value). When the output pro- 
gram is completed, control is returned to 
the control program which determines 
whether to enter the supervisory com- 
mand program or to initiate a new traffic 
processing cycle. The supervisory com- 
mand program is entered only if the 
timer has not elapsed. Similarly, any 
time during execution of the super- 
visory control program, when there is 
an interruption due to a peripheral de- 
vice termination, the control program 
senses the elapsed time indicator to de- 
cide whether to return to the supervisory 
command program or to initiate a new 
traffic processing cycle. 

QUANTITATIVE ASPECTS OF 
PROGRAM DESIGN 

In order for a real -time computer pro- 
gram to handle its load, three major 
factors must be correctly treated: 

1) The computing time requirement 
per unit of load (messages) must 
be consistent with the expected 
traffic load. 

2) Peripheral device utilization must 
be efficiently scheduled. 

3) The logical sequence between com- 
puting routines and peripheral de- 
vice utilization must maximize si- 
multaneous operation of the 
system in order to maximize total 
efficiency (connectivity). 

The system which results from con- 
sideration of these three factors may be 
properly classified as a queueing process 
whose service time is a function of all 
the possible program sequence combina- 
tions which may result in the course of 
processing traffic. While the situation is 
far too complex to permit one to actually 

write expressions for the service time as 
a function of traffic, it is possible to 
discuss this area qualitatively with some 
benefit. 

Suppose we consider, mathematically, 
a very simple classical queueing prob- 
lem' and intuitively extend the princi- 
ples found therein to the more complex 
case in question. Let the process be a 
single- server queue with Poisson (ran- 
dom) arrivals at an average message 
rate per unit time of X and with an 
exponentially distributed time, with an 
average processing rate of A messages 
per unit time. If n represents the number 
of messages queued up for the process 
(including a message which might be 
in process), then the following expres- 
sions hold, provided (X / 

/lµ(() 

< 1: 

\ 
p(n) _ 

1 - \ ) 

(1) 

E(n) (2) 

VAR(n) - -F 
µ - µ -A 

Where: X/µ = ratio of input to output 
load, or the duty cycle of the process; 
p(n) = probability of there being n ele- 
ments in the queue at any given instant 
of time; E(n) = expected value of n; 
and VAR (n) = variance of n. For (X /i ) 

>_ 1, the system is unstable. 
While it is intuitively obvious without 

recourse to formal reasoning that any 
system must possess an average process- 
ing rate capability greater than the 
average message arrival rate, it may not 
be intuitively clear that even a lightly 
loaded system can develop substantial 
queues. 

Suppose we assumed that these equa- 
tions were an adequate mathematical 
model of the holding buffer system shown 
in Fig. 4. We could then find the expec- 
tation and variance of the number of 
holding buffers in use as a function of 
the duty cycle of the system. Fig. 6 shows 
plots of these functions. From these plots 
it is clear that even at duty cycles below 
50% there will be frequent use of the 
holding buffers. 

Peripheral Device Utilization 
In the RCA Communications ETS Sys- 
tem extensive use is made of the drums. 
While a drum instruction may be exe- 
cuted simultaneously with computing, 
only one drum may be accessed at a time. 
Efficient scheduling of drum utilization 
was, therefore, given primary considera- 
tion in the system design. Table II lists 
the various program requirements for 
drum utilization and indicates average 
execution time per program cycle of 
nominally 465 msec. Fig. 7 is a time - 
domain diagram of a typical program 
cycle illustrating the overlap of comput- 

(3) 
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TABLE II -Drum Utilization Units During Typical Program Cycle 

Symbolic Average 
Name use per 

for Drum program 
Unit cycle 

Purpose 
rerage 

ime per 
program 

cycle, msec 

WI DS- 1 regular 
once 

WIDS -2 regular 
once 

RIDS -1 regular 
once 

RIDS -2 regular 
once 

RRD regular 
once 

BUFW small 
BUFR small 
RDVT small 
WDVT small 

write inbound line blocks to drum #1 

write inbound line block to drum #2 

read outbound line block from drum #1 

read outbound line block from drum #2 

read routing table segment from drum to memory 

75 

75 

75 

75 

40 

write input surge to buffer on drum 
read data from buffer drum hack into memory 
read drum vacancy table entries into memory (input) 
write released drum vacancy table entries onto drum 

Total Elapsed Drum Time = 340 msec /cycle average 

ing and drum instructions. Since the 
elapsed time requirement for drum in- 
structions can easily reach 340 msec per 
program cycle, connectivity considera- 
tions may cause the cycle to extend be- 
yond the nominal maximum of 465 msec. 

The load per program cycle was esti- 
mated from traffic predictions furnished 
by RCA Communications. Because of 
their extensive experience with inter- 
national telegraphic traffic it was pos- 
sible to obtain relatively good estimates 
of the daily message rate, peak hourly 
message rate, and average message 
length. Minimum and maximum message 
length were determined from procedural 
considerations. Since growth capacity 
was one of the system's objectives, a goal 
was established for a message processing 
rate substantially higher than specified. 

A design objective was established at 
7,200 messages per hour (peak -hour) 
with an average length of 400 characters 
(or four line -blocks) . This corresponds 
roughly to an average load of one mes- 
sage per program cycle. Since the input 
load on the system comes from one hun- 
dred essentially independent channels, 
and the output is delivered to one hun- 
dred essentially independent channels, a 

more precise statement of the average 
load per program cycle would be: 

1) One of each event which occurs on 
a per- message basis, both input 
and output -wise. 

2) Four incoming line -blocks written 
to the intermediate drums from 
four different channels and, like- 
wise, four line -blocks read from 
the drum for four different output 
channels. 

Since the loads are imposed by 100 inde- 
pendent channels, the binominal distri- 
bution applies as a means of estimating 
the possible variations in load that can 
occur in any given program cycle during 
the peak hour. Table III indicates the 
characteristics of the important loads on 
the drums under peak hour conditions. 
As can be seen from Table III, there 
may be many occasions during a peak 
hour when the instantaneous load per 
program cycle is such that the cycle can- 
not possibly be completed in 465 msec. 
At these times, the input buffer program 
absorbs the input data, holds it until the 
main program can catch up, and then 
feeds it back to the main program. 

While statistical analysis can be ap- 
plied to estimation of reasonable varia- 

TABLE Ill- Characteristics of Load on Major Drum Utilization Units 

Symbolic 
Name for 

Drum Unit 

Utilization 
by System 

(Work Units) 

Average Time to 
Load Execute, 

Per Cycle msec 

Maximum* 
likely load per 
program cycle 

Maximums* 
likely load per 

peak hour 

Work 
units 

Time, 
msec 

Work Time, 
units msec 

WIDS -1 1 to 10 line 2 
blocks per Line 

drum revolution Blocks 
WIDS -2 1 to 10 line 2 

blocks per Line 
drum revolution Blocks 

RIDS -1 1 to 10 line 2 
blocks per Line 

drum revolution Blocks 
RIDS -2 1 to 10 line 2 

blocks per Line 
drum revolution Blocks 

RRD one access 1 

per message Accesses 

75 6 
Line 

Blocks 
75 6 

Line 
Blocks 

75 6 
Line 

Blocks 
75 6 

Line 
Blocks 

40 4 
Accesses 

75 10 75 
Line 

Blocks 
75 10 75 

Line 
Blocks 

75 10 75 
Line 

Blocks 
75 10 75 

Line 
Blocks 

160 7 280 

Accesses 

Totals, msec 340 460 580 

s Max. no. of work units with P = 0.996, in a single program cycle. 
es Max. no. of work units with P = 0.94, over 7,200 consecutive program cycles. 
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tions in load, the system designer cannot 
ignore the possibility of worst -case hits. 
Unlikely as it may be, the situation may 
arise where all 100 input channels pre- 
sent demands for access to the routing 
drum and the intermediate drums during 
the same program cycle, etc. The pro- 
gram handles such situations by short - 
cycling until the load is absorbed. 

CONCLUSIONS 

A real -time computer program must be 
written with careful consideration of un- 
certainty. The program has to be de- 
signed with adaptive features and, gen- 
erally, should initially be able to operate 
at a relatively low duty cycle. Statistical 
methods are very important in providing 
insight into the quantitative aspects of 
system behavior, but features for treat- 
ment of worst -cases must still be pro- 
vided. 

Real -time system design is an art still 
in its infancy. There are, as yet, no 
simple analytical techniques to solve 
these problems. One must depend upon 
brute force analysis of the particulars of 
each application coupled with an essen- 
tially descriptive approach to system 
organization. Technique is best devel- 
oped out of experience and it is hoped 
that this paper, essentially a case study, 
will contribute to an improved under- 
standing of these problems. 

ACKNOWLEDGEMENTS 

Planning and Direction of tisis project 
for RCA Communications Inc. was under 
the direction of Eugene D. Becken, Vice 
President and Chief Engineer, Roy K. 
Andres, Manager, Automation and Ter- 
minal System Engineering, and Alex 
Avanessians, Leader, Automation and 
Terminal System Engineering. A major 
contribution to the design of the real - 
time control program was made by Ray- 
mond Hennessey, RCA Service Company. 

BIBLIOGRAPHY 
1. R. J. Segal and H. P. Guerber: "Four 

Advanced Computers -Key to Air Force 
Digital Data Communications System," 
Proc. 1961 EJCC. 

2. R. K. Andres: "A Computer Switching 
Center for International Telegraph Corn - 
munications," RCA ENGINEER, Vol. 8 No. 
6 April -May 1963. 

3. E. D. Becken and R. K. Andres: "An 
Automatic System for Handling Inter- 
national Telegrams," June 13, 1960; RCA 
Communications, Inc.; This document 
was used as a portion of the system func- 
tional specifications. 

4. Sasiehi, Yaspan, Friedman: Operations 
Research, Methods and Problems, Chap- 
ter 6, John Wiley and Sons, Inc. 1959. 

5. W. Feller: An Introduction to Probabil- 
ity Theory and Its Applications, Chapter 
11, 17, John Wiley and Sons, Inc. 1957. 

6. T. L. Genetta, J. F. Page, J. L. Owings: 
"AutoData RCA's Automatic Message 
Switching System," RCA ENGINEER, Vol- 
urne 5, Number 5, February- March, 1960. 

www.americanradiohistory.com

www.americanradiohistory.com


THE 
DYNAMICAL 
DESIGN OF 

THE RELAY 
SATELLITE 
C. C. OSGOOD, Mgr. 

Thermal and 
Materials Engineering 

Astro- Electronics Division 
DEP, Princeton, New Jersey 

The RELAY program is a 

NASA -sponsored experiment 
to gather data for use in the 

design of operational, low - 

altitude communications sat- 

ellites for TV, telephony, and 

telegraphy. This paper dis- 

cusses the dynamical design 
considerations occasioned by 
the presence of sensitive 
components and their posi- 
tioning, the various static and 
vibratory loads, the limita- 
tions on total weight, etc. 

Fig. 1- Satellite within fairing (to 
show relationship of satellite and 
fairing dimensions). 

rTIHE analysis of the RELAY mission I took the usual form of the reduction 
of the general requirements to pay- 
load equipment capabilities. These re- 
quirements for the equipment were in 
the nature of such parameters as antenna 
gain, transmitter power, etc. These gen- 
eralities were further reduced to speci- 
fications; and such accessory informa- 
tion as size, weight, special orientations, 
and temperature limits were added. 

The astronautical requirements were 
expressed in terms of the time and spa- 
tial relationship of the payload with 
respect to the Earth and Sun. Designing 
for these requirements then led to defi- 
nition of the orbit with immediate corol- 
lary requirements on the number and 
location of ground stations, and upon 
the weight capacity of the launching 
vehicle. Another line of relationships 
connected the size, as well as the weight, 
of the payload to the launching vehicle, 
since its choice also defined the fairing 
and thus an envelope which bounded the 
payload externally (Fig. 1) . Still an- 
other line of relationships involved such 
orbital parameters as altitude, inclina- 
tion, and time in the sun with payload 
surface area, means of stabilization, and 
antenna patterns. 

Thus, the constraints on the dynamic 
and structural design of the RELAY pay- 
load included: 

1) Fairing envelope. 
2) Axial, transverse, and torsional 

loads from each stage of the 
booster. 

3) Dynamic balance limits. 
4) Spin -axis runout limits. 
5) Temperature limits. 
6) Vibrational loads. 
7) Weight limit. 
8) Spin stabilization. 
9) A maximum area for solar cells. 

The equipment list for the spacecraft, 
including radiation sensors, totaled 39 
components or "black boxes ". General 
prior knowledge of communications 
equipment capabilities, and elementary 
geometry, indicated that the payload 
would weigh at least 125 pounds and 
require, when used with conventional 
ground stations, an altitude of about 
2,500 miles. 

SATELLITE CONFIGURATION 

The configuration of the RELAY payload 
had first, and simultaneously to satisfy 
the primary conditions of: 1) spin sta- 
bilization, 2) compatibility with an ex- 
isting fairing, and 3) maximized surface 
area. Basic control of the attitude of the 
spin axis in inertial space required that 
the mass distribution must be that of a 
disk, whatever the external shape of the 
payload. Dynamically, the ratio of the 

mass moment of inertia about the spin 
axis to the maximum inertia about any 
transverse axis must be greater than 
one; that is, ( /,,,,,, /I,,o,,,) > 1, or /,o,,, > 

Control of this parameter was 
necessary ; otherwise any unbalanced 
moment at separation or dynamic unbal- 
ance would lead eventually to tumbling, 
with concomitant nullification of the an- 
tenna directionality. 

The major problem in the achieve- 
ment of a component arrangement to 
provide this inertia condition was the 
fixed maximum diameter of the fairing. 
The problem was solved by establishing 
a basic cruciform structure of four ver- 
tical elements carrying most of the com- 
ponents in shear mounts, and an equa- 
torial belt, or ring, of the four heaviest 
components (Fig. 2). The two battery 
packs, the wideband receiver, and the 
encoder -totaling some 50 pounds and 
mounted in or on beam structures -were 
each located as a bridge between two 
adjacent cruciform elements. Longi- 
tudinally, this assembly was placed at 
the plane of the center of gravity. Since 
the final weight and center -of- gravity 
location of the individual components 
was uncertain, a margin of +5% was 
arbitrarily added to the theoretical 

> 1; i.e. 1.05 min. A bi- 
filar pendulum with a demonstrated ac- 
curacy of 0.3% maximum was used to 
measure the inertia ratio of RELAY I as 
built: the value was 1.038. The high 
accuracy and consistency of the pendu- 
lum measurements lent confidence to the 
acceptance of the number. Additionally, 
RELAY I carries a precession damper 
and a magnetic- torquing coil for the cor- 
rection of any slow drift of the attitude 
of the spin axis due to perturbation, 
particularly that arising from a non -zero 
value for the residual magnetic dipole 
moment. 

The third condition, maximized sur- 
face area, was only a maximum in terms 
of an area of silicon solar cells to sup- 
port a given power requirement. RELAY 

was not basically a power -limited de- 
sign; the balance of limitations was well 
established among such items as power, 
temperature rise of the TWT, altitude, 
weight, and mutual visibility time. But 
to provide the power for the duty cycle 
required extensive design attempts to 
attain sufficient area within the fixed 
values of diameter and inertia ratio. An 
arrangement of solar cells, shingles, 
electrically parallel strings of cells, and 
supporting panels was finally estab- 
lished resulting in, basically, a number 
of panels and a panel length to meet the 
power requirements. It was then found 
that a slight margin of power (area) 
could be provided by extending the 
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length without violating the dynamic - 
stability criterion of the inertia ratio. 

The dynamical design of RELAY to 
account for the other six constraints in- 
volved the disciplines of stress analysis 
and sizing of structural elements to meet 
both static and vibratory loads (which 
is discussed further in some detail) ; the 
detailing of the location of components, 
as masses, to minimize both the added 
mass for dynamic balance and the deg- 
radation of the inertia ratio; plus the 
continuous vigilance necessary to con- 
trol the growth of the total weight. 

DESIGN OF VIBRATION 
DAMPING DEVICES 

The physical arrangement of elec- 
tronic components to meet the inertia 
ratio required by spin stabilization was 
basically that of a tube. This placed the 
component masses at the maximum pos- 
sible radius, and at the minimum dis- 
placement from the plane of the longi- 
tudinal center of gravity; that is, to 
make a short ring. The solar -cell panels 
appeared as the exterior shell, and the 
majority of the 35 "black boxes" were 
shear -mounted on the cruciform ele- 
ments. The controlling (heaviest ) com- 
ponents to obtain an inertia ratio of at 
least 1.05 were the wideband receiver, 
the encoder, and the two battery packs. 
Their optimum location (at the longi- 
tudinal center -of- gravity plane and at 
maximum radius) was attained by de- 
veloping their local enclosures as box 
beams that bridged circumferentially 
between adjacent elements of the cruci- 
form. 

Both the receiver and encoder showed 
considerable sensitivity to the high 
forces in vibration testing. The vibratory 
input forces at the separation ring were 
multiplied some 12 to 16 times by the 
transmissibility of the structural path 
from the ring up through the vertical 
legs of the cruciform and along the 
bridge beam. The battery packs did not 
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show a similar sensitivity, the nature of 
the component allowing a very rugged 
beam to be made by riveting cover plates 
to a pair of channels and epoxy -bonding 
the individual cells to these covers. The 
receiver and encoder required access for 
adjustment and alignment after assem- 
bly, resulting in a number of unsym- 
metrical openings. In fact, the wideband 
receiver was actually a pair of receivers 
back to back -an arrangement resulting 
in a beam structure whose lack of sym- 
metry made analysis rather difficult 
(Fig. 3) . 

Of the several vibration tests on the 
components and assemblies, the qualifi- 
cation test had the most severe inputs. 
This was a sine -wave test with the follow- 
ing levels and durations (only the longi- 
tudinal, or thrust, direction are consid- 
ered here) : 

Fig. 2- Component arrangement in satellite 
(to show how disk -like mass distribution is 

obtained). 

Frequency Range Acceleration 
(cps) (g, 0 -to -peak) 

Duration 
(minutes) 

5 -50 2.3 1.66 

50-500 10.7 1.66 

500 -2000 21.0 1.00 

Because the first natural frequency, or 
resonance, of the entire assembly as a 
mass -spring system turned out to be 110 
cps, the frequency of greatest interest 
was the 50 -to- 500 -cps range, with its 
10.7 -g input. 

With the electronic design of the re- 
ceiver and encoder already well estab- 
lished, exploratory vibration tests on the 
components (separately) indicated that 
they could probably survive 80- to 100 -g 
peaks and, during the test, they would 
"see" these high inputs only as the fre- 
quency sweep passed through their local 
resonance. Thus, they would absorb 
relatively small amounts of energy. Vi- 
bration tests on the components had indi- 
cated that these resonances occurred at 
approximately 160 cps. The problem 
appeared, then, in the form of a con- 
straint on transmissibility of the 10.7 -g 
input at the separation ring to a value of 
10 or less in the frequency range which 
included both 110 and 160 cps. 

During vibration tests on the assem- 
bly, the relative stiffness of the beams 
was higher than that of the cruciform 
elements, the beam motion being nearly 
that of a rigid body. Redesign of the 
cruciform with the increased stiffness 
necessary to get the resonance of the 
cruciform -beam system significantly 
above the 110 -cps fundamental resulted 
in an inadmissable weight increase. To 
lower the stiffness and resonant fre- 
quency of the cruciform -beam system 
was not at all attractive because of the 
potential of buckling in the cruciform 
skin. The general approach of isolating 
the entire satellite from the booster with 
a spring was invalid because of the tre- 
mendous displacements involved and the 
indefinite change imparted to the sepa- 
ration velocity. 

A lossy element was introduced be- 

tween the booster and payload -the four 
foot -blocks which form the contact and 
load- carrying elements between the sep- 
aration ring and cruciform were rede- 
signed using structural plastics having 
high compressive strength but low elas- 
tic modulus, chiefly the epoxy- bonded 
glass laminates. Although this reduced 
transmissibility only slightly, the substi- 
tution of this material for the original 
aluminum was made for a minor saving 
of weight and improved thermal isola- 
tion of the ring. 

It was decided to limit the vibration 
amplitude at the center of the cruciform 
beam by decreasing its span with a brace 
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COULOMB DAMPER 

Fig. 3- Receiver and supporting structure. 

from the beam center to the separation 
ring and, at the same time, reducing the 
force input to the beam and its electronic 
component by making a lossy element 
out of the brace. 

The use of viscous friction as a means 
of energy dissipation was denied by the 
project specification, which prohibited 
the presence of any liquids outside of 
sealed containers. Thus, Coulomb, or 
dry- friction, damping was the most prac- 
tical means available. The dimensions 
of the physical arrangements were such 
that a column brace of reasonable slen- 
derness ratio L/r could be designed 
without undue weight increase for the 
total satellite (Fig. 4) . In choosing the 
materials, the paramount consideration 
was the retention of the initial friction 
load throughout the operating life. This 
was taken as 100 times the duration of 
the vibration test, or about 3 hours. As 
the required friction force, or load, was 
not known precisely, the design of the 
damper included a means for adjusting 
this force. Consideration of all the re- 
quirements led to the choice of a pol- 
ished, phenolic, fibreglass rod sliding in 
a stainless steel tube (Fig. 4) . The tube 
was longitudinally slit in the region of 
the overlap. 

As mentioned previously, vibration 
tests indicated that the maximum allow- 
able transmissibility for the receiver and 
encoder was about 10 for a 10.7 -g input 
in the 50 -to -500 -cps band. Therefore, 
the design goal of the damper was a 
transmissibility between 3 and 5 for a 
narrow band which included the res- 
onant frequency. 

DESIGN APPROACH 

The general design approach is based on 
Den Hartogt and may be used for any 
type of damping as long as its action 
can be expressed either analytically or 
graphically. For forced vibrations with 

nonlinear damping the differential equa- 
tion of motion is 

nzx f(i) -{- kx = Po sin wt (1) 

Where: f(i) c i for linear damping. 
The motion is not harmonic because of 
the nonlinear term f(i). An exact solu- 
tion for this equation is known only for 
the case of Coulomb or dry- friction 
damping, where f(i) = ± F -F ci. Even 
though the damping for this design is 
greater than that usually assumed for 
this approach, the curve of motion is 
sufficiently close to a sinusoid to base an 
approximate analysis on it. The analy- 
sis assumed basically that equal work 
per cycle will be done in both the sinu- 
soidal and in the equivalent system. The 
term f(i) is replaced by an equivalent 
ci, and an "equivalent damping con- 
stant" c is determined such that the 
actual damping force, /(i), does the 
same work per cycle as the equivalent 
damping force ci. The term c is then 
not strictly a constant, but a function of 
m and of x,. Thus the nonlinear Coulomb 
system represented by the differential 
equation can be replaced by a linear one, 
with the concomitant approximation. 

The motion is given by: 

x =x, sin cot (2) 

The work per cycle y, of the general 
damping force f(i): 

= xa f243 I( i) cos wt dca (3) 

The work per cycle y, of the equivalent 
damping force ci: 

vs = 1r ctox.' (4) 

The equivalent damping constant c is 

found by equating equations 3 and 4: 

c = 1 f f(i) cos wt dut (5) 
7r ()X,, o 

And, the amplitude of the now -linearized 
system is: 

P. 1 
xo - 

k 

V[1- 1 
(6) 

The amplitude is found by substituting 
the value of c from Equation 5, but first 
the integral must be evaluated. From a 
plot of damping force and velocity ver- 
sus wt, it can be observed that the inte- 
gral consists of four equal parts: 

7/z 
4f F cos cot dwt = 4F. (7) 

Thus: 

4F c= 
irwxo 

And, substituting c from Equation 8 in 
Equation 6 yields: 

(8) 

Po 1 - L(4/7r) (F/Pa)j- 
x, = k , 

1 -( n/ (9) 

With Coulomb friction in the region of 
F /Po = 17/4, the amplitude at reso- 
nance is infinite and independent of the 
damping. 

This "linearized" approach is applied 
in the design of the Coulomb damper as 
a single- degree -of- freedom system at res- 
onance. Thus, critical damping at reso- 
nance is required. 

Preliminary vibration experiments 
were performed to determine the natural 
frequency of the encoder (as typical of 
these components) on a rigid brace, re- 
sulting in a value of / = 160 cps. The 
weight of the encoder is taken as 11 

pounds, and the critical damping at res- 
onance c0r is: 

cr = 4kW 2 W 

ß ß 
= 2 (2m-f) W 

ß 
(101 

car = 54 lb-sec-in' 

Assuming now that the force on the 
center of the encoder beam from the 
brace is relatively high and the beam 
thus acts as a rigid body, and taking the 
transmissibility value as 5 for a trial, the 
acceleration at the encoder center and 
the velocity across the friction elements 
are found. The acceleration a = input 
X transmissibility = 53.5g; and the 
velocity Vo = a/w = a /(27r1) = 22 

Fig. 4- Coulomb damper. 

SECTION AT CLAMP 

4 FLATS ON ROD 

CLAMP 

TUBING ,STEEL ROD, FIBREGLASS 

ADAPTOR TO .- MOTION --' 
RECEIVER 

4 SLOTS 

IN TUBE 

ADAPTOR TO 

SEPARATION RING 
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in -sec. ' The critical friction force at 
resonance is then Fa, = V,c,, = 1190 lb. 
This critical- friction force must be de- 
veloped by the normal force acting 
through the coefficient of friction at the 
interface between the fibreglass rod and 
the steel tube. It is not necessary to 
know the value of the coefficient of fric- 
tion, but it is required that the friction 
force and the break -away force not be 
widely different. It is also required that 
the wear and surface characteristics of 
the mating materials be such that the 
friction force remains reasonably con- 
stant for the operating period, a condi- 
tion best demonstrated by experiment. 
The combination of fibreglass and stain- 
less steel proved admirable. No detect- 
able wear nor change in friction force 
was evidenced during the extensive ex- 
perimental operations. The slits in the 
tube and the adjustable clamp provided 
the means of setting the normal force 
and, through it, the friction force. 

The proper value of the friction force 
is found through the use of the damping 
ratio: 

FFR c 

For co, (11) 

Since the amplification is to be 5 or 
preferably less, the value of the damp- 
ing ratio may be read as 013 from stand- 
ard resonance curves for a linear sys- 
tem.2 Then, from Equation 11, FFR = 
013 For = 150 lb. 

The clamp on the brace is torqued to 
provide the corresponding normal force, 
and the axial friction force is measured 
by experiment. A relationship between 
this axial friction force and clamp 
torque was set up so that the experi- 
mental measurement could be omitted in 
future production. 

Direct use is made of the rigidity in- 
herent in the brace even though its major 
function and design are those of a 
damper. The introduction of the axial 
force essential to the dissipation of input 
energy acts to increase the stiffness of 
the encoder support and thus to raise its 
natural frequency. This overall action 
(i.e., to reduce the energy input to a 
sensitive component and to move its res- 
onance away from the frequency of 
maximum energy input) is, of course, 
the chief reason for using the damper. 

The amount of increase in stiffness is 
difficult to calculate because of the un- 
known spring rate -the k of Equation 
9-of the supporting cruciform elements 
in the region of the ends of the encoder. 
The overall spring rate for the cruci- 
form assembly had been determined 
during static load tests to be approxi- 
mately 200,000 lb /in which correlates 
reasonably well with the value of 211,000 
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lb /in derived from the experimental 
data of an 110 -cps resonance at 172 
pounds load. 

The displacement of the encoder, 
without the brace, would be about 0.0004 
inch. With the brace added, the new 
displacement is about 0.0060 inch. How- 
ever, the displacements with the brace 
had been measured at about 0.0010 to 
0.0015 inch, for a ratio of, say, 6/1.2 or 
5. Since the natural frequency is related 
to the square root of the spring constant 
or displacement, the change in fre- 
quency would then be expected to be 
about 2.2. The results of vibration test- 
ing (Fig. 5) show an increase in the res- 
onance from 150 cps without the damper 
to 215 cps after its introduction, for a 
ratio of 1.4. No particular precision was 
expected of these calculations, but it was 
important that the inevitable increase in 
stiffness due to the additional force of 
damping be accounted for by approxi- 
mating the increase in resonant fre- 
quency. 

The major benefit gained by the in- 
stallation of the damper is readily seen 
by comparing the transmissibilities at 
resonance: without the damper it is 12 
at 150 cps; with the damper it is only 
7 at 215 cps. The latter value permits 
only those peak force inputs to the en- 
coder which are within its capacity of 
about 10 transmissibility at 10.7 -g input. 
The secondary peaks, for both condi- 
tions, near the 100 -cps region were ex- 
cited by the resonance of the entire 
assembly and represent a similar reduc- 
tion in force. The wideband receiver 
responded even better to the same treat- 
ment, the transmissibility at resonance 
being reduced from 16 to 6. 

The data gathered during the tests 
was used to calculate the actual damp- 
ing and transmissibility. The damping 
ratio was found to be 0.1, which, when 
entered on standard resonance curves, 
indicates a transmissibility of about 6- 
comparable to the measured value of 7. 
The energy dissipated per cycle was cal- 
culated as = 2 X 10' in -lb /cycle, a 

reasonably acceptable value. 
Improvement in the design of such 

dampers is being studied, mainly in the 
form of a search for materials and com- 
binations which should yield a small 
difference between break -away force and 
friction force, and high friction force 
with good wear characteristics. 

OTHER METHODS OF 
TRANSMISSIBILITY CONTROL 

Other methods of providing control of 
transmissibility were studied, chiefly the 
effects of various modes of fabrication of 
essentially all -metal structures. The stiff- 
ness requirements for most spacecraft 

usually dictate that their basic struc- 
tures be built of a high -modulus mate- 
rial, and the general shape, size and 
strength requirements lead to use of the 
metals and their alloys. Castings, forg- 
ings, rolled or extruded sections and 
parts machined from solid metal form 
the basic elements from which an assem- 
bly may be fabricated. While a number 
of available alloys (Nivco and Mn -Cu 
alloys, highly stressed and at correspond- 
ingly high plastic strain) can provide 
damping to an extent of one to two 
orders of magnitude greater than alumi- 
num or magnesium alloys, their stiff- 
ness /density characteristic is completely 
unfavorable for the design of light- 
weight spacecraft. It follows, then, that 
normal "material" damping will be pres- 
ent in all assemblies and that the degree 
of damping from the material will not 
vary significantly among the possible 
choices of constructional alloys of rea- 
sonable stiffness /density characteristic. 

Another means of damping control, 
and therefore transmissibility control, 
open to the designer is the mode of fabri- 
cation in terms of the loss of vibratory 
energy in the joints. Intuition and ex- 
perience both strongly indicate that the 
metal forms (i.e., castings, forgings, 
machined -from -the -solids, and mill sec- 
tions) generally arrange themselves into 
levels of transmissibility related to the 
methods of joining. Welding and braz- 
ing result in high transmissibility; rivet- 
ing and bolting result in medium trans- 
missibility; and adhesive bonding re- 
sults in low transmissibility. 

Additionally, the geometric form of 
both the structural element and of the 
assembly has a strong effect on the 
damping, the transmissibility, and the 
resonant frequencies. Quite apparently, 
a column of large slenderness ratio has 
a larger amplitude of lateral vibration 
than one of smaller ratio for a given in- 
put, irrespective of the material and the 
details of the end joints. Honeycomb 
plates, bonded or brazed, have lower 
resonances and greater damping than 
solid plates of the same bending stiff- 
ness. These geometric and stiffness fac- 
tors arise from the topology of both the 
detailed part and the entire assembly, 
and are connected in an essentially in- 
determinable manner. But they, and 
their relationship, are constant for a 
given design. Thus, an approach to the 
problem through consideration of the 
various modes of fabrication is possible. 

Starting with the most highly desir- 
able condition of high damping and low 
transmissibility, the RELAY structural 
layouts were evaluated for the possibil- 
ity of using adhesive bonds, but the 
method was rejected because there were 
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many joints which had to be open for 
component accessibility during much of 
the assembly sequence. Going next to 
the conditions of medium damping and 
transmissibility, the same layouts and 
assemblage of mill sections were consid- 
ered for riveting and /or bolting. The 
previous evaluation as to accessibility - 
in terms of which were the last items in 
the assembly sequence -was given spe- 
cial attention, as were the practicalities 
of structural sub -assembly fabrication 
and its scheduling. The combination of 
riveting for all structural subassemblies 
in conjunction with bolting for compon- 
ent mounting and for one or two special 
cases, such as the separation ring and 
center fitting joints, was adjudged the 
best. One exception to this choice was 
the joining of the upper and lower panel - 
mounting rings. In these, the circum- 
ferential joint in the rolled tubing was 
formed by an epoxy bonded sleeve, but 
this was done for practical shop pur- 
poses rather than to obtain more damp- 
ing at this non -critical location. 

The cruciform subassemblies were of 
such shape and design as to lend them- 
selves readily to fabrication by the weld- 
ing or brazing of square tubes. But this 
method appeared to have no other ad- 
vantages, and it did promise high trans- 
missibility, as well as high cost due to 
the fixturing and post -joining heat treat- 
ment required. Semiquantitative curves 

are given (Fig. 6) as a means of corn- 
paring the transmissibility of these 
modes of fabrication. This is not a plot 
of the response of the RELAY structure, 
but only of structural elements (beams 
mostly) made up by the different 
methods of fabrication. (Data from 
Barry Controls, Inc. Watertown, Mass. 
for beams with trapped viscoelastic 
layers is included.) The basic material 
was aluminum of the 2024 -T3 or 7075 -T3 
type alloys, fabricated by normal shop 
methods for the making of joints and the 
trapping of the viscoelastic layers. The 
major point of the comparison is the 
reduction of transmissibility, and thus 
of deflections and stresses, at the funda- 
mental frequency and its first few har- 
monics. The comparison really only 
illustrates the well known concepts that 
the introduction of joints in a vibrating 
system inevitably causes loss of input 
energy, and that certain classes of ma- 
terials have higher internal losses than 
others, as the rubbers versus the metals. 

While the curves are not particularly 
precise, nor suitable for extrapolation 
without regard for the great variation in 
the geometrical factors among different 
designs, a general design of a spacecraft 
in aluminum with riveted joints should 
yield transmissibilities not much over 10. 
If the configuration permits some deg- 
radation of dimensional stability and 
locally large displacements, the intro- 

Fig. 5- Transmissibility test results with and without damper. 
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duction of adhesive joints may reduce 
transmissibilities to a value of S or even 
less at the first resonance. 

Riveted and bolted construction -used 
for in the RELAY spacecraft -usually 
can introduce sufficient Coulomb fric- 
tion to keep the transmissibilities below 
a tolerable limit. The amount of damp- 
ing from this source is relatively small 
and rarely causes difficulty due to fret- 
ting. Fretting usually arises in those 
cases of excessive stresses and local dis- 
placements. Rivet damping, for what- 
ever benefit it will provide, can be in- 
cluded in a design essentially "for free," 
in that no weight or reliability penalties 
are involved. If the geometrical layout, 
or the assembly sequence and accessi- 
bility, provides the opportunity, an even 
more advantageous situation could be 
designed through application of adhe- 
sively bonded joints. 

In the RELAY spacecraft, the presence 
of rather sensitive components plus the 
configuration forced by the dynamic - 
stability criterion required additional 
damping, which was furnished by the 
specially designed, large- capacity Cou- 
lomb dampers. 
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Fig. 6- Transmissibility curves for several modes of fabrication. 
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REVIEW OF ELECTRIC PROPULSION 
Electric propulsion -a term that includes electrothermal, electrostatic, and 
plasma propulsion -differs basically from a chemical rocket system in two 
major ways: I) The charged electric particles (i.e., the propellant) obtain their 
energy for acceleration from a separate energy source to achieve a propulsive 
effect, while a chemical rocket obtains its energy by virtue of the chemical 
energy inherent in a fuel- oxidizer combination -a propulsive effect then being 
achieved with a nozzle that directs the flow of kinetic energy, and 2) the electric 
propellant can be kept from significant contact with the engine walls (e.g., by 
electric and /or magnetic focussing) thus avoiding the heating problems of a 

chemical rocket. This paper explains, tutorially, the concept of electric propul- 
sion, compares its performance with other means, and reviews the operation of 
current engines and engine mechanisms. A considerable advance in power and 
propulsion technology is needed to realize full benefits of electric propulsion. 
Nevertheless, only electric propulsion will make practical the more -ambitious 
space missions, such as manned interplanetary vehicles. For more -detailed read- 
ing, a bibliography of source literature is included. 

Dr. T. T. REBOUL, Ldr.* and 
Space Propulsion & Power Research 

S. FAIRWEATHER, Mgr. 
Propulsion Systems Engineering 

Astro- Electronics Division 
DEP, Princeton, N. J. 

ACOMPARISON' between the electric - 
propulsion and the chemical- propul- 

sion concepts is shown in Fig. 1. Both 
the chemical and electric rocket engines 
operate by direct ejection of mass. In 
chemical systems, the expellant is ener- 
gized by a thermochemical reaction be- 
tween a fuel and an oxidizer. The prod- 
uct of this combustion is the expellant. 
A nozzle is used to convert the random 
thermal energy to directed kinetic energy 
of the beam. In electric systems, charged 
particles are accelerated by electric 
fields, or electric and magnetic fields, 
and expelled. The substance expelled 
does not contain the energy for its own 
acceleration. (This energy, for the case 
shown, is supplied by a nuclear reactor 
with a turbo -generator power- conversion 
system.) 

A fundamental difference between 
chemical and electric propulsion lies in 
the separation of the energy source from 
the propellant. For the latter, energy is 
provided by solar or nuclear power sup- 
plies. Thus, in principle, extremely large 
amounts of work may be accomplished 
since the energy source is, to a first ap- 
proximation, nearly infinite. In effect, 
we are conserving on propellant by con- 
tinuously expending energy. Unfortu- 
nately, the conversion of this energy to 
the electric form for acceleration pur- 
poses is not an unmitigated attribute, 
since the weight penalty of the conver- 

Currently a member of the staff of the Chief 
Defense Engineer. 

sion system must be considered in evalu- 
ating the gains provided by use of high 
exhaust velocity. A second fundamental 
difference between electric and chemical 
propulsion is the possibility that exists 
with electric propulsors of reducing the 
interaction of the propellant with the 
walls. Because of the intimate contact 
of the reacting fuel with the walls in 
chemical propulsion, heat transfer to the 
walls is pronounced. In electric propul- 
sion, the propellant can be uncoupled 
from the walls by electrostatic focusing 
or by magnetic fields. 

FUNDAMENTAL CONSIDERATIONS 

To clarify some fundamental considera- 
tions, a simple mathematical analysis is 

in order. If we let M be the rocket mass; 
Si the time rate of change of the rocket 
mass; c the effective propellant exhaust 
velocity relative to the rocket ; and F the 
thrust force due to the rocket engine; 
then: 

F = -Mc (1) 

The thrust force per unit mass f of the 
rocket is given by: 

Mf =F (2) 

Letting a represent the acceleration, 
and if all forces except the thrust force 
are ignored, it follows that: 

Ma = -Mc (3) 

It should be noted that a = f when no 
other forces are acting. Equation 3 is 
the well -known rocket equation. For the 
case where the velocity, direction, and 
rate of propellant flow are constant, 
Equation 3 can be written as a scalar 
equation, and integrated immediately to 
obtain: 

Av=a,-va=cln M° 
M, 

(4) 

In Equation 4, the subscripts o and b 
refer to the initial and burnout values, 
respectively ; v is the velocity ; and A y 
is called the characteristic velocity or 
velocity increment ; M,/M, is called the 
mass ratio. The specific impulse /,,, 
which is a measure of the velocity of the 
particles leaving the propulsor, may be 
expressed as: 

Where: w is the weight flow of the pro- 

pellant. Since w = Mg,, it follows that: 

(6) 

FUEL 

Fig. 1- Typical propulsion system concepts. 
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Equation 4 may then be written: 

Av= g,l,,in 
,, 

(7) 

It is seen that the specific impulse is 
a measure of the effectiveness of the 
propellant in developing thrust. Further, 
specific impulse and exhaust velocity 
are related by the conversion factor ga. 
It is clear that, if the propellant can be 
ejected at high velocity, it is very effec- 
tive in producing thrust. 

An approximate indication of the 
terms on which propellant can be ex- 
changed for specific impulse for a given 
characteristic velocity can be obtained 
from Equation 7. In general, a slight 
change in the specific impulse can be 
balanced only by a large change in the 
mass ratio. For electric propulsion sys- 
tems, the specific impulse ranges ap- 
proximately between 1,000 and 20,000 
seconds; for chemical systems, the spe- 
cific impulse is under 500 seconds. Thus, 
for a given A y, the electric system re- 
quires considerably less propellant mass 
than a chemical system. Equation 7 also 
shows that when extremely large A v's 
are required (typical of ambitious space 
missions) the use of very high specific - 
impulse electric systems is the only way 
by which impossibly large mass ratios 
can be avoided. 

However, the conclusion that the pay- 
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load is larger for an electric system than 
for a chemical system is not always valid, 
because for an electric system, the mass 
M. of the power source and acceleration 
system is a limiting factor. The param- 
eter used for this factor is the specific 
mass y, which is expressed as: 

Y = P (8) 

P' is the jet power, expressed as: 

-Mc' P'- 

Or, from Equation 1: 

P' 
-2c 

(9) 

(10) 

The values of y that are currently con- 
sidered realistic range from 5 to 50 
kg/kw. 

Considerable mission analyses''' have 
been performed that show the regions of 
applicability of the various types of 
thrustors. The three trade -off parameters 
are 1) payload weight, 2) travel time 
and 3) cost per unit weight of delivered 
payload. One such analysis for cases in 
which the first two parameters are con- 
sidered for a variety of missions is that 
of the Jet Propulsion Laboratory.' Their 
result, which is typical, shows that for 
missions more ambitious than a Mars 

orbiter (Such as Venus orbiter, Saturn 
probe, Mercury orbiter, etc.) , electric 
propulsion is not only applicable but in 
many instances is essential. The in- 
fluence of the third parameter and its 
significance with respect to the first two 
is currently not clear since costs for 
these systems are difficult to estimate at 
this time. However, the use of electrical 
propulsion for missions of even shorter 
distances, such as for lunar logistic fer- 
ries, has been proposed as economically 
feasible.' 

Of particular significance is the limi- 
tation on the thrust -to- weight ratio in- 
herent in the electric propulsion system 
and the resultant mission transfer time. 
This is best illustrated by substitution 
of Equations 8 and 9 into Equation 3, 
which results in an expression of the 
form: 

2 M. 
a =- 

y c M, 

For a practical ratio of M /M, = 1/4, 

with y = 5 kg /kw and a specific im- 
pulse of 5000 seconds, the thrust -to- 
weight ratio is only 2 X 10' g's. It is 
thus shown that electric propulsion is 
only applicable for those missions re- 
quiring very low accelerations. Fortu- 
nately, since real space exhibits no fric- 
tion, very low thrust forces are usable. 
Although the thrust level may be low, a 
considerable amount of energy transfer 
can be accomplished in moving through 
a gravitational field because of the large 
distance and time involved. 

A comparison of electric propulsion 
with chemical and nuclear propulsion 
for a one -way Earth -Mars mission, where 
the electric power plant is considered 
part of the payload, is presented in 
Fig. 2' Such a consideration would ap- 
pear reasonable, because considerable 

Fig. 2- Comparison of payload capabilities 
for electric, chemical and nuclear propulsion 
vehicles on a one -way Earth -Mars mission, with 
electric power plant considered part of the 
payload. 
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power will be required in any event once 
the target planet is reached. The curves 
are presented with the specific power 
of the power supply as a parameter. It 
is apparent that electric propulsion is 
superior on a maximum payload basis 
provided a power -supply specific power 
of 20 kg/kw can be achieved. This is 
one of the basic reasons for the current 
emphasis on developing lightweight 
power sources. Further, it can be seen 
that the electric propulsion system is 
potentially superior to nuclear rocket 
propulsion for mission durations greater 
than 200 days provided a power -supply 
specific power of 5 kg/kw can be 
achieved. 

VARIOUS ACCELERATION MECHANISMS - 
GENERAL REMARKS 

As stated earlier, the production of effec- 
tive thrust arises from the directed flow 
of particles at high velocity. Such an 
energetic flow may be produced by the 
absorption of electrical power with flow 
directivity provided by nozzling (as in 
chemical propulsion systems), or by the 
direction of the applied electrical and/or 
magnetic fields. The usual nomenclature 
for various categories of electric propul- 
sion mechanisms is electrothermal, elec- 
trostatic, and plasma propulsion. 

Electrothermal propulsion utilizes elec- 
tric fields as a means of providing energy 
to the propellant through ohmic heating; 
however, directivity of the beam is ob- 
tained by means of mechanical nozzling. 
Electrostatic acceleration makes primary 
use of electric fields to direct and to 
furnish energy to particles of one elec- 
tric- charge type. After acceleration of 
the particles, introduction of oppositely 
charged particles into the beam is needed 
for electrical neutralization. Beam neu- 
tralization is required in order that the 
propulsor not charge to a potential such 
that beam flow is altered during opera- 
tion. Because of the great difference in 
mass between ions and electrons, a 
method of insuring both charge and cur- 
rent neutrality represents a problem of 
significant concern. Plasma acceleration 
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Fig. 3- Electrothermal accelerator, arc ¡et concept. 

utilizes electric and /or magnetic fields 
to cause high velocity flow in the same 
direction for particles of both electric - 
charge types -the so- called plasma. 

One measure of electric propulsor per- 
formance is power efficiency which is 
the ratio of the beam power to the ap- 
plied electrical power. The power effi- 

ciency for electrothermal acceleration is 
about 60% at a specific impulse of about 
1,000 seconds and greater than 80% at 
specific impulses higher than 5,000 
seconds for electrostatic accelerators. 
Plasma accelerators offer the potential 
of maximum efficiency for specific im- 
pulses between 2,000 and 4,000 seconds 
with a value of about 40% having been 
obtained under certain laboratory condi- 
tions. This efficiency must be improved 
in order to capitalize adequately on this 
type of propulsion. 

ELECTROTHERMAL PROPULSORS 

In terms of specific impulse, the electro- 
thermal propulsors rank next above 
chemical rockets. If one excludes nuclear 
rockets (in which particles obtain their 
energy from reactor heating) , then elec- 
trothermal devices represent the only 
propulsion system in the range of from 
500 to 2,000 seconds upon which any 
sizable amount of development has been 
done. The arc jet concept of this electro- 
thermal accelerator is illustrated in 
Fig. 3. 

As in the chemical rocket, the electro- 
thermal rocket derives its motive powers 
from the expansion of hot gases through 
a nozzle. Unlike a chemical rocket, how- 
ever, the enthalpy of the propellant gas 
in the electrothermal rocket is obtained 
not from an exothermic chemical reac- 
tion but from the ohmic dissipation of 
electrical power in the gas. This ohmic 
dissipation is brought about by one of 
two mechanisms at present: 

1) The Thermal Arc Jet. In this 
mechanism, a large electric cur- 
rent is caused to flow through the 
gas. The fluxes of high currents 
through the gas are produced when 
the gas undergoes a dramatic re- 

duction in electrical resistivity by 
virtue of its having been partially 
ionized. A 30 -kw engine built by 
Plasmadyné has achieved efficien- 
cies of 45% at a specific impulse 
of 1,000 seconds with hydrogen as 
the fuel. On the other hand, at an ! of 2,000 seconds, the power effi- 
ciency drops to 20%. 

2) The Resistance- Heated Jet. In this 
mechanism, the gas is made to flow 
through tungsten tubes that are 
electrically heated. Propellant tem- 
peratures of about 2,800 °C have 
been achieved, which (for hy- 
drogen as a propellant) is equiva- 
lent to a specific impulse of 1,000 
seconds. In actual practice, Jack 
and Spisz' of NASA report an effi- 
ciency of about 50% for a specific 
impulse of 850 seconds. 

Because higher specific impulses de- 
mand increased propellant enthalpies, 
the losses resulting from such operation 
increase. Two important sources of loss 
are: 1) the ionization and dissociation 
remaining in the gas after expansion in 
the nozzle (frozen flow) and, 2) the heat 
flux to the walls. Associated with this 
heat loss is electrode erosion which 
affects the useful life of the device. Con- 
tinued work on electrothermal devices 
will be directed primarily towards re- 
ducing losses which will permit efficient 
operation at the higher specific -impulse 
levels and in addition will reduce erosion 
problems and thus increase engine life- 
time. Even with marked improvements, 
it appears that electrothermal devices 
will be limited to missions requiring 
specific impulses of less than 2,000 
seconds. 

ELECTROSTATIC PROPULSORS 

Ion Accelerators 

Historically, it has developed that elec- 
trostatic propulsors are classified pri- 
marily according to the method of ion 
production. Almost without exception, 
the ion sources used are 1) contact or 
surface ionization of cesium on refrac- 
tory metal surfaces and 2) electron 
bombardment or impact ionization of the 
propellant atoms in a low- pressure gas 
discharge. In the surface ionization of 
cesium by a porous refractory metal, the 
cesium vapor is fed into the rear of a 
heated tungsten plug and migrates along 
the capillary -like pores to the front sur- 
face where it is evaporated as a cesium 
ion. The ionization near the surface is 
nearly 100% because the work function 
of the tungsten is higher than the ioniza- 
tion energy of the cesium atom and, thus, 
a cesium electron finds a lower energy 
state within the tungsten. Of the two 
well -developed contact -ionization type 
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devices today, one uses an annular geom- 
etry for the porous tungsten source. (The 
diameter and thickness of the annulus 
can be varied within limits to permit 
operation at various power levels.) In 
the second type, small (his- inch -diam- 
eter), porous tungsten buttons are ar- 
ranged in closely packed hexagonal 
order to produce a multiplicity of ion 
beams. 

In the electron- bombardment type ion 
source, an electron- emitting filament is 
situated near the axis of a hollow cylin- 
der whose radial and axial dimensions 
are approximately equal and the walls 
of which are at a positive potential with 
respect to the filament. An axial mag- 
netic field is impressed on the system, 
which causes the electrons to spiral on 
their way to the anode and thus increases 
their lifetime. Ionization of the propel- 
lant gas takes place by electron bom- 
bardment. 

In all devices utilizing either of these 
ion sources, electrodes are arranged to 
accelerate the ions to high velocity. The 
amount of current that may be drawn is 
limited by space charge. In order to over- 
come, to a degree, this limitation, an 
accel -decel system of electrodes can be 
used. The particles are accelerated to 
energies higher than those finally de- 
sired in order to increase the flux of ions 
from the source. Then a decel electrode 
at less potential is utilized to bring the 
particle velocity down to the desired 
specific impulse. Such an accel -decel ar- 
rangement also prevents the neutralizing 
electrons from reaching the ion source. 
The current densities available from the 
above devices are of the order of 10 
ma /cm' for specific impulse levels of 
from 5,000 to 10,000 seconds. 

The ion optics associated with the 
electron bombardment system present 
greater problems regarding engine life 
than with the surface ionization system. 
This is due to the fact that in the porous 
plug ionizer, the ion -producing surface 
is well defined while in the electron bom- 
bardment source, the ions are extracted 
from a plasma sheath whose shape is a 
function of the engine operating param- 
eters. This particular phase of devel- 
opment is extremely important because 
of its effect on erosion of electrodes and, 
thus, on the lifetime of the engine. At 
present, such engines have operated 
as long as several hundred hours, which 
is only a small fraction of the time re- 
quired to justify the use of electric 
propulsors. 

As mentioned earlier, it is essential 
that the thrusting beam be neutralized 
in order that the engine and vehicle po- 
tential remain constant during opera- 
tion. Immediately following the electrode 

that adjusts the ions to the proper 
velocity is placed a source of electrons 
for neutralization of the beam. Because 
of the low mass of the electron, the 
velocity of the electrons produced ther- 
mionically is much higher than that of 
the ions. Thus, injection of electrons 
into the ion beam for neutralization 
does not imply motion of both charged 
particles at identical velocities nor does 
it imply a recombination process. Elec- 
trons are injected into the ion beam and 
oscillate continuously therein. Micro- 
scopically, the beam is a mixture of 
negative and positive charges with the 
electrons spending most of their time 
near the radial edges of the ion beam; 
macroscopically, however, the beam ap- 
pears neutralized. Although convincing 
experiments" have been performed that 
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indicate that neutralization will not be a 
serious problem with electrostatic de- 
vices, some concern about this possibility 
remains. One of the main objectives of 
the first space flight of such engines is 
to test the neutralization problem. The 
Astro- Electronics Division has the re- 
sponsibility for the NASA program to 
test ion engines in space. It is antic- 
ipated that the vehicle (SERI.) contain- 
ing both an engine of the contact ioniza- 
tion type (Hughes Aircraft) and one of 
the electron bombardment type (Lewis 
Research Center of NASA) will be 
launched during 1964. Conceptual draw- 
ings of both the contact ionization and 
the ion bombardment accelerators are 
given in Fig. 4. 

Present ion engines exhibit efficiencies 
of from 70 to 90% at specific impulse 

Fig. 4 -Ion accelerator concepts. 
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values above 5,000 seconds. The maxi- 
mum efficiency is limited by the energy 
lost to ionization: 

LIMITING EFFICIENCY = 
V accelerating 

V accelerating +V practical ionization values 

And thus, as the specific impulse is de- 
creased, the contribution of the loss 
factor of ionization becomes more sig- 
nificant. Thus, the efficiency of ion en- 
gines decreases as the specific impulse 
decreases. At present, even though ioni- 
zation potentials may be about 15 volts/ 
particle, the amount of energy actually 
utilized for ionization is in the order of 
1,000 volts /particle. 

This limitation in ion engine efficiency 
at lower specific impulses has been con- 
sidered in the development of at least 
two concepts currently being investi- 
gated. One concept makes use of mas- 
sive particles rather than single ions to 
provide the thrust. Thus, much higher 
accelerating potentials than for ion ac- 
celeration are required to reach desired 
specific impulses. Thus, the contribu- 
tion of the loss factor due to ionization 
becomes less significant. Also, with a 
more massive particle, the thrust per unit 
area obtainable for equal number density 
will be higher. A second concept to im- 
prove ion engine efficiency at the lower 
specific impulses is one that is currently 
being investigated at AED. This concept 
called the Neutralized -Ion Cascade En- 
gine (NICE) makes use of the charge - 
exchange principle to produce a greater 
mass flow of high speed neutral particles 
in the efflux than in the entering ion 
current. 

Massive Particle Acceleration 
(Colloid Propulsion) 

The advantages colloid accelerators hold 
in principle over their ionic counterparts 
include 1) the capability of efficient op- 
eration in the very important 1,000 -to- 
5,000- second specific -impulse range, 2) 
the ability to provide useful thrust levels 
at low- aspect ratios (Le., relatively small 
ratio of the beam diameter to the ac- 
celeration distance) thereby somewhat 
easing neutralization requirements, and 
3) the possibility of continuously vari- 
able charge -to -mass ratio, which would 
permit a continuous variation of specific 
impulse. 

The above represent distinct advan- 
tages. However, at the present time, they 
are merely possibilities, rather than 
achievements. While the state -of- the -art 
of ionic propulsion has advanced almost 
to the operational stage, heavy -particle 
propulsion is now being confronted with 
difficult problems in its infant stage. 

Efficient operation of colloid propul- 
sors is possible only if the exhaust beam 
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is characterized by a single velocity. In 
order to obtain a high efficiency, it is, 
therefore, necessary that the beam con- 
sist of particles, all of which have nearly 
the same charge -to -mass ratio. The 
charge -to -mass ratios useful for colloid 
propulsion extend from about 200 to 106 

coulombs /kg. The problem of generating 
sufficient numbers of particles satisfying 
the above conditions is presently the 
largest obstacle to progress in colloid 
propulsion. The undesirable effects en- 
countered include the production of 
large amounts of atomic ions in addition 
to the desired colloids, the fragmentation 
of particles upon charging, the agglom- 
eration of very fine particles, and broad 
distributions of charge -to -mass ratio. 
Many of these adverse effects may be 
attributed to the very high accelerating 
potentials (about 100 kv) required for 
accelerating the colloids. 

Neutralized -Ion Cascade Engine 

An engine utilizing a charge exchange 
concept achieves its thrust by ejecting 
fast neutral atoms, in contradistinction 
to more -conventional ion accelerators 
that eject fast positive ions whose charge 
must be neutralized later by mixing with 
electrons. If a high -velocity ion flows 
through a cloud of atoms of sufficient 
number density, the ion will pick up 
with little momentum change an electron 
from a neutral atom by a process called 
charge exchange. In the cascade concept, 
this process is utilized in a serial fashion 
to multiply the neutral output beam cur- 

.4 

rent without an increase in the input ion 
current. The fast neutral atoms are en- 
gendered in "charge exchange" between 
fast atomic ions and slow neutral atoms. 
The slow neutral atoms exist as a cold 
background gas. The charge exchange 
process converts the fast ion to a fast 
neutral atom moving in the same direc- 
tion as was the ion ; simultaneously, the 
slow background gas atom is converted 
to a slow (essentially zero velocity) ion, 
which -like the original ion -is acceler- 
ated and made to yield a fast neutral 
atom by means of charge exchange. This 
possibility of obtaining many fast neutral 
atoms per original ion (the cascade prop- 
erty) makes such a device inherently 
more efficient and capable of more thrust 
per unit area than conventional ion en- 
gines, especially at the low specific -im- 
pulse levels. The operation of this con- 
cept is shown, diagrammatically, in 
Fig. 5. The attractiveness of this concept 
relies on the high ratio of charge -ex- 
change cross -section to scattering cross - 
section. For example, if the ratio is 15, 
then on the average, it would be possible 
to adjust the ambient background pres- 
sure to a value such that 15 charge - 
exchange reactions occur for each scat- 
tering reaction. Thus, if the process were 
cascaded 10 times, the geometric spread 
in the beam efflux due to scattering 
should be insignificant. To date, some 
joint experiments on charge exchange, 
involving AED groups and the DEP 
Plasma and Space Applied Physics 
group, have been performed. In these, 

Fig. 5- Neutralized ion cascade engine concept. 
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argon has been used as the propellant. 
The information on scattering that has 
been obtained is consistent with that de- 
veloped from the theoretical investiga- 
tions. Multiplication experiments are 
currently underway. 

PLASMA ACCELERATION 

While plasma acceleration offers the 
potential of : 1) relatively high efficiency 
of operation at specific impulse levels of 
from 2,000 to 5,000 seconds; 2) high 
thrust -to- beam -area ratio (as a result of 
freedom from space- charge limitations) ; 

and 3) a greatly reduced neutralization 
problem, the problems of effecting such 
a practical device are quite serious. Some 
of the problems are those involved with 
achieving coupling between the energy 
source and the plasma, with obtaining 
high conductivity of the plasma, and 
with reducing losses caused by diffusion 
phenomena. 

Many schemes for accelerating plasma 
have been investigated. The best known 
are those that utilize the interaction of 
a crossed current and magnetic field to 
produce a force at right angles to both 
current and magnetic field which is in 
the same direction for particles of both 
charges. 

The so- called Hall current acceler- 
ators'° are receiving increased attention 
as a concept that appears attractive for 
plasma propulsion. In addition to inves- 
tigations specifically oriented to exploit- 
ing this Hall mechanism, investigations 
concerned with devices of other titles 
such as the oscillating -electron ion en- 
gine and the magnetic annular arc op- 
erate in regimes similar to that of Hall 
accelerators. 

Experiments have been performed by 
AED and the RCA Laboratories on a 
concept of accelerating plasma by an RF 

electric -field gradient, with no need for 
application of magnetic fields. 

At the present time, AED research is 
pursuing work directed toward utilizing 
the electron cyclotron resonance phe- 
nomena to accelerate plasmas. 

j X B Acceleration 

Acceleration of charged particles can be 
accomplished by the application of 
Lorentz type forces. This concept is il- 
lustrated in Fig. 6. Experiments have 
been performed in which operation is 
pulsed or continuous and in which the 
current that interacts with the B field 
flows because of an applied E field or be- 
cause it is induced from a pulsed or 
traveling magnetic field. In all cases, the 
interaction of the current j with the B 
field causes the charged particles to flow 
at right angles to both j and B. Because 
of the relatively high density of the gas, 
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Fig. 6- Concept of j X B acceleration 

the charged particles that are acceler- 
ated by this j X B force collide with 
and transfer their momentum to neutral 
particles in the plasma. Thus the bulk 
plasma is accelerated. Excluding the 
power losses encountered in producing 
1) the plasma, 2) the magnetic field, 
and 3) the anode -cathode current Jiow, 
joule heating of the plasma is the limit- 
ing factor that determines the maximum 
theoretical efficiency of the device. 

Experimental results which have been 
reported and which appear to demon- 
strate high performance are those of 
Demetriades," who uses a thermal arc 
jet as the plasma source. He introduces 
this jet into a region of applied electric 
and magnetic fields, and observes the 
j X B acceleration. At a specific impulse 
of 2,400 seconds, an acceleration effi- 
ciency (which does not include, among 
other items, the energy needed in the arc 
jet for ionization of the particles) of 
54% has been reported. 

Capacitor Discharge Devices 

The operating principle of the pulsed 
plasma guns" is based on the application 
of the j X B forces. Recent experi- 
ments"' have shown that space- charge 

MAGNETIC 
MIRROR 

PROPELLANT 
GAS FLOW 

effects set up after discharge between 
the rapidly moving electrons and the 
slower ions also contribute significantly 
to the accelerating effect. One type of 
plasma gun consists of a pair of coaxial 
cylinders connected to the terminals of 
a capacitor. When gas is admitted, a dis- 
charge occurs, and a high -speed plasma 
blob issues forth. Instead of coaxial cyl- 
inders, metal rods or rails" may also be 
used for directing the plasma pulse pro- 
duced at capacitor discharge. Bostick" 
is responsible for plasma guns of the but- 
ton type. The pinch - plasma engine" is 
a pulsed device similar in operation to 
the guns mentioned above. It has been 
developed (under government support) 
to the stage where it can soon be tested 
in space. 

RF Gradient Field Plasma Accelerator 

An interesting experiment conceived by 
G. Swartz of the RCA Laboratories is 
that of the acceleration of plasma by an 
RF electric field gradient. Experiments 
were performed at the David Sarnoff Re- 
search Center in a joint program by AED 
and the RCA Laboratories that demon- 
strated the accelerating effect of such 
fields. Experiments ''B'20 were performed 

Fig. 7- Electron cyclotron resonance accelerator. 
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Fig. 8- Mercury plasma beam issuing from 
equipment presently in use. 

at 140, 330 and 2,450 Mc using mercury 
propellant in the pulsed mode and 
cesium in the continuous mode. Veloci- 
ties as high as 2 X 106 cm /sec were ob- 
served and various results were con- 
sistent with the theory. The mechanism 
did not appear, however, to be adaptable 
to a practical device. 

Hall Accelerators 

A number of accelerating mechanisms 
have been reported that are based on 
electrostatic acceleration of ions with 
simultaneous neutralization of the cur- 
rent- limiting space charge. Assuming 
that ions are to be accelerated efficiently 
in a neutralizing background of elec- 
trons, the electrons must be prevented 
one way or another from being acceler- 
ated in the opposite direction. This can 
be effected by imposing a magnetic field 
at right angles to the direction of ac- 
celeration. For conditions where u. r > 1 

(w is the cyclotron frequency and r is 
the time between collisions) , the elec- 
trons are bound to the magnetic field 
whereas the ions can be accelerated, 
since their Larmor radius is much 
greater than both the electrons' Larmor 
radius and also the length of the accel- 
erating region. 

Many plasma propulsion concepts 

have evolved which make use of the Hall 
acceleration principle' but continue to 
retain their original name such as the 
magnetic annular arc" and the oscillat- 
ing electron ion engine.' Experiments 
using a modification of a hot -cathode 
Penning discharge have produced plasma 
beams of density about 10' ° /cm" at veloci- 
ties up to 3 X 10" cm /sec for argon. This 
arrangement (usually called the oscillat- 
ing electron engine) has the advantage, 
as far as a practical device is concerned, 
of using all DC potentials; however, it 
suffers from deterioration of the electron 
emitter by ion bombardment. 

Electron Cyclotron Resonance 
Plasma Accelerator 

At AED, an investigation of the accelera- 
tion of neutral plasmas has grown out 
of earlier work on high velocities of ion 
pulses caused by space- charge effects oc- 
curring after capacitor discharge. The 
ion energy was obtained by transfer from 
the electron's original energy in the dis- 
charge. Efforts were then directed 1) to- 
ward operation on a continuous, rather 
than a pulsed, basis and 2 ) toward feed- 
ing in relatively high energy to the elec- 
trons in the plasma. Deviating from the 
more standard pattern of acceleration 
of the ions, this method''" initially raises 
the energy content of only the electron 
gas by selective transfer of RF energy to 
electrons at cyclotron resonance. The 
electrons leaving the accelerator set up 
space- charge fields that accelerate the 
ions in a fashion very similar to the os- 
cillating electron engine mentioned 
earlier. The RF energy serves the purpose 
not only of feeding energy to the elec- 
trons at cyclotron resonance but also of 
ionizing the supply gas. The cyclotron 
resonance accelerator arrangement is 
shown as a schematic diagram in Fig. 7. 

Mercury ion energies ranging from 50 
to 135 ev at densities of nearly 10 " /cm" 
have been obtained. Measurements have 
shown that the velocity distribution of 
particles in the beam is rather narrow 
(the width of distribution at half maxi- 
mum equals ± 6% of average energy). 
Current experiments being performed 
with RF fields at 2450 Mc are being di- 
rected toward measuring efficiency, 
studying diffusion effects especially 
transverse to the magnetic field, and 

Table I- Probable Performance Range of Various Thrust Units 

Engine 
Specific Impulse 

(sec) 
Efficiency 

(%) 
Power -to- Thrust Ratio 

(kw /Ib) 

Resistojet <1000 <70 50 
Arc Jet 1,000 to 1,500 50 (it 1,000 sec 100 
Ton Accelerators 5,000 to 10,000 60-90 300 
Continuous Plasma 1,500 to 4,000 40 50 
Pulsed Plasma 5,000 to 8,000 40 350 
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testing methods to reduce losses and thus 
increase efficiency. A photograph of a 
mercury plasma beam issuing from the 
equipment in use at present is shown in 
Fig. 8. 

ESTIMATED PERFORMANCE OF 

PROPULSION DEVICES 

Table I contains an estimation of the 
probable performance of the various 
propulsive devices discussed previously. 
It is apparent that the ion accelerators 
are currently by far the most efficient. 
On the other hand, they have yet to 
demonstrate adequate life for satisfac- 
tory use in space. If the efficiency of the 
plasma devices can be increased to a 
value comparable to the ion devices, 
then the higher thrust -to -area ratio of 
the plasma devices will make them more 
attractive. One possible contender not 
presented in Table I, but mentioned pre- 
viously, is colloid propulsion. Although 
attractive in concept, practical devices 
still await invention. Therefore, an esti- 
mate of performance has not been made. 
The right hand column of the table de- 
fines the power -to- thrust ratio expected 
of these propulsors. This is a most sig- 
nificant parameter since in effect it sizes 
the power supply required to develop a 
unit of thrust and hence sets practical 
limits on the thrust -to- weight ratio of 
the system. 

POWER SUPPLY CONSIDERATIONS 

Although considerable developmental 
effort is presently underway, there are 
no power supplies currently available 
that are suitable for an electrically pro- 
pelled vehicle. It is, nevertheless, pru- 
dent, from a planning viewpoint, to 
summarize and compare the expected 
performance of various classes of power 
supplies that may be applicable to elec- 
trical propulsion. 

The summary presented is based on 
the results of a previous survey- and the 
intuitive feeling of the authors for ad- 
vances in performance. The converters 
surveyed have been classified into either 
the static or dynamic category. The static 
converters considered were: thermionic, 
thermoelectric, and solar cells. The dy- 
namic systems were: turbomachinery, 
Sterling cycle, and magnetohydrody- 
namic (MHO). 

For all of the above systems (with 
the exception of the solar cells) the lim- 
iting factors, as the power requirements 
increase, are the size and weight of the 
radiator. The large area required for 
heat rejection makes packaging difficult 
and increases the probability of micro - 
meteorite penetration. For the nuclear - 
powered systems, the shielding require- 
ments introduce a secondary limiting 
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Fig. 9- Regions of application for nuclear and solar propulsive power sources. 

factor. For the solar -powered systems, 
the primary limiting factor is the size of 
the solar collector involved. 

It is difficult to select power levels for 
electrical propulsion without a specific 
mission analysis. However, for the pur- 
pose of establishing a preferred power 
range, 30 kw -elec SNAP 8, has been se- 
lected as a lower limit on usefulness, 
with 10 Mw -elec as a possible upper 
limit. Weight is also a difficult limita- 
tion to establish, especially since it is a 
nonlinear function of power. However, 
for interplanetary missions an upper 
limit on specific weight of approximately 
50 lbs /kw -elec is still considered usable, 
with 10 lbs/kw -elec much more desir- 
able. It is expected that the life must 
have a mean time -to- wear -out failure of 
the order of 10,000 hours or greater. The 
corresponding reliability must obviously 
be high, but such a projection can only 
be accomplished on a subjective basis at 
this time. 

The over -all results are summarized 
in the curves of Fig. 9.' Shown is a 
plot of power supply mass versus electri- 
cal power out. It has been shown that for 
most missions optimum transfer is ac- 
complished when the power supply mass 
is equal to the payload mass. The re- 
maining mass is then allocated between 
the propellant, tankage, and structure. 
Under these conditions the right hand 
ordinate of the plot of payload versus 
power has been adjusted to indicate the 
total vehicle mass. Superimposed on this 
general plot are the regions of applica- 
tion for solar energy devices and nuclear 
energy systems. Since it was necessary 
to use many assumptions in the study 
the results are presented as broad bands. 
The upper limit represents pessimistic 
assumptions while the lower limit rep- 
resents optimistic assumptions. By way 

10000 

of a check point, the SNAP 8 system is 
shown spotted on the upper limit line 
for nuclear power and the ASTEC (Ad- 
vanced Solar Turbo Electric Concept) 
system is shown spotted on the upper 
limit line for solar power. It is antici- 
pated that advances in the state- of -the- 
art will permit a reduction in the weights 
of these systems. Unfortunately, experi- 
ence to date has not been encouraging. 
The curves shown indicate that nuclear - 
heat sources at the present time outclass 
the solar devices in the high -power 
ranges that are of primary interest in 

electric propulsion. This conclusion 
could be changed if ultralightweight 
solar cells become practical ; however. 
additional development remains to be 
done before such cells can be included 
in this comparison. In any event, it is 
apparent that a considerable advance in 
power and propulsion technology is re- 
quired before the full benefits of electric 
propulsion can be realized. However, it 
should also be made clear that only by 
using electric propulsion will it be prac- 
tical to accomplish the more ambitious 
missions. 
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SEER 

Systems 
Engineering, 
Evaluation, 

and 
Research 

GROWTH of corporations such as RCA 
has led to the formation of decen- 

tralized divisions operating as essentially 
separate businesses. While greater effi- 
ciency is achieved within the divisions, 
it is at the expense of effective multi - 
divisional efforts on major systems. 

In Defense Electronic Products, the 
Systems Engineering, Evaluation, and 
Research activity (SEER) was activated 
in October 1962 to remove this drawback 
of corporate size (Fig. 1 ) . The first chal- 
lenge for SEER was: 

1) Provide the leadership for com- 
panywide efforts on complex new 
systems. 

To provide such leadership requires 
more than creative systems engineering. 
The Department of Defense emphasis on 
cost effectiveness, program management 
and the introduction of the program - 
definition phase resulted in the second 
challenge for SEER : 

2) Provide project management 
"know -how" in new systems efforts. 

This is, perhaps, the greatest innovation 
in the SEER concept. Experience of past 
major programs in RCA has emphasized 
the need for technical continuity in a 
major system - from concept through 
test and evaluation. The third challenge 
for SEER was: 

3) Provide the key project and sys- 
tems personnel to establish and run 
projects resulting from successful 
SEER efforts. 

This first anniversary of SEER is an 
opportunity to assess how the above 
three challenges were met. 

Certainly the most significant event 
was the LUNAR EXCURSION MODULE 

(LEM) effort with Grumman Aircraft 
which culminated in the award of this 
phase of APOLLO to Grumman. 

The SEER team on LEM was made up 
of men whose background had been on 
ground -based defense systems, with a 

heavy emphasis on radars. This team had 
been "re- tread" over a period of time into 
the developing field of space. 

The value of the concept of an RCA 
team effort led by SEER was proven. 
Three major RCA divisions and other 
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University in 1950. From 1941 to 1954, Mr. Shore 

was with the USAF Wright Air Development 
Center, advancing to Assistant Chief of the Sys- 

tems Planning Office, Weapon Systems Directorate 
in 1950 -54. He joined the RCA Missile and Surface 
Radar Department ín 1954 as Project Manager and 
directed several complex systems studies. He then 
had responsibility for all BMEWS systems engineer- 
ing. In 1958, he was appointed Associate Director 
of DEP Advanced Military Systems. In August 1960, 

Mr. Shore took charge of all RCA studies on Satel- 
lite Inspector systems. Upon receipt of the SAINT 
contract, he was made SAINT Program Manager. 
In June 1962, Mr. Shore was made head of the 
new SEER group, responsible for studying and 
proposing new military and NASA systems. Also, 
since April 1963 he has been Technical Director 
for the RCA AADS -70 effort. 

D. SHORE, Chief Systems Engineer 
SEER 

Defense Engineering 
DEP, Moorestown, N.J. 

RCA organizations participated. The ex- 
perience of the DEP Aerospace Systems 
Division on the USAF SATELLITE INSPEC- 
TOR program and of the DEP Astro- 
Electronics Division on TIROS, RELAY, 
and many other satellites was integrated 
into the attack against the staggering new 
problems of manned lunar landing and 
return. Team effort on LEM was a process 
of learning to work together as members 
of RCA - not of subordinate divisions. 
The process was painful at times, but 
we all learned by experience how parti- 
sanship could be overcome. SEER was 
able to demonstrate RCA competence - 
not just utilization of RCA products. 
Realistic cost and schedule estimates 
were the product of extensive effort by 
SEER's project engineering personnel. 

Recently, LEM was established as a 
program for hardware implementation 
in the Aerospace Systems Division. 
SEER personnel who headed the propo- 
sal effort now direct the program. 

Since then. SEER -led efforts have 
found increasing support in the divi- 
sions. The period of achieving accept- 
ance by our colleagues in the product 
divisions is over. 

COMMUNICATIONS 
SYSTEMS 

DIV. 

DEFENSE 
ELECT RON!, 

PRODUCTS 

DEP PRODUCT 

AEROSPACE 
YSTEMS 

DI V. 

Other programs since LEM which have 
continued this success pattern include: 

1) Verification of a basically new anti- 
missile discrimination technique. 

2) Quantitative assessment of anti - 
satellite surveillance systems (an 
ARPA contract) . 

3) Evaluation of Navy antisatellite 
concepts (a Navy contract). 

4) Design of a command center for 
the military communication satel- 
lite system (an Army contract) . 

5) Application of certain radar tech- 
niques to sonar for antisubmarine 
warfare (a Navy contract). 

6) Evaluation of nuclear effects (an 
ARPA contract). 

The recital of these contracts is to em- 
phasize the diversity of SEER activities, 
not just to indicate its acceptance by the 
government. It should be clear that these 
projects represented the culmination of 
company sponsored efforts averaging 
almost a year each. ... We resist most strongly against 

falling into the trap of the "proposal 
mill " -We do not seek contracts until 
we have done our homework. 

These policies continue as we now ex- 
pand our efforts into the fields of general - 
purpose forces. mobile command and 
control, and new space systems. 

Fig. 1- Position of 
SEER in the DEP 
organization. 
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TOOLS 
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Fig. 1- B- chart. 

In conducting studies of space surveillance, the SEER (Systems Engineering, Eval- 
uation, and Research) activity in Moorestown has developed a number of design 
and operational aids, as well as procedures for applying these aids +o space 
technology problems. These aids include B- charts, the PAGE computer pro- 
gram, and performance displays, each of which is discussed in this paper. 

J. BRECKMAN, Mgr. 
Space Operations 

A. FRANZ, Ldr. S. G. MILLER, Mgr. 
Coverage and Deployment Operations Analysis 

Systems Engineering, Evaluation, and Research 
Defense Engineering 

DEP, Moorestown, New Jersey 

SINCE 1957, RCA has participated in 
a wide variety of space- associated 

programs including TIROS, RELAY, SAT- 
ELLITE INSPECTION SYSTEM, BMEWS. 

BMEWS- SPADATS integration, space sur- 
veillance operation of the Moorestown 
AN /FPS -49 radar, ARPA's antisatellite 
studies, and the Navy's EARLY SPRING 

antisatellite system. 
Each of these programs generated 

problems in the analysis and synthesis 
of space networks, systems, and sub- 
systems. In organizing a systematic ap- 
proach to the solution of these problems. 
the Systems Engineering, Evaluation and 
Research (SEER) activity has devel- 
oped a number of design and operational 
aids, facilities, and procedures for ap- 
plying these aids to space technology 
problems. These tools are continually 
being refined to provide more efficient 
means for solving future space problems 
even as they are being applied to pres- 
ent problems. 

One of the significant factors in the 
development of RCA's capability in this 
field was the company's participation in 
an experimental program using the 
Moorestown AN /FPS -49 tracking radar 
as an operational SPADATS sensor. The 
execution of this program as well as the 
continual liaison with the technical staff 
at the USAF 496L SPO, which sponsored 
the program, resulted in a clearer under- 
standing of some of the space surveil- 
lance problems confronting military 
agencies now and in the future. 

FACILITIES 

Because of the need for extensive analy- 
sis and synthesis effort in the conduct 
of the space surveillance studies, SEER 
has available an IBM 7090 and an IBM 
1620 computer at Moorestown for this 
purpose, on a scheduled basis. Extensive 
space -related programs, including pro- 
grams which simulate ground- environ- 
ment and satellite population, are in use 

160 90 

SATELLITE 

FLIGHT LINE 

( NORTH 

LAUNCHED 

i =65` h =500n.m 

FROM US.S.R.I 

for both computers. Workshop facilities 
for graphic and hand- calculator solu- 
tion of space trajectory problems employ 
a group of unique aids which permit par- 
ametric solutions for various combina- 
tions of network elements. These aids 
include Breckman Charts (B- charts), 
PAGE (Performance Analysis of Ground 
Environment) computer program, and 
performance displays. Each of these aids 
is discussed later in this paper. 

A Satellite Information Center has 
been established to house existing space 
surveillance information and to permit 
immediate updating of data and tech- 
niques as further studies produce re- 
finements. The files of the Center con- 
tain: 

1) Sets of B- charts, earth and space 
charts, globes, etc., for computa- 
tions, analyses, and displays; 

2 Trajectory descriptions of each 
orbiting object including flight 
lines, height characteristics, or- 
bital elements, and the history of 
its variations; 

3) Known physical characteristics for 
each orbiting object which may in- 
clude mission, size, shape, mate- 
rial, equipment, emissions, mass, 
body dynamics, drag coefficients, 
etc.; 

4) A compilation of geophysical con- 
stants and formulas; 

5) A comprehensive bibliography 
(including abstracts of books, re- 
ports, journals, and articles) relat- 
ing to the problems of space- object 
detection, identification, assess- 
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ment, cataloging, tracking, and 
control; 

6) A description of the sensors, both 
radar and optical. in the space 
surveillance network. including 
their locations, scan patterns. oper- 
ational parameters, and error char- 
acteristics. 

In conjunction with the computers and 
the Satellite Information Center, the 
Moorestown AN /FPS -49 tracking radar 
is used to check space surveillance pro- 
cedures developed by SEER. The per- 
formance of this radar as a space sur- 
veillance sensor was described in a 
report' published in 1961. 

STUDY TOOLS 

The unusual study tools previously 
mentioned were developed specifically 
to simplify the proper solution of space - 
surveillance problems. The most versa- 
tile of these tools is the B- chart. 

B- charts 
Maps and charts based upon the Breck- 
man Projection, a copyrighted RCA 
technique, are variously referred to as 
B -maps, B- projections, or B- charts. The 
B -chart does for space and satellite prob- 
lems what the Mercator projection did 
for earth charting and ship navigation 
centuries ago. Just as the Mercator 
charts render a ship's course as a straight 
line, a B -chart represents a zone of the 
earth in such a manner that the ground 
track of a circular -orbit satellite travers- 
ing that zone appears as a straight line. 
Thus, the B -chart gives an analyst in the 
office or field a tool which makes man- 
ageable all the complex relations of 
celestial mechanics and earth geography 
which are involved in present day space 
problems. 

B- charts are now an operational tool 
in the Air Force Space Detection and 
Tracking System (SPADATS) and are an 
integral part of the space program par- 
ticipation of the Kwajelian Station 
(TRADER). 

The B -chart information displays the 
full geographic and time history of the 
object for a single day or a succession 
of days. As shown in Fig. 1, background 
grids against which the object's course 
is traced include latitude and longitude, 
local azimuth and ground range, politi- 
cal boundaries, and geographic features. 
The more significant properties of the 
B- charts are: 

1) Equal horizontal distances on the 
chart require equal time to trav- 
erse. This fact holds whether the 
trajectory is circular, elliptical, or 
any planar shape, that is, the tra- 
jectory need not even be ballistic. 
Thus, the B -chart is applicable to 
objects that maneuver at constant 
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inclination hut arbitrarily vary all 
other parameters of motion. They 
also apply to problems with step- 
wise changes in inclination. 

21 The projection of the orbital plane 
on the earth cuts the B -chart in a 
vertical line. The intersection of 
the plane of any orbit with the sur- 
face of a nominally spherical earth 
is a great circle. This great circle 
intersection is called the orbital 
cut. For an orbit whose inclination. 
i, is 90 °. the orbital cut is a great 
circle through the poles. 

31 The ground track is a replica of 
the angle- versus -time character- 
istic of the object in its own plane. 
For elliptical orbits this means that 
a single ground track pattern suf- 
fices for all inclinations as does the 
straight line for circular orbits, re- 
gardless of the motion of perigee. 
Drifts in perigee are accommo- 
dated by vertical shifts of the track 
with respect to the chart. 

41 Equal areas on the B -chart have 
equal probability of containing a 
given object. This property holds 
for any trajectory. either circular 
or elliptical. It is, therefore, es- 
sentially useful in statistical analy- 
ses conducted on the charts, such 
as those involved in choosing op- 
timum radar scan patterns to de- 
tect space targets, statistics of 
mutual visibility in communica- 
tions networks; etc. 

5) The B -chart simultaneously dis- 
plays both the time and place of 
the object. This property automati- 
cally converts the ground track on 
the B -chart into a continuous 
ephemeris against a uniform time 
scale, whether the planar motion 
of the object is ballistic or not. 

Perhaps the most important contribu- 
tion of the B- charts is the compact, yet 
comprehensive, aid provided by the pic- 
ture of the relationships between satel- 
lite motion, earth geography, and radar 
scans. This enables the analyst to dis- 
cover problem areas (such as multiple 
intersections of flight path with cover- 
age on a single pass), formulate them 
properly, state missions more precisely, 
and construct useful criteria for per- 
formance evaluation. 

In general, the charts have two broad 
uses: design applications (comprising 
synthesis, analysis, and perfromance 
evaluation) and field uses (for example, 
at isolated radar sites or satellite corn - 
munications ground terminals) . The list 
below illustrates a few of the problems 
to which the charts have already been ap- 
plied. 

Design applications (that is, making 

use of the relationships between the sta- 
tistics of space objects and associated 
ground environment ) include: 

1 ) Designing sensor scans to match a 
particular site to an assigned mis- 
sion, such as monitoring space for 
new objects in a designated do- 
main of height and inclination, 
updating objects which have been 
previously "catalogued" by Space 
Track personnel. rediscovering 
"lost" objects, and detecting 
remnant companions of newly 
launched objects. 

2) Designing scans to match a group 
of sites to an assigned mission, so 
that each sensor works as part of 
a team. The radar, radio, or opti- 
cal characteristics needed at each 
site for this mission are specified 
and the performance of the result- 
ing network configuration is eval- 
uated against given mission crite- 
ria. This network approach avoids 
the overdesign of individual radars 
which results from trying to make 
each site do the total job. 

3) Optimizing site locations to meet 
given mission requirements. This 
problem is particularly important 
in programs involving space sur- 
veillance, satellite inspection, plan- 
ning of translunar and deep space 
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Fig. 2 -Flow diagram for PAGE. 
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Fig. 3- History of intersection between satellite 
and radar network as a function of time elapsed 
since injection. 

probe trajectories, orbital rendez- 
vous or other "critical event" con- 
ditions, communications networks, 
etc. 

4) Computing the average and peak 
data -processing burdens on ground 
stations in the network. 

5) Specifying the cluster of satellites 
needed for global communication 
missions with respect to designing 
the orbits, placing a family of ob- 
jects within an orbit, or arranging 
a group of such orbiting families. 
The change of the network per- 
formance is determined as the ge- 
ometric relationships among the 
various objects change with time. 

6) Evaluating the performance of 
existing and postulated ground net- 
works for detecting ballistic mis- 
sile attacks by considering all 
physically feasible energies, geo- 
metrically feasible launch angles, 
and politically feasible launch 
areas, including the oceans. On 
this basis, improvements may be 
recommended in the coverage. 

7) Conducting feasibility studies on 
mid -course intercept of ballistic 
missiles or orbiting vehicles. 

8) Determining optimum ground 
tracks and hence flight profiles 
(and then thrust timetables) for 
critical phases of special missions. 
Doing this on the B -chart makes 
use of the fact that the B -chart 
ground track is a replica of the 
angle -vs. -time characteristic. 

Field applications (that is, the particu- 
lars of objects and ground environment) 
include: 

1) Generating local look angles, 
range, range rate and time, under 
field conditions, conditions of 
urgency, or any other situation 

where a computer solution is not 
available or practical. 

2 Providing a continuous ephemeris 
in topocentric or geocentric co- 
ordinates. Where several stations 
are involved, a chronology of 
events is prepared. 

3) Developing on -board (space -vehi- 
cle ) navigational procedures using 
B- charts based on the sphere of 
the earth, moon, sun, other planets, 
or celestial sphere. The charts also 
show the relative motion of one 
object with respect to another. 

4) Determining the flight profile of 
a maneuvering or highly perturbed 
object from ground observations. 

5 ) Developing the range, azimuth, ele- 
vation, and range rate programs 
(all versus time) for a particular 
sensor, to follow characteristic 
points on a given orbit, such as 
closest point on the orbit, point of 
closest approach, point of constant 
range, etc. 

6 ) Determining and displaying the 
conditions for optical visibility of 
a given object from a given site. 

7 ) Generating displays of the space 
situation for control centers and 
on -line flight analysis. 

8) Providing quick -fix aids to com- 
mand groups, planning groups, 
and auxiliary groups such as moon - 
watch teams, amateur radio oper- 
ators, etc. 

Ref. 2 provides a detailed explanation of 
the theory and use of B- charts. 

Page Program 
The determination of space ground en- 
vironment network performance by the 
PACE (Performance Analysis of Ground 
Environment) program is accomplished 
primarily by a digital computer using 
gaming techniques. The types of compu- 
tations performed are presented in the 
following paragraphs. An overall PAGE 

flow diagram (Fig. 2) is furnished for 
orientation. 

Geometric Intersection 
After the descriptive parameters of a 
radar network have been specified and 
a satellite class (height and inclination) 
selected for investigation, the geometric 
encounters between the network and the 
satellites are investigated. This is done 
by selecting a satellite injection point on 
the basis of any prescribed random dis- 
tribution or a specific launch point. As 
shown in Fig. 3, the satellite trajectory 
history for a given period of time is then 
defined and the successive encounters 
with each site are determined. Each ge- 
ometric encounter is defined in terms of 
"perfect radar" range, range rate, azi- 
muth, and elevation. 

Radar Perturbations 

The effect of sensor characteristics on 
network performance is introduced into 
the computations by the program as 
shown in Fig. 4. At each geometric en- 
counter the instantaneous cross -section, 
range, and dwell time in the beam of the 
object are combined with the character- 
istics of the sensor to give a signal -to- 
noise ratio. This ratio is used to deter- 
mine whether or not detection occurs and 
then to define the magnitude of error to 
be associated with each of the parameters 
found by the geometric encounter. As 
shown in Fig. 4, radar errors lead to a 
set of perturbed parameters and the 
consequent generation of a site- apparent 
object whose orbital characteristics are 
slightly (or greatly for a poor sensor) 
different than those of the true mathe- 
matical object. The magnitude of error 
associated with each radar parameter 
is indicative of data quality and is used 
to compute a credence factor. Credence 
provides a weighting factor used in 
smoothing data from different sites. 

Orbit Smoothing 

The radar data describing each site - 
apparent object are used by a simulated 
control center to calculate a center -ap- 
parent satellite orbit. The orbit of the 
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Fig. 4- Perturbation of geometric parameters 
by radar errors. 
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center -apparent satellite will, of course, 
differ from the true object orbit because 
of the data perturbations introduced by 
each sensor. Fig. 5 shows that. at each 
encounter of the true object with a sen- 
sor, the computer also determines the 
corresponding encounter of the center - 
apparent object with the same sensor. 
As before, the sensor characteristics re- 
sult in a perturbed estimate of true 
object position, and it is this perturbed 
encounter which is smoothed with the 
center -apparent object encounter to pro- 
vide an updated orbit. 

Credences are employed as guides in 
combining the encounter parameters of 
the center -apparent object and the site - 
apparent object. The credences of all 
previous encounters are accumulated at 
the center and are changed in accord- 
ance with specified decay rates. The 
resulting credence provides a weighting 
factor when the data of a new encounter 
are smoothed with their associated 
credence. In this way, each new en- 
counter is combined with all preceding 
encounter data to update the center's 
notion of the object's orbital element,. 

Error Determination 

At any prescribed time (or number of 
times) after injection, the program is 
instructed to determine the position of 

CENTER APPARENT OBJECT 

TRUE OBJECT 

UPDATED ORBIT 

ORBIT SMOOTHING CONSIDERATIONS 

REPORT CREDENCE 

FALSE ACCEPTANCE 
OF SPURIOUS REPORTS 

FALSE DISMISSAL 

TRACKER ACOUISIT ION 

Fig. 5 -Orbit updating by new encounters. 

Fig. 6-Position prediction and error determi- 
nation. 1) Position of center apparent object 
at a specific time is based on all data obtained 
prior to that time. 2) The vector distance be- 
tween true and apparent objects is obtained. 

both the true object (which is the ref- 
erence) and the center -apparent object 
as shown in Fig. 6. The position of the 
center -apparent object depends on the 
center's notion of the object's orbital 
elements at the time the position fix is 
requested. The center's estimate of the 
object's orbital elements at that time 
depends, of course, on the history of en- 
counters preceding the prediction time. 
It is therefore possible to determine, as 
a function of time, how the center's no- 
tion of satellite position (network per- 
formance) behaves with respect to the 
reference object by finding the vector 
difference (error) between true and ap- 
parent objects at a sufficient number 
of prediction times. This error vector is 
converted to a more useful form by 
resolving it into three components: one 
along the satellite's velocity vector. the 
second in the plane of the orbit and 
perpendicular to the first component, and 
the third component perpendicular to 
the first two (that is, perpendicular to 
the orbital plane). 

Error Averaging and 
Variance Determination 

The preceding paragraphs traced the 
events experienced by a single simulated 
satellite at a single height and inclina- 
tion. To obtain an accurate estimate of 
the statistics which describe network 
performance for satellites at this height 
and inclination, it is necessary to simu- 
late the passage of many satellites 
through the same order of events. For 
each new satellite, certain specified 
parameters are subjected to random vari- 
ation and the process is repeated. At the 
end of each run, data pertaining to er- 
rors are collected, and averages, rms 
values, and variances are calculated. 
These quantities describe network per- 
formance for the height and inclination 
tested and constitute the bulk of the out- 
put data. Overall network performance 
is found by repeating this process for 
other combinations of satellite height 
and inclination. The process therefore 
is as summarized in the PAGE flow dia- 
gram shown in Fig. 2. 

PERFORMANCE DISPLAYS 

The height -inclination (h, i) plane is 
a representative performance display of 
the network reaction to various classes 
of objects. The parameters h and i are 
chosen to define the class of object be- 

cause the height and inclination are 
threat -defining characteristics as well as 
orbital elements. 

The h, i plot is especially useful when 
the network performance can be stated 
in one of the following forms. (These 
statements are used as examples and 
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SATELLITE INCLINATION DREES 

Fig. 7- Maximum visibility contours for sensor 
of 40° latitude, 

do not represent actual requirements for 
a mission.) 

1) Contours of maximum visibility. 
These contours (Fig. 7) show the 
limiting combinations of satellite 
height and inclination which are 
visible to a site or network. 

2) Contours of equal settling time. 
In a sample plot, the 10 -hour con- 
tour line on the h, i plane would 
contain all classes of objects for 
which the given network would 
know the orbital elements to pre- 
scribed accuracy, within 10 hours 
of launch. The 10 -hour line will, of 
course, enclose the 5 -hour line. 
Similarly, the 15 -hour line will en- 
close all lines with smaller num- 
bers. The plot will hold for the 
stated network under the stated 
assumption of radar cross -section 
and eccentricity. 

3) Contours of equal probability of 
detection. In a typical case, the 
80- percent probability contour line 
on the h, i plane would contain all 
classes of objects which would be 
detected by the given network 
within 24 hours of launch, with a 
probability of 80 percent. 

4) Contours of equal times to first 
detection. Fig. 8 shows a sample 
plot of this contour of first geomet- 
ric crossing. 

5) Contours of equal numbers of de- 
tections per day. 
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6) Contours of equal accuracy 
achieved after one day's operation. 

Many other parameters are possible for 
the contour lines, the choice depending 
on the particular mission. In fact, num- 
ber pairs may be used, rather than a 
single number, to characterize the per- 
formance against a given h, i class. For 
example, it may be desirable to display 
both the expected time to first detection 

J. BRECKMAN received a BEE from Cooper Union 
in 1943 and an MSEE from the University of Penn- 

sylvania in 1962. He is presently engaged in e 

doctorate program at the University of Pennsyl- 
vania. From 1943 to 1949 he designed test equipment 
and taught mathematics. While with the Signal 
Corps (1949 -1954) he designed analog and digital 
computer systems. Since joining RCA in 1954, Mr. 
Breckman has designed digital control and data 
processing equipment for BIZMAC, served as 

chairman of the computer group for BMEWS, wrote 
the computer program for satellite observations in 

the BMEWS system, wrote the PAGE Program for 
the performance analysis of a total ground environ- 
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vented the B -chart and developed its applications 
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Fig. 8- Perform- 
ance contours of 
expected time 
(hours) to first 
crossing. 

Fig. 9- Position 
es'imate error - 
representative 
surveillance net- 
work. 

and the standard deviation of the time 
to first detection. For a complete analysis 
the entire distribution may be presented 
for each of several discrete points in the 
h, i plane. 

If the requirements for a mission can 
be stated in a form similar to the h, i 

display of network performance, a single 
figure of merit for network performance 
may be derived by superimposing the 

ECM /ECCM and threat -evaluation studies and was 

system liaison engineer for the BMEWS site at 
Fylingdales Moor, England. Most recently he has 
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performance plot on the criteria plot and 
either matching these by eye or comput- 
ing an approximate correlation. In any 
case, the h, i plane provides a format for 
both a quantitative statement of user re- 
quirements and a quantitative statement 
of network performance. 

A sample of the fundamental output 
of an h, i pair analysis is presented in 
Fig. 9, showing the basic error con- 
vergence for a four -day run. 

CONCLUSION 

In summary, RCA has developed a set 
of analytical and design techniques 
which are suitable for a wide range of 
trajectory and surveillance applications. 
In conjunction with elaborate computer 
facilities, a local source of cyclopedic 
space data, the AN /FPS -49 tracking 
radar, and an experienced staff of en- 
gineers skilled in the coordinated use of 
these various tools, SEER has already 
produced solutions to a broad spectrum 
of pressing satellite /antisatellite prob- 
lems. 

The B- charts and the PAGE program 
constitute a team of synthesis -analysis 
procedures which can help define the 
proper role of various Department of 
Defense programs in military space, and 
indicate the optimum balance of ground 
environment installations and orbiting 
population to achieve these objectives. 
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THE POTENTIALS OF HIGH -POWER 
SATELLITES FOR COMMUNICATIONS 

Major design considerations for a satellite communication system are the 
number of satellites and the orbital parameters. Most studies to date have 
been based upon the simplest possible satellite configurations so as to enhance 
the life of the system and reduce the total cost of launch vehicles and satellites. 
As space technology improves, more -complicated high -power satellites will be 
practical -and could be in operation in the early 1970's. In the near future, it 
will be necessary to evaluate the trade -off possibilities between low- powered 
satellites with large, costly ground terminals versus high -powered satellites with 
small, less- costly ground terminals. RCA is apparently the first to examine this 
problem in depth. For one -way broadcast service to small terminals, there 
is no question as to the value of high power in the satellite. But high power in 

the satellite for two -way point -to -point communications is not so clearly advan- 
tageous. The purpose of this paper is to acquaint the reader with the work to 
date and to stimulate interest in the problem. 

A. C. GAY and J. S. GREENBERG 

Advanced Military Systems, Princeton, N. J. 

TO A COMMUNICATOR, a satellite is 
similar to a high tower, comparable 

to the microwave towers used for con- 
ventional transmission. The height of the 
tower may be from 6,000 to 22,300 miles, 
thus enabling satellite relays to span 
trans -oceanic distances. Coverage areas 
may vary from 50 X 100 to 80 X 100 

square miles. 
The first (low power) application to 

be tested (TELSTAR and RELAY) has 
been that of spanning transoceanic dis- 

tances. Attention has been focused on 
linking the U.S. and Western Europe. 
Since each of these areas is already con- 
nected by vast internal distribution nets, 
large terminals costing $3 million to $5 
million seem practical for interconnect- 
ing the U.S. and Western Europe. If the 
distribution nets existed on the other 
continents, global service could be es- 
tablished with 10 to 15 terminals of this 
size. 

To provide commercial point -to -point 

TABLE I- Ground Terminal Classification 

Antenna Dia, ft Power, kw 
Receiver 

Service Range Nominal Prime Radiated Number T ( °K) 

Mobile 
Portable 
Fixed 

3 -10 
20.30 

60 plus 

3 
20 
60 

5 1 300 1000 
20 4 100 300 

100 20 15 -25 100 

PT, = transmitter power 

pJ = jammer transmitter 
power 

GT = transmitter antenna 
gain (satellite an 
tenna 17.8 db). 

G,t = receiver antenna gain 
Gx2=17.8 db, 
=20.8 db). 

Al2 

Fig. 1- System model 
G, = jammer antenna gain 

A = path loss 47R2 y. 
L = system losses (6 -db 

limiter loss). 
T = effective receiver tem- 

perature. 
8 = receiver bandwidth (8 

=10 X 10' cps). 

82,12, PR2, PT2, GT2 

SATELLITE 
(HARD LIMITING REPEATER) 

GR2 GR2* 

12 

COMM. SYSTEM 
TERMINAL 

PT 1, GTI 

A 2 2 

JAMMER 

PJ, GJ 

D = antenna diameter. 
n = number of channels 

(data rate /channel= 
1000 bits /sec). 

GP = processing gain (40 
db, constant). 

S = output signal to noise 
Nuu, out ratio (12 db). 

A23 L23 

COMM. SYSTEM 
TERMINAL 

P23, 053, 83,13 

traffic to and from the developing areas 
of the world, inexpensive, low- and 
medium- capacity terminals are needed. 
Several such terminals might be useful 
to reach the more important cities of 
each nation, the global requirements in 
this case being on the order of 500 termi- 
nals. Obviously, it is desired that the 
terminal costs be low- perhaps in the 
range of $50,000 to $200,000. This may 
be realizable if satellite radiated power 
can be traded off with ground terminal 
antenna size. 

A study has been made of TV broad- 
casting via a satellite relay.' In this case, 
reception is possible with conventional 
equipment costing no more than a few 
hundred dollars if the radiated power 
from the satellite relay is 2 to 5 kw per 
TV channel. This system should be an 
extremely advantageous tool for educa- 
tional TV in the developing areas of the 
world, and it should be useful for con- 
ference TV and other similar special ap- 
plications in the U.S. and Western Eu- 
rope. The study, made in RCA by the 
DEP Advanced Military Systems group, 
indicated that the satellite system oper- 
ating costs would be competitive with 
conventional microwave techniques ini- 
tially, with the promise of a five -fold de- 
crease in costs as the satellite technology 
advanced. The objections are, of course, 
the high cost of development -on the 
order of $300 million to $500 million 
dollars. 

The military has requirements for 
flexibility, security, and mobility on a 
global scale which cannot be met by 
any current technology. For the purpose 
of a specific example, Table I classifies 
typical ground terminals as to the mo- 
bility and the number of such terminals 
likely to be required globally. The data 
is nominal, based on the fact that the 
Defense Department has a population of 
about 3 million and for the purpose of 
control and administration, world wide 
communications must be available.' Mo- 
bility is determined primarily by the 
antenna size and power plant size. How- 
ever, there is another point of concern. 
For 6,000 to 8,000 -Mc carriers, pointing 
requirements in the three classes (Table 
I) are on the order of 1.0 °, 0.5° and 0.1 °. 
Thus for the larger antenna sizes, addi- 
tional equipment is needed for pointing. 
In general, high power should reduce the 
complexity of the ground terminals. 
(Satellite radiated power effects only 
the required ground terminal receiver 
aperture. When high power satellites 
are employed, ground terminal receiver 
apertures may be relatively small. Since 
common transmit and receive apertures 
are likely, ground terminal transmitter 
power must be increased. This is not a 
problem when the number of channels 
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to be transmitted is small, but may be 
extremely difficult and costly when large 
numbers of channels are to be trans- 
mitted from a single terminal.) 

Earth synchronous orbits at 22.300 
miles altitude eliminate many of the 
handover traffic control and pointing 
problems of the medium altitude sys- 
tems. Because of the many operational 
and economic advantages of communi- 
cating via stationary satellites, the fol- 
lowing discussion will be limited to sys- 
tems consisting of synchronous satellites. 

COMMUNICATIONS SYSTEMS 

CONSIDERATIONS3,4 

The model used for this discussion is 
shown in Fig. 1 and the assumed values 
for the three type of ground terminals 
are listed in Table I. Other pertinent 
data is given in Fig. 1. It is assumed that 
spread- spectrum pseudo- random coding 
techniques are used, since this is useful 
in a severe jamming environment. It is 
assumed that the spectrum spreading is 
accomplished by modulating the data 
to be transmitted by a pseudo- random 
code sequence which has a bit rate con- 
siderably higher than the data rate. The 
ratio of the pseudo- random code hit rate 
to the data bit rate is termed the proc- 
essing gain. The difference between the 
processing gain, or integration gain, and 
the required detection threshold plus 
system margins is the anti -jam margin. 
The anti -jam margin is the advantage 
(power, aperture) of the jammer over 
the communication terminal equipment. 

Multiplexing of multiple code se- 
quences is possible if the code sequences 
are orthogonal (or at least quasiorthog- 
onal). When correlation detection is 
employed, only the desired signal is ex- 
tracted from the multiplex group with 
the remaining signals, if the code se- 
quences are relatively long, acting as 
noise. The use of the pseudo- random 
code and correlation detection therefore 
provide a general access capability to 
the system. The formulation below is 
accurate when operating in a jamming 
environment but also very nearly correct 
in a nonjamming environment. The data 
rate per channel is assumed to be 1,000 
bits /sec. This is a convenient number 
since it is typical for vocoder traffic and 
high -speed digital traffic. For uncoded 
voice traffic, the number of channels will 
be reduced by a factor of three to four. 
The equations used are: 

Signal power received (at satellite) = P 112 

PT1 GT1 GIN 

A1^_ L12 

Jammer power received (at satellite) = PR_J 

PJGJGR_ 

- Al2 LIY 

Fig. 2- Communica- 
tion from fixed ter- 
minals; number of 
channels vs. jammer 
threat. 

Fig. 3- Communica- 
tion from portable 
terminals; number of 
channels vs. jammer 
threat. 

Fig. 4- Communica- 
tion from mobile ter- 
minals; number of 
channels vs. jammer 
threat. 
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Figs. 2, 3, and 4 illustrate the results 
of the calculations for the nine possible 
combinations of communications links 

1 I 111111 \ 
IO' IO' 

PRODUCT IPJ Dj ) - wft2 

(i.e. a fixed terminal to a mobile termi- 
nal, a mobile terminal to a fixed termi- 
nal, etc. I. Figs. 2, 3, and 4 relate the 
number of channels available to the sys- 
tem and the jamming threat. It can be 
seen that the number of available chan- 
nels is essentially independent of the 
jamming threat over a considerable 
range of jammer power -aperture prod- 
ucts. Up to a point, jamming is hardly 
noticeable and the channel capability 
is limited by inter -modulation noise and 
receiver noise. Gradually, as the jammer 
threat (jammer power- aperture prod- 
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uct) increases, the jammer noise pre- 
dominates and the system channel 
capacity is adversely effected. For the 
cases illustrated in Figs. 2, 3, and 4. 
disruptive jamming might be considered 
to occur when jammer power- aperture 
products of 5 X 10",10', and 10' watt -ft', 
respectively. are employed. These levels 
are determined principally by the rela- 
tive power- aperture products of the jam- 
mer and the ground transmitting term- 
inal. On each chart a typical jammer is 
shown for reference. 

These charts illustrate clearly both 
the advantages and the limitations of 
high power in the satellite. Since all 
traffic must pass through the satellite, 
300 mobile terminals. each with a single 
channel capability, will require a satel- 
lite capable of radiating about 200 watts 
or approximately 1 to 2 kw of prime 
power. This power requirement is inde- 
pendent of the type of ground trans- 
mitter terminal. One hundred portable 
terminals. each with a single channel 
capability, require a satellite capability 
of only about 50 watts of radiated or 
250 to 500 watts of prime power. Al- 
though it is not shown specifically on 
Fig. 2, it is clear that 25 fixed terminals 
of the assumed size can be served by a 
satellite radiating less than 10 watts. 
(The curve Fixed Terminal to Fixed 
Terminal is independent of satellite 
power as long as the radiated power is 
greater than several watts. since the 
intermodulation noise due to multiplex- 
ing the many channels predominates.) 

The minimal power levels just noted 
assume a single channel output for each 
terminal. In practice, each fixed termi- 
nal would have the capability to handle 
perhaps ten channels and a mobile 
terminal two or three channels. It must 
be assumed, however. that the ground 
net does not exist to interconnect sev- 
eral hundred terminals. Hence, the 
satellite power requirements in the three 
cases will differ by a factor of about five. 

In addition to the spread spectrum 
techniques. advantage may be taken of 
the time delay between the transmission 
of a message and its reception due to 
the system geometry. For a synchronous 
satellite this delay is on the order of 
1/4 second. During this time interval. for 
a pseudo- random bit rate of 10 X 10° 

hits /sec and processing gains of 10' and 
10', approximately 2,500 and 250 infor- 
mation bits. respectively, can be trans- 
mitted. If ground terminal frequencies 
are changed randomly (as seen by the 
jammer -but known a priori to all 
ground terminals ) at 1/4- second inter- 
vals, the jammer will not be aware, until 
too late, of the frequency employed by 
the communication system. Thus, if 
spread- spectrum and frequency hopping 
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RCA THERMOELECTRIC CONVERTERS 
AND RADIATION SURFACE 

PAYLOAD SECTION 

AND RADIATOR 

SHIELD 

REACTOR 

techniques are employed. an additional 
anti -jam capability of perhaps 20 db 
may be obtained. This does add to the 
complications of the satellite electronics, 
since a very -wideband repeater will be 
required. Also. to maximize the anti -jam 
capability. high satellite power is re- 
quired. However, it is a step in the right 
direction, since it will assist the mobile 
terminal to compete more favorably with 
large jammers. 

Vulnerability to direct attack is also 
an area of concern for military commun- 
ications. Both the satellite and the 
ground- terminal vulnerability must be 
considered. Few ground terminals are 
more vulnerable than many and few 
satellites are more vulnerable than 
many. There has been considerable criti- 
cism of the synchronous system because 
a few satellites are the nodal points for 
all traffic over about one third of the 
earth's surface. The assumption is that 
interception is relatively easy and that 
interceptors will be less costly than 
communications satellites. However. de- 
tailed evidence to support this con- 
clusion has not been submitted. Based 
on calculations made by DEP Advanced 
Military Systems. the cost of the inter- 
ceptor may be almo'st as much as that 
of the communications satellite. The de- 
struction of a single communication sat- 
ellite is not necessarilly of major con- 
cern. Of paramount importance is the 
destruction of the communication sys- 
tem, especially just prior to the initiation 
of large scale hostilities. To decrease 
the vulnerability spare (nonradiating ) 

satellites may be placed in orbit as well 
as decoys. The total useful life. after 
an all -out attack. of the communication 
system is probably measured in hours. 

Fig. 5 -SNAP 10A 
reactor spacecraft 
configuration. 

The spare satellites and decoys will 
either greatly increase the cost of the 
interception or delay the system destruc- 
tion for many hours. Lastly. the military 
invariably provides a mixture of weap- 
ons and supporting equipment. If the 
satellite system is used for wideband 
communications and other more con- 
ventional links are available for the 
minimum essential narrow band traffic, 
the incentive to attack the satellite is 
substantially reduced -especially if in- 
terception is costly. 

HIGH POWER SATELLITE VEHICLE 

At the present time the technology for 
high power synchronous satellite space- 
craft is not completely established and 
proven. The power supply weight, relia- 
bility and thermal control is under ex- 
tensive investigation. Synchronous sys- 
tems oriented to the earth's vertical are 
substantially more complicated than 
those satellites now being launched and 
long life capability must be proven in 
this area. These are state -of- the -art 
questions which can be answered in the 
near future. In fact, if development on 
a specific configuration were undertaken 
shortly high power systems could be 
available prior to 1970. 

Regarding the power supply, the Air 
Force is developing the SNAP 10A, which 
should be flight qualified in the near 
future (Fig. 5). This is a reactor system 
using RCA silicon -germanium thermo- 
electric converters' It is currently rated 
at 500 watts but by increasing the reac- 
tor temperature it can be upgraded to 
2 or 3 kw. Its weight with shielding will 
be between 1,200 and 1,500 pounds. 

Another possibility for power is the 
thin -film solar cell. Present systems in- 
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eluding power conditioning, batteries, 
redundant cells for reliability, and pro- 
tective covering against radiation dam- 
age weigh from one to three pounds per 
watt. At synchronous altitudes radiation 
damage is much less than that in the 
medium altitude range. Also, the vehicle 
is only obscured from the sun for a short 
period of time which greatly reduces 
the battery load. Thus one can estimate 
the weight, using current technology, at 
about one pound per watt. Thin film 
techniques, however, will reduce this 
weight by more than 50 %. This work 
has been underway in RCA Laboratories 
for a number of years` and thin film 
cells do offer a possible alternative for 
the near future up to about 5 kw. Beyond 
this level the reactor- turbine will con- 
tinue to have the advantage in weight. 

Assuming 1,000 pounds for the ve- 

hicle and all other components, the 
space craft should not weigh more than 
2,500 pounds. This is beyond the capa- 
bility of any currently available booster, 
but published data on the TITAN III 
seem to indicate that some configuration 
of this booster series could be used to 

place 2,500 pounds in an earth syn- 
chronous equatorial orbit. This program 
is being substantially funded and from 
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the test schedules. it is reasonable to 
assume the booster to be available for 
operational use in 1966 or 1967. 

Components for attitude control and 
station keeping for this type of applica- 
ion have been under development for at 
least four years. In general, there is 
competition in every area and this is 
the best assurance of the successful com- 
pletion of at least one approach to each 
problem area. Requirements for station 
keeping are on the order of 1° to 2° in 
geocentric angle and antenna pointing 
can be relaxed to the same standard. 
These are modest criteria which can be 
met by simple mechanisms offering the 
greatest probability of reliability for 
more than one to two years life. 

Thermal design will provide a unique 
challenge. Conversion from a heat en- 
ergy source to electric power is 10% 
efficient or less. The SNAP l0A design 
uses special radiators to reject over 
50 -kw (thermal) . These cover the entire 
exterior surface of the space vehicle with 
the exception of the base. Since the con- 
version to radio energy probably will not 
exceed 20% efficiency and may be as 
low as 10 %, an additional 1,600 to 3.200 
watts must be dissipated. This must be 
disposed of by radiation and the radiator 
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area will vary as the difference of the 
fourth power of the temperature of 
the electronics and the fourth power 
of the space background temperature. 
Thus the operating temperature of the 
electronics, principally the power ampli- 
fier tube, becomes an important param- 
eter. At 70 °C the emission is only 72 
watts /ft' of radiator area; at 150 °C, 170 
watts /ft' may be dissipated. Depending 
on the assumptions made concerning 
meteroid density and the life criteria the 
radiator weight may vary from 1 to 5 

pounds /ft'. The amplifier tubes have 
been operated at the higher temperature 
and there is reason to believe that long 
life can be obtained at this level. Under 
the worst assumption above the radiator 
for the electronics would weigh about 
220 pounds; under the most favorable 
conditions about 10 pounds. Since weight 
is always a critical factor, tubes suitable 
for high temperature operations will be 
useful although not necessarily essential 
at this power level. In any case special 
power tube designs will be necessary to 
transmit the heat from the tube to the 
radiator. 

CONCLUSIONS 

The conclusions of the DEP Advanced 
Military Systems studies are that high 
power in the satellite is a distinct ad- 
vantage when small terminals are re- 
quired. For TV systems from 30 to 100 
kw of prime power could be used. For 
other types of traffic 2 to 3 kw appears 
to be a reasonable upper limit. The 
lower level of power should be available 
in the near future and higher powers 
should be seriously considered. for use 
in the early 1970's. There is a trade -off 

between high -power satellites and large 
numbers of low cost terminals. It is 
logical to take advantage of the broad 
coverage available to the satellite and 
to serve many subscribers, since this 
permits the satellite cost to be more 
broadly distributed. Hence, the high - 
power concept should be reviewed fre- 
quently as technology advances. 
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OVERSEAS COMMERCIAL 
COMMUNICATIONS SATELLITE 

SYSTEMS: 1965 -1975 
This paper is based upon a study made in 1962 by DEP Advanced Military 
Systems of commercial communication systems using active repeaters in earth 
satellites. The study was requested for planning purposes within the Corporation 
in a field where RCA has the dual role of an international common carrier and 
a supplier of electronic hardware. 

J. S. GREENBERG, S. GUBIN, and Dr. M. HANDELSMAN, Assoc. Director 

Advanced Military Systems 

Princeton, N. J. 

HE Communications Satellite Corpo- I ration (COMSATCORP ) , authorized 
by law in 1962 by the U. S. Government, 
will be owned by private investors. It is 
intended to operate on a sound economic 
basis and show a profit. The experimen- 
tal communication satellites, TELSTAR, 
RELAY, and early SYNCOM, the forerun- 
ners of future operational satellites,1 are 
launched by the THOR -DELTA booster 
vehicle. The designs, weights, and orbits 
of these experimental satellites, based on 
the limited payload capability of this 
rocket, generally preclude their use in 
full -scale commercial operations. For 
such operations new satellites must be 
designed, for which more powerful 
launch vehicles such as the ATLAS or 
TITAN family are required. 

Two configurations for the satellite 
system are emerging.' -7 The first, a syn- 
chronous system, employs satellites or- 
biting in the equatorial plane at 36,000 
km (19,360 nautical mile) altitude. The 

TABLE 1- Systems Configurations 

GROUND TERMINALS 
Transmitter Power 

Modulation 
Number of antennas /terminal 
Antenna dish diameter 
Automatic tracking 
System noise temperature 
Number of channels 
Frequency 

SATELLITES 

Medium 
Altitude Synchronous 

lto2kw I% kw 
(50-kw peak) 

FM MIR 

3 1 

60 ft 65 ft 
Yes No 

80 °K 80 °K 
600 600 

6 G 6Gc 

Altitude 6,000 nm 19,360 nm 
Orbit (circular) plane Random Equatorial 
Number of satellites 43 6 (3 are spares) 
Number of 2 -way voice 

channels /sat. 
Number of satellites /launch 

vehicle 
Stabilization 
Station keeping 
Receiver temperature 
Modulation 

(satellite -to-ground) 
Transmitter power 
Antenna gain (max.) 
Frequency 

(satellite -to-ground) 4 or 6 Gc 
Power supply Solar Cells plus Batteries 
Weight 220 lb 280 lb 

1,200 1,200 

5 2 
Spin Spin 
No Yes 

1000 °K 1000 °K 

FM FM 

12 watts 12 watts 
13.1 db 20.3 db 
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orbital period of such satellites is 24 
hours, and they appear stationary viewed 
from the earth. These satellites, suitably 
spaced along the equator, furnish com- 
plete global coverage except for small 
polar caps. In the second, a medium alti- 
tude system, the satellites are in random 
orbits at altitudes of about 11,000 km 
(6,000 nm ) ; the orbital periods are not 
synchronous, and individual satellites 
rise and set over the horizon. It is there- 
fore necessary to have a sufficient num- 
ber of satellites in orbit for a specified 
probability that at least one satellite is 
mutually in view to pairs of ground ter- 
minals wishing to communicate. 

The evaluation criteria used to com- 
pare these two systems include consider- 
ations of technical feasibility, access to 
the system by users, service to small 
users, and economics. The common re- 
quirements placed upon both systems 
are: 1) each system must handle the 
projected communications traffic through 
1975, 2) the quality of service must be 
high, and 3 ) the systems should be tech- 
nically achievable in the same time era. 

TRAFFIC PREDICTIONS 

The projected growth of U. S. traffic 
(volume of overseas telecommunications 
in and out of the continental U. S. ex- 
pressed in two -way voice channels) is 
shown in Fig. 1. The lower curve is an 
extrapolation of historical growth dating 

back to 1946. The historical data are de- 
rived from records of U. S. common car- 
riers filed yearly with the Federal Com- 
munications Commission (FCC) .8 The 
middle curve reflects the estimates of the 
American Telephone & Telegraph Com- 
pany (AT &T ) .7 The solid curve for the 
years 1960 to 1965 includes existing and 
known (1962) planned submarine cable 
construction and follows closely the 
20 %- increase curve. The solid segment 
of the uppermost curve spanning the dec- 
ade of the 1970's is based upon estimates 
submitted to the FCC in 1961 by an Ad 
Hoc Committee of U. S. Common Car - 
riers.9 

Whereas the U. S. projections in Fig. 
1 are supported by statistics, correspond- 
ing data are not available for traffic not 
involving the U. S. However, considera- 
tions of total world traffic are obviously 
important for a satellite system with 
possible international users. A method 
due to Brinkley10 was invoked to esti- 
mate the remainder of the expected 
world traffic. This method relates com- 
munication volume with trade (exports 
and imports and is based upon the fact 
that approximately 80% of international 
traffic is assoicated with business.11,12 
Following this method, the world traffic 
requirement is estimated by the follow- 
ing rule: 

World traffic 
requirement = 
(in year y) 

[total world trade (1959)] 
CU. 

S. traffic 
X requirement 

U. S. trade (1959) (in year y) 

Total world trade is now about four 
times U. S. trade.13 Historically, the 
rate of increase of U. S. trade has been 
equal to that of the world. Therefore, the 
projected world traffic requirement is 
estimated to be about four times that of 
the U. S. To specify the overseas frac- 
tion, the traffic flowing within the conti- 
nents which is more economically 
handled by ground microwave links,11 
must be subtracted from this total. The 
remainder, approximately 50 %, is over- 
seas traffic. The final result is that over- 
seas traffic not involving the U. S. is esti- 
mated to be approximately equal to the 
traffic in and out of the U. S. shown in 
Fig. 1. 

TABLE I1- Launch Vehicle Technology* 

Launch 
Vehicle Orbit 

Payload 
(lb) 

Cost 
(8 million) Launch Reliability** 

ATLAS-CENTAUR Synchronous 600 -1000 9.0Iá m in 1965 -66, decreasing 0.6 in 1965 -66 increasing to 
(equatorial) to 6.0 by 1975 0.8 by 1970 

6000 nm 2500 
(polar) 

Modified Synchronous > 650 5.0 0.7 increasing to 0.9 in 1975 
TITAN 11 (equatorial) 

For details, see Reference 14, Appendix I. 

*5 Launch reliability refers to both launch and orbit attainment. This is the reliability of placing on the order of five satellites 
per launch vehicle in random orbits for the medium altitude system and two maneuverable satellites per launch vehicle at a 
desired stationary location for the sychronous system. The problems confronting these two tasks are not the same although 
the same basic launch vehicle configuration may be employed. To date neither of these tasks has been accomplished, but by 
1965 -66 it is anticipated that hardware will have been developed for both with comparable reliability of performance. Therefore, 
the same launch reliability has been assumed for both medium altitude and synchronous systems. 
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SYSTEMS CONFIGURATIONS 

After consideration of the state of the 
art, the hardware performance param- 
eters shown in Table I were chosen for 
the two systems. These numbers are in 
general agreement with proponents of 
the two systems. Detailed analysis sup- 
porting these results is given elsewhere.14 

LAUNCH VEHICLES 

Many launch vehicle configurations vary- 
ing in cost, payload capability, and relia- 
bility are possibilities for the Communi- 
cations Satellite System. Since none were 
built or qualified as ready at the time of 
the study (1962) , the resulting uncer- 
tainty in performance was bounded by 

selection of two likely vehicles as repre- 
sentative upper and lower bounds (Table 
II ) . The ATLAS -AGENA with modifica- 
tions falls within these bounds. 

SATELLITE POPULATION 

The number of satellites required to 
handle growing world traffic for a 
medium altitude and for a synchronous 
system, the latter with three groups of 
satellites, is shown in Fig. 2. Reliability 
of service dictates two satellites per 
group (station) for the synchronous sys- 
tem although a single satellite satisfies 
traffic requirements during the early 
years. The medium altitude satellites are 
assumed to be in orbits with random in- 

clination angles and with random spac- 
ing within these planes. The number of 
satellites is determined by a specified 
probability that at least one satellite will 
be in the mutual view of two ground 
terminals. The number of medium alti- 
tude system satellites was chosen to meet 
the traffic needs of the North Atlantic 
area; it is optimistically (from the view- 
point of this system ) assumed that these 
same satellites will also provide for all 
other global traffic as they proceed on 
their orbits. 

GENERAL SYSTEMS CHARACTERISTIC 

The differences in parameters between 
the two systems lead to correspondingly 
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Fig. 1- Projected U.S. transoceanic communica- 
tions traffic. 
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Fig. 4- Ground terminal operating costs per - 
channel year. 

Fig. 2- Required communication satellite pop- 
ulation for world traffic. 
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Fig. 3- Expected space costs, world traffic, 
where curve 1 is for the Atlas- Centaur (MTBF = 
2, N = 5); curve 2 represents modified Titan II 

(MTBF = 5, N = 5); curve 3 refers to Atlas - 
Centaur (MTBF = 2, N = 2); and curve 4 cov- 
ers the modified Titan II (MTBF = 5, N = 2). 

J ATLAS- CENTAUR,.U.S.TRAFFIC,S6?/CALLp 

ATLAS- U.S. TRAFFIC,SBHH /CALL 

CENTAUR WORLD TRAFFIC,56.OMCALL 

(TITAN S. U.S. TRAFF IC.S6.00/CALL 
`TITAN U,U.S.TRAFFIC,SB ?O /CALL 

TITAN 0, WORLD TRAFFIC,360 /CALL - 

Fig. 6- Comparison of various possibilities; 
synchronous system revenues versus expendi- 
tures. 
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different operational characteristics. 
Such characteristics as access and con- 
nectivity can be evaluated in economic 
terms while characteristics such as delay 
and echo require more subjective evalu- 
ation. These are discussed below. 

Access and Connectivity 

In an ideal global system it should be 
possible for all ground terminals to si- 
multaneously communicate in pairs as 
desired. New ground terminals should 
be easily and economically integrable 
into this system. Two requirements must 
be fulfilled : 1) the system must provide 
a number of radio frequency channels 
equal to the number of simultaneous 
users, and 2) the satellite must be in si- 
multaneous view of ground terminals in 
widely diverse geographical locations or 
facilities provided for routing through 
several satellites on a multiple "hop" 
basis. The first requirement, termed the 
multiple -access capability, depends upon 
the modulation method, and more specifi- 
cally to the number of independent car- 
riers or bands in the radio frequency 
spectrum which the satellite repeater 
will accommodate. The second require- 
ment may be termed the connectivity of 
the system and depends upon the satel- 
lite orbital parameters. 

Access 

A high degree of access is of great value, 
especially to the small user, since he can 
communicate directly via the satellites 
without using the facilities of immediate 
neighbors. Many potential small users 
can thereby communicate directly over- 
seas or over continents independently of 
the development of ground system net- 
works. However, the small users, al- 
though many in number, do not consti- 
tute a large part of the traffic load; hence 
the importance of general access must be 
measured in terms other than economic. 

Single -sideband (ssB ) with frequency - 
division- multiplex offers the ultimate in 
multiple access and has been recom- 
mended for the synchronous system.2'3 
Since this technique presents certain 
problems to the ground transmitters17 
and in the satellite repeaters, its relative 
costs are increased. Frequency modula- 
tion (FM) with frequency- division -multi- 
plex on the other hand has been pro- 
posed for the medium altitude system.4 
This modulation method is more limited 
in providing multiple- access and its pro- 
ponents have described systems with 
only 1 carrier per repeater.4 However, 
the ground terminal equipment and re- 
peaters are comparatively simpler, less 
costly, and can use the highly developed 
techniques of the microwave land sys- 
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tems. Should FM or other modulation 
techniques be used in the synchronous 
system, its costs will be reduced; there- 
fore the choice of SSB for this system 
constitutes an upper cost bound (i.e., 
pessimistic from the viewpoint of this 
system) in the economic analysis which 
follows. 

Connectivity 

In the synchronous system direct con- 
nectivity is provided to all stations 
within view of a satellite over nearly a 
hemisphere. Global coverage is provided 
by use of three relay stations and at most 
two hops. In the medium altitude system, 
multiple hops via intermediate ground 
terminals become necessary between in- 
creasingly distant ground terminals; 
thus the need for as many as three hops 
for a global trunk plus additional hops 
to get into the trunk increases costs due 
to multiple tracking antennas and rout- 
ing needed at the relaying ground sta- 
tions. In addition, the delay (see next 
section ) is increased. In the cost anal- 
ysis, a one -hop medium altitude system 
(i.e., U. S. to Europe) is compared with 
a global synchronous system, a model 
most favorable to the former system. 

Delay and Echo 

The propagation time between earth 
terminals via a synchronous satellite is 
approximately 0.3 second, and between 
telephones and satellite ground termi- 
nals possibly another 0.1 second, making 
a total one -way delay of 0.4 second. Thus 
for the synchronous system a speaker 
cannot receive a reply to his remarks for 
at least 0.8 second for hemispheric cov- 
erage; approximately twice this for 
world -wide coverage. Some contend that 
this reduces the usefulness of the circuit 
so that it cannot serve as a first -class tele- 
phone circuit. ".7 Stanford Research In- 
stituels has constructed a simulator to 
investigate the psychological effects of 
such time delays on people using two - 
way telephone circuits. The simulator 
which included an echo suppressor built 
by General Telephone and Electron - 
ics19'2o "has been used to conduct a 
number of subjective operational tests 
both with people aware and with people 
not aware of the time delay that was 
being introduced into the circuit." 

These available experimental results 
indicate that neither delay nor echo will 
constitute a serious impediment to tele- 
phone traffic in a synchronous system. 
However, experiments elsewhere are 
continuing21; a final verdict has yet to 
be reached. Note that a medium altitude 
system can have delays comparable to 
those of a synchronous system when com- 

municating over near hemispheric dis- 
tances using multi -hop routing. Delay 
and echo should present no problem for 
telegraphy, telex, and television type 
services. 

SPACE COSTS 

The cost of instituting and maintaining 
a satellite system depends upon many 
parameters. The probability of success- 
ful injection into orbit and the life of a 

satellite in orbit being statistical param- 
eters, the costs of the space portion of a 
satellite communications system are best 
specified by a mean value and a standard 
deviation. The equations (developed by 
Dr. Harlan D. Mills, DEP Advanced 
Military Systems) are: 

u,(A) -[a,-a,' n, p, 

1 1 

m, p, 
[R; 

(ao = 0) 

a$,(A) - 
n2,1p2,[ 

n,(1 - 
P,) (a, - +(1+n,- 

n,P, ) 
1 

1 

Ea,-1+/ 
j=1 

Where: u, (A) = mean costs in ith year 
for station A (station A is one of the 
stations of the synchronous system. Sta- 
tion A may also be taken as the total 
space portion of the medium altitude 
system) ; a, (A) = standard deviation 
of space costs in ith year for station A; 
n, = number of satellites per launch 
vehicle in ith year; R, = cost of launch 
vehicle in ith year ; S, = cost of satellite 
in ith year; p, - probability of launch 
success in ith year; m4 = mean time to 
failure of satellites in ith year; a, _ 
required number of satellites at station 
A in ith year. 

The total costs are given by: 

u, (s) = u, (A) + u4 (B) + u, (C) 

o,$ (s) = o,s (A) + a,Q (B) + a, (C) 

Since the above parameters will vary 
in time with advancing techniques, and 
because of present uncertainties in 
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space vehicle performance and expected 
satellite life, costs for each system were 
computed using an optimistic lower 
bound, with a modified TITAN II vehicle 
and a satellite with MTBF (mean -time- 
between failures) of 5 years, and a pessi- 
mistic upper bound with the Atlas -Cen- 
taur and a satellite with MTBF of 2 

years. These costs are shown in Fig. 3 

together with an averaged curve for each 
system. This averaging process implies 
similar technological advances for the 
two systems. Note that the space costs 
are much greater for the medium alti- 
tude system; the upper bound of the 
synchronous system costs being compa- 
rable with the lower bound of the me- 
dium altitude system. 

GROUND TERMINAL OPERATING COSTS 

The economic model used in this study 
presupposed independent business enti- 
ties for the space portion of the system 
and for the ground terminals. The space 
business, corresponding to COMSATCORP 
later legislated, assumes the cost of de- 
veloping prototype satellites including 
reliability testing, the over -all system 
testing prior to full -scale commercial 
operations, launch pad costs, vehicle 
costs ( plus satellites ) including three 
sigma (3o) back -up vehicles, control or 
tracking station costs, and debt and 
amortization. Adding general and ad- 
ministrative expenses for officers' sala- 
ries, engineering, legal and other items 
including a profit based upon invest- 
ment, an annual revenue requirement is 
determined. This revenue is prorated to 
the ground terminal users on a per - 
channel -year basis shown by the dashed 
lines ( CoMSATCoRP charges) in Fig 4. 

The ground terminal business has its 
own costs in addition to the COMSAT - 
CORP charges. These include electronic 
hardware, real- estate, central station 
and auxiliary power, and operating sal- 
aries. The total costs (excluding gen- 
eral and administrative items and profit ) 

are shown on a per -channel -year basis 
as a function of the station capacity in 
Fig. 4. The medium altitude system is 
seen to be more costly. Note that the 
COMSATCORP'S charges constitute a 
large fraction of the operating costs of 
large terminals but only a small fraction 
for small terminals. It is also evident 
that small terminals cannot compete 
with large terminals for the same busi- 
ness. 

Of particular interest are benchmark 
points B and C in Fig. 4. Point B is the 
annual cost of a two -way voice circuit 
in a 3,000 -mile overland microwave sys- 

tem. Point C is the cost per -channel -year 
of a cable (TAT -3) which will provide 
128 two -way voice circuits. A new cable- 

laying vessel will lay 3,000 miles of this 
cable starting from New Jersey in July 
1963 to meet 600 miles of cable already 
laid by the British General Post Office.22 
Only the synchronous system appears to 
compete economically with this cable. 

USER RATES 

The operating costs of ground terminals 
plus margins for G &A and profit are 
paid by the end -user. Fig. 5 compares 
the user rates in the two systems. The 
synchronous system provides the lowest 
cost service, particularly for users of 
small stations. The $1.07 difference per 
call between the two systems for a large 
station accumulates to nearly a billion 
dollars in 10 years for the projected traf- 
fic. The rapid growth of traffic projected 
in Fig. 1 was based upon a general 
reduction of present rates. Fig. 5 indi- 
cates that such reductions are indeed 
possible. 

COMSATCORP INVESTOR 

From the viewpoint of the investor in 
the COMSATCORP various possibilities 
of the synchronous system are shown in 
Fig. 6. The left column shows the first 
year when annual revenues exceed an- 
nual expenditures. The right hand col- 
umn shows the first year cumulative 
revenues exceed cumulative expendi- 
tures. This figure assumed an opera- 
tional system producing revenue by 
1966. For this to occur, the investor 
would have to put his money into the 
enterprise during 1962 -1963. It is seen 
that, excepting for the most optimistic 
possibility, at least 10 years must elapse 
before a cumulative profit is possible. 
Present (1963) indications are that in- 
vestment will not occur until 1964, incur- 
ring a corresponding slippage of the 
time table of Fig. 6. 

Note that Fig. 6 projects revenues 
based upon either world traffic or U. S. 
traffic loadings. The Europeans have 
recently (1963) manifested heightened 
interest in their own satellite system?°' 
Should the proposals of the European 
manufacturers (EUROSPACE) be imple- 
mented the COMSATCORP could not 
count on the world's total traffic as a 
basis of revenue. There are many other 
implications of a European system; a 

separate study of this is required. 

RECENT DEVELOPMENTS (1963) 

While the TAT -3 cable (see Fig. 4) uses 
vacuum tube repeaters spaced at 20 -mile 
intervals, AT &T has recently disclosed 
the development of a new cable which 
uses transistorized repeaters spaced 
much more closely.22 This is reported 
to produce a sufficient increase in band- 
width to handle 720 two -way channels 

or a TV signal. The use of such a cable 
(possibly2Y by 1968) was not projected 
in the AMS Study.14 The resulting chan- 
nel -year cost is reported to be 1/.3 that of 
the TAT -3 cable,2i2 23 which may be 
cheaper than even the synchronous sys- 
tem and microwave land systems of 
comparable capacity. 

This cable development, according to 
General Sarnoff, has altered the eco- 
nomic attractiveness of the satellite sys- 
tem,222 and he has urged a reexamination 
of the Communications Satellites Act of 
1962. He has further suggested in June 
1963 in letters made public that all 
transoceanic services be included in the 
charter of CoMSATCoRP. This has cre- 
ated considerable discussion in the 
industry.24 

CONCLUSIONS 

A number of the conclusions below are 
based upon analyses which cannot be 
included in a paper of this length. For 
details, consult Reference 14. 

1) Economics. The synchronous sys- 

tem will be more economical than the 
medium altitude system for the large 
and especially for the small user. The 
referenced 720 -channel cable poses a 

competitive threat to both systems for 
the world's heavy route traffic, the 
medium altitude system in particular. 
However, the synchronous system can 
provide a global service with general 
access and good connectivity to compen- 
sate for a possible modest cost advan- 
tage of future submarine cables. 

2 ) Technical Feasibility. An analysis 
of satellite vehicle configurations, orbit 
injection, stabilization, station -keeping, 
capability and availability of launch ve- 
hicles, and ground terminal equipment 
shows that initial operation by 1966 is 
possible for both systems, provided im- 
mediate attention and serious efforts 
were directed to solution of certain prob- 
lems detailed in Reference 14. 

3) Access and Connectivity. The SSB 

modulation, proposed for the synchro- 
nous system, provides direct access to 
all users and the stationary orbit pro- 
vides simple, lowest cost connectivity. 

4) Service to the Small User. This is 
best afforded by the synchronous sys- 
tem, due to its lower costs and superior 
connectivity. 

5) Delay and Echo. Available test 
data indicate that the synchronous sys- 
tem should pose no major problem to 
voice communications. However, tests 
are continuing; this point is not settled 
as yet. 
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6) Spectrum Utilization. Coexistence 
with microwave land systems is pos- 
sible.14 

7) Nuclear -Powered Satellites. Such 
high -power satellites may afford further 
economic benefits in the mid- 1970's to 
the synchronous system.14 

BIBLIOGRAPHY 

1. "Situation Report on Communication 
Satellites," Interavia, June 1962. 

2. E. A. Laport & S. Metzger, "Concept 
for an Intercontinental Satellite Corn - 
munication System," RCA Review, Vol- 
ume XXII, No. 3, Sept. 1960. 

3. L. C. Hunter & J. A. Stewart, "A Mul- 
tiple Access Global Satellite Communi- 
cation System," Presented at National 
Symposium on Space Electronics and 
Telemetry, Albuquerque, N.M., 6 Sept. 
1961. 

4. J. L. Glaser, "The Design of Medium 
Height Random Orbit Satellite Sys- 
tems," presented at NEREM, Boston, 
Mass., Nov. 1961. 

5. R. E. Sageman, "Satellite Communica- 
tions Systems," presented at Seventh 
National Communications Symposium, 
Utica, N.Y., 2 Oct. 1961. 

6. J. R. Pierce, "Communication Satel- 
lites, "Scientific American, Vol. 205, No. 
4, Oct. 1961. 

7. "Response of American Telephone and 
Telegraph Co. to Notice of Inquiry into 
the Allocation of Frequency Bands for 
Space Communications," F.C.C. Docket 

JOEL S. GREENBERG received his BEE in 1952 
from Polytechnic Institute of Brooklyn, and his 

MEE in 1960 from Syracuse University. He was em- 
ployed at the Rome Air Development Center, 
Griffiss AFB, Rome, N. Y. from 1952 until mid -1961 

where his experience was in the general areas of 
radar development and systems analysis. He worked 
for several years on the development of close sup- 
port guidance and control systems and later super- 
vised a systems analysis group in the areas of space 
surveillance, ballistic missile early warning, and 
ballistic missile intercept systems. In 1961 Mr. 
Greenberg joined the Advanced Military Systems 

group of RCA where he has been engaged in space 

system studies with major effort having been placed 
upon the analysis of future commercial and military 
satellite communication systems. Mr. Greenberg is 

the author of several technical papers pertaining 
to systems analysis and is a member of the AIAA. 

Dr. MORRIS HANDELSMAN received his BEE 

from the College of the City of New York in 1938, 

his MEE from the Ohio State University in 1946, 

and his PhD (EE) from Syracuse University in 

1955. From 1942 through 1946 Dr. Handelsman served 
in the U.S. Army Signal Corps as a commissioned 

No. 13522, Washington, D.C., 31 March 
1961. 

8. Statistics of Communications Common 
Carriers, Federal Communications Com- 
mission, Year Ended Dec. 3, 1959, U.S. 
Government Printing Office, Washing- 
ton, 1961. 

9. "Report of the Ad Hoc Carrier Com- 
mittee In the Matter of an Inquiry into 
the Administrative and Regulatory 
Problems Relating to the Authorization 
of Commercially Operable Space Com- 
munication Systems," F.C.C. Docket No. 
14024, Washington, D.C., 12 October 
1961. 

10. J. R. Brinkley, "The Economics of 
Space Communications," presented at 
URSI Symposium on Space Communi- 
cations Research, Paris, 18 -22 Sept. 
1961. 

11. W. H. Meckling, "Economic Potential 
of Communication Satellites," Science, 
Vol. 133, No. 3468, June 16, 1961. 

12. Telecommunications Satellite Business 
Planning Study, Booz, Allen, and 
Hamilton, N.Y., N.Y., 31 Oct. 1961. 

13. Yearbook of International Statistics 
1959, Volume I & II, Statistical Office 
of the United National Department of 
Economic and Social Affairs, United 
Nations, New York, 1960. 

14. J. Greenberg, S. Gubin, and M. Handels- 
man, Study of Overseas Commercial 
Satellite Communications Systems 1965 - 
1975, Advanced Military Systems, De- 
fense Electronic Products, RCA, August 
1, 1962. 

15. D. R. MacQuivey, Communication Satel- 
lites: Technical, Economic, and Inter- 

officer and attended both the Harvard University 
and the Massachusetts Institute of Technology Ra- 

dar Schools. In the following years, he headed 

microwave research groups at Wright -Patterson Air 
Force Base, Watson Laboratories at Red Bank, N.J., 

and was chief of the Radar Laboratory, Rome Air 
Development Center (RADC) at Rome, New York 

1953 -1956. In 1956, he became Director of Advanced 
Systems, RADC, and was responsibile for a number 
of developments in anti -ICBM systems, BMEWS, 

space surveillance, and countermeasures. In 1959, 

Dr. Handelsman became a Member of the Technical 

Staff of RCA -DEP Advanced Military Systems, at 

Princeton, N.J., and until 1961 did research on 

radar and undersea warfare systems. In 1961, he 

was named Associate Director, AMS, and became 

responsible for advanced work on communication 
satellites, space systems, and interplanetary mis- 

sions. Dr, Handelsman has taught at Syracuse Uni- 

versity as an Adjunct Associate Professor in the 
EE Department and also at New York University. 
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tific papers and is a member of the IEEE, Acoustical 
Society of America, American Rocket Society, (now 

AIAA), Sigma Xi, and American Physical Society. 
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SAMUEL GUBIN received his BS from Yale Uni- 
versity in 1929. After a year with Westinghouse, he 

returned to Yale for his MS degree which he re- 
ceived in 1931. Thereafter he joined RCA in Cam- 
den, N.J., serving as a design engineer until 1939. 

He then become staff assistant to the chief engi- 
neer. From 1946 to 1957 Mr. Gubin was in private 
business serving as a manufacturing consultant in 

industrial applications of electronics. Later, during 
the Korean War, he manufactured electronic test 
equipment. In 1958, Mr. Gubin joined United Air- 
craft Corporation at East Hartford, Connecticut, 
where he prepared systems analyses and proposals 
on airborne weapons systems and target drones. 
In 1959, he returned to RCA, Moorestown, N.J., in 

the capacity of manager of lightweight tactical 
radar systems. His activity was extended in 1960 

to the management of fhe instrumentation radar 
group. In 1961, Mr. Gubin joined Advanced Military 
Systems where he has participated in studies of 
satellite communications systems. In recent months 
he has become involved in the applications of di- 
rect energy devices. Mr. Gubin has a number of 
patents in the field of transmitters and receivers. 
He was chairman of the Philadelphia Section of the 
IRE in 1946 and is currently a member of IEEE and 
of AIAA. 
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A HIGH -RESOLUTION RANGE COUNTER 

A feasibility model of a range counter that can operate at ± 
I -meter resolution 

(150 Mc) has been developed at the DEP Aerospace Systems Division, Burlington, 
Mass. This paper describes some of the advanced circuit, logic, and mechanical 
design of the device, which utilizes RCA digital microcircuits. 

WITH THE ADVENT of various tech- 
niques and devices that make high - 

resolution ranging systems possible, the 
circuit designer must develop compati- 
ble circuitry to take advantage of these 
new devices. The Aerospace Systems 
Division, Burlington, has developed a 
feasibility model of a counting system 
that operates at a 150 -Mc clock rate, or 
± 1 -meter resolution. Fig. 1 shows the 
mechanical layout of portions of the 
counter including the 150 -Mc decade 
packaged in RCA's digital microcircuits 
(DMC). 

SYSTEM DISCUSSION 

Fig. 2 shows a straight -forward counting 
scheme -a gated clock controlled by the 
start -stop pulses. The counter's time ref- 

L. C. DREW 

Aerospace Systems Division 

DEP, Burlington, Mass. 

erence is a crystal -controlled oscillator 
whose period corresponds to the desired 
range resolution. If the desired range 
interval is ± 1 meter, then the oscillator 
must operate at 150 Mc. The oscillator's 
output is gated to the counting circuits 
by the start -stop flip -flop. This flip -flop 
is turned on by an incoming pulse on 
the start line and is turned off by a 
pulse on the stop line. 

The counting flip -flops are arranged 
into decades. Each decade has reached 
some count when the stop pulse occurs. 
When the start -stop flip -flop goes off, 

a 0.8- second one -shot multivibrator is 
started. This initiates the readout pe- 
riod which results in the count of each 
decade being presented on a magniline 
readout. The count of each decade is 
converted by relays to an appropriate 
signal to drive the display unit. Once a 
decade has reached the final position 
for readout, no further power is re- 
quired to maintain this position, thus 
providing an infinite -storage device. As 
a result, all power can be removed from 
the readout circuitry when the one -shot 
period is over. 

The overflow flip -flop indicates the 
lack of a return pulse to stop the 
counter. When the counter has reached 
its maximum capacity, the overflow 

Fig. 1- Mechanical layout of the clock, amplifier, gate, 1st decade and a portion of the video amplifier. 

150 -Mc CLOCK 
OSCILLATOR 

150-Mc 
AMPLIFIER 

PORTION OF THE 
VIDEO AMPLIFIER 

A 

RCA DIGITAL 
MICROCIRCUIT 

55 

www.americanradiohistory.com

www.americanradiohistory.com


STOP 
PULSE 

START 
PULSE 

VIDEO 
AMPLIFIER 

START 
THRESHOLD 

CIRCUIT 

150 -Mc 
OSCILLATOR 

STOP 
THRESHOLD 

CIRCUIT 

START -STOP 
FLIP - FLOP 

GATE 

150 -Mc 
AMPLIFIER 

INHIBIT 
CIRCUIT 

150 -Mc 
DRIVER 

FIRST 
DECADE 

SECOND 
DECADE 

THIRD 
DECADE 

FOURTH 
DECADE 

OVERFLOW 
FLIP - FLOP 

READOUT CIRCUITRY 

Fig. 2- High -resolution range counter. 

flip -flop indicates that the reading ob- 
tained is not valid. 

In addition, the inhibit flip -flop pre- 
vents the counter from being turned off 
before an adjustable length of time. 
After this time, the inhibit flip -flop 
changes state, allowing the next pulse 
from the stop line to turn off the start - 
stop flip -flop. This inhibit flip -flop pre- 
vents external noise which can be suffi- 
ciently high to turn off the counter - 
from negating the function of the sys- 
tem. Complete resetting of the coun- 
ter is automatic, but it can be reset 
manually. 

DESIGN CONSIDERATIONS 

Because of the high frequencies and 
fast rise times involved in this system, 
the selection of components and the 
construction of hardware must be done 
carefully. The circuit configurations 
must be designed to optimize the per- 
formance of all devices. Careful me- 
chanical layout and miniaturization 
( Fig. 1) are necessary to minimize 
parasitic inductance and capacitance. 
For example, shunt feedback is used 
around each stage of the video ampli- 
fier, causing low input and output im- 
pedances which, in turn, require ex- 
tremely short leads to minimize stray 
inductance. 

Since the maximum possible range of 
the counter is 9,999 meters (four dec- 
ades) and the resolution is ± 1- meter, 
the oscillator should have a stability of 
1 part in 10s. This stability insures the 
maximium error to be the counter error 
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of ± 1 cycle. Therefore, the 150 -Mc 
oscillator must be crystal controlled to 
conserve space and power; a seventh - 
over -tone crystal oscillator is used 
rather than a lower- frequency oscillator 
and multiplier. 

The 150 -Mc amplifier is necessary for 
two reasons -to act as a buffer and to 
provide at least 3 volts peak at the 
driver input. A grounded -base stage is 
used with a matching network on both 
input and output for good isolation. 
Although several methods were ex- 
plored in gating this amplifier, only one 
was successful. The main cause for fail- 
ure was that the impedance of a satu- 
rated transistor or diode was not low 
enough at 150 Mc to act as a shunt or 
series switch, therefore causing on and 
off levels to be nearly equal. 

Fig. 3 shows the successful circuit 
which utilizes a current robbing tech- 
nique. When the gate transistor Q1 is 
turned on, the emitter of Q2 is held 
positive; hence, Q2 is off and provides 
more than adequate isolation. This cir- 
cuit is capable of switching from one 
state to another within one cycle of the 
clock, thereby preserving the resolution 
of the counter. 

Included in the stop line is a 60 -db, 
200 -Mc bandwidth current amplifier 
which the expected low -level stop pulse 
(as low as 2 to 8 µamps) necessitates. 
The bandwidth is needed to preserve 
the rise time of the stop pulse and thus 
the resolution of the counter. 

One of the features of this amplifier 

is that the gain is time programmed 
from the start -stop flip -flop to reduce 
false triggering. This tpg circuit, simi- 
lar to agc, allows the amplifier gain to 
range from approximately unity at time 
= 0 to full gain at maximum range. 
This is possible since the stop -line sig- 
nal strength varies inversely with time, 
as might be expected. This time -pro- 
grammed function is achieved by con- 
trolling the conductance through a set 
of diodes in shunt with the input by 
several Etc networks. 

The basic amplifier (Fig. 4) has six 
stages, using individual parallel -voltage 
feedback and emitter degeneration and 
peaking. This approach produces the 
desired bandwidth and approximately 
54 -db gain. In addition, a common -base, 
common- emitter input stage providing 
an added 6 db is included to reduce the 
input impedance to its lowest possible 
value. The amplifier achieves the de- 
sired characteristics by using 2N918 
transistors biased at their optimum op- 
erating point. 

This video amplifier drives a thres- 
hold device which provides a logic level 
to trigger the start -stop flip -flop. Since 
the start line has a similar threshold 
device, the differences in delay in the 
start and stop line -approximately 15 
nsec -are caused primarily by the video 
amplifier. 

The first decade accepts the clock 
rate of 150 Mc; however, each flip -flop 
within the decade operates at one -fifth 
the bit rate. The one suitable circuit, 
which consists of five flip -flops and ten 
and gates, is shown in Fig. 5A'. Fig. 5B 
illustrates the idealized output wave 
forms of each flip -flop. 

As shown in Fig. 5A, the output of 
the flip -flops are cross -coupled to the 
opposite input gates in a ring forma- 
tion. The counter is in the reset posi- 
tion with all right sides on and the 
clock line held to ground. The various 
gates are enabled by the off side of the 
previous flip -flop in the ring and the 
input positive clock pulse. Therefore, 

FROM 
START - 

STOP 
FLIP - 
FLOP 5.6K 

+6VDC -3VDC +Vcc 

10011 

RFC 

20 pf 2N2368 

150 Mc 
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.Iph 
27 pf 

51 pf 

TO 
DRIVER 

100 pf 

7 -45 pf 

Fig. 3- 150 -Mc clock and amplifier. 
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Fig. 4-A sample video amplifier stage. 

the left side of the first stage is turned 
on by the first pulse, which enables the 
left -side gate of the next flip -flop, so 
that the second pulse turns the second 
stage oft, etc. If the input signal gets 
through a gate, it can only turn a flip - 
flop from a one to a zero. If the flip -flop 
is already on, no switching can occur. 
Thus, there are four enabled gates 
which do not switch because their flip - 
flops are already on. Each succeeding 
input pulse switches a succeeding 
stage off until the fifth pulse, at which 
time the sixth pulse starts again with 
the first stage turning it on. Succeeding 
pulses turn on succeeding stages until 
the counter is back in the reset position 
after the tenth pulse. According to 
Zoltan Tarczy -Hornoch and ASD exper- 
imental tests, this scheme depends pri- 
marily on the gate sensitivity and rise 

L. C. DREW received his BS in EE in 1960 from 
Tufts University. Previously, Mr. Drew was an Army 
electronic technician for three years, and taught 
electronics to Army personnel who later operated 
and maintained Nike systems. While atterding col- 
lege, he was a research assistant engaged in design- 
ing and testing instrumentation for physiological 
studies of the brain. Since his graduation, he has 

participated in the design and field test of a large 
ECCM system as well as nuclear instrumentation for 
underground tests. Mr. Drew joined RCA in April, 
1962, and since then has worked in the field of high- 
speed pulse circuitry and wideband video ampli- 
fiers. Mr. Drew has two patent disclosures in the 
field of high -speed pulse circuitry. 

time and not on the speed of the flip - 
flop. 

The counter's most critical feature is 
the driver, which must turn off and re- 
cover within one cycle of the clock rate; 
therefore, the propagation rise -fall time 
as well as the pulse width must be less 
than a half cycle or approximately 31/2 

nsec. Since the driver transistor is 
biased in the saturated condition, these 
conditions are difficult to achieve. With 
the help of snap -off diodes utilized in 
the development of such pulse genera- 
tors, drivers have been designed that 
can produce a pulse width at the base 
of approximately 2 nsec at a clock rate 
as high as 250 Mc. The normal mini- 
mum sensitivity of the driver is 2 to 3 

volts peak. However, it operates more 
reliably with a 4 -to -6 -volt input. Such 
a driver was developed, and a 250 -Mc 
counter utilizing this driver with the 
above counting scheme tested success- 
fully, thus insuring the use of this 
counting circuitry as a reliable 150 -Mc 
counter. 

Various circuit designs of the gates 
and flip -flop were tried -namely, RCTL, 

DCTL, RCTL in a current mode, and 
T`L. All appeared to operate success- 
fully; however, the et. was deemed the 
most feasible to be packaged in the 
RCA digital microcircuit format, be- 
cause it conserves power and space. 
The packaging technique increased the 
speed of previous breadboard counters 
by almost a factor of 2. The other three 
decades of the counter utilize a conven- 
tional universal RCTL flip -flop. Since 
this type of flip -flop has been widely 
discussed in other literature, nothing 
further is said here. 

The readout of all four decades is 
performed by the output of each flip - 
flop driving a relay driver. The relay 
contacts form the decoding logic to 
switch the readout magniline to the 
proper number for each decade. 

CONCLUSION 

This range counter system which has 
been successfully operated under envi- 
ronmental conditions similar to military 
specifications, has the potential of be- 
ing used in many various systems -long 
distance surveying, satellite docking, 
range determination, etc. Its capabili- 
ties could be expanded for extremely 
long ranges. The techniques described 
here make real time ranging systems 
with good resolution not only feasible 
but practical. 
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Fig. 5a -The 5 -Stage decade counter shown in 
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Fig. 5b- Idealized outputs of 5 -stage decade. 

INPUT 

SIDE 

IA 

2A 

3A 

4A 

5A 

IB 

2B 

38 

48 

5B 

0 I 2 3 4 5 6 7 8 9 10 

57 

www.americanradiohistory.com

www.americanradiohistory.com


1I 

xe.Nrt,too (al 

Las Palmas 

Accra 

Le.pol6vllk 

a 

1-CAPS G&l'6RA1. 
1-11/9IT® 
l-G&10 &&& 
1-O.AUTHP& 
6-9A1 SALVADOR 
L-&SAOUA& 
7-411A SD *R6( 
8-01I11RI1GK R®. 
a-KATACU*9 

s.1-AKT1rAR 
AO-6T. LKu 
11-Pß1.013 6URONü 
li-A6CP.16[OA' 

1J-PRETORA 

Q RalraEl 

K0Y *Was of Jan 1961 

Q R.atea t 0per 1100 or sum -c, .uue 
* Inotrueenttton Smug 

ea o( coarse 6GA i os 1 rare 

Ammo of t sr vea R& 1 sat mee 

--- Subsarree Cable Poste 

Q Orrms Assits Yl Mau0601 Porte 

e Radio Reta, 6mtlou - Gl00k Communleallom 

Areas or Doer. Arose veeeel Dp orlon 

...)kg, reo er Inrtrusontea .nor trcr11 operetnn 

Sos,oAN IAA. of AMR Aros of RospOnSibillAy 

ZwIWr 
Oar ea 6alum 

n19. 

ber. 

al 

mars 

Fig. 1 -The Atlantic Missile Range. (Cape Canaveral has been renamed "Cape Kennedy. ") 

THE RCA MISSILE TEST PROJECT 

ON May 11, 1949, President Truman 
signed the bill establishing the Air 

Force Missile Test Center (AFMTC) to 
provide a range for testing developmen- 
tal rockets and missiles. Available for 
use by all elements of the Defense De- 
partment -Army, Navy, and Air Force 
-AFMTC was located at Cape Canav- 
eral in Florida because of the geograph- 
ical advantages afforded by the string 
of island tracking sites. 

On July 24, 1950, the first missile, a 
captured German V -2, was launched 
from the then -little -known Cape Canav- 
eral. During these first few years of op- 
eration of the Missile Test Center, all 
services relative to the planning and 
operation of the range were performed 
by military and civil service people. 

In 1952, the Air Force contracted with 
the RCA Service Company to provide 
technical assistance in specialized areas 
of range operations. S. D. Heller -as- 
sisted by a group of 26 specialists - 
served as technical advisor in the fields 
of radar, telemetry, optics, and commun- 
ications. It soon became evident that the 
development, maintenance, and opera- 
tion of the range were enormous in 
scope and that it would be practical to 
contract with industry for the manage- 
ment of the entire AFMTC. 

TECHNICAL SUBCONTRACTOR 

In 1953, the contract for this task was 
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G. D. CLARK, Mgr. 
Missile Test Project 

RCA Service Company 
Patrick Air Force Base, Fla. 

awarded to Pan American World Air- 
ways (PAA) and RCA Service Com- 
pany. Pan American was named prime 
contractor responsible for range man- 
agement and logistic support. As tech- 
nical subcontractor, the RCA Service 
Company provided the technical plan- 
ning, engineering, maintenance and op- 
eration of the technical facilities. This 
work was performed by a new RCA 
organization, the RCA Missile Test Proj- 
ect, with A. L. Conrad as the Project 
Manager. (Mr. Conrad is now President, 
RCA Service Co., and Mr. Heller is 
Division Vice President, Government 
Services.) 

Today. as an operational component 
of the Air Force Systems Command, 
AFMTC develops, maintains, and oper- 
ates the Atlantic Missile Range (AMR ) . 

Under this mission, AFMTC has the re- 
sponsibility to obtain and coordinate 
all government and contractor services 
needed to provide effective support of 
the Department of Defense, NASA, and 
other agency programs. 

Beginning at Cape Canaveral, AMR 

today extends over 9,000 miles down into 
the Indian Ocean (Fig. 1) . To provide 
instruments for recording and measur- 
ing a missile in flight, AMR has de- 
veloped into a complex of sites and 
equipment -communications, telemetry, 
missile tracking, and data reduction 
systems -valued at more than $1 billion 
and placed at strategic locations on 
the Florida mainland and down -range 
islands. Instrumentation has been placed 
at 11 island bases. However, to fill in 
open ocean areas, AMR utilizes a fleet 
of six telemetry ships, four fully instru- 
mented radar tracking ships and seven 
telemetry aircraft. 

The RCA Missile Test Project has 
grown with the Atlantic Missile Range. 
At the end of the first year of operation 
(fiscal 1954 ) , the RCA work force had 
reached 692. Today, the Missile Test 
Project (MTP) has a work force of 
3,500 scientists, engineers, and techni- 
cians who operate and maintain all the 
data gathering, data processing, and 
communications equipment at all AMR 
land and ship locations. The present 
RCA Missile Test Project organization 
is shown in Fig. 2. Fig. 3 shows the past 
growth of AMR and MTP. The AMR 
curve can be related to costs of instru- 
menting and operating the range and 
reflects the growing complexity of the 
range instrumentation. The MTP curve 
is related directly to the number of peo- 
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ple required for the technical operation 
of the range. 

RCA'S OPERATION 

In supporting the activity at AMR, the 
RCA Missile Test Project's main task 
today is acquiring and processing data 
for the range users. These activities 
constitute the core of the range's being, 
in the sense that its primary purpose is 
to provide test facilities for missiles, and 
its primary product is corrected and re- 
duced missile data. 

Before a test launch is conducted at 
Cape Canaveral, the range user (the 
missile contractor ) presents AMR with 
his requirements for that test. Opera- 
tions Control, a joint group composed 
of RCA and PAA people, work directly 
with the range user in determining what 
is required and how the AMR will be 
used to afford the best opportunity of 
satisfying all requirements. This group 
then converts the requirements into an 
operational directive that specifically 
tells the data acquisition teams what 
must be operated, concurrently and in 
sequence. Following these operational 
directives, the range -photography and 
data -acquisition teams operate the range 
equipment to acquire and record all 
necessary data. This data is then re- 
duced by data -processing, combined into 
final flight -test reports and delivered to 
the range user. 

At the Cape Canaveral and associated 
mainland sites, RCA technicians support 
the launch agency by operating optical 
and electronic equipment consisting of 
the MISTRAM and ASUSA electronic inter- 
ferometer tracking systems, the FPS -16 
tracking radars, fixed 70 -mm recording 
cameras, tracking cinetheodolites and 
similar instrumentation as well as the 
elaborate timing and communication 
networks that tie all systems together. 
The camera crews record on film -for 
documentation and for later study and 
evaluation -every event associated with 
a launching. 

The electronic technicians and opera- 
tors record metric data that is later re- 
duced to time, position, velocity, and ac- 

Fig. 2 -The RCA Missile Test Project organiza- 
tion. 
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celeration. Computer operations people 
process portions of this data in real time 
and present to the Range Safety Officer 
a prediction plot (latitude and longi- 
tude) as to where impact will occur if 
the vehicle's thrust is cut off at any time. 
Shifts of employees provide these serv- 
ices 17 hours a day. 

Data on the internal performance of 
a test missile is collected by telemetry 
people at Cape Canaveral and at the 
down -range stations. Events such as 
engine performance, acceleration, guid- 
ance parameters, temperature, etc., are 
monitored continually in real time. 
Hundreds of other events are measured 
and recorded on magnetic tape for study 
after the test has been completed. Last 
year more than 16,000 miles of magnetic 
tape were used for this purpose. The 
main telemetry building at Cape Canav- 
eral house some 307 racks of electronic 
equipment and is the largest such instal- 
lation in this country. 

Down through Station 9.1 ( Antigua) 
all range stations are tied together by 
a submarine cable. Beyond that point, 
single sideband radio is used. Operation 
and maintenance of this communication 
complex linking all range stations, ships, 
and aircraft are part of the RCA Missile 
Test Project's responsibilities. Also, part 
of RCA's responsibility is operating and 
maintaining an outside cable plant at 
Canaveral large enough for a city 
of 50,000 people. Twenty miles south of 
Cape Canaveral at Patrick Air Force 
Base - headquarters for AMR - range 
management officers and the supporting 
elements, such as engineering, shops, 

data processing. and photographic lab- 
oratory, are located. 

RCA photographic technicians at Pat- 
rick AFB operate the photographic lab - 
oratory and process all motion picture 
and still film exposed on AMR. A large 
part of their workload concerns process- 
ing color documentary film for the Air 
Force and the range users. These films 
record a complete history of a missile 
from the time it arrives at AMR. This 
laboratory delivers approximately 
700.000 feet of motion picture film and 
50,000 still photos each month. 

The Engineering Support activity con- 
sists of electronic engineers and "hard- 
ware specialists" who support their op- 
erating counterparts in the field. This 
work involves engineering design, fabri- 
cation, installation, modification, shop 
maintenance, repair and calibration of 
test equipment, and depot overhaul. 

When all of the flight test data has 
been acquired, it is compiled and sub- 
jected to a comprehensive analysis by 
RCA data -reduction specialists. The 
flight -test report published by this ac- 
tivity contains all of the reduced data 
required for a given test in a form suit- 
able for further evaluation by the missile 
contractor or the sponsoring government 
agency. The RCA Missile Test Project's 
data -processing is the largest scientific 
computer center anywhere in RCA. 

To provide continuous evaluation of 
how well the RCA job is done, a Quality 
Analysis group of data specialists and 
engineers operate as a staff function. In 
addition to monitoring the accuracy of 
AMR's final product (data) and quality - 
controlling equipment and performance, 
this group conducts scientific investiga- 
tions on how to do the job better. 

CONCLUSION 

The Atlantic Missile Range is faced with 
many complex problems as a result of 
the continual advancing missile tech- 
nology and the evolution from ballistic 
missiles to space vehicles. The RCA 
Missile Test Project is playing an im- 
portant role in the development of plans 
and procedures to meet these problems. 

Fig. 3- Growth of Atlantic Missile Range and 
RCA Missile Test Project. 
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THE NEW 
601 -301 COMPUTERS 

AT RCA LABORATORIES 

RCA Laboratories has recently put into operation the first 
RCA 601 computer equipped with a 604 high -speed arith- 
metic unit. An RCA 301 computer is used for off -line process- 
ing of input and output data. The computers will be available 
for use by engineers and scientists from all RCA locations 
and provide a unique capability for handling problems re- 
gt.iring high arithmetic speed, large high -speed memory, and 
flexible logic for efficient programming. An extensive library 
of scientific subroutines is being developed to take advantage 
of he 604 floating -point hardware. The 601 computer will 
be operated in conjunction with other Applied Mathematics 
activities, which provide a well- rounded capability covering 
numerical analysis, programming, and mathematical research. 
The computer will also be utilized by the Administration and 
Operations Research activities at Princeton, and by RCA 
Electronic Data Processing in the servicing of its other 601 
installations. 

Dr. J. KURSHAN, Mgr. 
Research Services Laboratory 

RCA Laboratories, Princeton, N.J. 

Rg_ 1 -Tie new computer wing housing RCA 
11 and RCA 301 at David Sarnoff Research 

Center. 
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Fig. 2 -Floor plan of new computer wing which 
is outlined by heavy line. Two rooms at lower 
right are part of original building. 
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0 lv October 1, 1963 the RCA 601 
computer system at RCA Labora- 

tories went into operation. This occa- 
sion was the logical outgrowth of a 
number of onrushing events. There was 
an urgent need to install a new com- 
puter at RCA Laboratories -an RCA 
computer, of course, and one that could 
handle complex scientific problems that 
require the largest computers generally 
available. RCA had recently manufac- 
tured and installed several 601 com- 
puter systems and one had just been 
assembled equipped with the 604 high- 
speed arithmetic unit. This enhance- 
ment provides the hardware for efficient 
floating-point arithmetic calculations 
and results in a total computer system 
that is outstanding for scientific compu- 
tation as well as for other data process- 
ing applications. 

The Princeton installation gives RCA 
a new scientific computation center with 
capabilities previously obtained only 
through the use of competitors' equip- 
ment. It will enable RCA Laboratories 
to bring back in -house all of its com- 
putation problems, many of which were 
being processed on outside computers. 
Moreover it will also provide engineers 
and scientists at other RCA locations 
with the opportunity of using the power- 
ful RCA 601 -604 system in their design, 
development, and applied research ac- 
tivities. The computation facilities at 
RCA Laboratories have traditionally 
been available to all RCA engineering 
groups. Now once again these facilities 
provide hardware capabilities that are 
unavailable elsewhere in RCA and 
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Fig. 3 -The RCA 601 installation 
at Princeton, and a partial list 
of mathematical subroutines to 
be programmed for the RCA 601. 

match the analysis and programming 
strength available at Princeton. 

APPLICATIONS AT THE DAVID SARNOFF 
RESEARCH CENTER 

The need for a computer of the magni- 
tude of the 601 did not arise overnight 
and typical applications were already 
in existence, although handled less sat- 
isfactorily on a variety of other com- 
puters. Local usage divides into two 
major problem- solving fields- scientific 
and management. Consequently, a com- 
puter is needed which is adequate for 
both activities. The scientific work, 
however, predominates in the Labora- 
tories, and has had a considerable head - 
start over our other computer uses. 

Scientific 

Underlying most of our scientific com- 
puter applications is the concept of 
numerical computation. Many problems 
can be formulated mathematically, but 
the solution of the resulting equations 
is not readily obtained as a simple ex- 
pression using known mathematical 
techniques. In the end, however, per- 
formance of the system under study will 
be evaluated in terms of the numerical 
values of certain variables. The com- 
puter is used to find these numerical 
values for any desired input conditions. 
The analysis of the original problem, 
the selection and development of spe- 
cial numerical methods, and the pro- 
gramming of the specific problem for 
running on the computer all take con- 
siderable human intervention on the 
part of highly skilled mathematicians, 

programmers, and the scientists and 
engineers themselves. We therefore 
have a group of applied mathemati- 
cians associated with the computer and 
provide special training in computer 
programming to other Members of the 
Technical Staff. In terms of their for- 
mulation, the problems we handle can 
be classed into several broad mathe- 
matical categories such as the solution 
of ordinary differential equations, mat- 
rix algebra, finding the roots of poly- 
nomials, and the fitting of curves to 
experimental data. A few examples 
taken from the Laboratories' current 
research program will serve to highlight 
the goals of some of our large scale 
computer applications. 

The first of these is in the design of 
electron guns. The electron trajectories 
in a vacuum tube are determined by 
the electrode structure and the voltages 
applied to these electrodes. We have 
developed mathematical techniques, and 
programs based on them, which enable 
a computer to plot the actual path of 
the electrons, given the geometry of the 
tube and the applied voltages. Alterna- 
tively, critical parameters relating to 
the crossover point and the aberrations 
can be accurately computed. RCA engi- 
neers responsible for the design of kine- 
scopes are currently using these com- 
puter programs in their work. Effort is 
now continuing to take into account 
space charge effects, that is, the elec- 
tric fields introduced by the charge on 
the electrons themselves. Our approach 
is all the more useful because of its 
general applicability and is possible 
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only by using a high -speed digital 
computer. 

A second example comes from the 
field of solid state materials. The vari- 
ety of solid state materials in both 
chemical composition and structure is 
essentially infinite. Consequently, it is 
important to be able to correlate the 
electronic behavior of these materials 
with their compositions and structures, 
so as to synthesize those worth the 
effort of synthesis and measurement. In 
the past we have developed computer 
methods for determining the electronic 
band- structure of solids. These methods 
had particular bearing on explaining 
the electrical behavior of semiconduct- 
ing materials. Today we are also using 
computers to understand and predict 
the details of the light emission process 
in laser materials. The field of lasers 
has been one of phfenomenal research 
activity and rapid progress. RCA's im- 
portant contributions in this field have 
been greatly aided by theoretical studies 
of the behavior of crystals which contain 
activator atoms that can be stimulated 
to emit light at useful wavelengths. The 
complex differential equations that arise 
in these studies again require numerical 
computation to yield useful information. 

It is especially fitting that computers 
today can be used in investigating the 
ideas that will shape the computers of 
the future as illustrated in a third ex- 
ample. The low -temperature, or cryo- 
genic, computer memories being devel- 
oped today consist of complex arrays of 
thin -film elements. These are addressed 
by a network called a cryotron tree. 
This circuit network has distributed in- 
ductance and resistance and its speed 
of response is important in the opera- 
tion of the device. This time constant. 
as well as other important switching 
parameters, can be calculated with the 
aid of the computer. The size array 
that can readily be evaluated is directly 
related to the high -speed storage capac- 
ity of the computer and a machine in 

the 601 class is needed to handle the 
problems of current interest. 

Management 

A computer of the 601 capability ad- 
vances us from routine data processing 
and information retrieval to the use of 
the computer as a major element in an 
overall information system used for 
management decision. Certainly we ob- 
tain greater efficiency in the processing 
of administration data such as the finan- 
cial operations of cost accounting, pay- 
roll, and accounts payable; and per- 
sonnel matters such as salary adminis- 
tration, and personnel records. However, 
another one of the significant user 
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groups of the new RCA 601 is the 
Operations Research activity located at 
Princeton and serving as a staff func- 
tion to RCA's Corporate and Division 
Management. To this group, the corn - 
puter is a powerful tool for simulating 
a business situation with its many vari- 
ables and for evaluating the perform- 
ance of the prediction schemes that 
they develop. In some cases, the pro- 
grams developed by this group are util- 
ized directly by them on the RCA 601 
to provide answers to specific problems. 
In other cases, where an operating sys- 
tem has been developed to be used by 
operating management at another loca- 
tion, the programs will be translated 
into the language of other machines 
available locally, such as the RCA 501. 

CHOICE OF THE RCA 601 

There are a number of reasons for 
choosing the RCA 601 in preference to 
one of the other RCA computers for 
the applications described. First, we re- 
quired a computer with adequate capa- 
bility to handle scientific problems that 
we otherwise had to put on outside, 
large -scale computers. These problems 
are characterized by a need for large - 
capacity high -speed memory and high 
arithmetic speeds with relatively mod- 
est requirements for handling quanti- 
ties of input and output data. RCA's 
501 and 301 computers were less well 
matched to these needs. The 3301 will 
provide these capabilities, but the 601 
was already available -and time was an 
important element. The location at 
Princeton not only provides a facility 
needed there, but also serves as a rea- 
sonably central location for engineers 
from other RCA divisions, for program- 
ming work related to RCA Electronic 
Data Processing's marketing functions, 
and as a backup machine for other 
RCA 601 installations. 

The 604 high -speed arithmetic unit is 
the first one to be installed in a 601 
system and will therefore require con- 
siderable programming ingenuity and 
enterprise on the part of the Applied 
Mathematics Group at RCA Labora- 
tories. We see the 601 as handling all 
the Laboratories' computing needs. 
With its capabilities, our programming 
contribution is not limited merely to 
what we have to do to exploit it for our 
own applications, but we have the op- 
portunity to do programming research 
in such areas as algebraic manipula- 
tion and compiler writing techniques 
that will be of value to RCA's total 
computer effort. 

There is still another very real way 
in which the RCA Laboratories machine 
benefits RCA's computer marketing ac- 

tivities. There are already several other 
operating 601 installations in the field 
and this machine is used to back up 
these installations in case of overload 
or other contingencies. It also provides 
an RCA site for the development and 
maintenance of 601 programs by RCA 
Electronic Data Processing (EDP). 
Also, in the development of computer 
sales, no one can doubt the advantage 
of having a successful 601 installation 
in our own house. Many EDP custom- 
ers show considerable interest in the 
computer- research activities at RCA 
Laboratories. Such visitors are now able 
to see how the Laboratories uses a 
powerful RCA computer and what we 
are doing in terms of programming 
developments. 

THE COMPUTER INSTALLATION 

A photograph of the computer wing 
housing the 601 -301 system is shown in 
Fig. 1. The entrance on the right serves 
as an alternate entrance to the David 
Sarnoff Research Center and is adja- 
cent to a new parking area that was 
put into use about a year ago. A glass 
partition separates the 601 in the back- 
ground from the 301 in the foreground. 

Fig. 3 is a photograph of the 601 corn- 
puter with console in the foreground, 
seven of the nine tape stations in front 
of it, and the main processor behind the 
tape stations. The third row of equip- 
ment contains the power supplies con- 
trol units and the 604 high speed arith- 
metic unit. The 301 system is behind 
the camera in this view. 

In order to keep site costs to a mini- 
mum, the new wing was designed to 
house only the computers, the air con- 
ditioning, and the maintenance engi- 
neering staff, as shown in Fig. 2. Data 
preparation and tape and paper storage 
is accommodated in the original lab- 
oratory building adjacent to the new 
wing in the equivalent of the space 
required by our previous computer. The 
original building is also used for entry 
and for offices for the Applied Mathe- 
matics Staff. There is minimal viewing 
space, but an elevated view of the com- 
puter is obtained from the vestibule at 
the building entrance. 

Equipment Complement 
Since the RCA 601 is a magnetic -tape 
oriented computer, we have an RCA 301 
computer to serve as off -line equipment 
for input- output functions. The 301 is 
used to go from card to magnetic tape 
and tape to printer. It will not be used 
as an independent computer, since it 
will be fully occupied as the input -out- 
put device for the 601. 

RCA 601 has the hardware for doing 
floating -point arithmetic provided by the 
604 arithmetic unit. The cycle time for 
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tats computer is 1.5 µsec and it will per- 
form a floating point add in 7.8 µsec 
and a floating point multiply in 11.6 
µsec. The magnetic core, high -speed 
memory has been installed with 12,000 
words of storage and is expandable to 
32,000 words. We have nine magnetic 
tape stations available to the 601. A 
paper -tape reader and monitor printer 
are located at the 601 console to pro- 
vide communication between the opera- 
tor and the computer. 

The RCA 301 has a high speed mem- 
ory of 10,000 characters. It is coupled 
to the RCA 333 printer, which has a 
120 -character line and prints at the 
maximum rate of 1,000 lines per minute. 
The card reader -punch is in a single 
unit that reads at the rate of 800 cards 
per minute and punches at the rate of 
250 per minute. One of the magnetic 
tapes is directly connected to the 301. 
We also have the switching capability 
for electronically transferring several 
tapes between the 601 and the 301. This 
minimizes the handling of tape reels 
and greatly increases the efficiency of 
operation. The total configuration is in- 
tended to meet both the scientific and 
management computing needs at RCA 
Laboratories and the back -up require- 
ments for other 601 installations. 

OPERATION 

The computer itself will be operated by 
our Applied Mathematics Group headed 
by N. L. Gordon. This is one of the 
groups in the Research Services Lab- 
oratory, which in turn has the primary 
responsibility of supporting the rest of 
the research function with special skills 
or equipment that cut across the indi- 
vidual areas of research investigation. 
As already mentioned, the 601 carries 
all the computing load, and even such 
data -handling functions as sort and 
merge. The 301 is used solely as off - 
line input- output equipment and no 
separate usage charge is made for it. 
A 601 hourly rate has been developed 
in conformity with the procedures used 
for established rates on the other RCA 
computers located within RCA. In addi- 
tion to in -house scientific applications, 
the Applied Math Group operates the 
computer for RCA Laboratories Admin- 
istration, for RCA Operations Research, 
and for open -shop usage by engineers 
and scientists from other RCA divisions. 
EDP, however, has the opportunity to 
use the computer outside of the first 
shift as backup for its other 601 instal- 
lations and for the advanced program- 
ming activities that are part of its 
marketing responsibility. Still another 
application that looms on the horizon is 
the direct hook -up of the 601 to experi- 
mental research programs. This on -line 

use could take various forms including 
the testing of new computer compo- 
nents, such as experimental memory 
units, or the real -time analysis and con- 
trol of a process or experiment with the 
aid of a cathode ray tube display. 

Operation of the computer is only a 
small part of the total activity of the 
Applied Mathematics Group. Our Math- 
ematics Staff is engaged in a variety of 
activities needed to implement the effec- 
tive use of the computer. On the soft- 
ware side, one of the first jobs we 
tackled was the programming of fre- 
quently -used mathematical functions. 
This involved an analysis of appropriate 
methods to be used and the program- 
ming of subroutines. A partial list of 
these subroutines is given in Fig. 3. 
Certain needed routines are also fur- 
nished by EDP. Our more experienced 
open -shop users have been trained in 
the use of the 601, and of the assembly 
system in particular, under EDP aus- 
pices. Other users have learned to write 
601 programs by employing a simplified 
programming system taught by our own 
staff in a brief course. The availability 
of a FORTRAN compiler for the 601, pro- 
vided by EDP, opens the door to much 
more extensive use of the computer by 
both RCA Laboratories personnel and 
engineers from other divisions. 

In addition to the specific function of 
implementing the use of the computer, 
our Applied Mathematics Group has the 
continuing overall responsibility for 
solving problems submitted by the re- 
search staff by seeing them through the 
various stages of mathematical analysis, 
numerical analysis, programming and 
production runs. The availability of the 
601 has also given impetus to an in- 
creased effort in programming research. 
This work will be problem- oriented in 
the engineering and scientific field and 
we expect ultimately will lead to im- 
proved computers for solving such 
problems. 

CONCLUSION 

We are fortunate that the first RCA 
601 computer equipped with the 604 
enhancement has been made available 
to RCA Laboratories. This will give 
scientists and engineers throughout 
RCA access to a computer that is 
unique in programming flexibility and 
performance. At the same time the 601 
presents a challenge to exploit its cap- 
abilities. It is fitting that this large 
users' group within RCA will have an 
opportunity to contribute to the devel- 
opment of applications and programs 
that will increase the computer's value. 
We can expect the utilization of the 
computer to grow rapidly, with much 
of the user programming being done in 

FORTRAN, a common problem- oriented 
programming language. As the usage 
is building up, our operation in turn is 
being put to the test of providing effi- 
cient systems and procedures for max- 
imizing the productive accomplishments 
by means of the computer. 
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PLASMA -MICROWAVE INTERACTIONS 

This paper is concerned with plasma interactions with electron beams, electro- 
magnetic waves, and magnetic fields. These interactions produce generation and 
amplification of power at super -high and extremely high frequencies. This radia- 
tion can be coherent or incoherent. Such interactions in combination with the 
high field capability of hard superconductors may lead to useful power at 1,000 
Gc or higher. Potential uses of plasma devices are as transmitters, couplers, and 
maser pumps. The problems which must be solved first, however, include improved 
methods of plasma production and sensitivity of resonances to local environment. 

Dr. JAMES VOLLMER, Mgr. 

Applied Physics 

Applied Research, DEP, Camden, N. J. 

THE generator and amplification of 
power at super -high (3 to 30 Gc ) 

and extremely high (30 to 300 Gc) fre- 
quencies represent a major challenge to 
our technology. Limitations imposed by 
the size of the required structures and 
by their ability to dissipate heat are the 
two principal obstacles. In general, both 
of these problems become more acute as 
the frequency increases because the am- 
plifying structures must be made smal- 
ler. This reduction in size imposes un- 
realizable mechanical tolerances while 
it simultaneously increases the power 
density in the dissipative elements of the 
device, even in the centimeter range 
when super -power sources are consid- 
ered. 

To date, engineering ingenuity and 
imagination coupled with improved ma- 
terials have kept performance one step 
ahead of the absolute requirements, but 
the separation remains uncomfortably 
small. Accordingly, attention is being 
directed toward physical systems, inter- 
actions, and effects which may provide 
amplification or oscillation but which do 
not exhibit the same frailties as solid 
structures. Gaseous plasmas represent 
one of these classes. 

A gaseous plasma is a gas either par- 
tially or totally ionized. The positively 
and negatively charged particles are 
present in approximately equal numbers, 
and the density is such that the Debye 
length is small compared to the size of 
the container. This simply means that 
the system must not deviate from elec- 
trical neutrality except over very small 
distances. In general, plasmas are a can- 
tankerous state of matter. They tend to 
be difficult to produce, resistant to meas- 
urements, and hostile to other materials. 
However, they possess some most attrac- 
tive properties. First, they exhibit a re- 
markable number of electromagnetic 
resonances. These resonances are micro- 
scopic in nature; most importantly, 
these resonances can be adjusted by 
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varying macroscopic quantities like 
magnetic fields, currents, and voltages. 
This is precisely what is required for ad- 
vances in microwave power generation 
-a system whose resonance is electri- 
cally adjustable and does not require 
complicated mechanical structures. A 
second important property of plasmas 
is their basic gaseous character. Clearly 
something already vaporized cannot be 
melted. Furthermore, plasmas lend them- 
selves to convection cycles for cooling 
by transfer or replacement of the reac- 
tive element itself. 

BEAM -PLASMA INTERACTIONS 
Presuming that these advantages offset 
the identifiable disadvantages, atten- 
tion can be turned to the nature of 

I N PUT 
COUPLER 

ELECTRON 
BEAM 

ELECTRON 
GUN 

the possible interactions. The interaction 
between an electron beam and a plasma 
is receiving the most widespread atten- 
tion at this time. In principle, at least, 
the plasma replaces the slow wave struc- 
ture of conventional traveling wave 
tubes. A small signal is placed on the 
electron beam ( Fig. 1) . The beam, with 
the input signal propagating along it, 
enters the plasma. If the electron densi- 
ties in the beam and plasma are properly 
adjusted, the signal is amplified at the 
expense of DC energy of the beam. This 
interaction had been predicted in 1948 
and in 1950 by Haefft and by Bohm and 
Grosse. Experimental confirmation, how- 
ever, was delayed until 1958 when Boyd, 
Field, and Gould3 first observed gain 
using a plasma of mercury vapor. In 
their experiment, the plasma was formed 
by an arc discharge through mercury 
vapor. As the arc current was increased, 
the detector output power also increased. 
Thus, macroscopic adjustment of a mi- 
croscopic resonance was utilized in ob- 
taining the first positive experimental 
result. Subsequently, others4'5 did simi- 
lar experiments, but with the addition 
of a longitudinal magnetic field. They 
observed that bandwidths comparable to 
those of traveling wave tubes were real- 
izable, and that gains of 9 db /cm could 
be achieved at 3 Ge. The important con- 
sideration of higher frequency interac- 
tion is currently being studied in RCA 
Laboratories at Princeton. In February, 
1963, Swartz and Napoli''' reported a 
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plasma amplifier which gave a net gain 
of 8 db at 23 Gc. 

Still, output coupler tolerances and 
power densities remain as major prob- 
lems, limiting the attainable frequencies 
and power levels. One possible solution 
is to utilize the plasma as its own cou- 
pler. By orienting a uc magnetic field 
parallel to the beam it may be possible 
to stimulate the plasma into directly 
radiating the amplified power. This pos- 
sibility comes out of analysis on a finite 
beam by Kinos, who suggested it might 
explain how radiation is emitted from 
stellar atmospheres. An experimental 
study in DEP Applied Research" has as 
its goal the identification of such an 
effect for use with plasma amplifiers. A 
schematic representation of the appara- 
tus is shown in Fig. 2. Fig. 3 is a photo- 
graph of the actual apparatus. 

Preliminary results from the first ex- 
periments (4 to 6 Gc) showed enhance- 
ment of the radiation by the presence of 
the plasma up to 23 db at the center of 
100 -Mc bands. A careful study -in 
which the plasma density. electron dens- 
ity in the beam, and the strength of the 
magnetic field are systematically varied 
-is required to better understand these 
results. 

A second possible solution to the out- 
put coupler problem is to utilize the 
Cerenkov interaction. The Cerenkov 
interaction occurs when charged parti- 
cles travel through or near a dielectric 
material, at a velocity greater than the 

Fig. 3 -Beam plasma facility. 

speed of an electromagnetic wave in the 
same medium. Under this condition, a 
wave is launched into the dielectric as 
shown in Fig. 4. The use of this mecha- 
nism for the generation of microwaves 
has been under consideration for some 
time9''° 11, the earliest suggestion= 
coming in 1947. In general, emphasis 
has been on millimeter waves and under 
pulsed conditions. However. DEP Ap- 
plied Research" has been carrying on 
cw studies at 5 cm. 

The goal of these studies has been to 
measure the strength of the interaction 
and to investigate the influence of hunch 
shape. The dielectric experimentally 
employed has been limited to simple 
scalar ceramics. but tensor plasma di- 
electrics are part of the plan. The dielec- 
tric in this case fulfills a double purpose. 
First, its presence leads to the conversion 
of Dc energy of the beam into microwave 
power. In addition, it serves as its own 
coupler. The amplified energy does not 
propagate on the beam, but is already 
decoupled from the beam and propagat- 
ing in the dielectric. The total power 
may be up, while the dissipated power 
density is down because of the distrib- 
uted character of the dielectric coupler. 

Still another important advantage of 
the Cerenkov technique is that ribbon or 
sheet beams can be used. This geometry 
minimizes self -shielding which, in cyclin- 
drical beams, has led to the need for 
hollow beams. These are difficult to form 
and maintain. In the Applied Research 

Fig. 4- Simple Cerenkov amplifier. 
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experiments, the beam was 1 cm wide. 
0.1 cm thick. Using an emission current 
of 45 µamp, at 60 kv, 0.004 µw were col- 
lected compared to a predicted 3µw of 
total radiation. Since in this early ex- 
periment not more than 1% of the total 
radiated power was collected, this agree- 
ment was considered encouraging. Fig. 
5 is a photograph of the apparatus being 
used in these experiments. It is impor- 
tant to note that the Cerenkov interaction 
may be considered as the most general 
case of a traveling wave tube; all other 
TWT's can be regarded as special cases 
in which radial propagation modes have 
been eliminated by choice of structure. 

The approaches up to this point are 
all the subject of current experimental 
studies. Next to be considered are those 
in which calculation, extrapolation, and 
speculation play the dominant role. 

An interesting and perhaps important 
extension of the simple Cerenkov ampli- 
fier is the regenerative Cerenkov ampli- 
fier ( Fig. 61. A bunched electron beam 
passes through a selected dielectric. as 
before. but energy from an early hunch 
is totally reflected by the boundary of 
the dielectric and interacted with a later 
bunch. This concept suggests that a non - 
resonant regenerative action is possible 
using only a gross structure. Further- 
more, since reflection is a sub- surface 
phenomenon, multiple beam geometries 
like that shown in Fig. 7 may also be 
imagined. Analysis of the single beam 
regenerative case is presented in Refer- 
ence 13, and experiments are being 
planned to explore its achievability. 

The interactions considered thus far 
have involved beams and plasma. The 
beam provides both DC energy and a 
propagating medium for the signal. One 
might consider interacting the signal 
wave directly with a plasma, thereby 
eliminating the task of beam forma - 
tioni{at5. The laws of thermodynamics, 
however, require that the organized en- 
ergy be present if amplification is to be 
realized. In brief, the plasma must be 
made to flow to provide the equivalent of 
Dc energy. Furthermore, the flow veloc- 
ity must be carefully adjusted, relative to 
the wave velocity in the plasma. At pres- 
ent these requirements are much more 
difficult to meet experimentally than 
those of electron beams. Nevertheless, 
serious analytical work is proceeding on 
this kind of wave- plasma amplifier. 

CYCLOTRON RADIATION 

Beam -plasma and Cerenkov amplifiers 
give promise of eliminating complex 
structures. Wave -plasma amplifiers 
might eliminate the electron beam. The 
next obvious step is to eliminate the 
wave, i.e., consider an oscillator. One 
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extremely simple possibility that fits this 
case calls for the exploitation of cyclo- 
tron radiation. When charged particles 
move in a magnetic field, those with a 
component of velocity perpendicular to 
the field gyrate. Circular motion occurs 
only when centripetal acceleration is 
present, and acceleration of free elec- 
trons is always accompanied by radia- 
tion. In this case, the gyrating particle 
radiates energy at the angular frequency 
at which it revolves. 

A magnetic field applied to a plasma, 
then, leads to radiation at the expense of 
the thermal motion of its constituent 
electrons and ions. The massive ion fre- 
quency is orders of magnitude lower 
than the electron frequency and is gen- 
erally neglected. Simple calculations 
demonstrate that at low values of applied 
magnetic field, the radiated power dens- 
ity from a laboratory plasma is absurdly 
low'". (A field of 100 gauss on plasma 
with 101j electrons /cm; at 2000 °K could 
provide only 10-11 watts /cm'; at 280 Mc.) 
As the applied field is increased, how- 

ever, both the frequency and the power 
density increase, the frequency linearly 
and the power quadratically (Fig. 8). 
This is a most unusual case. Neverthe- 
less, were it not for the advent of the 
hard superconductor, little likelihood of 
utility would exist for cyclotron radia- 
tion. To be useful, fields of at least 100,- 
000 gauss are required. Conventional 
magnets of this size require a complex 
of buildings and a river to cool them. 
However, hard superconductors, like 
RCA's vapor- deposited niobium stannide 
remain superconductors in such fields 
and so might be much smaller. 

While superconductive magnets pro- 
viding fields of hundreds of kilogauss are 
not yet available, one is free to speculate 
about their use. Such extrapolation leads 
to cyclotron frequencies of thousands of 
gigacycles per second and power densi- 
ties of milliwatts per cubic centimeter. 
Of course, identifying an effect and using 
it are two different things. Analyses of 
coherence, spectral purity, energy input 
schemes, and thermal compatibility re- 

main to be carried out. One use, how- 
ever, may be as a pump source for a 
500 -Gc maser ( Fig. 9) . The liquid helium 
used to cool the maser could also he 
used to cool the superconductive mag- 
net wire. 

The pump power required may be as 
little as 2 mw/cm", which is of the same 
order of magnitude that the plasma 
could emit. Furthermore, pump power 
need not be coherent. Maser crystals for 
this frequency are not yet available but 
there is reason to believe that they could 
be produced. Thus, conjecture about a 
500 -Gc maser pumped by cyclotron radi- 
ation from a plasma, emitted in response 
to the field of a superconductive magnet, 
seems permissible. A great deal of anal- 
ysis and experiment, however, is required 
to demonstrate feasibility. 

CONCLUSION 

The list of possible interactions and ef- 
fects which might be useful in the gener- 
ation of microwave power is certainly 
not limited to those cited here. Many 
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Fig. 5- Cerenkov radiation bench. 

i Fig. 6- Regenerative Cerenkov amplifier. 

Fig. 7 -A multiple beam Cerenkov amplifier. 
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more can be found, although in general 
they fall into the same classes as those 
described. They represent beam. wave, 
or DC field interactions with gaseous 
plasma. A logical question is, "What 
remains to be done before large scale 
exploitation can begin ?" The answer is. 
"A very great deal, even though progress 
has been impressive." First the effects 
themselves must be studied under re- 
search conditions. Of particular concern 
is the possibility that the gain mecha- 
nisms may saturate at moderate power 
levels. Until the effects are better under- 
stood, one cannot say with certainty that 
this will not occur. 

Sensitivity to a host of ambient condi- 
tions is another aspect which must be 
systematically investigated. Temperature 
gradients, stray electric and magnetic 
fields, as well as their gradients, can 
drastically affect the behavior of a 
plasma. 

A third very critical area is in the 
production of the plasma itself. Tech- 
niques need to be established for produc- 

Fig. 8- Cyclotron radiation. 
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ing clean, quiet plasmas; these must ex- 
hibit any required degree of ionization 
at any level of neutral particle density. 
This may be a most difficult task. Effects 
of impurities will most certainly require 
extensive study, much as they did. and 
still do, in semiconductors. 

Finally, emphasis must be placed on 
methods of producing plasmas of high 
electron density on a continuous basis. 
if work on submillimeter waves is to be 
successful. Only after this basic and ap- 
plied research has been done, can atten- 
tion be directed to taking the final step, 
i.e.; the designing and optimizing of pa- 
rameters in favor of gain, output power, 
efficiency, or lifetime. At the moment, 
the prospects for this last step are 
bright, and there is every reason to look 
forward to taking it. 

BIBLIOGRAPHY 

1. A. V. Haeff, Phys. Rev. 74 1532. 

2. D. Bohm, E. Gross, Phys. Rev. 75 1$51. 

3. G. D. Boyd, R. W. Gould, L. M. Field, 
Phys. Rev. 109, 1393. 

SUPERCONDUCTING 
MAGNET 

(B1) 

PLASMA 

CYCLOTRON 
RADIATION 

4. E. V. Bogdonov, V. J. Kislov, Z. S. 
Tchernov, Proc. Symp. on Millimeter 
Waves, New York 1959. 

5. M. A. Allen, G. S. Kino, Phys. Rev. 
Letters 6, 163. 

6. G. A. Swartz, L. S. Napoli, Bulletin of 
the American Physical Society, Series 
II, Vol. 8, No. 2. 

7. G. A. Swartz, L. S. Napoli, Proc. Conf. 
on Wave Interaction and Dynamic Non - 
Linear Phenomena in Plasmas. 

8. R. E. Skinner, Final Report on AF30 
(602)2510, RADC- TDR -63 -135. 

9. M. Danos. H. Lashinsky, IRE Trans. of 
PGMTT, MTT -2, 21. 

10. P. D. Coleman, C. E. Enderby, J. Appl. 
Phys. 31, 1695. 

11. L. G. Lomize, Radio teknika i Elec- 
tronika 5, 707. 

12. V. L. Ginsburg, Dokl. Akad. Nauk, 
SSSR, 56. 

13. J. M. Brumbaugh, L. J. Nicastro, J. 
Vollmer, L. W. Zelby, Proc. 4th Inter- 
national Congress on Microwave Tubes. 

14. J. L. Hirshfield, M. P. H. Weenink, 
Phys. of Fluids 5, 125. 

15. J. D. Jackson, Plasma Phys., 1, 171. 

16. G. Bekefi, S. C. Brown, Amer. Journ. of 
Phys., 29, 404. 

MASER FIELD 
(B2) 

111144 
.113) trkik 

k 1414 
3 ANI1104 

FLUID 
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Fig. 1- Energy diagram for a semicon- Fig. 3--Structure of the injection laser. 
ductor. 

In the conventional solid -state laser, ordinary (incoherent) light provides the 
input power, i.e., the "pump." But the GaAs laser is pumped directly by an 

electrical current, a much more efficient process. By direct modulation of the 
input current, the output coherent light can be modulated at very high fre- 
quencies. This adaptability to VHF modulation is not equalled by any other 
kind of laser. The device is very small and does not require bulky driving equip- 
ment. Improvements in structure and processing promise high power operation. 
This paper reviews the principles involved in the GaAs laser, and describes the 
performance of GaAs lasers realized at RCA Laboratories up to March 1963. 

Dr. J. I. PANKOVE, J. E. BERKEYHEISER, F. Z. HAWRYLO, and H. NELSON 
RCA Laboratories, Princeton, N. J. 

xE GaAs laser is a newcomer to the I laser family which now comprises a 

tremendous variety of members. Unlike 
other lasers which are pumped optically, 
the GaAs laser is pumped electrically. 
In optically pumping a laser, a source 
of electrical energy is used to make 
very intense incoherent light that is 
supplied to the laser material -which 
converts the incoherent light into co- 
herent light of another wavelength. This 
is a two -step process and, as such, is 
somewhat inefficient. (The highest effi- 

ciency obtained in optically pumped 
lasers is of the order of 1%.) In the 
GaAs laser, on the other hand, the elec- 
trical energy is converted directly into 
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coherent light. Since it is a one -step 
process, the transformation can be done 
very efficiently. (Efficiencies of the order 
of 50% have been obtained.) Further- 
more, one does not need relatively bulky 
equipment between the source of elec- 
trical energy and the laser material 
itself. 

But, most important, since the power 
supplied to the laser is in the form of 
an electrical current, it lends itself to 
modulation at high frequencies. In con- 
trast, with optically pumped lasers the 
modulation of a light beam requires 
optically active materials, which are 
relatively inefficient and are difficult to 
modulate at high frequencies. Since we 

know how to modulate an electrical 
current. it appears a simple matter to 
modulate a GaAs laser. 

SOME HISTORY 

Electroluminescence in GaAs was first 
reported by R. Braunstein' in 1955. In 
1961, aware of the laser possibilities of 
GaAs, and taking advantage of the ad- 
vances in the technology of GaAs, we 
took another look at its electrolumi- 
nescent properties. The spectral charac- 
teristics, as well as other properties of 
p -n junctions which shed light on the 
recombination processes within this ma- 
terial have been examined.°" It is then 
that we found that the internal conver- 
sion efficiency of GaAs is near unity. 
This high conversion efficiency opened 
the possibility of realizing an injection 
laser. On the other hand, our experi- 
ments with modulation of incoherent 
sources of infrared' showed that it is 
possible to modulate the GaAs light 
source with frequencies of at least 
200 Mc. 

The laser possibilities of GaAs were 
verified and described' in October 1962. 

PRINCIPLE 

Let us examine the light emission proc- 
ess in a semiconductor. Fig. 1 shows an 
energy diagram for a semiconductor. 
The electrons are distributed in states 
occupying various energy levels. These 
levels are grouped into two bands, the 
valence band and the conduction band, 
separated by an energy gap. Fig. 1 rep- 
resents an n -type degenerate semicon- 
ductor which means that there are 
electrons in the conduction band and 
that all the states below the Fermi level 
are completely occupied. The injection 
of the hole into the valence band is 
equivalent to the creation of an empty 

Fig. 4- Emission spectra below and 
above threshold current. 
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state in the valence band. Now an elec- 
tron from the conduction band may 
make a transition to this empty state, 
since this is a low- energy state for the 
electron. In this transition, the excess 
energy is emitted as a photon having 
an energy hv, which is equal to the dif- 
ference between the energies in the in- 
itial and final states. A whole range of 
energies can be emitted because there 
are electrons at initial states at various 
energies. The number of photons emit- 
ted at a given hu is then related to the 
number of electrons in the correspond- 
ing initial state, and so we can plot the 
number of photons of a given energy 
that can be emitted in the left -hand side 
of Fig. 1. The shape of this distribution 
is related to the occupancy of the con- 
duction band. This diagram is an emis- 
sion spectrum. To produce an overlap 
of occupied states in the conduction 
band with empty states in the valence 
band one resorts to a p -n junction as 
shown in Fig. 2. This overlap can be 
obtained by applying a sufficiently large 
forward bias across the p -n junction. 
In the recombination process, the elec- 
tron stays in the conduction band for a 
time determined by the transition prob- 
ability. The transition probability in 
turn depends on the number of modes 
of that frequency available in this sys- 
tem. In any volume of matter, there are 
many photons and other vibrational 
modes present; these are quantum me- 
chanical entities called zero -point vibra- 
tions. These zero -point vibrations are 
incoherent, and there may be many of 
them at any given frequency. When one 
transition has been stimulated by a pho- 
ton, we have now two identical photons 
traveling in the material. These two 
photons have the same frequency and 
are in phase. These two coherent pho- 
tons can in turn stimulate the recombi- 
nation of other hole electron pairs in 
their path and, in the process, create 
more photons of the same frequency 
and phase -and the photon wave grows 
in intensity. Since many photons are 
available to stimulate the recombina- 
tions, many modes (that is, photons of 
many frequencies and many different 
phases) are amplified simultaneously. 
As a consequence, the output is an in- 
coherent light. 

If now we design a structure which 
favors a given mode, photons in this 
mode will be amplified more than other 
modes, and as a result, we will end up 
with a coherent beam of electromag- 
netic energy. The exact nature of the 
transition process is still controversial. 
It may be a transition from the con- 
duction to the valence band or it may 
be a transition between impurity levels 
which merge with a band. In either 

case, the general principle is the same. 
Since the laser action depends on the 
stimulation of transitions by photons of 
a given frequency, it is important that 
the field of stimulating photons be 
allowed to increase in density. There- 
fore, one must beware of losses. In addi- 
tion to losses which consist in hole 
electron pairs making nonradiative tran- 
sitions, one has to cope with a variety 
of photon losses, as follows: 

1) absorption (across- the -gap transi- 
tion, free -carrier absorption, and 
transitions from impurity states) 

2) scattering 
3) transmission 
4) diffraction 
The absorption losses due to across - 

gap transition consist of the emitted 
photon exciting an electron from the 
valence band to an empty state in the 
conduction band. This is the creation of 
a hole -electron pair. If this hole -electron 
pair subsequently recombines by re- 
emitting the same photon, there is no 
loss; but since energy is usually de- 
graded, chances are that the photon 
emitted in this recombination will be of 
an energy lower than that of the stimu- 
lated mode. 

Free -carrier absorption consists of the 
excitation of an electron in one of the 
bands from an occupied state to some 
empty state of higher energy in the 
same band. When the electron returns 
to its lower energy state, it releases the 
excess energy in the form of heat. This 
makes free -carrier absorption a very 
serious photon loss, because not only 
does a photon disappear from the field 
of photons, but also the crystal heats 
up. The recombination process happens 
to be strongly temperature- dependent, 
the probability for radiative recombina- 
tion being an inverse function of 
temperature. 

Losses in the form of impurity absorp- 
tion consist of the excitation of elec- 
trons from occupied impurity states into 
empty states of the conduction band or 
from occupied states in the valence 
band to empty impurity states. 

For optimum stimulation, we are in- 
terested in keeping the coherent pho- 
tons traveling in the same direction 
without divergence; however, photons 
can interact with impurities and other 
inhomogeneties in the material and be 
diverted in other directions. This proc- 
ess is called scattering. 

Let us consider transmission losses. 
A resonant structure consisting of re- 
flecting surfaces such as a Fabry -Perot 
cavity causes photons to travel back and 
forth in the material thus increasing at 
every pass the density of coherent pho- 
tons. However, to make the device use- 
ful, we must allow some of the photons 

Fig. 5- Radiation pattern from a GaAs 
diode in the plane of the p -n junction. 
The smooth line represents the radiation 
pattern below threshold. The trace going 
off scale is the directional pattern above 
threshold. 

Fig. 6- Radiation pattern from a GaAs 
diode in a plane transverse to the p -n 
junction. The broad distribution is that 
of an incoherent source (below thresh- 
old); its shape is determined mostly by 
the supporting structure (a pressure 
clip). The beamed distribution is that 
obtained above threshold. 
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Fig. 7 -Cross section of laser beam viewed by 
a focussed image converter. 

to emerge from the crystal. This is ac- 
complished by making one of the sur- 
faces partly reflecting. Then, the radia- 
tion which is allowed to come out is 
lost as far as the stimulation process is 
concerned. 

The recombination process occurs in 
a narrow region at the p -n junction. We 
are interested in photons traveling along 
the plane of the junction. When light 
traverses a region which is small com- 
pared to its wavelength, the light beam 
is caused to diverge. This diffraction 
phenomenon occurs at every step of the 
way in the plane of the junction and 
constitutes a loss of photons. 

A rough calculation for the minimum 
carrier pair concentration p required 
for laser action in the band -to -band 
recombination follows." We simply write 
that the light emitted is equal to the 
difference between the light generated 
in the material and the light lost in the 
material: 

VP(v) = [P(v) +po(v)] P"7(v) - 
[p(v)P(v) +] > 0 (1) 

Where p (v) is the density of photons of 
frequency e that are created in the 
material; c/n is the velocity of light in 
the semiconductor; y (e) is the prob- 
ability per second per electron per unit 
volume and per hole per unit volume 
for the triggering of a radiative re- 
combination emitting a photon of fre- 
quency v. The emission rate follows 

Fig. 9- Variation of light intensity as a func- 
tion of the current through the diode. 
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Fig. 8 -Cross section of laser beam at higher 
current than in Fig. 7. 

Bose statistics and is proportional to 
the density of possible photons having 
a frequency P. The minimum density of 
such possible photons consists of the 
zero point photons po(e), which are 
given by: 

Po(v) = 
8.77 n3 

I,3 

c3 

The last bracketed term in Equation 1 

comprises all the photon losses. The 
greater the number of loss mechanisms, 
the higher will be the threshold for 
laser action. What we can find from 
Equation 1 is at least a minimum value 
for the injection concentration that will 
give laser action. The only term shown 
in the losses of Equation 1 is the ab- 
sorption of photons leading to pair 
creation. The term P(P) is the transi- 
tion probability for exciting an electron 
from the valence to the conduction 
band ; P(r) is known from the absorp- 
tion coefficient. We shall neglect losses 
other than pair creation. 

The optimum condition for minimum 
injection threshold is obtained when all 
the surfaces are perfectly reflecting. 
Then no light can come out, and the 
laser modes keep building up. In this 
case, Equation 1 can be rewritten: 

P(v) = 
Po(v) 

P(v) 
PtY(v) 1 

(2) 

Examining Equation 2, it is obvious that 
the denominator can vanish. Then p(P) 
tends to infinity while the emission 
spectrum becomes a narrow emission 
line. Such a spectrum describes the out- 
put of the laser, although this equation 
says nothing about coherence. The proc- 
ess can be explained phenomenolog- 
ically as follows. A photon stimulates 
a pair recombination which produces a 
second photon of the same frequency 
and phase as the stimulating photon. 
Now we have two photons propagating 
in the same direction in the material 
and they can interact with another hole - 
electron pair to produce another photon 
also of the same frequency and phase. 
This process continues building up the 
field of photons into a growing wave. 
This is an amplification process some- 
times referred to as superradiance. 
However, the zero -point modes consist 
of many incoherent photons; so, pho- 

Fig. 10 -Laser ouput vs time (1 µsec /cm). Two 
traces: upper trace taken without a polarizing 
filter; lower trace taken through polarizer with 
E vector perpendicular to plane of p -n junction. 

tons of many frequencies and various 
phases are amplified simultaneously. A 

suitable design of the structure will 
favor the propagation and the amplifi- 
cation of one particular mode. This is 
the mode which will give the laser 
emission. 

We want to find the pair concentra- 
tion which makes the denominator of 
Equation 2 vanish: 

2 P(v) 
P = y(v) 

It can be shown that: 

p= 4.8 X 101sTs" (m,,me)6 "4 

Where: mh and me are the density of 
states effective masses for the holes and 
electrons respectively. This is an abso- 
lute minimum criterion for laser action 
assuming that the loss of photons is 
only due to band -to -band transitions and 
that we have a perfect Fabry -Perot cav- 
ity. This minimum value for critical 
pair concentration has been calculated 
for a number of materials (at 4.2 °K 
for laser action; values in pairs /cm') : 

Germanium 1.4 X 10" 
Silicon 3.1 X 10" 
Gallium Arsenide 4 X 1016 

Gallium Phosphide 4.2 X 1016 

Gallium Antimonide 5.7 X 1016 

Indium Antimonide 101' 

The significance of this calculation is 
that the material must be degenerate 

Fig. 11- Photographs of a diode through a 

focussed image converter. Top: below thresh- 
old; bottom: above threshold. 
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enough to place the Fermi level several 
kT's inside the corresponding band. A 
phenomenological justification for this 
criterion follows. The light emitted in 
the recombination process is necessarily 
of energy lower than that which sepa- 
rates the Fermi level from the opposite 
band edge. These photons will not be 
reabsorbed by creating pairs because 
their energy is not sufficient to excite 
a carrier from one band edge to beyond 
the Fermi level in the opposite band. 
On the other hand, the lower energies 
emitted cannot be reabsorbed because 
the would -be final states in the conduc- 
tion band below the Fermi level are all 
occupied. 

LASER STRUCTURE 

The laser consists of a wafer of n -type 
GaAs doped with 1014 to several times 
10" donors per cubic centimeter. The 
dopant used has been either tin, silicon, 
or tellurium. A planar p -n junction is 
produced in the wafer by diffusing zinc 
at about 800 °C for about 1 hour. The 
wafer is cut in either the (100) or 
(111) plane. Ohmic electrodes are de- 
posited on opposite facets of the wafer: 
sintered nickel on the p -type side and 
gold -tin on the n -type side. Then the 
wafer is broken into small pieces along 
cleavage planes. In this way one ob- 
tains small parallelepipeds with per- 
fectly flat and parallel surfaces. The 
dimensions of the laser pellets are ap- 
proximately 0.2 mm by 03 mm. The 
thickness is about 0.1 mm. Connections 
are made to a source of electrical en- 
ergy which biases the junction in the 
forward direction while the diode is 
immersed in a refrigerant such as liquid 
nitrogen or liquid neon. Light is emit- 
ted in the direction of the arrow 
(Fig. 3) . 

MEASUREMENTS 

The onset of laser action can be ob- 
served in the spectrum of the emitted 
light. Fig. 4 shows the emission spec- 
trum at two different currents, one be- 
low the threshold and the other above 
the threshold. Below threshold, the emis- 
sion spectrum is very broad (about 100 
angstroms wide) while above threshold 
the emission spectrum is of the order of 
2 angstroms wide and very intense. 

Because the stimulation process pro- 
duces waves propagating in the same 
direction, the laser output is in the 
form of a directional beam. This can 
be verified by measuring the radiation 
pattern of the laser (Fig. 5) . A broad 
distribution is obtained below threshold 
but above threshold the emission is di- 
rected in a narrow beam. The radiation 
pattern for Fig. 5 was taken in the 
plane of the junction. In a plane trans- 

verse to the junction, the distribution 
is as shown on Fig. 6. The nonuniform - 
ity of the emission pattern below thres- 
hold is due to shadowing effects of the 
laser holder. The shape of the beam is 
best seen by placing an image conver- 
ter in the path of the beam and photo- 
graphing the pattern obtained (Fig. 71. 
Below threshold, no definite pattern is 
observed; but at threshold, the bright 
patch of Fig. 7 appears. It shows that 
the emission beam consists of a broad 
fan -shaped beam. The emitted beam is 
about 5° wide and less than 1° thick. 
In this photograph, the laser beam is' a 
horizontal fan. It comes from a vertical 
junction. When the current intensity 
through the laser is increased, one ob- 
tains the pattern of Fig. 8. It shows a 
brightening of the main fan plus the 
occurrence of other lobes, which may be 
single -slit interferences. 

Since the laser output is in the form 
of a directional beam, one can measure 
the threshold by placing a detector in 
the path of the beam and measuring the 
light intensity as a function of current 
(Fig. 9). We see that the light intensity 
increases linearly with current while 
the emission is incoherent. When coher- 
ence sets in, the beam becomes direc- 
tional, and therefore the emission con- 
denses into a small solid angle, which 
results in a very high density of light 
at the detector. Correspondingly, the 
detector output rises abruptly. After the 
beam is formed, the coherent light 
tends to grow linearly with current 
until sample heating turns off the lasing 
action. 

Another feature of the injection laser 
is that the light emitted comes out 
polarized preferentially with the E vec- 
tor transverse to the plane of the junc- 
tion ( Fig. 10) . This figure consists of 
two traces of detector output as a func- 
tion of time. One trace is taken without 
using an analyzer beween the laser and 
the detector, whereas the other trace, 
in near coincidence with the first one, 
is taken through an infrared polaroid 
aligned with the E vector transverse to 
the junction. A 90° rotation of the 
analyzer causes extinction of the light 
output. 

Fig. 11 shows the distribution of the 
emitting area before.and after threshold 
as viewed through an image converter 
focussed onto the laser surface. We see 
that below threshold the emission comes 
from the plane of the junction. Above 
threshold a very bright spot appears 
where the laser action takes place. 

We are also interested in knowing 
the duration of the coherent mode. Fig. 
12 shows the output of the detector as 
a function of time. The laser is driven 
by a 90 -µsec pulse. The coherent out- 

: \ 1\-\ 
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Fig. 12 -Time dependence of the light output 
during a 90 //sec pulse of current. Laser action 
lasts about 70 µsec. 

put lasts for about 70 µsec. The coher- 
ent output decays due to heating of the 
crystal and for the remaining 20 µsec. 
the intensity of the emitted light (now 
incoherent) is small because the emis- 
sion is no longer concentrated in a small 
angle. 

At high injection currents, coherent 
emission occurs in several modes each 
having different wave lengths. This is 
shown in Fig. 13, which represents the 
emission spectrum at two currents above 
threshold as well as the spectrum below 
threshold for comparison. Note that the 
emission consists of many lines. Fig. 14 
shows the emission spectrum at 2.1 
amps through the diode when viewed 
through a polarizer. One will note that 
when the polarizer has the E vector 
perpendicular to the junction the shape 
of the spectrum is nearly the same as 
that of the spectrum without analyzer. 
When the analyzer is rotated by 90° so 
that the E vector is parallel to the junc- 
tion, most of the peaks have disap- 
peared. This demonstrates the domi- 
nance of the mode propagating with the 
E vector transverse to the junction. The 
emission spectrum was obtained by 
integrating the output at various wave- 
lengths over a period of time. But, the 
various emission peaks do not occur 
simultaneously. This is inferred by Fig. 
15, which shows the emission as a func- 
tion of time for four different values of 
current through the laser, all these cur- 

Fig. 13- Emission spectrum from GaAs diode 
below and well above threshold. 
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Fig. 14- Emission spectrum at 2.1 Amp; a. no 

polarizer, b. polarizer with E vector perpendic- 
ular to plane of junction, c. polarizer with E 

vector parallel to plane of junction. 

rents being above threshold. The differ- 
ent lengths of the four pulses are due 
to the fact that the duration of the cur- 
rent pulse through the diode increases 
with increasing current. The remarkable 
feature is that different bumps appear 
as a function of time as the current is 
increased. Each bump corresponds to 
the onset of a different mode of laser 
action. A recent measurement of the 
power emitted from a laser indicates 

DR. JACQUES I. PANKOVE obtained his BS in 

1944, and after two years of military service, his 

MS in 1948 from the University of California, both 
in EE. In 1948 he joined the RCA Laboratories, 
where he has made many contributions to the under- 
standing of semiconductor devices. In 1956, he was 

the recipient of a "David Sarnoff Fellowship" to 
study abroad for one year, at the University of 
Paris, France. His research topic there (towards a 

doctoral thesis awarded in 1960) was the study of 
infrared radiation from surface processes in germa- 
nium. Since his return to RCA Laboratories, he has 

worked on superconductivity, where he has evolved 
several new device concepts and has done research 
on silicon carbide. He has investigated the optical 
properties of degenerate germanium and the elec- 
trical properties of tunnel diodes in germanium, as 

well as in superconductors and in thin oxide layers. 
Currently, he is concerned with interjection lumi- 
nescence and the laser action in gallium arsenide 

that it is of the order of two micro - 
joule per pulse. In spite of its small 
size, the GaAs laser is still of great 
interest from power point of view. 
Average coherent power of 1 watt has 
been reported.' 

CONCLUSION 

The GaAs laser promises the efficient 
conversion of electrical energy into co- 
herent light which can be modulated at 
very high frequencies. The device is 
very small and does not require bulky 
driving equipment. Its adaptability to 
modulation at high requency is not 
equalled by any other kind of laser. 
With improvement in structure and 
processing, we can look forward to 
high -power operation. 

1. 

2. 

3. 

4. 
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Engineering 
and Research NOTES 
BRIEF TECHNICAL PAPERS OF CURRENT INTEREST 

Computer Analysis of a 

High -Resolution Electron Gun 

by JOAN LURIE, Astro- Electronics Division, 

DEP, Princeton, N. J. 

The analysis described herein was part of an effort to develop a 

high. resolution electron gun for use in image orthicon camera tubes.' 
The objectives of the computer analysis were to predict the resolu- 
tion obtainable from several gun configurations, and then to employ 
these results in the design of improved electron guns. 

In order to calculate resolution, the potentials and electron tra- 
jectories inside the gun must be known. Since exact solution of 
Laplace's equation is not feasible for most electron guns, the poten- 
tials have been calculated on a computer. The computer input was 
the potential distribution along a closed boundary as shown in 
Fig. 1 for a standard image orthicon gun. The boundary potentials 
between the electrodes were measured on a resistor board analog 
of the gun; the axial potentials were calculated by the computer. 

The electron trajectories were computed by numerical integra- 
tion of the equations of motion. The initial velocities were chosen 
to correspond to the thermal velocity distribution characteristic of 
the cathode temperature. Thus thermal effects are accounted for 
although space charge effects are not included in the calculation. 

The beam resolution is found by measuring the minimum diam- 
eter, in the gun interior, of that bundle of electrons whose trajec- 
tories pass through the limiting aperture. According to Dr. Otto 
Schadet the equivalent rectangular passband of an electron beam 
Nr, in cycles per unit length, cannot exceed the ratio of 0.8 to this 
diameter. The crossover diameter measured from the trajectories 
computed for the standard gun is about 15 microns, which corre- 
sponds to N, = 50 line -pairs /mm. Since the input velocities were 
thermal only, this resolution can be achieved only with a smoothed - 
cathode gun. 

The computed position of the crossover is in a plane where the 
on axis potential exceeds 200 volts. For small current densities the 
omission of space charge effects from the program should not lead 
to serious errors. This has been verified by comparison with experi- 
mental data: the resolution obtained from smoothed -cathode guns 
operated at low beam currents (20 X 10 -e amperes) agrees well 
with the predicted value. The experimental resolution decreased at 
higher beam currents, suggesting the effect of space charge. 

The computed potentials in the interior of the standard image 
orthicon gun indicate a diverging field near the gun axis on the 
cathode side of the G, electrode. The effect of this field is to shift 
the crossover toward the limiting aperture. This produces higher 
beam current, but increases the angle subtended by the crossover 
at the aperture. If the distance between G, and G, is increased, 
while other dimensions and potentials are unchanged, this diverg- 
ing field should not be present and the crossover should move back 
toward the cathode. Then, since the electron paths after crossover 

CORRECTION: 

In the previous issue of the RCA ENGINEER (Oct. -Nov. 1963, 
Vol. 9, No. 3), an error occurred in identification of the 
photographs appearing with the Note by W. H. Liederbach 
( "Development of a New Package for Tunnel Diodes ") 

on page 73. 
The identifying numerals beside each photo now read 

(incorrectly) 1, 2, 3, 4, and 5, 6, 7, 8. They should be cor- 
rected to read 1, 3, 5, 7, and 2, 4, 6, 8, from top to bottom 
of the lefthand and righthand vertical row of photos, respec- 
tively, in order to properly match the descriptive captions 
that appear below the photos. -The Editors. 

Fig. 1 -Computer 
input - potential 
distribution along 
a closed boundary. 

are rectilinear, the beam current will decrease. Conversely, if the 
distance between G, and G, is decreased, the crossover should move 
toward the aperture and the beam current should increase. 

Two guns incorporating the above changes were analyzed on the 
computer. The results confirm the predicted changes in the beam 
properties. The gun with the wider G1-to -G, spacing showed a nar- 
row crossover relatively close to the cathode, giving improved 
resolution but lower beam current. The "short gun" (i.e., that with 
the narrower electrode spacing) did not display a sharp crossover, 
indicating poor resolution. However, the beam was derived from a 

relatively large area of the cathode indicating high beam current. 
The results of these three analyses indicate that a gun of the 

type shown in Fig. 1 can produce high resolution but is not suitable 
for applications requiring both high beam current and high 
resolution. 

Acknowledgement: The author is grateful to I. M. Krittman for 
his careful proofreading. 
I) Contract AF 33(657)7939: Applied Research on High Resolution Camera 

Tubes. 
2) See, for example, Otto H. Schade, "Image Gradation, Graininess and 

Sharpness in Television and Motion Picture Systems, Part II," Journal 
of the S!NPTE, March, 1952, 58, #3. 

30 -Gc Multiplier as an Ultrastable Parametric 
Amplifier Pump 

R. J. KAMPF, R. S. FORMAN, O. J. NAS, AND D. H. KNAPSCHAEFER, 

Communications Systems Division, DEP, Camden, New Jersey 

A nondegenerate, x -band parametric amplifier has been pumped at 
30 Gc by a multiple chain whose input is a 78 -Mc crystal oscillator 
( Fig. 1) . I The multiplication stages up to 10 Gc were developed 
under a separate program.) A varactor tripler is added as the final 
stage of the pump source. 

The FM noise input has been measured at the 10 -Ge port of the 
packaged multiplier and found to he 70 db below the carrier in a 

100 -cps bandwidth at 500 -cps separation from the carrier. The AM 

noise in a 100 -cps bandwidth was measured to be more than 110 
db below the carrier. The output tripler is a breadboard device 
built without bias shielding, but should exhibit comparable charac- 
teristics in a product design. The significant data obtained from the 
amplifier -pump combination is: 

Signal Frequency: 8.75 Ge Noise Figure: 4 db 
Gain: 17 db Pump Frequency: 30 Gc 
Bandwidth: 35 Mc Pump Power: 12 mw 

The diode used in the amplifier is an RCA type VD216A gallium 
arsenide varactor. 

The conversion loss of the input tripler of the multiplier chain 
was 9.5 db at the time of this experiment. The same tripler circuit 
has exhibited a conversion loss of 6.5 db with better diodes. Thus, 

Fig. 1- Ultrastable paromp pump. 
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24 mw pump power is available from this configuration. The para- 
metric amplifier gain and bandwidth were measured using 24 mw 
from a pump klystron. Under these conditions, 15 -db gain and 
90 -Mc bandwidth were obtained. 

Acknowledgement: The authors wish to thank I. Joffe, for the 
use of the 10 -Gc multiplier chain for this experiment. Portions of 
this work were carried out under Navy Contracts N62269-1814 and 
NOw 63- 0814d. 

The Ryotron -A New Cryogenic Device 

by R. A. GANGE, RCA Laboratories, 
Princeton, N. J. 

The ryotron, an RCA -pioneered inductance switch, differs physically 
from a cryotron in that the control strip consists of a soft super- 
conductor while the gate strip consists of a hard superconductor. 
The control strip acts as a ground plane to the gate strip. In the 
absence of control current, the control strip (ground plane) is 
superconducting, thereby causing the magnitude of inductance of 
the gate strip to be very small (about 10 -'I henry). However, when 
control current flows through the control strip (ground plane), it 
causes this ground plane to assume an "intermediate state," i.e., a 
state of essentially zero resistance existing simultaneously with the 
absence of diamagnetism. As a result, the control strip I ground 
plane) no longer acts as a shield to a magnetic field, and the 
magnitude of inductance of the gate strip abruptly increases by 2 
to 3 orders of magnitude. A network of ryotrons has the capacity 
to perform logic by having all unwanted paths admit to very large 
inductive elements (as opposed to resistive elements in the un- 
wanted paths of a cryotron network). The desired paths of such a 
ryotron network, however, would admit to essentially zero induc- 
tance. Consequently, the delay of a gate current (s) from the input 
of a ryotron network to its output would be only a function of the 
risetime of the input gate current; the "ripple through delay" of 
gate current though a ryotron network in principle can be made to 
be virtually zero. Although not essential to the operation, two 
ground planes may be used to eliminate inductive pickup which 
might be present in the gate strip upon the introduction of control 
current. A normal resistive material is used in shunt with the con- 
trol strip ground planes to self bias the control strip ground planes 
into the intermediate state. As an example of an array of ryotron 
elements, six elements may be arranged to form a 1- input, 4- output 
selection tree function. By changing the appropriate control cur- 
rents, the gate current may be steered to any one of the four outputs. 

This ryotron selection tree differs essentially from the conventional 
cryotron tree of similar level in the following manner: Control 
current applied to the cryotron tree instead gives rise to a magnetic 
field which causes a section of drive path to assume the resistive 
state. In sharp contrast, control current applied to a ryotron tree 
causes two ground planes associated with the corresponding section 
to assume an "intermediate" state. As a result, the inductance of a 
segment of that drive path section (which is sandwiched by the 
ground planes) assumes a very large magnitude of inductance. 
Thus, each unwanted drive path admits to a very large inductive 
element. The magnitude of the equivalent inductance of all the un- 

Fig. 1 -Symbolic representation of a ryotron. 
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wanted drive paths is much larger than the inductance of the 
desired drive path. Consequently, when initial drive current is 
introduced, the inductive division of this current establishes suffi- 
cient drive current in the desired row or column "instantaneously," 
i.e., as fast as the input current can rise. This absence of delay is 
independent of the number of levels of the tree. 

Ryotrons may also be used as basic and, nand, or, and nor gates; 
the interconnection of the latter is somewhat novel in that the 
fanout is of a "serial" nature. A "universal building block" is 
depicted which may in principle be instructed into any base func- 
tion. By the proper interconnection of points of this latter block, 
combines of inputs for or and and or nor and nand operations may 
be realized. 

The discussion thus far has represented the ryotron as a variable 
inductance with two states -those of minimum and maximum im- 
pedance. However, in essence the ryotron is an amplifier and if 
used as such, amplification of gate currents is possible. The ryotron 
may function as a parametric amplifier by pumping the control 
current at a frequency which supports amplification of the gate 
current. Because the magnetic field of the control current acts as a 
source of energy to the gate current associated with the ryotron, 
power amplification of this current may be realized. 

If the gate path of a ryotron is placed in shunt with a hard super- 
conductor, the inductance of which is much larger than the induc- 
tance of the gate path, pulse amplification may be realized via a 
Dc transmitter action. 

A Large- Capacity Cryoelectric Memory 
With Cavity Sensing 

by L. L. BURNS, D. A. CHRISTIANSEN, AND R. A. GANGE, 

RCA Laboratories, Princeton, N. J. 

A superconductive memory that lends itself to an extremely large 
storage capacity, billions of bits, has been developed at RCA 
Laboratories. The memory consists of a continuous sheet for stor- 
age, X -Y current coincident access lines driven by cryotron trees, 
and sensing through a cavity of very simple geometry. A single 
process fabrication technique makes all storing elements, all add- 
ing lines and switches and all connections. 

The storage plane, together with cryotron address matrices, is 
contained on a 2 -by -2 inch glass substrate (Fig. 1). Memory pack- 
ing density is 10,000 bits per square inch. 

The memory is fabricated via vacuum deposition techniques and 
consists of a superconducting memory film, a sense tongue, and X 
and Y superconducting lead (Pb) drive lines. The latter are 
orthogonal to, and insulated from one another, and are insulated 
from the storage plane over which they pass. The sense tongue is 
beneath the storage plane; both films are electrically connected 
along the back edge. The interrogation of a given cell is achieved 
by the introduction of drive currents at the inputs of the X and Y 
selection trees subsequent to the existence of control currents in 
the cryotrons of these trees. The selected cryotrons in both trees 
maintain a resistance in all but the desired path, thereby causing 
coincidence of the X and Y drive currents over the storage plane 
at the intersection of the two selected paths. If the drive currents 
are such as to have their magnetic fields add to that of the stored 
currents, the net magnetic field present at the region of storage 
plane beneath the intersection at which the drive currents are coin- 
cident will be sufficient to destroy a superconducting state of this 
region; as a consequence of this disturbance the cavity resonator 
is excited. The sense output voltage is taken from an impedance 
matching transformer which is connected to the front edge of the 
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Fig. 1 -A 16.384 -bit continuous film memory with cryotron address matrices. 

storage plane and sense tongue. The removal of the drive currents 
establishes persistent currents which are opposite to those stored 
previously ; the readout is therefore destructive. If the drive cur- 
rents are such as to have their magnetic fields subtract from that 
of the stored current, the net field is insufficient to destroy the 
stored current and no sense voltage is observed. 

The bit density of 10,000 cells per square inch does not represent 
a limit for a continuous sheet memory. Anticipated bit densities 
may be larger by three or four times. By stacking these larger 
memory planes, a very large random access memory is feasible 
with a capacity of possibly a billion bits. 

The importance of large, fast random- access memories does not 
need to he stressed. Superconductivity appears to offer the highest 
promise for high speed, large capacity memories for several reasons: 
1) The diamagnetic property of superconductors can be used to 
shield the sensing circuits from the driving lines, thereby obtaining 
noise -free signals and thus removing any limit to the size of the 
plane due to disturbs. 2) Cavity sensing not only permits an 
extremely simple construction by removing otherwise intricate 
registration problems but also removes delays heretofore inherent 
in the transmission of the sense signal. 3) Address matrices are 
being made at the same time as the memory plane; demonstrating 
for the first time a fully integrated fabrication technology capable 
of physically realizing a capacity of billions of bits. 4) In addition, 
high -speed operation is inherent in superconductive phenomena, 
although not fully exploited in the first step reported here. 

Acknowledgement: The research reported in this Note was spon- 
sored by the Air Force Systems Command, Rome Air Development 
Center, Griffiss Air Force Base, New York, under Contract Number 
AF30 (602) -2722. 

A New Silicon VHF Planar Power Transistor 

by F. L. KATNACK 
WILLIAMS, w AND W. D. 

Electronic 
Components 
and Devices 

Somerville, N. J. 

In a high -power, high- frequency transistor, the long emitter periph- 
ery required in power transistors must be made compatible with 
the requirement for small -area electrodes in high- frequency tran- 
sistors. These conflicting requirements have prevented the complete 
transistorization of many transmitters. Significant progress has been 
made toward solving this problem, and a new silicon planar power 
transistor, the RCA 2N2876, developed as a result of this work, is 
concrete evidence of the success that has been attained. 

Electrical Characteristics: The RCA 2N2876 transistor provides 
a minimum RF power output of 10 watts at 50 Mc and of 3 watts at 
150 Mc when operated from a 28- volt -DC supply. (For typical per- 
formance curves, see Fig. 1) . 

The emitter in the 2N2876 has a 0.4 -inch periphery compressed 
into an area of only 0.0015 square inch, achieved by folding the 
long emitter periphery into a comb shape (Fig. 2). This configura- 
tion provides a peak collector current of 2.5 amperes and a typical 
gain -bandwidth product of 200 Mc. 

Packaging Techniques: An entirely new type of enclosure had 
to be developed to exploit fully the power -frequency capabilities of 
the 2N2876. This new enclosure, a 7/16 -inch double -ended stud 
type of package, includes provisions for electrically isolating the 
silicon pellet from the case and still retains the low thermal 
resistance between these elements that is necessary in a high -power 
transistor. In the 2N2876, the junction -to -case thermal resistance 
is low enough so that the increase in transistor junction temperature 
is less than 10 °C /watt of collector dissipation. This value allows 
the transistor to be rated for a power dissipation of 17.5 watts. 

Because of the very low input impedances of transistors, lead 
inductances, especially in the emitter lead, cause inefficient opera- 
tion and decrease power gain in high -power RF amplifiers. A low - 
silhouette shell having short rigid pins and a ceramic -to -metal seal 
was designed to reduce lead- inductance effects to a minimum 
I Fig. 3) . 

Reliability Features and Applications: For most applications of 
high -power, high- frequency transistors, high reliability is a major 
requirement; and in the development of the 2N2876 VHF power 
transistor, considerable emphasis was placed on the achievement 
of a reliable product. The silicon dioxide -passivated planar struc- 
ture, the large -area connection to the metallizing on the pellet, and 
the all ceramic -metal construction of the 2N2876 each contribute 
to the reliability of the transistor. The 2N2876 is also prestressed 
by temperature cycling from -65 to 200 °C and by operating the 
transistor with the junction at 200 °C before final testing. 

All 2N2876 transistors are tested to assure that no secondary 
breakdown -a type of failure in high- frequency, high -power transis- 
tors operated as class A amplifiers- occurs within the specific range 
of voltage and current over which the transistors are rated to 
operate. Secondary breakdown is generally believed to be caused 
by a localized thermal runaway that is dependent on both voltage 
and power. A new method of rating the 2N2876 VHF power transis- 
tor was used to assure that they will not be operated in a secondary- 
breakdown region. 

The 2N2876 finds wide use in high- frequency amplifiers, both as 
an output stage and as a driver for varactor chains. 

Fig. 1- Typical operating characteristics of the RCA 2N2876 silicon vhf planar 
power transistor. 

a .:`.r;"lrti . <_1- .., 

Fig. 2 -Comb- shaped configuration 
of the emitter periphery in the 
2N2876 transistor. 

Fig. 3- Over -all package for the 
2N2876 transistor. 
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ngineerzng NEWS and HIGHLIGHTS 

HIGHLIGHTS OF RCA CHIEF ENGINEERS' MEETING 
Integrated circuits, computer applications in 
engineering, and the education, motivation, 
and recognition of the engineer were among 

DR. J. G. WOODWARD HONORED 
BY AUDIO ENGINEERING SOCIETY 

Dr. J. G. Woodward, a member of the 
Acoustical and Electromechanical Research 
Laboratory of RCA Laboratories at the 
David Sarnoff Research Center in Princeton, 
recently received the Emile Berliner Award 
of the Audio Engineering Society at its Fif- 
teenth Annual Convention held at the Barbi- 
zon -Plaza Hotel in New York City on 
October 17. Dr. Woodward was awarded the 
bronze plaque for outstanding developments 
in the field of audio engineering. He was 
cited for "his research and development in 
underwater sound, electromechanical feed- 
back systems, musical acoustics, stereo- 
phonic sound reproduction and magnetic 
tape and disk recording." 

RCA LABS PAPER ON LAMINATED 
FERRITES WINS "BEST" AWARD AT FJCC 

Co- authors Dr. Ralph A. Shahbender, Dr. 
Kam Li, Stuart E. Hotchkiss, Chandler 
Wentworth, and Dr. Jan Rajchman, RCA 
Laboratories, Princeton, N. J., received an 
award for presenting the "best paper" at 
the Fall Joint Computer Conference last 
month in Las Vegas, Nevada. The paper was 
concerned with laminated ferrite memories. 
Plaques to each of the co- authors and a cash 
award was presented by the American Fed- 
eration of Information Processing Societies. 
-C. W. Sall 

"INDUSTRIAL PRODUCTS" 
ACTIVITY FORMED 

Dr Elmer W. Engstrom, President, RCA, 
has announced that effective December 1, 
1963, F. H. Erdman is appointed Division 
Vice President, Industrial Products. The In- 
dustrial and Automation Products Depart- 
ment, formerly a part of the Broadcast and 
Communications Products Division, will be- 
come a part of the Industrial Products 
activity. N. R. Amberg, Manager, Industrial 
and Automation Products Department, will 
report to Mr. Erdman. Mr. Erdman will 
report to Dr. Engstrom. 

L. A. THOMAS AND W. H. BOHLKE 

It is with regret that we report the 
passing of L. A. Thomas (Astro -Elec- 
tronics Division) and W. H. Bohlke 
(RCA Service Company). In paying 
our respects, the Editors wish to 
acknowledge the pioneering efforts 
and many professional contributions 
of these men. As RCA ENGINEER Edi- 
torial Representatives, they partici- 
pated in professional technical publi- 
cation activities of the company -and 
in particular, contributed very signifi- 
cantly to the early planning, forma- 
tion, and subsequent conduct of the 
RCA ENGINEER. Mr. Bohlke with 35 
years of continuous service with RCA 
and Mr. Thomas with 22 years of con- 
tinuous RCA service, are remembered 
by their concerted efforts in the docu- 
mentation, publication, and commu- 
nication of information of value to 
the RCA engineering community. 
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the topics discussed at the recent annual 
RCA Chief Engineers' Meeting in Princeton, 
N. J. Approximately 100 chief engineers and 
other key engineering managers attended 
the two -day meeting that enabled them to 
exchange information on subjects of mutual 
interest. 

Plans for RCA's prospective retraining 
program, "Current Concepts in Science and 
Engineering," were presented by John 
Wentworth, Manager of the program. He 
explained that initially this program will 
be given to engineering supervisors. 

"Engineering Education -Hindsight and 
Foresight" was discussed by a guest speaker, 
Dr. J. D. Ryder, Dean of Engineering, Michi- 
gan State University. 1 He is also Chairman 
of the IEEE Editorial Board.) In his talk, 
Dean Ryder said that many colleges are "de- 
veloping curricula which emphasize the sci- 
entific bases for future decisions rather than 
the empirical foundations for past guesses." 
He suggested that because of this approach 
"the engineer of tomorrow does exist . . . 

he has a thorough knowledge of science as 
his background, rigorous mathematics as his 
language, and his methods of analysis and 
synthesis in engineering application as his 
tools. Where scientific fundamental may he 
the fundamental or an engineer's aptitude to 
design around the lack." 

The program was conducted in the form 
of formal papers, question periods, panel 
discussions, and workshop discussion groups. 

RCA 601 COMPUTER PROGRAMMING 
COURSES AT PRINCETON 

A special training course is providing in- 
struction to members of the Technical Staff 
at the RCA Laboratories on the use of their 
new RCA 601 computer, recently installed 
(See article by Kurshan, this issue). 

Some 22 Members of the Technical Staff 
registered for an intensive programming 
course on the use of the RCA 601 computer 
and related software. EDP provided this 
training at RCA Laboratories during the 
four -week period beginning September 16, 
1963. The course was presented to Technical 
Staff Members who have had considerable 
programming experience and the need to 
program in machine language. 

In addition, limited programming courses 
will be provided by Applied Mathematics 
personnel. These courses, which will require 
a maximum of three days, were scheduled 
to start in November 1963. The course con- 
tent will allow for instruction on the use of 
a subset of the RCA 601 basic language. 

NEW SOUTHWEST WING FOR RCA LABS. 

Construction has begun on a laboratory 
wing to be added to RCA's David Sarnoff 
Research Center. Scheduled for occupancy 
in 1964, this new three -story wing will pro- 
vide 39,000 square feet of additional space 
and will house some forty laboratories, as 
well as providing office and shop space. 
Dr. James Hillier, Vice President, RCA Lab- 
oratories, pointed out that it will help to re- 
lieve the substantially increased pressures 
upon existing laboratory space, which have 
resulted from the continued growth of the 
RCA Laboratories staff and the establish- 
ment at the David Sarnoff Research Center 
of advanced development groups associated 
with RCA's various manufacturing divisions. 

. . . PROMOTIONS . . . 

to Engineering Leader & Manager 
As reported by your Personnel Activity during the 
past two months. Location and new supervisor 
appear in parenthesis. 

RCA Communications, Inc. 

J. R. McDonald: from Operations Engr. to 
Group Leader, Terminal Facilities, In- 
stallation Design 

L. P. Correard: from Design Engr. to Group 
Leader, Automation and Terminal Sys- 
tems Engineering. 

Electronic Components and Devices 
N. C. Turner: from Engr. to Engineering 

Ldr., Prod. Dev. (J. Hilibrand, Ind. Tran- 
sistor Design, Somerville) 

A. H. Medwin: from Sr. Engr. to Eng. Ldr., 
Prod. Dev. (I. Kalish, Somerville) 

G. Cohen: from Sr. Engr. to Eng. Ldr., Prod. 
Dee. (I. Kalish, Somerville) 

A. E. Brown: from Engr. to Engineering 
Ldr., Industrial Applications Lab. 

Electronic Data Processing 
R. H. Jenkins: from Engr. to Ldr., Design & 

Dev. Engineers (R. Grapes, Tape Station 
Eng.) 

S. T. Jolly: from Coord. Fab. to Ldr. De- 
sign & Dev. Engineers (R. Lockhart. 
Memory Dev.) 

J. L. Miller: from Ldr., Design & Dev. to 
Mgr., Optical Character Reading Ma- 
chines 1 A. J. Torre, Peripheral Prods. 
Eng.) 

F. E. Brooks: from Engr. Design & Dev. to 
Ldr. Design & Dev. Engrs. (A. Beard) 

J. D. Clarke: from Prin. Mbr. Dev. & Des. 
Eng. Staff to Ldr. Dev. Eng. Staff (H. N. 
Morris, West Palm Beach) 

Home Instruments Division 
G. F. Rogers: from Mgr., Comm. Adv. Dev. 

to Mgr., Adv. TV Prod. Dev. (E. M. Hins- 
dale, Jr., Mgr. TV Prod. Eng., Indianapo- 
lis) 

D. J. Carlson: from Mbr. Tech. Staff to 
Ldr. Design & Dev. Engrs. (G. C. Hermel- 
ing, Mgr., Tuner & Remote Eng., Indian- 
apolis) 

J. M. Ammerman: from Engr., Prod. Design 
& Dev. to Ldr., Design & Dee. Engrs. (E. 
B. Cain, Mgr., Mech. Eng. -TV, Indi- 
anapolis) 

RCA Service Company 
N. L. H : from Sr. Engr. to Ldr., Missile 

Test Project System Analysis. 
A. E. Hoffmann -Heyden: from Sr. Engr. to 

Ldr., Missile Test Project System Analy- 
sis. 

W. F. Kennedy: from Sr. Engr. to Ldr., Mis- 
sile Test Project System Analysis. 

P. N. Somerville: from Sr. Engr. to Ldr., 
Missile Test Project System Analysis 

Helen Mann: from Sr. Engr. to Ldr., Missile 
Test Project System Analysis 

J. E. Wakefield: from Engr. to Ldr., Engi- 
neers (T. G. Rutherford, Missile Test 
Project) 

A. B. Freeman: from Ldr., Engineers 
BMEWS to Mgr., Site Eng. (F. Chess, Site 
Tech. Maintenance & Eng. BMEWS) 

K. D. Dunahm: from Field Engr. to Mgr., 
Data Translation (J. VanCleve, Main In- 
strumentation- Missile Test Project) 

H. D. Tilley: to Ldr., Pulse Radar, Radar 
Engineering (Patrick Air Force Base, 
Fla.) 
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STAFF ANNOUNCEMENTS 
EC &D Industrial Tube and Semiconductor 
Division : The organization of the Power 
Tube Operations Department, reporting to 
E. E. Spitzer, Manager, is as follows: R. B. 
Ayer, Mgr., Quality Control -Power Tube 
Operations; W. P. Bennett, Mgr., Advanced 
Development Engineering -Power Tubes and 
Vacuum Components; C. Hanlon, Mgr., Su- 
per Power Tube Manufacturing; J. W. Hol- 
lingsworth, Mgr., Regular Power Tube 
Manufacturing; W. N. Parker, Staff Engi- 
neer; R. T. Rihn, Mgr., Operations Planning 
and Controls -Power Tube; M. B. Shrader, 
Mgr., Product Engineering -Power Tubes and 
Vacuum Components; and P. T. Smith, Mgr., 
Power Tube Applied Research Laboratory - 
Princeton. 

EC &D Special Electronic Components Di- 
vision: The organization of the Direct En- 
ergy Conversion Department, L. R. Day, 
Acting Manager, is as follows: F. G. Block, 
Mgr., Thermionic Products Engineering; L. 

P. Garner, Mgr., Battery Products Engineer- 
ing; R. L. Klem, Mgr., Thermoelectric 
Products Engineering ; and P. P. Roudakoff, 
Mgr., Marketing Development. 

DEP -CSD, Tucson: M. L. Touger has been 
appointed Manager, Tucson Engineering, 
reporting to O. B. Cunningham, Chief En- 
gineer. The organization of Tucson Engi- 
neering is B. A. Trevor, Senior Staff 
Scientist, L. J. Flodman, Mgr., Command 
and Control Devices; D. B. Reeves, Mgr., 
Tactical Devices ; D. R. Green, Mgr., Sys- 
tems and Equipment Integration; and L. M. 
Wigington, Mgr., Engineering Design Sup- 
port. 

Data Systems Center, Bethesda, Md.: A. 
L. Malcarney, Group Executive Vice Presi- 
dent, RCA, has announced that responsi- 
bility for the Data Systems Center, Beth- 
esda, Maryland, is assigned as follows: D. C. 
Beaumariage will continue as Manager, 
Data Systems Center, and will report ad- 
ministratively to W. G. Bain, Vice President, 
Defense Electronic Products. C. A. Gunther, 
Division Vice President, Technical Pro- 
grams, will be responsible for functional 
control of the operations of the center. 

RCA PROGRAMMING SYMPOSIUM 
An RCA symposium on "Programming for 
Information Processing" was held recently 
at RCA Laboratories, Princeton, N. J. to 
emphasize the increased importance of pro- 
gramming in the computer systems industry 
and to provide an exchange of information 
among RCA technical and management per- 
sonnel in the field. The symposium, organ- 
ized by the Corporate Programming Study 
Committee, was attended by 130 invited per- 
sons from various RCA Divisions. (Similar 
corporate symposiums have been held on 
computer memories, integrated circuits, data 
communications, and tape systems.) 

The need for R & D in programming was 
emphasized by Dr. George H. Brown, Vice 
President, Research and Engineering. Dis- 
cussions on the Corporate requirements for 
computer programming, including those of 
RCA's Electronic Data Processing Service 
Centers, set the guidelines for the technical 
session. 

Twenty -seven technical papers were pre- 
sented, covering the spectrum from basic 
research to techniques used in operating 
systems in the field. Company- private ab- 
stracts of these papers are available -to 
those having a need to know -from the sym- 
posium chairman, Harry Kihn, Staff Engi- 
neer, Research and Engineering, at Prince- 
ton. 

PROFESSIONAL ACTIVITIES 
EDP Computer Advanced Development, 

Camden: J. N. Marshall, Manager, Com- 
puter Advanced Development, is serving as 
Chairman of the International Solid -State 
Circuits Conference to be held in Philadel- 
phia, February 19, 20, and 21, 1964. 

The Proceedings of the International Fed- 
eration of Information Processing Congress, 
Munich, August 1962, published last month, 
contained a paper by J. A. Brustman, Man- 
ager, Computer Advanced Product Develop- 
ment, entitled "Past and Future of Digital 
Computer Circuitry," and the discussions of 
a panel on `Ultra High Speed Arithmetic 
and Control Techniques" of which Mr. 
Brustman was a member. 

R. H. Bergman, M. M. Kaufman and R. J. 
Linhardt have been invited to contribute to 
a forthcoming book of the McGraw Hill 
Book Company, Nanophile Digital Devices 
and Systems.- H. H. Spencer 

NBC, New York City: W. H. Trevarthen, 
Vice- President of Engineering and Technical 
Operations and J. L. Wilson, Director of 
Engineering at NBC left October 11, 1963 
for a three week tour of Television and 
Radio facilities in Europe. -W. A. Howard 

RCA Labs., Princeton: The following RCA 
men are working with the committees noted 
of the Princeton Section, IEEE: O. E. Dow 

I Section Chairman) ; D. S. McCoy (Section 
Vice Chairman) ; J. D. Bowker (Chairman, 
Membership) ; J. C. Miller IChairman, Vis- 
iting Speakers) ; S. F. Dierk (Chairman, 
Publicity) ; L. M. Zappulla I Chairman, Ar- 
rangements) ; B. J. Lechner, G. B. Herzog, 
Fred Herzfeld, R. F. Sanford, and C. M. 
Wine ( P. S. Magazine ) ; R. E. Quinn I Chair- 
man, Social Affairs) ; and C. W. Mueller 
(Chairman, Awards) - -C. W. Sall 

EC &D, Harrison: Dr. Irving F. Stacy 
from Harrison Engineering (C &P Lab.) 
was recently appointed Chairman of the 
"Professional Technical Group on Engineer- 
ing Writing and Speech" for the New 
Jersey Chapter of the IEEE. -P. Farina 

EC &D, Conversion Tube Engineering, 
Lancaster: The following men attended the 
meetings noted recently: L. D. Miller, IRIS 
Subcommittee Meeting (9/10, Baltimore, 
Md.) ; L. A. Ezard, JT4.2 Subcommittee 
Meeting (9/18, New York City) ; L. D. Mil- 
ler, 10th National IRIS Symposium (9/30 - 

LASER SYMPOSIUM AT BURLINGTON 

RCA recently presented a Laser Technology 
Symposium for approximately 60 men from 
the Army, Air Force, Navy, DOD Institute 
of Defense Analysis, NASA, MIT Instru- 
mentation Laboratory, and the MITRE 
Corp. The Symposium was held at the DEP 
Aerospace Systems Division in Burlington, 
Mass. RCA accomplishments in laser and 
related electro- optical areas were described 
by scientists and engineers from ASD, 
DEP Applied Research, the DEP Missile 
and Surface Radar Division, and RCA Lab- 
oratories. The demonstrations included a 
laser distance- measuring device, a high 
power laser for upper atmosphere research, 
and a laboratory breadboard of an IR re- 
connaissance equipment that presented an 
image via fiber optics. In addition, laboratory 
test setups were demonstrated of a coherent 
green light harmonic generator, an airborne 
visual target locator, a laser amplifier, and 
an optical wave semiactive seeker. -R. E. 
Glendon 

10/2, Asbury, N. J.) ; R. P. Stone, 2nd Na- 
tional Symposium on Information Display 
110/3, 4, New York City) ; and R. D. Faulk- 
ner, JEDEC Subcommittee Meeting (10/17, 
New York City) -R. L. Kauffman 

DEP Applied Research, Camden: The fol- 
lowing are serving as reviewers for the IREE 
Professional Technical Group on Instrumen- 
tation and Measurement: J. P. McEvoy (Su- 
perconductivity) and L. W. Zelby (RF and 
Microwaves) . 

B. Shelpuk appointed to Technical Com- 
mittee on Thermoelectrics, ASHRAE (Amer- 
ican Society for Heating, Refrigerating, and 
Air Conditioning Engineers), Sept. 1963. 

Dr. James Vollmer, taped three radio 
programs for the Radio and TV Education 
activity of the Benjamin Franklin Institute. 
The programs will be broadcast over WDAS 
11480) on three consecutive Sundays, No- 
vember 17 through December 1. The first 
program was "Plasma, the Fourth State;" 
the second, Dr. Vollmer's viewpoints on edu- 
cation; and the third, a discussion of the 
difference in the pursuits of science, engi- 
neering, and technology. The programs will 
also be broadcast in Boston, Washington, 
and overseas. M. G. Pietz 

DEP, Princeton, N. J.: Dr. N. I. Korman 
attended the XIVth International Astronauti- 
cal Congress, Paris, France 1 Sept. 25 -Oct. 
11. While at the meeting, he participated 
as Chairman, Communication Satellites, Ses- 
sion 2. -G. E. Morris, Jr. 

RCA Victor Company, Ltd., Montreal: 
Dr. F. G. R. Warren, Laboratory Director, 
Systems Research has been appointed Chair- 
man of the Technical Programme Committee 
for the Third Communications Symposium 
to be held in September, 1964, under the 
sponsorship of the Montreal IEEE. 

On October 16th, Dr. A. Carswell of the 
Microwaves and Plasma Physics Research 
Laboratories addressed an IEEE meeting 
sponsored by the Montreal Chapter of the 
Professional Technical Groups on Micro- 
wave Theory and Techniques and on An- 
tennas and Propagation. The presentation, 
a discussion of lasers and demonstration of 
a helium neon laser, was enthusiastically 
received. H. J. Russell 

B &CP, Meadow Lands: Meadow Lands 
started a company sponsored Transistor 
course on October 8, for 80 engineers and 
technicians. The course is based on lecture 
notes proposed by A. Luther and R. Hurst 
in Camden, will run for 11 weeks, and 
possibly more, depending on the number of 
special topics covered. N. C. Colby 

DEP -CSD, Cambridge, Ohio: Two mem- 
bers of Cambridge Product Engineering, 
Communications System Division, recently 
received recognition by the RCA Graduate 
Study Program Committee. Donald Johnson 
was awarded a certificate of satisfactory com- 
pletion of the RCA Graduate Study Pro- 
gram. Don received his MSEE degree from 
the University of Pennsylvania prior to trans- 
ferring to the Cambridge Activity. Stanley 
Lorenze started his graduate program at the 
expense of RCA this September. Stan is now 
working towards his MSEE degree at Ohio 
State University. Raymond Larson, a Leader 
in Cambridge Product Engineering, Com- 
munications System Division, was recently 
appointed a State Vice President in the Ohio 
Junior Chamber of Commerce. -W. C. 
Praeger 
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NEW NATIONAL SERVICE TELLS WHERE 

TO FIND NEEDED TECHNICAL 

INFORMATION 

Today's technical and scientific information 
resources, because of their number and 
complexity, are often bypassed at great loss 
both in time and money. To help check this 
loss and assure effective use of such re- 
sources, the National Referral Center for 
Science and Technology was established last 
March in the Library of Congress under the 
sponsorship of the National Science Founda- 
tion. 

The Center assists persons in search of 
technical information by responding to in- 
dividual inquiries as to where what kind of 
information may be found, attempting in 
each case to pinpoint the information re- 
sources that best serve the need of the in- 
quirer. It encompasses information resources 
whether they exist in Government, in in- 
dustry, or in the academic world. Its function 
is entirely advisory ; the Center does not 
answer technical questions directly, nor does 
it provide the documents. 

The services of the National Referral Cen- 
ter are available without charge. Questions 
must be as clearly and precisely defined as 
possible and the requester should indicate 
the resources with which he is already fa- 
miliar or has already consulted. To request 
referral service, phone 202-967-8265, or write 
the National Referral Center for Science 
and Technology, Library of Congress, Wash- 
ington, D. C. 20540. 

REGISTERED 
PROFESSIONAL ENGINEERS 
J. Sachs, ECD, PE-12980(01), N. J. 
G. G. Smoliar, EDP, PE-8722, Pa. 
S. M. Solomon, DEP-CSD, PE-13053, N. J. 
E. Stanko, SVC. CO., PE-13067, N. J. 
R. R. Welsh, DEP-MSR, PE-13136, N. J. 

C. A. MEYER NAMED CHAIRMAN, 
EC &D EDITORIAL BOARD 

Charles A. Meyer has been named as Chair- 
man of the RCA ENGINEER Editorial Board 
for RCA Electronic Components and De- 
vices. Mr. Meyer succeeds John Hirlinger 
in this function, who recently retired. (See 
story elsewhere on this page.) 

Mr. Meyer will head up the EC &D Board 
of 12 RCA ENGINEER Editorial Representa- 
tives. He will continue as an RCA ENGINEER 
consultant Engineering Editor. Mr. Meyer's 
EC &D responsibilities as Manager, Commer- 
cial Engineering Technical Services include 
coordinating the paper's approval proce- 
dures for EC &D. He recently authored a 
paper for the RCA ENGINEER Engineer and 
the Corporation series entitled, "Effective 
Placement of Engineering Papers," (RCA 
ENGINEER, Vol. 8, No. 2, Aug. -Sept. 1962.) 

Mr. Meyer received the BA from the Uni- 
versity of Chicago in 1937 and the MA in 
English from Harvard in 1939. During 
World War II, after intensive training in 
electronics, he served as a radar and com- 
munications officer in the Army Air Corps. 
Part of this service was at MIT Radiation 
Laboratory on a guided missile project. In 
1946, upon leaving the military service, 
Mr. Meyer joined Commercial Engineering, 
RCA Tube Division at Harrison, N. J. In 
1954 he was appointed to his present posi- 
tion as Manager, Commercial Engineering 
Technical Services with the responsibility 
for the RCA Electron Tube and Semicon- 
ductor Products handbooks and technical 
manuals. As part of his duties, Mr. Meyer 
administers the technical papers approval 
procedure for RCA Electronic Components 
and Devices. Also, his group provides edi- 
torial and drafting assistance to the authors. 
He has for many years worked to stimulate 
the preparation of technical articles and to 
place them in appropriate periodicals. Mr. 
Meyer is a member of Phi Beta Kappa, a 
Senior Member of the IEEE, and a mem- 
her of the IEEE -PTGEWS administrative 
committee since its inception in 1957. 

DEGREES GRANTED 
L. P. Dague, DEP -App. Res. MSEE, University of Pennsylvania 
B. Idasiak, BCD MSEE, University of Pennsylvania 
R. W. Rostrom, DEP -CSD MSEE, Drexel Institute of Technology 
M. Muncasey, DEP -CSD MBA, Drexel Institute of Technology 
E. Westcott, DEP -CSD MSEE, Drexel Institute of Technology 
R. F. Trump, DEP -CSD MSEE, University of Pennsylvania 
R. E. Schell, EDP MSEE, University of Pennsylvania 

Clip out and Mail to Editor, RCA ENGINEER, #2-8, Camden 
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HAVE WE YOUR CORRECT ADDRESS? 
It not Indicate th change below. 

PLEASE INDICATE THE CODE LETTER(S) THAT 

APPEAR NEXT TO YOUR NAME ON THE ENVELOPE. 

Name Code 

Street or Bldg 

Crty and State or Plant 

C. A. Meyer 

J. Hirlinger 

JOHN F. HIRLINGER, EC &D ED. BOARD 

CHAIRMAN, RETIRES 

John F. Hirlinger retired on October 31, 1963 
as Administrator, Technical Personnel Pro- 
grams for RCA Electronic Components and 
Devices at Harrison, N. J. His major respon- 
sibility in this position was stimulating the 
professional development of engineers in the 
organization, and fostering a creative en- 
viroment for professional employees. As part 
of this work, Mr. Hirlinger was Chairman 
of the EC &D Editorial Board for the "RCA 
ENGINEER" since it was established. He also 
served on the Editorial Board of Trend. 

Mr. Hirlinger received his BSEE from 
Purdue University in 1924. During the same 
year, he joined the General Electric Com- 
pany as a test engineer at the Schnectady 
plant. In 1925, he was transferred to GE's 
Nela Park, Cleveland plant as a design en- 
gineer. When certain GE facilities were 
acquired by RCA in 1930, Mr. Hirlinger 
joined the company and became Assistant 
Supervisor of Power Tube Development at 
the Harrison, N. J. plant in 1932. During 
1943, he was appointed Product Manager, 
Power Tubes, at RCA's plant in Lancaster, 
Pa. Two years later, Mr. Hirlinger was 
named Manager, Engineering Administra- 
tion, Cathode Ray and Power Tube Engi- 
neering. He became Administrator, Tech- 
nical Personnel Programs for the RCA 
Electron Tube Division in September, 1952. 
He is a Senior Member of the IEEE and a 
member of the Professional Technical Group 
on Engineering Management. 

CORRECTION: 

In the last issue (Oct. -Nov. 1963, Vol. 
9, No. 3) please note the following cor- 
rection in the Lawrence -Dingwall paper. 
On page 18, column 2, third line from the 
bottom, the value should read: 

.. amounts to 1.15%/100°C of tem- 
perature differential." 

As published, the value is incorrectly 
printed as 1.15% / °C. 
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The Editorial Representative in your group is the one you should contact in 

scheduling technical papers and announcements of your professional activities. 

DEFER. CTRONIC F °"^' 
F. D. WHITMORE Chairman, Editorial Board, Camden, N. J. 

Editorial Representatives 
Aerospace Systems Division 

D. B. DossoN Systems Support Eng., Burlington, Mass. 

R. B. GLENDON Technical Administration, Burlington, Mass. 

S. HERSH Data Systems Eng., Van Nuys, Calif. 

Astro- Electronics Division 

I. SEIDEMAN Engineering, Princeton, N. J. 

Missile & Surface Radar Division 

I. N. BROWN Systems Engineering, Moorestown, N. J. 

T. G. GREENE Engineering Dept., Moorestown, N. J. 

Communications Systems Division 

C. W. FIELDS Engineering, Camden, N. J. 

J. F. GISBINGS Systems Labs., Tucson, Ariz. 

G. LIEBERMAN Systems Engineering, Camden, N. J. 

W. C. PRAEGER Engineering, Cambridge, Ohio 

M. P. ROSENTHAL Systems Labs., New York, N. Y. 

Defense Engineering 

J. J. LAMB Central Engineering, Camden, N. J. 

I. N. BROWN SEER, Moorestown, N. J. 

M. G. PIETZ Applied Research, Camden, N. J. 

TECHNICAL PROGRAMS 

H. J. CARTER Data Systems Center, Bethesda, Md. 

G. E. MORRIS Advanced Military Systems, Princeton, N. J. 

BROADCAST AND COMMUNICATIONS 
PRODUCTS DIVISION 

D. R. PRATT Chairman, Editorial Board, Camden, N. J. 

Editorial Representatives 

N. C. CoLBY Mobile Communications Engineering, 
Meadow Lands, Pa. 

H. E. GIHRINC Brdcst. Transmitter & Antenna Eng., 
Gibbsboro, N. J. 

C. E. HrrrLE Closed Circuit TV & Film Recording Dept., 
Burbank, Calif. 

D. G. HYMAS Microwave Engineering, Camden, N. J. 

R. N. HURST Studio, Recording, & Scientific Equip. 
Engineering, Camden, N. J. 

INDUSTRIAL PRODUCTS 

D. H. MCCONNELL Industrial & Automation Products 
Engineering, Plymouth, Mich. 

ELECTRONIC DATA PROCESSING 

T. T. PATTERSON Technical Publications Administrator, EDP, 
Camden, N. J. 

R. R. HEMP Palm Beach Engineering, 
West Palm Beach, Fla. 

B. SINGER Data Communications Engineering, 
Camden, N. J. 

H. H. SPENCER Computer Advanced Development, 
Pennsauken, N. J. 

ELECTRONIC COMPONENTS AND DEVICES 

C. A. MEYER Chairman, Editorial Board, Harrison, N. J. 

Editorial Representatives 
Commercial Receiving Tube & Semiconductor Division 
H. J. CARTER Semiconductor Operations, Somerville, N. J. 

P. L. FARINA Receiving Tube Operations, Harrison, N. J. 
J. KOFF Receiving Tube Operations, Woodbridge, N. J. 

G. R. KORNFELD Memory Products Dept., Needham and 
Natick, Mass. 

R. J. MASON Receiving Tube Operations, Cincinnati, Ohio 
J. D. YOUNG Semiconductor Operations, Findlay, Ohio 

Television Picture Tube Division 
J. D. ASHWORTH Television Picture Tube Operations, 

Lancaster, Pa. 
J. H. LIPSCOMBE Television Picture Tube Operations, 

Marion, Ind. 

industrial Tube & Semiconductor Division 
H. J. CARTER Semiconductor Operations, Somerville, N. J. 
R. L. KAUFFMAN Conversion Tube Operations, Lancaster, Pa. 
M. N. SLATER Semiconductor and Conversion Tube 

Operations, Mountaintop, Pa. 
G. G. THOMAS Power Tube Operations and Operations Svcs., 

Lancaster, Pa. 

H. J. WoLESTEIN Microwave Tube Operations, Harrison, N. J. 
and Los Angeles, Calif. 

Special Electronic Components Division 
P. L. FARINA Direct Energy Conversion Dept., Harrison, N. J. 

J. DIMAURO Microelectronics Dept., Somerville, N. J. 

RCA VICTOR HOME INSTRUMENTS 

K. A. CHITTICK Chairman, Editorial Board, Indianapolis 

Editorial Representatives 
J. J. ARMSTRONG Resident Eng., Bloomington, Ind. 
D. J. CARLSON Advanced Devel., Princeton, N. J. 

R. C. GRAHAM Radio "Victrola" Product Eng., 
Indianapolis, Ind. 

P. G. McCABE TV Product Eng., Indianapolis, Ind. 
J. OSMAN Electromech. Product Eng., Indianapolis, Ind. 
L. R. WOLTER TV Product Eng., Indianapolis, Ind. 

RCA SERVICE COMPANY 

A. L. CHRISTEN EDP Svc. Dept., Cherry Hill, N. J. 

W. W. COOK Consumer Products Svc. Dept.. 
Cherry Hill, N. J. 

E. STANKO Tech. Products Svc. Dept., Cherry Hill, N. J. 

M. W. TILDEN Govt. Svc. Dept., Cherry Hill, N. J. 

RCA COMMUNICATIONS, INC. 

W. C. JACKSON RCA Communications, Inc., 
New York, N. Y. 

RCA VICTOR RECORD DIVISION 

M. L. WHITEHURST Record Eng., Indianapolis, Ind. 

NATIONAL BROADCASTING COMPANY, INC. 
W. A. HOWARD Staff Eng., New York, N. Y. 
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L. S. BEENY Clark, N. J. 

RCA VICTOR COMPANY, LTD. 

H. J. RUSSELL Research & Eng., Montreal, Canada 

RCA LABORATORIES 

C. W. SALL Research, Princeton, N. J. 
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