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Space ... and Systems Engineering

In the past two years, progress on space projects has been rapid, distinguished
by the successful performance in orbit of RCA-built NASA spacecraft such as the
seven Tiros satellites and Project RrrLay, by the JPL MARINER probe of the
Planet Venus, as well as by Bell’s TriLstars, the Hughes Syncom, and Ball
Brothers” OrpiTiNG ASTRONOMICAL SATELLITE, together with the Lockheed-built
Air Force Discoverers, Samos, and Mipas satellites. Technical achievement has
in many ways been revolutionary.

The United States Government, recognizing the usefulness of space systems
and techniques, has funded the national effort at a consistently increasing level
until at $5.6 billion for FY ’64 for the NASA effort and approximately $1.0
billion attributable to the DOD eflort (chiefly in the Air Force), the U.S. space
program represents one of the largest discrete segments of our economy. For
example, the Space Agency, created in 1958, has grown to a population of 30,000
people located in nine centers spread across the country, and no less than 50
industrial companies have completed or are installing space environmental test
facilities.

But other, more subtle changes have transpired. In 1957, The U.S. ExPLORER,
following the larger Soviet Srutnik, attracted world-wide acclaim, as did the
“Talking ATLAs” sateilite of Project Scork in 1958. In 1961, Tiros I created
banner newspaper headlines, and, in 1962, TeLsTar | captivated an international
television audience. But, by 1963, with a string of Tiros “hurricane watches”
accomplished and a multi-country operational Tiros meteorological system in
daily use, a Tiros life in orbit of more than one year (Tikos VI) caused hardly
a ripple in the press. International television was so well accepted that the
funeral of Pope John and President Kennedy’s European trip, transmitted by
RrLAay and TeLsTAR, were considered almost routine news hroadcasts. ldentifica-
tion of ReLAY or TeLSTAR as the transmission medium was completely obscured.

A far greater interest has centered about the creation of the Government-
sponsored Communications Satellite Corporation to develop communication by
satellite as a private business.

In less than six years, technical pioneering and glamour are beginning to
give way to operational services and commercial enterprise.

Of course, almost endless scientific and experimental payloads will yet be
flown, biophysical research will be intensified, new systems evaluated in orbit, and
the new worlds of lunar and planetary bodies probed and visited by man, Even
the search for extraterrestrial life may start on the Planet Mars.

But, these missions and the operational orbital systems pose different problems
currently and in the years ahead for engineers involved in space systems. Now
this spiraling onset of an early maturity is forcing concentration on the engineer-
ing considerations of reliability, performance, cost, and delivery. “Mean-time-to-
failure” of 3 to 5 years must be achieved, trade-off analyses between redundancy
and complexity require consideration, “secure” systems are needed, multiple-
access communications satellites are a prime requisite, and the economic consid-
erations attending each launch force realistic planning for multiple-payload
launch from one booster. Incentive contracting has been employed based upon
delivery and cost performance by the contractor, but fixed price hardware,
incentives based upon performance in orbit, and even payment on a toll basis
are under consideration.

Evolution from glamour projects to an emerging field of operational space
systems poses not only difficult engineering problems in a radically new field,
but presents them accompanied by the need for those sound engineering decisions
concerning reliability, logistics, and economics that mark the truly professional

engineer.
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What is systems engineering? This familiar but not
always well understood term is explored from three
viewpoints in the first three papers in this issue. First,
Dr. Nathaniel Korman discusses the basic mean-
ing of the term in modern engineering. Then, Dr.
Richard Guenther discusses in depth how the concepts
of systems engineering are implemented in the origina-
tion and realization of complex communications systems
and equipment. In the third paper, Ralph Montijo
explores the systems engineering approach as applied
to the development and design of modern electronic
data processing systems and hardware. Many of the
other technical papers in this issue describe work in
which systems engineering played a major role. Thus,
these ''three viewpoints' provide a meaningful back-
ground of philosophical and practical understanding.

SYSTEMS ENGINEERING—

THREE VIEWPOINTS

I—THE ROLE OF SYSTEMS
ENGINEERING AT RCA

Dr. M. |. KORMANM, Director
Advanced Military Systems
Technival Programs
I’rfuéemr:, NI

Webs!(’r’s New International Dictionary of the English
Language defines the word system in a number of
different ways. The two definitions most pertinent to our
discussion are the following:

*“An aggregation or assemblage of objects united by
some form of regular interaction or interdependence; a
group of diverse units so combined by nature or art as
to form an integral whole, and to function, operate,
or move in unison and. often, in obedience to some form
of control; an organic or organized whole, as, to view
the universe as a system; the solar system; a new tele-
graph system.

“An organized or methodically arranged set of ideas; a
complete exhibition of essential principles or facts,

arranged in a rational dependence or connection; as,

to reduce the dogmas to a system; also, a complex of
ideas. principles. doctrines. laws, etc., forming a co-
herent whole and recognized as the intellectual content
of a particular philosophy, religion, form of government,
or the like; as, the theological system of Augustine; the
American system of government; hence a particular
philosophy. religion. etc.”

For our purposes. we can now add to Webster's two
definitions of a system a third that includes:

I3

. assemblages of a diversity of objects and ideas

functioning together to accomplish some useful purpose.”

We must understand that the ideas referred to are not
those which result in novel and improved objects. They are
the concepts which cooperate with and sometimes organize
and control the objects. The objects of this definition are

sometimes refered to as hardware, the ideas as software.

WHAT IS A SYSTEM?

Obviously now. a system can be anything from a transis-
tor to a complex radar equipment. It can be an assemblage
of objects and ideas such as comprise the hardware and
software of a data-processing system or the program ma-
terial plus the electronic equipment which together per-
form a television broadcasting service. Systems may he
simple; small, and inexpensive—or they may be complex,
costly. and difhcult to understand. They may be based upon
a single technology such as that of the solid state of matter
—or they may be based upon many and diverse fields of
technology and understanding; ranging from electronics
and information theory, to rocket propelled vehicles and
orbital mechanics.

The system requirements may be as simply expressed
as the characteristics of a transistor for some specific serv-
ice, or they may be almost impossible to define closely
because they must satisfy the needs arising from poorly
understood and rapidly changing disciplines—such as the
sociology and psychology of mass communications or the

tactics and strategies of world politics and nuclear warfare.

WHAT REQUIRES SYSTEM ENGINEERING?

In the light of these definitions. almost anything that
RCA is likely to engineer is a system. However, we do
not customarily consider many of RCA’s products to

3

require systems “engineering.” In common usage, we do
not consider the engineering of a transistor or even of a
television receiver to require systems engineering. Whether
this is merely a quirk of language or whether it denotes
a lack in the engineering outlook is an introspective ques-
tion which might well be pondered by all engineers. But
first, it would be well to discuss what is meant by the term
systems engineering.

We can define systems engineering as the sequence of:

1) the inquiry into what the system is expected to do

(i.e., establish requirements),
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2) the determination as to what are the possible systems
which might satisfy the needs,

3) the selection of the most promising of these not only
in their potential for economically satisfying the
customers’ needs but also in the potential ease with
which they might be engineered, produced and mer-
chandised at a profit,

4) the optimization of the parameters of the system
chosen, and

5) the translation of the system concepts into such
terms that a system can be designed to fulfill in
some optimum fashion the requirements established.

The mark of good systems engineering is the creation of
a system which satisfies some need so well and so eco-
nomically that it will be placed into use for the purpose
intended. Often, this is in the face of stiff competition
from similar devices as well as from dissimilar devices
which are competing for the consumers’ dollars.

REQUIRED: CREATIVITY AND UNDERSTANDING

Competent systems engineering, like any other brand of
competent engineering, must be highly creative and in
addition must be based upon a thorough understanding
of the elements with which it deals. These elements com-
prise not only various branches of technology and thought
but also customer needs, distribution and merchandising
methods, the economic constraints on both the customer
and the producer, and the skills in engineering, program-
ming, production, distribution. maintenance which can be
applied to the product. It is hardly surprising, therefore.
to find systems-engineering responsibility vested in the
most creative, mature, and widely experienced individuals
to be found in the engineering organization. These sys-
tems engineers often work in small groups which col-
lectively can possess the breadth of knowledge which is
both necessary and difficult to find in a single individual.
They find it essential to keep in close communication with
marketing, planning and many other functions of the total
organization of which they are a part.

OF GREAT IMPORTANCE TO RCA

The importance of systems engineering to RCA is far
greater than in most industrial organizations. The nature
of the electronics industry in general and RCA’s position
in this industry in particular is such that a continuous
flow of new products in an absolute necessity. Older prod-
ucts become either obsolete or relatively unprofitable when
their market evolves from a large-scale new equipment
market into a relatively smaller-scale replacement market.
The introduction of new products is costly not only in
dollars but also in the allocation of technical skills which
may be in scarce supply. The introduction of new products
is also risky; with many products falling by the wayside

| F—

for every one which is successful. Systems engineering—
by carefully determining requirements, selecting the best
possible system, optimizing the system, and taking courses
which minimize technical and commercial hazards—can
greatly reduce the risk of failure. It can increase the pos-
sibility of finding new products which should have a good
market and it can optimize the product characteristics to
give the greatest likelihood of satisfying the market de-
mand.

DR. NATHANIEL I. KORMAN received his BSEE in
937 from Worcester Polytechnic Institute, where
he was graduated with ‘'Highest Distinction." As
an undergraduate at Worcester Polytechnic Insti-
tute, he was elected first, as an associate member
of Sigma Xi and later, as a full member. He
received his MSEE from the Massachusetts Institute
of Technology in 1938, where he studied as a
Charles A, Coffin Fellow. He received his Ph.D.
from the University of Pennsylvania in 1958. He
joined RCA in 1938 as a student engineer and has
held positions of increasing responsibility a‘ter
being promoted to supervision in 1945, |n recogni-
tion of his work, Dr. Korman was awarded the
1951 “"RCA Victor Award of Merit.” in 1956, he
was appointed Chief Systems Engineer of Missile
and Surface Radar Engineering, responsible for
the systems engineering of such major projects as
TALOS and BMEWS. In 1958, Dr. Korman was
appointed Director of DEP Advanced Military
Systems, Princeton, N. J. In this capacity, he is
responsible for the creation and development of
new and advanced system concepts and for the
initiation of RCA corporate action to exploit
these ideas and concepts. Dr. Korman has served
the Department of Defense for a number of years
in various advisory roles. He is a member of the
American Ordnance Association, the American
Society of Naval Engineers, an Associate Fellow of
the Institute of Aerospace Sciences, a Senior Mem-
ber of the American Astronautical Society, and a
member of Sigma Xi. He has made numerous con-
tributions to technical journals and has been
granted 33 patents. Dr. Korman is listed in "The
American Men of Science' and '"Who's Who in
Engineering.’” In 1956, he was elected a Fellow of
The Institute of Radio Engineers.
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The engineering of an entire communications system,
with all of its many integrated functions and equip-
ments (often spread over a large geographical ares)
has historically required & strong “systems' approach.
Thus, in many ways, the communications industry has
laid the groundwork for systems engineering concepts
in other fields of electronic applications. This paper
analyzes the basic tools and methodology of systems
engineering as it is practiced in the conception, design,
and implementation of an optimal communications sys-
tem—one that will most efficiently relate the perform-
ance sought, the operational characteristics, and the
cost. Important byproducts of such communications
systems engineering are the technical knowledge that
can guide marketing activities toward promising areas
of new business, and a constructive influence on the
company-sponsored research that will lead to the most
rewarding areas of future technical competence.

-

SYSTEMS ENGINEERING—
- THREE VIEWPOINTS

.+ II—COMMUNICATIONS SYSTEMS

. _ENGINEERING

‘Dr. R. GUENTHER, Chief Scientist
Communicntions Systems Division

DEP, Cumden, ¥, [.

hat is systems engineering? According to the most

generally accepted definition. a system is a complex
arrangement of « relatively large number of interacting
units or pieces of equipment. A typical example is the tele-
phone system, where large numbers of cables and other
transmission and switching equipment are connected to a
still larger number of user sets to provide intercommuni-
cation for any user with every other user in the system.

The extreme opposite to a system would be any large
number of units operated in complete isolation from one
another. A good example of this is the operation of the
many broadcast or television receivers without interaction
among the sets.

In a well designed system. it is obvious that the inter-
action of the different parts of a system has to take place
in an orderly and systematic fashion according to the oper-
ational service the system is supposed to provide to its
users.

The development of a master plan for the implementa-
tion of such a system to a given set of operational require-
ments with the best scientific and engineering tools avail-
able is called systems engineering.

The operational requirements are not always fully de-
veloped or rigid. In such cases an operational analysis has
to precede the actual engineering phase. This is particu-
larly important when new systems or new requirements

are introduced. A full systems design process has to include
also the evaluation of several approaches to the implemen-
tation in order to arrive at an optimal or near optimal sys-
tem plan before the usually quite costly hardware devel-
opment is started.

Thus. it is clear that systems engineering should not be
identified only with systems projects. The management of
the latter, of course, includes systems engineering as a
necessary ingredient for the successful completion of a
specifie project. However, a systems engineering activity
as part of « continuous business operation, such as a com-
munications equipment manufacturer, has to perform these
functions continuously to uncover new requirements, new
concepts. and better techniques of implementation. The
systems activity then has to evaluate the possible solu-
tions and trade-offs to assure the most competitive de-
sign of its products. “Competitive” in this sense means not
only in price but also in performance as a most efficient
link in a system. To succeed in this process it is mandatory
to have the most up-to-date know-how and experience in the
development and manufacture of all the major equipment
areas which constitute a typical communications system
combined with the best understanding of the ultimate
operational use of the equipment within the system.

In summary, the major steps in systems engineering can
be listed as follows:

1)} Definition of the operational requirement (operations

analysis).

2) Development and evaluation of new concepts and

techniques (systems analysis).

3) Study of trade-offs (cost evaluation).

4) Definition of performance goals and interfaces (sys-

tems integration).
These steps, if successfully completed, will result in a sys-
tem design plan with realistic functional equipment
specifications.

COMMUNICATIONS—THE CRADLE OF SYSTEMS ENGINEERING
The previous reference to the telephone operation was quite
significant since communication systems are the most typi-
cal examples of a system. For this reason the engineering
of an entire communication system with all its integrated
functions such as signaling, supervision, dialing. switch-
ing. transmission. traffic handling, network connectivity.
message accounting. and equipment spread over a large
geographical area has dictated from the beginning a strong
systems approach. Thus, the communications industry laid
the ground work for systems engineering in other fields of
applications such as weapon systems, data processing sys-
tems, warning systems, etc.

Let us have a quick look at the block diagram of a typical
general purpose communication system and its ingredients
such as a commercial telephone system, or the Defense
Communication System (DCS), or the Field Army Com-
munication System (FACS).

To the left in Fig. 1 is the interface between the users,
in our example the human users, called subscribers, and
the communication system. The subscriber may have differ-
ent kinds of subscriber sets depending on the mode of
service he wants. such as telephone, teletypewriter, fac-
simile sets, etc. The subscriber set has to act as a trans-
lator of the user’s language such as speech, print. pictures.
or digital data into the acceptable language of the com-
munication system. In addition. it also has to transmit a
service request to the system (supervision), receive a serv-
ice call (signaling), transmit the address of the called
party (dialing), permit a record of the performed service
(message accounting), and, in many cases, request special
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services such as person-to-person calls in a telephone sys-
tem. or preemption for higher priority in military systems,
etc. A large number of the overall system parameters.
therefore. have to be fixed with the design of the subscriber
set. To the systems design engineer the subscriber complex
is particularly important for two reasons: 1} it represents
the only way the user can inject information into the sys-
tem at the originating site and receive it at the designated
point of destination (man-machine interface) and, 2) it is
the most numerous equipment in the whole system, which
makes it usually the major cost factor.

Subscribers are usually spread over a relatively large
geographical area and interconnected by a rather complex
communication network as illustrated in Fig. 2.

The information injected into the system by the user is
transmitted over the local distribution system and collected
in a local switching center, through which it has access to
the rest of the entire network. The local switching center
will recognize the service request and, according to the
instructions given in the form of the address or dialing
code, execute this service call. From the user to this point
of the system—that is. subscriber set and local distribu-
tion—is on a per-subscriber basis.

The local switching center is shared by an appropriate
number of users which is determined by the frequency of
service demands; i.e., traffic considerations. From the local
switching center the information is transmitted to higher
echelon switching centers (long distance or tandem offices)
if the service call cannot be completed within the local
area. Transmission highways between long distance switch-
ing centers, the so-called trunks, are not assigned to indi-
vidual users, as are the local subscriber lines. but are

Fig. 1—Typical communication system.

Fig. 2—Typical communication network.

/A TANDEM SWITCHING CENTER
[J LOCAL SWITCHING CENTER
O SUBSCRIBER

shared by every one who needs service over this particular
route. As these bundles of trunk circuits increase in cross
section, that is the number of lines along one trunk route
goes up, the cost per circuit mile is decreased due to more
efficient transmission methods (primarily through multi-
plexing) which can be employed in the form of terminal
equipment at each end of the trunk routes. The actual
decrease in cost per circuit mile as a function of the num-
ber of circuits along one route is illustrated in Fig 3. The
data represents relative cost of the different types of trans-
mission facilities used in the Bell System.!

From the relationship above it would appear to be more
economical to use few large switching centers with few

DR. RICHARD GUENTHER received his MSEE from
Institute of Technclogy, Danzig in 1934 and the
PhD (EE) from Institute of Technology, Danzig in
1937. From 1937 to 1945 he worked at the Siemens-
Halske Company in Berlin on telephone multiplex
equipment for cables and radio relay systems ard

supervising radio communications engineering and
development. In 1947 Dr. Guenther joined the
Signal Corps Engineering Laboratories at Fort
Monmouth, New Jersey and did consulting work
for the Radio Communications Branch and General
Engineering Branch in radio relay systems, radio
propagation, special test equipment, and antennas.
In 1952 he joined the Bell Telephone Laboratories
doing systems engineering work and systems studies.
Among other projects, he evaluated different band-
width conserving systems for use on submarine
cables and the use of active components for load-
ing telephone cables with negative impedances.
Dr. Guenther joined the Surface Communications
Division of Defense Electronic Products in 1956 with
the assignment to establish a system engineering
capability tor the Division, This activity led to the
establishment of the Surface Communications Sys-
tems Laboratories with headquarters in New York
City. The major responsibility of the Systems Lab-
oratories is the development of advanced com-
munications concepts and techniques, the develop-
ment of systems design plans and the management
of development type systems projects in the basic
communications fiefd. In 1943 he was made Chief
Scientist, responsible for the applied research and
technical planning of the DEP Communication Sys-
tems Division (successor to SurfCom). He is a
member of the |[EEE and the American Association
for the Advancement of Science.

www americanradiohistorv com


www.americanradiohistory.com

COMPARATIVE ANNUAL COSTS PER CIRCUIT-MILE

TREND LINE
25—
10 1 L ! L L | L1
10 20 50 100 200 500 1000 2000 5000 10,000 20,000
NUMBER OF CIRCUITS ALONG ONE ROUTE
LEGEND:
OPEN WIRE CABLE —. —. —
I VF 6. VF-2 WIRE

2 VF 8 C SYSTEM
3 VF & C&J SYSTEM

7 K SYSTEM-SSB
8. N SYSTEM-DSB

MICROWAVE 0 e COAXIAL — — — —
RELAY CABLE
4. TD-2 4KMC 9. L1 3.5MC BASEBAND
5 TH 6KMC 10. L3 8.5MC BASEBAND

Fig. 3—Circuit cost vs. trunk cross-section.

heavy trunk routes between them; however, other consider-
ations will put a limit on how far this is practical, as we
will see later.

The topological structure of a communication network,
shown in Fig. 2, is, of course, generally not unique and
fixed, that is, the distribution of switching centers (nodes)
and the choice of connecting trunk routes (connectivity)
may have to be determined during the systems engineering
process. The choice will depend obviously on the geo-
graphical distribution of the users, and the routing doctrine
used in the switching centers. It is obvious that a change in
the number of nodes and connecting trunk routes will affect
the trunk cross section if the total traffic flow in the net-
work is maintained constant. At the same time, the number
and length of individual subscriber lines will be changed
also. For example, fewer switching centers will require
longer individual subscriber lines which would increase the
cost of the subscriber complex, already a dominating cost
factor. An extreme case would be the elimination of all
switching centers and trunk routes, which requires sub-
scriber lines from each user to every other user, an eco-
nomic monster which no one can afford. Any practical sys-
tem will have to represent a proper balance between the
various parameters according to the weight attached to
each one in the system evaluation.

From this general description of a general purpose com-
munication system and its principal component parts, it is
self-evident that engineering of such a system requires a
systematic analysis of many aspects and variables in view
of the operational requirements.

In special purpose systems, such as command and con-
trol systems or logistic support systems for military appli-
cation, the operational requirements may be quite different
from the described general purpose or common user case.
These systems may have a very large amount of digital data
traffic and may have to provide data processing functions,
code and speed conversion, large scale information storage,
information display and other special features, depending
on the specific operational requirements. The main func-
tions, however, are in all systems of the same type and can
be summarized as follows:

1) subscriber sets (input/output devices)

2) local distribution (subscriber loops)

3) switching and routing

4) storage and processing (where needed)

5) long distance transmission (trunks)
It is the purpose of the following section to examine in
greater detail some methods and tools available today to
the systems engineer and how they can be used to design
communication systems with the best balance of systems
parameters.

THE BASIC TOOLS AND METHODS OF COMMUNICATION
SYSTEMS ENGINEERING

First, a few words about the yardsticks used to measure
the performance and eflectiveness of communication
systems.

One of the most important performance characteristics
is the transmission quality from user to user once a con-
nection is established. It is usually measured in terms of:
1) lower and upper cutoff frequency (bandwidth).
2) net loss in signal power expressed in decibels (where
1 db = 10 log,, [power in/power out]), deviation from
ideal amplitude response and phase response (delay dis-
tortion). 4) and tolerable contamination with noise (sig-
nal-to-noise ratio or noise power)>. For most analog or
continuous signals, such as voice, where an infinite number
of different signal elements are possible, these performance
measures are quite adequate. In digital systems with dis-
crete signals, such as digital data, there is a finite number
of possible signals and the most useful measure of per-
formance in this case is the probability of errors (error
rate). The transmission characteristics are primarily deter-
mined by the quality of local and long distance transmis-
sion media and the terminal equipment. Once each link
of the system is designed to meet the transmission perform-
ance requirements, it can be counted upon, after a con-
nection is established or a message is delivered to the user.

The design of the transmission subsystems is usually
fairly straight-forward. Most commercial systems follow
the standards recommended by the CCITT." The Bell
System has its own standards which differ. however. only
in minor details from the CCITT recommendations. The

TABLE |—Transmission Standards for AIRCOM Reference Circuit

Normally Assignable to:

Overall
Reference ‘oot
PARAMETER Circuit  prronsmission  ppriplex
6000 nm Repea;ers ’ Eq}npmenl
(6 links) (6 links) (1 link only)
Insertion loss-frequency, ref. to 1000 cps:
600-2400 cps + 4.0-40db +0.7-0.7 db
400-3000 eps + 9.0-40db +1.5-0.7 db
300-3400 cps +18.0-40db +3.0-0.7 db
Differential time delay, 900-2500 cps, max 1000 psec 160 usec
Median noise level, worst hour, worst month, Term Term &
from all sources (Note 1): only—=Inter-
med=
Psophometrically weighed, at 0 TLP, pwp 25,000 20,000 475 815
Equiv. white noise, FIA line wtg. dbau 38.0 37.0 208 231
Harmonic distortion, 2 tones at 0 dbm0 —40 dbm¢
Gain change for output level + 3.5 dbm0 0.35 db max
increase from 0 dbmO, to: +12.0 dbm0 6.0 db min
Net loss variation, max at 1000 cps audio, or
any baseband frequency +2.0db +0.5db +0.2db
Level adjustability *+0.5db +0.5db +0.5db
Max overall change in any audio frequency +2cps +2¢ps
Stability of multiplex Initial setting to: Drift 2 parts in 108
frequency generator per month: 2 parts in 107
Single tone interference 24 dba0
Max data/telegraph levels, single channel high (FSK)-13 dbm0
speed {AM)-10 dbm0
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military communication organizations usually have their
own standards which are derived from the commercial
recommendations, taking into account the special military
operating conditions.

An example of the most important transmission stand-
ards used by the U. S. Air Force (AFCS) is shown in
Table I. The transmission standards are usually broken
down for each subsystem and equipment within the sub-
system such as subscriber sets, distribution links, switch-
ing offices, trunk routes, etc. Once a system design plan is
completed a detailed performance specification can thus
be written for each equipment toward which the product
design engineer can work, with confidence that his equip-
ment, when completed, will perform in accordance with
the overall operational concept of the system.

However, the transmission performance does not describe
the overall systems quality of service such as the speed
and reliability of establishing the desired connection or
delivering the messages to the right user without excessive
delays.

The latter performance is related to the grade of service
the system provides when service is requested. This grade
of service is usually expressed by the probability of not
being able to reach the called party or addressee when the
latter is free to receive a call or message. The Bell System,
for instance, is engineered to provide not more than one
miss out of 1,000 legitimate service requests under peak
traffic conditions (107 grade of service). In times of emer-
gencies (blizzards, floods, etc.) this grade of service will,
of course, deteriorate considerably because all users have
the same service privilege and will request service at a
much higher rate than usual. For this reason, military sys-
tems require service according to established priorities
which, for example, will give all users of highest priority
service at all times without delay and lower priority users
may encounter considerable delay during emergencies.
The grade of service is primarily determined by the design
characteristics of the switching facilities (blocking or
nonblocking switching matrix), the number and the size
of switching centers and their connectivity, the selected

TABLE Il—Switching Performance for A Switched Service

Automatie, shared-facility switched service is employed where the grade of service
provided by cooperative utilization of trunks will meet the user operational
requirements.

GRADE OF SERVICE

The grade of service will depend upon the classification of the user in the system.

Where switched service is employed, minimum requircments shall he:

1) Nonblocking—Where needs demand nonhlocking. users shall he provided nun-
blocking access to trunk groups.

2) Lost call working—Where lost call principles apply, the grade of service shall
be 0.01 (i.e., the prebability is that 1 call in 100 will encounter an all-trunks-
busy conditien under normal operating conditions}.

3} Delay working—Where delay principles apply (this includes teletype, data. and
facsimile) message preference is applied as below.

CLASS OF SERVICE

Message Precedence Allowable Deluy

Flash. Emergency One message length plus the cross-office
switching time (signaling time not included).

As for Flash and Emergency. except in the
case of preemption by a higher precedence
message. [n any circumstances the delay shall
not exceed 10 minutes.

Operational Immediate

Priority Maximum of 1 hour.

Routine Subject to delays as demanded hy higher
precedence messages but not to exceed 4
hours.

Deferred Same as routine, except that delay may not

exceed 12 hours.

A class A user (high priority, pre-emptive) shall have the equivalent of allocated
service, regardless of whether the communication is subjected to switching or store
and forward handling.

routing doctrine (alternate routing), and the capacity of
interconnecting trunks (trunk cross section).

All these factors have to be related to the traffic require-
ments imposed on the system in terms of volume and pat-
tern of flow. In addition to these factors, of course, are the
equipment reliability considerations which have to be in-
cluded in the overall grade of service evaluation and will
have to include monitoring and maintenance procedures.

Almost any performance objective can be designed into
a system if there are no economical constraints. Real sys-
tems, however, are subject to economical limitations. The
systems engineering process has to find the optimum
balance of parameters to provide the required transmission
quality and the expected grade of service within the given
economical limits.

In military systems there are frequently special require-
ments with respect to physical survivability and/or reli-
ability under severe jamming, which adds another systems
evaluation factor.

There are obviously trade-offs possible among these
various factors and different operational requirements will
attach different weights to each of them. For example, mili-
tary systems usually weigh reliability and survivability
much more heavily than cost.

Unlike the transmission performance it is much more
difficult to assure compliance with respect to the grade of
service, cost, or survivability of a system. One example of
the U. S. Air Force requirements for grade of service is
given in Table II.

A more detailed discussion will help to explain some
phases of the system design related to the grade of service.
The most important operational variable, of course, is the
traffic concept. At the nodes of a typical communication
network, as shown in Fig. 2, the traffic generated by all
users connected to each switching center is being collected
and routed to other nodes according to the routing instruc-
tions sent to the switching center with the service request
and the routing doctrine used. The volume of traffic may
be conveniently measured in call-minutes per hour, that is
the minutes of information flow during the busiest hour of
the day. Through special analytical tools* it is possible to
analyze a given network configuration with respect to the
traffic handling capability under peak load conditions.
There exists extensive literature on maximum flow through
networks, a survey of which was completed recently.®
Computer programs can be written to determine the opti-
mum connectivity with respect to such parameters as, for
example, minimum number of total trunk circuits. In a
more sophisticated program this analysis can be combined
with the evaluation of the cost of transmission facilities so
as to minimize the total cost rather than the total numbers.”
In both cases the analytical process amounts to matching
the requirements matrix of the network against the capac-
ity matrix and minimizing the total cost of all connecting
links. In the case where the number and location of the
nodes are given, this optimization process is relatively
simple. Using the notations from Fig. 2, the total cost of
all trunk transmission circuits can be expressed by:

Total Cost of Trunk Transmission

n
_ Z Cs Cost !
o 60 Trunk Ckt. Mile ™
x=1
Where: ¢, = call-minutes during busiest hour in trunk

route x, and I, = length of trunk route x.
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Fig. 4a—A geographical dis-
tribution of subscribers. lines.

equal switching load.

In many practical cases both the location and the total
number of nodes are not fixed and it will be necessary to
determine them from the traffic generated by all users.
The first step in such an analysis requires the determina-
tion of the location of all users. An example is shown In
Fig. 4, which represents results obtained from a study of
the Field Army Communications System requirements for
a division area. (Performed under Contract DA-36-029-5C-
80071 by Systems Laboratory, Communications Systems
Division, DEP, Tucson, Arizona.)

The second step represents a tabulation of the user need-
lines or traffic pattern which is illustrated in the example
shown in Fig. 4b for the same division area.

With the additional information of the volume of trafhc
generated by all users, it is now possible to select the logi-
cal location of switching nodes according to a selected
rule. For example, if the rule selected specifies equal traffic
load for each switching center, the result would be a com-
munication network configuration such as shown in
Fig. 4c.

The areas covered by each center are outlined by squares
of equal traffic load in Fig. 4a. The remaining optimization
with respect to total number of circuits or costs may now
follow the same routine as described before.

This example was based on a rather arbitrary assump-
tion, namely, the equal traffic load. In a more sophisticated
communication synthesis process. it would be desirable to
have the traffic load for each center varied also to arrive
at an absolute minimum of number or cost of transmission
and switching equipment. This requires that an optimum
balance between the number of nodes versus the number
and length of trunk routes has to be found. This balance
will depend on the relative cost of the equipment necessary
to provide the transmission and the switching functions.
For the hypothetical case of extremely low cost trunk
transmission facilities, it would obviously be less expen-
sive to use very few switching centers and fewer trunk con-
nections with more circuits along each route.

As we have seen from previous information presented in
Fig. 3, the increase of the number of circuits along each
trunk route results in a further decrease in cost of trans-
mission circuits. This reasoning would. however. lead to
longer connections between the individual users and the
local switching centers, the so-called subscriber loops.
which are the most numerous part of the system and would
tend to counterbalance the cost reduction. For an overall
cost minimization it will, therefore, be necessary to balance
the cost of loop transmission versus trunk transmission.
The Bell System is conducting such a study (leop and
trunk study) every 10 to 20 years to update the results
according to the latest changes in the cost for the respec-
tive equipment and installations.

The overall cost of transmission for such an evaluation
can be expressed in the following sum:

Fig. 4b — Examples of need Fig. 4c—Resulting system for

Total Cost of All Transmission
m

_ cost Z __cost
- loop-mile b+ 60 trunk ckt. mile
y=1 x=1

Where: [, = length of loop ¥, [, = length of trunk route x,
= total number of loops (or subscribers), n = total num-
ber of trunk routes.

The largest cost reduction in the past 30 years of trans-
mission equipment development was realized in terminal
equipment for multi-channel trunks which is very well sum-
marized in Fig. 3 discussed before. It was possible to make
full use of this reduction primarily because of the increased
total traffic flow and demand which are still increasing. In
contrast the subscriber loops which have to be provided on
a per user basis, have not been decreased in cost consider-
ably. Consequently, the trend is toward shorter loops and
more switching centers. This trend will be even accelerated
if, for instance, the use of solid state switching techniques
will reduce the cost of future switching centers per line
even further. With a known relationship of switching cost
per line versus number of lines per switching center, the
minimization of total cost may be computed from the
following expression:

Total Cost
p . . .
_ E : cost of switching center 4 cost I,
o line Z loop-mile
z=1 y=1
n
. c cost
- 60 trunk ckt. mile
x=1
Where: s. = number of lines in switching center z, and

p = number of switching centers.

As mentioned before, in military systems very frequently
vulnerability requirements are more important than the
minimization of cost. The aforementioned analysis method
lends itself also to the evaluation of physical vulnerability.
A system can be designed, for instance, for normal grade
of service to all users under normal conditions, and, in the
case of specified percentage of damage or interference,
normal service would be provided only for a restricted
number of users and lower grade of service to all others.
The percentage of users with full service under emergency
conditions is, of course, related to the total cost of the sys-
tem and has to be balanced according to operational and
cost requirements.

In closing our treatment of systems evaluation, it is
important to point out that a systems engineering effort.
particularly for a new system or system to meet new re-
quirements, is not complete without an evaluation of imple-
mentation techniques. The purpose of the techniques’ eval-
uation Is to assure the latest state of the art to be used in
the optimization process because it will affect the balance
between the various factors involved. For this reason the
most effective integration between systems design and
technique evaluation is mandatory. To assure an unpreju-
diced evaluation, the analysis should not be performed by
the same team as the techniques development.

THE ROLE OF SYSTEMS TESTS

Earlier in the paper the major steps in the systems engi-
neering process were summarized. It is self-evident from
this summary that identification of the operational prob-
lems is to come first before a solution for an optimum
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system may be found. When the system design is com-
pleted, however, it is just as important to prove the validity
of the system design plan. The only valid proving ground
for a system design is, of course, an operational service
test. Laboratory tests of individual parts of equipment or
subsystems will never suffice because they never evaluate
the function of each equipment as a part of an integrated
systems operation. Full systems tests, however, are possible
only in the fully implemented operational system so that
the only operational evaluation during the systems engi-
neering process is either a simulated test or computer sim-
ulation. Transmission media, for instance such as cables.
can be easily simulated by R-C networks representing arti-
ficial lines which approximate very closely the transmission
performance of real cables. Realistic noise sources may
be injected into the artificial lines from recorded noise at
any level required. Similarly, other more complex trans.
mission media may be simulated by a more sophisticated
apparatus. A good example is the Syskc simulator shown
in Fig. 5, originally developed by RCA Lahoratories at
Rocky Point. New York (now in Camden) to simulate the
multipath medium prevailing for example in Hr long dis-
tance transmission. This simulator was also used to evalu-
ate three sonar communications systems in a time varying
multipath channel environment (Navy Contract NOBSR
89119).

Other aspects of a communication system, such as the
switching subsystem, lend themselves well to computer
simulation. A general purpose digital computer can be
easily programmed to handle each message or call accord-
ing to its routing information on the way through a com-
pletely predetermined communication network with a given
number of switching nodes and connectivity. Such a traffic
simulation will evaluate the grade of service rendered by
the analyzed system for a given traffic load. The computer
can be interrogated to give actual traffic load data in any
given part of the system to match it to the required load.
A program of his nature has been written for the traffic
analysis of the Field Army Communication System’ and

Fig. 5—System Simulator Evaluation Center (SYSEC) developed by
RCA Llabs., Rocky Point, N.Y.

Fig. 6—Minuvleman prototype system designed for maximum meas-
vrement flexibility.

has proven an extremely powerful tool in the design of a
complete communication network. It has been expanded
later on to handle larger systems with more nodes at the
price of giving up some detail. Field tests made on a small
system performed by the U. S. Army at Fort Huachuca.
Arizona. have confirmed the accuracy of the simulation
program.

Wherever possible laboratory systems tests combined
with simulated facilities should bhe used for checking out
the consistency and integrity of the design plan before
large scale equipment design and production is started. A
good example is the MiNUTEMAN prototype system with
programmable logic. a photograph of which is shown in
Fig. 6. The MINUTEMAN prototype system was designed
for measurement flexibility so that necessary changes
could be introduced by reprogramming the logic. This
permits the quick evaluation of changes in operational re-
quirements and permits the complete debugging of the
system without costly rewiring of nests and racks.

In many cases. a skeletonized experimental system is
retained in the engineering laboratories for extended pe-
riods of time for product improvement work, factory fol-
low-up, and continued product development as a very
powerful experimental tool. Most larger communication
laboratories have such complex equipments and subsys-
tems available for extended performance tests and evalua-
tion against established standards and new requirements.

THE ROLE OF SYSTEMS ENGINEERING IN
BUSINESS MANAGEMENT

From these discussions it is evident that the systems engi-
neering process includes far reaching and forward looking
analyses which are also the basic inputs for long range
business planning.

The operational analysis for instance leads to the best
possible understanding of the customer’s present facilities
and‘or future needs. This information is needed to direct
the more forward looking research and applied research
projects directed toward identifiable future need areas.
The analysis and development of new techniques and con-
cepts provides the information for a continuous matching
process between the customer’s operational requirements
and the company’s available technology to fill these re-
quirements. The result of such activities has been proven
to be extremely useful to guide marketing and promotional
activities toward the most promising areas of new business
and establish realistic company sponsored research and
applied research programs directed toward the most mar-
ketable product lines.
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Systems Engineering was established within the Engi-
neering Department of RCA Electronic Data Processing
(EDP) in November 1961 as a formal organizational
entity reporting to the Chief Engineer. This paper
describes the nature of Systems Engineering in EDP:
and the objectives which have guided and continue to
quide the development, training, and staffing of that
organization.

%

SYSTEMS ENGINEERING -~

THREE VIEWPOINTS

II—SYSTEMS ENGINEERING IN EDP

R. E. MONTLJO, JR., Mgr.
Systems Engineering
Electronic Data Processing
Camden, N. [.

HE increasing complexity of automated operational
Tsystems as they affect the most basic facets of our
daily lives is mushrooming at a rate that is almost unbe-
lievable to even those of us who are in the midst of this
fascinating process. This process owes much of its impetus
to the pressures created by the immense socio-economic
forces that have as their primary objectives: higher pay
and less working hours for the working man. These objec-
tives. in turn, are causes for lower profits and a corre-
sponding effort on the part of management to reduce
overhead and raise productivity. This regenerative cycle
is and will continue to be a major cause for continued
extensions in the application and use of computer
automation.

Once computer automation is recognized as an effect
rather than a cause, it becomes clear that the increased
technological complexity must be dealt with in a positive
and constructive manner if chaos is to be avoided in daily
and long-term operations within industrial, military, and
governmental organizational processes.

It is becoming increasingly evident that we are in a
new and different kind of race today’. This race has two
contestants—the rapidly increasing complexity of our
technological civilization versus that group of people who
are devoted to progress by reducing such complexities to
simpler, more manageable, and more readily solvable
elements.

The group of people referred to above are those who
knowlingly define and solve complex situations and prob-
lems through the application of systems methodology. We
find numerous types of “systems people” in today’s tech-
nical and administrative environments. While the specific
technical specialties, objectives, and parent organizations
of these systems people may differ, there is at least one
important common denominator—the understanding of,
and the ability and desire to apply systems methodology
effectively.

In the field of electronic data processing, there are busi-
ness systems analysts, programming systems analysts,

management systems analysts, and systems engineers found
in growing numbers. Regardless of the number, however,
there are never enough. And. there is little reason to believe
that this situation will improve without a major revamp-
ing of our educational curricula and a concerted effort by
industry to train and encourage the development of sys-
tems methodology.

““SYSTEM’' DEFINED

Before proceeding into the details of what a systems engi-
neer is and what he does, it is necessary to define a
system. A system may be broadly defined as:

“Any entity. conceptual or physical, which consists of

interdependent parts and displays some element of

order”.’
A system which displays activity is a behavioral system.
The essential characteristic of a behavioral system is that
it consists of dependent parts each of which displays
behavior.* In EDP, we are concerned with systems that
are subject to control by human beings. Hence, we deal
with systems that are primarily tools for use by humans.
Such systems are defined technically as controllable be-
havioral systems. The type of controllable behavioral sys-
tem with which we are concerned is further characterized
by the techniques and components which it encompasses.
In computer systems, the techniques and components em-
ployed readily identify the technical disciplines required
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of EDP Systems Engineering as those associated with
computers, logic, electronics. mechanics, mathematics.
programming, etc.—disciplines with which we are well-
acquainted.

Having defined the nature of a behavioral system, its
relationship to the behavioral sciences becomes apparent.
The latter include a number of disciplines such as anthro-
pology. history, political science, sociology, and psychol-
ogy. Related specializations based on the behavioral sci-
ences which are often intermingled, overlapped and
confused with systems engineering are management engi-
neering, industrial administration. industrial design, and
labor relations. Systems engineering does not usually deal
with these areas directly. However. in EDP we are devel-
oping management information and control systems. We
are concerned with how work is done within the industrial
environment. and how the industrial organization func-
tions. Our product is a form of automation and must have
some effect on labor relations. Finally, RCA supplies com-
puter products to industry that are purchased in part for
their convenience of operation, ease of maintenance, and
general appearance.

In any event, EDP Systems Engineering deals with
problem-oriented solutions and the application thereof.
We address ourselves to the problem and bring to bear
upon that problem all of the knowledge at our disposal.
We do not quarrel with whether it is a pure behavioral
science, an element of management, or electronic design.

CLASSIC OR METHOD?

What then is systems engineering? Is it the engineering
of systems as classic engineering would suggest, or is it
a form of engineering which performs its work through
the use of systems methodology? A closer examination of
these two definitions shows that both apply equally.

If systems engineering is classified as a branch of engi-
neering in the classic sense, such as electronic. mechan-
ical and chemical engineering, then the engineering of
systems includes: research, development, design, and
applications. In this sense, EDP Systems Engineering in-
deed performs all facets of classic engineering, with the
exception of systems research engineering which is per-
formed by the RCA Laboratories.

When systems engineering is considered in the other

Fig. 1-—The function of systems engineering.
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sense—as spectalized method and discipline—then EDP
Systems Engineering is specifically concerned with the
application of the systems method. Systems engineering.
as a methodology, then includes:

problem definition evaluation
objective establishment simulation
analysis decision

synthesis communication of result

Hence. the systems engineer applies systems method to-
gether with the applicable classic engineering specialties.
His systems method and approach is inherently identical
to that of the business system analyst. Only the comple-
menting technical specialties differ.

What, then, does a systems engineer do? A general and
classic definition of what a systems engineer does is as
follows:

“A systems engineer applies scientific and engineering
knowledge to define a problem, establish objectives;
and plan, specify, and evaluate complex man-machine
systems and components’.

Hence. the systems engineer acts as an active bridge be-
tween what is needed in the market place and that which
is technically feasible or financially practicable. A bridge
between aspirations and possibilities . . . a translator of
technical terms into technical objectives . . . and the span
between what ought to be done and what can be done.
This bridge is supported by two columns—our experience
and our knowledge of the sciences, and is illustrated in
Fig. 1.

INTERDISCIPLINARY NEED

Let us now examine those sciences upon which the EDP
systems engineer draws during the course of his work. We
would do well to look at the sciences and their general
relationship to the total body of knowledge.

Fig. 2 illustrates the way in which one cybernetician
has chosen to depict the relationship of the sciences, the
arts, the technologies, and philosophy.’? The various arts
and sciences are distributed around the equator in a log-
ical sequence. If we begin with the fine arts, we move
through literature, language, logic, mathematics (which
is depicted as the bridge between the arts and sciences),

Fig. 2—Relationship of the sciences, the arts, the tech-
nologies, and philosophy. {Based on diagrams by Cas-
sidy.%)
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into the physical, biological, social. and behavioral sci-
ences before crossing through the humanities. as repre-
sented by the policy sciences and history.

Classically, we think of Engineering as functioning in
the area of “analogy™ and “ratio”. “reduction to practice”.
and drawing from the classic engineering sciences of
logic. mathematics, and physics. In systems engineering.
however. we have introduced elements of the behavioral
sciences. Systems engineering. thus, embraces the entire
spectrum of sciences depicted.

In addition, we see that the tools of systems engineering
are analysis and synthesis. Synthesis may involve hardware
and hence reduction-to-practice in the technologies. It can
also be synthesis in-the-abstract—in which case, we are
dealing with philosophy. It is of interest that while com-
puter systems are a direct product of the technologies.
they have already found application in all of the arts and
sciences depicted in Fig. 2.

ANALYSIS AND SYNTHESIS

In the description of systems methodology two terms are
used often—analysis and synthesis. These are primary
tools in systems work and deserve further elaboration.
These tools are equally applied to a systems problem
without any conscious demarcation. For the sake of dem-
onstration, [ would like to pursue the development of an
automobile designed for competition by both:

analysis, optimization through the application of what
exists. and

synthesis, heginning with the problem and pursuing the
optimum solution.

The neighborhood hot rod will illustrate analysis. It is
the result of taking the most available “main frame”.
some careful study of the wide range of shelf items avail-
able at the auto accessories store. Dad’s allowance. and
the part-time job income, and combining it all with a high
degree of ingenuity and hard work. This is analysis and
implementation—a hopped-up engine that has been ported
and relieved. a hot cam. and a dynamically balanced
crankshaft; topped off with a monstrous carburetion sys-
tem. The frame has probably been lowered. and sway bars
and special shocks have been added for improved corner-
ing—and this car is capable of winning a race. But, it
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still bears a license plate and is permitted on city streets.

In contrast. the synthesized approach to competitive ve-
hicles is quite different. Here. money is rarely the object,
and the racing stables that produce these extremely
sophisticated vehicles for the Grand Prix Circuit go out
and study pavement materials. weather conditions. grades,
embankments, lengths of straight-aways and examine the
state of their particular art at that time. These have little
interest in off-the-shelf engines. Instead, the latest com-
bustion technology, the most recent advances in metal-
lurgy. what the tire companies can do in an ultimate
sense, the newest suspension concepts, and their possibil-
ities are continuously examined. These vehicles start with
four wheels because at the moment this is the best-known
configuration. Otherwise, there is very little in common
with the hot rod. And, this vehicle has no headlights, no
luggage space, no radio. heater, or automatic drive.

EDP Systems Engineering methodology encompasses
the whole spectrum of activity from pure analysis to pure
synthesis. Two examples which further illustrate the appli-
cation of the techniques of synthesis and analysis involve a
general-purpose computer and a special-purpose computer.

In selling an RCA 301 System. a new computer is not
designed for the customer’s task. Instead, methods per-
sonnel including systems analysts are utilized to analyze
the customer’s problem and to apply the general-purpose
computer system in the solution of that problem in the
most efficient manner,

In the case of a specialized or a newly developed com-
puter system. however, the process is reversed. We start
with the problem and end up with a computer that does
that job and preferably nothing more in order to optimize
cost-performance ratio. This effect results from a purely
synthesized approach.

Through enalysis we usually apply some combination of
standard or shelf items to a given problem. Synthesis
usually results in new techniques or equipment to solve a
given problem. Both methods are used individually or in
combination rather freely in systems methodology.

THE BRIDGE BETWEEN

EDP Systems Engineering is a bridge hetween all things
system. It is the interpreter of the needs of management.
the customer and marketing, and of the goals of product
planning to the technical organization. EDP Systems Engi-
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neering. in turn, communicates to management. product
planning. and marketing. (and the customer in isolated
instances) on matters of what can be done, the strengths
that should be promoted, and the weaknesses and limita-
tions that should be corrected. This relationship is illus-
trated by Fig. 3.

It should be noted that each one of the organizational
elements shown in Fig. 3 marketing, management. prod-
uct planning and design and development engineering—
have a set of organizational interfaces with the remainder
of the organization which parallels this one. It is impor-
tant to recognize that the role of the EDP Systems Engi-
neering organization does not prevent or preclude normal
communication hetween the design and development func-
tion and the nontechnical organizational elements. EDP
Systems Egineering is present to assist. provide interpre-
tation. liaison, and technical product supervision,

TECHNICAL PLANNING AND PRODUCT CONTROL

Fig. 4 illustrates the concept of technical planning. ad-
vanced project management, and product control. In the
development of a new computer system, EDP Systems
Engineering works from the inception of a project in
assisting design and development engineering, product
planning, marketing. and management to establish a
direction and a target. Once the direction and the target
have been established. EDP Systems Engineering assists
the same functions in keeping the effort on the track, so
to speak, aimed towards the selected target and providing
vernier and/or major correction as our market studies,
competitive situation, and technical progress change.
Product control avoids costly tangents and ensures con-
tinued integration of the product lines over the length of
the design. development, and product improvement cycle.

SYSTEMS TASK FORCE

Systems Engineering is a ready task force which may be
brought to bear upon any problem whose solution requires
its participation. This task force may apply to the members
of the EDP Systems Engineering organization as well as to
a combined task force including elements of the EDP
Design and Development Engineering groups. and of
other RCA organizations such as Defense Electronic
Products, the RCA Laboratories and the RCA Service
Company. This concept is illustrated hy Fig. 5.

Fig. 5—Concept of EDP Systems Engineering combined
task force that involve other RCA activities.

CA Lags 08D EnGINEERME
compomEnTS RCASCO

In this role. EDP> Systems Engineering leads, coordi-
nates. and assembles a closely-knit team designed to cope
with systems problems and to provide quick reaction to
unexpected competitive developments, It operates as an
informed group of senior people whose work is accom-
plished through already established communication chan-
nels within EDP and as well as between EDP and co-
operating RCA groups. The task force approach enables
RCA to put its best foot forward in every instance requir-
ing EDP-wide or Corporation-wide technical resources.

HOW SYSTEMS WORK IS DONE IN EDP

The manner in which an EDP product is developed is
classically illustrated in Fig. 6.

Fig. 6 shows how a customer need enters the cycle
through the EDP Marketing Department and emerges
as a requirement, and how EDP Product Planning in turn
creates a functional specification. The functional specifi-
cation is often a joint effort hetween EDP’s Product Plan-
ning. Systems Engineering. and Design & Development
Engineering groups, but the responsibility and issuance
of the document alwavs belongs to Product Planning.
Upon completion of the functional specification and prior
to issuance, it is reconciled with the original requirement
and need. If the two compare satisfactorily, the specifica-
tion is then issued and forwarded to the EDP Engineering
Department for preliminary design specification, cost
estimating, and scheduling.

Systems Engineering then prepares a preliminary de-
sign specification with the participation of Design Engi-
neering and Product Planning. which forms the basis for
the engineering cost estimate and the technical specifica-
tions to which the product will be designed. The pre-
liminary design specification then goes through an ap-
proval cycle by Product Planning and final reconciliation
with the customer need. if applicable, prior to the author-
ization of the project and funds by the Marketing
Department.

This. then, ix a classic procedure in the development of
an EDP product or product line. It doesn’t really work
this way. however, since these tasks are not performed in
a serial. step-by-step fashion which is obviously inefficient
and time consuming. Fig. 6 is really more of a description
of responsibility and prerogative. To define the product
development cycle in a more appropriate manner, better

Fig. 6—A classical illustration of the genesis of o new
EDP product—emphasizing responsibility and preroga-
tive.
CUSTOMER NEEDS
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real-time expression is needed to illustrate the concurrent
rather than serial process which occurs in the real world.

Fig. 7 illustrates how a system is usually developed and
specified. The time scale shown is general and is applica-
ble to a period of 10 days, 10 weeks, 10 months, or 10
years. The events associated with the specification and
initiation of a product cycle are shown to occur both
serially and concurrently. This point is stressed to illus-
trate that Systems Engineering tasks, because of their
inherent complexity. are of necessity group functions and
in reality require people with the command of different
technical disciplines working together. The Prrt-type
representation of Fig. 7 illustrates the manner in which
multiple elements of the organization receive information
regarding a customer need, and how all elements of the
organization may be caused to function concurrently.

In the development of a large system, little inter-
organizational activity occurs serially. Each organizational
component has its basic responsibility. The PERT-type
representation recognizes that each organizational element
performs most efficiently only if it participates and has
more information from an earlier date than a serial proc-
ess allows. To this end, Systems Engineering provides a
pivotal point for the transmission of data and specification
between the Engineering Department and its interfacing
functions within EDP.

SUMMARY

The traditional concept of the engineer as a person who
deals primarily with the analysis of physical systems is
rapidly changing so that at the present time the systems
engineer is delving into areas that heretofore would have
been considered outside the normal sphere of engineering
activity.* He is concerned with the application of technical
specialties that were once considered beyond the purview
of a single individual.

The systems engineer is not a know-all. see-all, hear-all
omnipotent, but rather a legitimate expert in the meth-
odology and techniques applicable to the study of complex
systems.' In concept, the systems engineer’s methods are
straightforward and direct. The application of these
methods requires that he listen to symptoms of need,
define the problem that exists from these symptoms, and
establish suitable objectives. He analyzes the problem, the
objectives, and potential solutions. Data are gathered for
these solutions and multiple solutions are optimized for
evaluation and comparison with the initial objectives and
problem. He then either decides or provides the basis for
a decision considering local or practical criteria—such as
time, schedule, investment, manning, etc. Lastly, he
communicates the results for decision and/or action.

Systems engineering then is an attitude—a positive
solution-prone state of mental readiness to impose a given
set of disciplines upon the unknown. The disciplines are
the sciences, our experience, our knowledge of people and
of the thinking process, what we know of organization.
economics, and management. We must know about the
real and the abstract—the possible and the practical. We
also have the responsibility for self-discipline and organ-
ization. Finding the right people, keeping them stimulated
by challenge and reward, maintaining objectivity, and
combatting stagnation and reaction are requirements with
which systems engineering management must concern it-
self at all times. A constant flow of challenges and a fresh
spring of alert people is required to properly apply the
systems methodology and to achieve the type of success
that is necessary to meet our objectives.

Fig. 7—A real-time illustration of the evolution of a new product
The time scale could be 10 days or 10 years. In contrast to the
“‘ideal"” progression suggested by Fig. 6, events are seen to occur
both serially and concurrently, in actual situations.

It may be seen that complexity in itself is not a charac-
teristic of the systems engineer’s approach. Complexity
is, however, a characteristic of the problems with which
he is concerned—a characteristic whose reduction to more
readily understandable, solvable, and manageable compo-
nents requires all of the technical and human resources
at his disposal. Those who are engaged in systems engi-
neering activities know that the acquisition and mainte-
nance of such competence is a never-ending challenge
in itself.
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LOREN R. KIRKWOOD

. . . for contributions to color tele-
vision receiver design.

LOREN R. KIRKWOOD received his
BSEE from Kansas State University.
He joined RCA in 1930, and through
1941 worked on design and develop-
ment of home radio receivers, a
period during which he made-im-
portant contributions to AM-FM re-
ceivers, early high-fidelity work,
and eatly superheterodyne radios,
among many others. Between 1941
and 1946, he engaged in engineer-
ing of communications equipment
for the military. From 1946 to 1950,
he worked again on home instru-
ments, developing one of the first
AC-DC, AM-FM home radios, and
contributing to development of the
45.rpm record player. Between
1950 and 1959, he directed receiver
activities and development for all
RCA color television demonstra-
tions and field tests, and contrib-
uted importantly to work on the
performance and simplification of
the color-TY receiver system. In
1951, he received the RCA ""Award
of Merit"" for his work in color TV,
Between 1959 and 1963, he was Man-
ager of TV Product Engineering for
the RCA Victor Home Instruments
Division, now in Indianapolis, Indi-
ana, responsible for all TV receiver
engineering design. In 1963, he was
named Chief Engineer of that Divi-
sion, responsible for the engineer-
ing of the entire RCA home instru-
ment product line.

FOUR RCA MEN
ELECTED IEEE FELLOWS

The four RCA men appearing on this page have been hon-

ored for their profe:

Fallows of the Instifute

-
ERIC McPHAIL LEYTON
. . . for contributions to the devel-

opment of television transmitters
and video tape systems.

ERIC McPHAIL LEYTON studied,
from 1934 to 1938, at Faraday House
College (part of London Univer-
sity), where he received the DFH
1938 {equivalent to EE). From 1938-
1945 he worked at the Research
Laboratories of the General Electric
Company, Wembley, England. In
1945-1947, he worked for Rediffusion
Ltd., Wandsworth, London, where
he became Chief Engineer of the
Industrial Division. From 1947-1953
he was with the Research Labora-
tories of Electrical & Musical Indus-
tries, Hayes, near London, England,
in charge of development of tele-
vision transmitters. During this
period he was responsible for the
Kirk O'Shotts and Wenvoe televi-
sion transmitters of the British
Broadcasting Corporation—the most
powerful transmitters in the world.
In 1953, he joined RCA Labora-
tories in Princeton, and until 1959
was a research engineer on color
television, video tape recording,
and on high-power radar transmit-
ters. In 1959, he assumed his pres-
ent position of Staf Engineer, re-
porting to Dr. George H. Brown,
Vice President, RCA Research Engi-
neering. He received the IEE
""Premium Award'* in [951 and 1953
and RCA Laboratories 'Achieve-

ment Awards'' in 1957 and 1958.

achievements by being elected

and Elec,‘]‘r[;.m‘cs Engi-
3U1‘5+-E|.'1|:Jir|-g contri-

WENDELL C. MORRISON
. . . for significant contributions to
the fields of VHF, UHF, and color
television.

WENDELL C. MORRISON received
his BSEE and MSEE from the Uni-
versity of lowa in 1940, and then
joined RCA at Camden, N. J. Two
years later, he became a research
engineer at the RCA Laboratories,
Princeton, N. J., where he was en-
gaged in development work in such
fields as UHF-TV transmitters, an-
tenna pattern calculators, and color
TV terminal and test equipment.
During this period, became a Sen-
jor Member of the Technical Staff.
In 1957, Mr. Morrison returned fo
Camden as Staf Engineer for the
commercial product area and in
1959 became Manager of Engineer-
ing Plans and Services for the major
RCA activity then called Industrial
Electronic  Products. Two vyears
later, he transferred to DEP as
Assistant to the Chief Defense Engi-
neer. In October of 1963, he was
appointed Chief Engineer, Broad-
cast and Communications Products
Division, Camden, N. J., reporting
to the Division VYice President and
General Manager. He now directs
the overall engineering activities
for the Division and its product
line, which includes radio and tele-
vision broadcast equipment, micro-
wave communications systems, sci-
entific instruments, two-way mobile
radio, Radiomarine equipment, and
audiovisual products.
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DR. J. TORKEL WALLMARK

. . for contributions to the con-
cepts of integrated electronic de-
vices and field-effect fransistors.

DR. J. TORKEL WALLMARK was
one of the early contributors to in-
tegrated electronic circuits. He re-
ceived the degree of Civilingenjor
in Electrical Engineering in 1944,
Teknologie Licentiat in 1947, and
Teknologie Doktor in 1953, al! from
the Roval Institute of Technology,
Stockhalm, Sweden. From (943 to
1953 he was, at intervals, a research
assistant at the R. I. T. working on
various electron tube and gas dis-
charge problems, particularly the
trochotron, a decade counting tube
using magnetron principles. Inbe-
tween, he spent a year as a vacuum
and gas tube designer with A. B,
Standard Radiofabrik and on other
assignments concerning semicon-
conductor devices and research
administration. In  1947-1948, he
spent a year with RCA Laboratories
as a trainee under the auspices of
the American Scandinavian Foun-
dation, taking part in the develop-
ment of broad band amplifier tubes
using secondary emission multi-
pliers. In 1953, he returned to RCA
Laboratories and has been active
in_ magnetrons, color television
tubes, photocells, semiconductor
devices, and integrated circuits.
He is a co-author of '"Microelec-
tronics' and is now head of Solid
State Device Technology. In 1957
and 1962 he was the recipient of
RCA Laboratories ''Achievement
Awards."
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Fig. 1—MINUTEMAN squadron cable trench pattern.
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Fig. 2—Command message propagation diagram.
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In modern ICBM weapon systems, the
launching sites may be either un-
manned and located remotely from
their control centers, or locally manned
and controlled. But in all cases, an or-
der to launch must be authorized from
an executive level in the government
or military. A command and control
system tying fogether the missile site
and the appropriate executive author-
ity is, therefore, a key part of modern
ICBM systems. Because of the large
destructive power {megatons) and the
range [(in excess of 5000 miles) of
a single ICBM, the proper perform-
ance of command and control system
is abnormally critical.

C. G. ARNOLD, Director
Systems Engincering
NMiNuTtEMAN Progrum
Management Office

Communications Systems Division

DEP, New York, N.Y.

C. G. ARNOLD received a BSEE degree ‘rom
Pennsylvania State University in 1942, He has com-
pleted graduate work in Electrical Engineering
at Stevans Institute of Technology. After gradua-
tion, Mr. Arnold joined Bell Telephone Laborator-
ies, Inc. Here he was concerned with equipment
design and development of aircraft radar equip-
ment. After World War |l he was concerned with
the design of the coaxial carrier systems and radio
relay systems for common carrier application. Mr.
Arnold joined the Surface Communications Division
Systems Laboratory in 1956, Initially, he was con-
cerned with the development of the AN/GRC-50
Radio Relay Equipment. During 1958 he was proj-
ect manager of the MM-600 System development
program, a high-capacity microwave, radio relay
system. He is currently Director Systems Engineer-
ing (PMO) on the Minuteman Communication Sys-
fem project whose responsibilities include: )
Definition and interpretation of customer criteria;
2) Performance of analytical studies on vulner-
ability, operations, maintenance and teansmitter
performance, 3) Definition of Communications Sys-
tems concept; 4) Generation of equipment require-
ments; 5) Design of new techniques; 6} Conduction
of system tests; 7) Support of equipment design,
production, and field test programs. He has also
served as a consultant on several other communi-
cation projects in RCA.
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N THE implementation of an 1cBM
I command and control system (ccs),
the key system factors that must be con-
sidered are:

1) Availability—the probability that
a function will be performed in ac-
cordance with specifications at any
point in time.

2) Functional Capability—assuming
no equipment malfunction, the
ability of equipment to satisfy
operational requirements.

3) Security—the capability of the im-
plementation to adequately insure
that launch occurs only when
properly authorized.

4) Cost Effectiveness—the optimum
balance of cost and performance.

The ccs is the nervous system of the
weapons system. It provides the means
by which the launch command is con-
veyed to the weapon; it provides status
information as required from the
weapon to operational and maintenance
centers; it provides necessary data proc-
essing for weapons systems operation;
and it provides maintenance and ad-
ministrative communications to main-
tain the system in operational readiness.
It is, therefore, as essential to weapons
systems as the weapon itself (particu-
larly, in those systems where launch
sites are unmanned). In general, the
weapon and its characteristics are de-
fined first, and the communication sys-
tem required for its operation must then
be tailored to properly support a specific
weapon-system use. The characteristics
of the weapons system having greatest
impact on the ccs are its deployment
(land, water, fixed or mobile). its opera-
tional mission (i.e., retaliatory or at-
tack), manned or unmanned launch
sites, and the reaction-time character-
istics of the missile itself.

The systems engineering of a ccs is
a complex problem. A multitude of in-
terrelated factors must be kept under
constant attention as decisions are made.
The problem is further complicated by
the fact that operational requirements
are often crystalized concurrently with
the equipment design program, and
changes in direction may be encountered
throughout the research, design, test and
evaluation period. International politics
have major impact on the ccs for an
1cem. This factor is not a stable one.
It is therefore necessary to anticipate
possible future requirements so that
retrofits may be integrated into an al-
ready operational system.

WEAPONS SYSTEM CHARACTERISTICS
PERTINENT TO CCS
Deployment
Currently, 1cBM’s are located on land
(fixed and mobile) and in submarines.

It is recognized that the POLARIS missile
is not catalogued as an 1cBM; however,
for the purpose of this discussion of ccs,
no distinction is made. Considerations
are now being given for future systems
to employ fixed underwater and surface
vessel locations. The missile sites on
land are both hardened and soft, fixed
and mobile, manned and unmanned. The
aircraft and submarine installations are.
of course. manned and their hardness is
obviously no greater than that of their
carrier. The carrier may be located
almost any place on the globe when com-
munications to it may be required.
The scope of the communications
problems is clearly tremendous in satis-
fying command and control require-
ments. To limit the scope of this paper,
only hardened, ground-based systems
will be discussed in any detail. The gen-
eral aspects of all systems are the same;
however, the implementations differ
markedly with each weapons system.

Retalliation

By national policy, 1cBM’s armed with
nuclear warheads are to be used only
as a deterrent and retaliatory weapon.
To satisfy this requirement, some weap-
ons systems have been designed to with-
stand attack by hardening of fixed instal-
lations. Since a complete system is no
better than its weakest link, the ccs
must be at least as invulnerable as the
weapon system itself. In other words.
the communciation system must be de-
signed to withstand any threat that
might be postulated for the missile sites
themselves. It must therefore be hard-
ened. adequately redundant, or an ap-
propriate combination of both. In addi-
tion, of course. it must resist typical
threats to communications. such as
covert activity, jamming, etc. Another
aspect of the deterrent concept is that
of reaction time of weapons system.
Minutes and even seconds are important
to some war strategies. The design of
the ccs is affected by this factor. For
example, a high transmission rate may
well eliminate several communication
techniques from consideration.

Unmanned Missile Sites

For economical reasons, missile systems
have been designed and are in opera-
tion which employ unmanned and re-
mote missile launching sites. All com-
mand and control is exercised via
communications systems from remote
control centers which may be 100 miles
away. Since this system is completely
automatic, absolute protection against
accidental or unauthorized activities,
which could result in launch, must be
provided.
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Weapons Systems Cosfs

All 1cBM systems are expensive. The
monies which can be allocated to the
communication system are directly re-
lated to the cost and effectiveness of the
weapon itself. The need for communica-
tions must unequivocally be satisfied;
however, well-considered judgments
must he made regarding the levels of
performance that are to be provided. A
given level of effectiveness of a weapon
system may be attained at a fixed cost.
either with a limited number of missiles
with high availability or larger numbers
with a lower capability of command and
control.

CCS CONSIDERATIONS

Avallabiiity

Availability implies more than is nor-
mally attached to the word reliability.
In the weapon-system field, it encom-
passes survivability as well. As stated
earlier, it is the probability that a given
function will be performed as specified
at any point in time. Availability, 4, is
usually expressed mathematically by:

MTBF

MTBF -+ MDT
Where: MTBF = mean time hetween

failure. and MPT = mean down time
after failure occurs before repair is
completed.

In the case of MiNUTEMAN, for ex-
ample, the missile sites are hardened
and dispersed to withstand overt and
covert attacks ranging from enemy
ICBM’s to covert agent activities. The
launch sites are unmanned and are op-
erated completely automatically from
launch control centers. The primary
transmission medium employed between
the launch sites and control centers is
currently buried cable. The layout of the
cable plant has been carefully engi-
neered' to withstand the same attack
that might be directed at the sites them-
selves as well as such threats as jam-
ming, which might be directed only at
the communications system itself. The
classical cable trench pattern for a Min-
UTEMAN squadron (50 launch sites and
5 control centers) is shown in Fig. 1.
War games and Monte Carlo techniques,
solved on computers, have been em-
ployed to evaluate this and many other
possible configurations. Only the cable
trenches are shown in Fig. 1. It can be
noted that some cable trenches are re-
dundant. Also, both launch and control
sites are located off the main cable
trench. This arrangement insures that if
there is damage to one site, transmis-
sion between other sites will not be
disrupted. In addition to the trench
redundancy, though not illustrated in
this figure, there are many redundant
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command pairs running through the
cable sheath. Connected to each launch
site there are as many as 6 two-way cir-
cuits, all going to different sites in the
network. At the control centers, there
are 10 two-way circuits connected to 10
different launch sites.

Command messages are transmitted
throughout the squadron network in a
unique manner which makes maximum
use of the available connectivity. The
routing concept for the command mes-
sage can be best illustrated by the use
of the equilateral matrix shown in Fig.
2. Assume that at each line intersection
there is a launch site and that the solid
lines represent a two-way communica-
tion channel. The solid circle repre-
sents a control center where launch com-
mands are initiated. Command infor-
mation is transmitted in digital, secret,
encoded messages of adequate length
to prevent inadvertent or unauthorized
launch. When a message is initiated, it
is transmitted on all transmitting lines
(10 in an actual network, 4 in the il-
lustrative Fig. 2) emanating from the
site. These are shown in heavy solid
lines. This message is received at each
of the adjacent sites or modes, checked
for validity and retransmitted again to
all adjacent sites except those from
which a message has just been received.
Such a process is repeated—on lines
designated—ad infinitum until a mes-
sage once initiated has permeated the
network over all communication links
that are undamaged. There exists, there-
fore, many redundant paths by means
of which a message may get from one
site to another. In fact, communications
will always be provided between any
two sites, if there exists an undamaged
path, however, circuitous it may be. The
above discussion partially illustrates one
aspect of the impact of the survivability
requirement on the communication sys-
tem for Minuteman.

This discussion has centered around
only a small portion of the total ccs
for MinutEMAN. The communication
system discussed above is completely
contained within the weapon system it-
self. Extensive communications are also
required to provide the link from the
executive command hierarchy to launch
control centers. This function is exceed-
ingly difficult to implement with ade-
quate survivability characteristics. It
must provide access points at all key
military and government locations
throughout the United States. Its area of
coverage is as vast and almost as com-
plex as the existing commercial commu-
nications systems. In fact, commercial
systems are used extensively to fulfill
this military communications need. Ad-

ditional military links are then provided
as a backup to insure survivability in a
post-attack period.

The MINUTEMAN weapon system is
only one of several ballistic missile sys-
tems. The PoLARis weapon system (sub-
marine) is more of a problem to the
communicator in some respects. It is
mobile, global, and underwater. The
primary communication problem here
is not one of survivability, but one of
range and the capability of transmitting
through seawater. This subject will be
discussed in some detail later.

More important than the survivability
characteristics of a communication func-
tion is its reliability. Reliability can be
divided into two areas: 1) equipment
and 2) transmission.

The reliability of equipment is gen-
erally measured in terms of time be-
tween failures. It can apply to a single
component or a complete system. More
than normal attention has been devoted
to the reliability of equipment in some of
the weapon systems—in particular,
those systems which employ unmanned
missile sites. Equipment must operate
in these locations over extended periods
without maintenance. Ultrareliable com-
ponents are used. Further, various tech-
niques are employed to provide alarm in-
dications when any failure occurs which
would render the site inoperative. This
alarm information is transmitted auto-
matically from the unattended location
to control centers where appropriate
maintenance action can be initiated. The
operational capability of the equipment
at the unmanned site is determined by
the provision of self-checking routines
and the use of test messages which ex-
ercise the equipment and command
status information to be returned to the
manned control centers.’

The effect of poor transmission reli-
ability on operational performance is
similar to equipment malfunction. It
results in no-go conditions. The use fac-
tor for the command link for an 1cBm
is very low. As we all know, a ccs has
never yet been used to perform its prime
function, that of initiating a launch. In
fact, our 1cBM systems will have ac-
complished their original, basic objec-
tive if they are never fired.

In determining the transmission reli-
ability of a normal communication
system, performance over a long-term
period is assessed on a statistical basis.
The same procedure is followed for
evaluating some of the functions per-
formed by the ccs; however, not the
command function. If ever used for
transmission of the command message,
it will be in use for only a few seconds
out of the life of the weapon system
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{which may be 10 years). However, in
order that the operational use of the
weapon system not be restricted in flex-
ibility, good performance must be pro-
vided at any point in time on a demand
basis. In systems where digital mes-
sages are used, bit error rates of the
order of 1 in 10' are commonly re-
quired. It should be appreciated that this
is not a long-term average, but a per-
formance which must be available for
any short interval of time, when launch-
ing of missiles is required.

All factors which have been mentioned
above have impact on the total avail-
ability of the ccs and ultimately the
availability of the weapon system. The
availability requirement for the ccs is
keyed to the performance of other por-
tions of the Weapons System. Since the
ccs generally occupies the role of a sup-
port function, its performance is nor-
mally established at a level an order of
magnitude better than the performance
of the total weapon system.

Functional Capability

In concept, the prime role of the ccs is
a simple one. {t provides a means for
operating remotely a single-pole switch.
In satisfying all the needs of an 1cBM
system, this command function is not a
simple one and many additional func-
tions must be performed. The basic
functions performed are: 1) command
communications, 2) status communica-
tions, and 3) maintenance communica-
tions.

The command function provides the
means for conveying the launch com-
mand from control centers to the missile
sites. The extent of this communication
system has already been illustrated. It
may extend from key points in the
United States to any point on the globe.
It is usually made up of several com-
munication links in series which may
employ a variety of communication tech-
niques (cable, radio, sonar, etc.). To
satisfy survivability requirements, pa-
rallel and redundant systems are also
provided. Both voice and digital systems
are used. Due to the sensitivity of the
information transmitted, the message
must be encoded and secure.

Because of the large missile force
which exists and the variety of strategies
which might be employed in a given
situation, the capability of transmitting
and decoding a large number of com-
mands must be provided. Even within a
single weapons system, MINUTEMAN for
example, as many as hundreds of dif-
ferent launch commands may be re-
quired. In addition to launch commands,
test and calibrate orders are also often
required to keep the missile in opera-
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tional readiness. Such commands are
circulated within the confines of a weap-
ons system and are a matter of concern
to personnel associated with that weap-
ons system only.

A status system provides information
as to the operational capability of a
weapons system. Such information is of
prime importance to those responsible
for planning war strategy and of course
for maintenance purposes. In a sys-
tem where launching sites are manned,
the operational status of the equipment
and missiles is observed locally and
transmitted rearward, generally by tele-
phone. In systems where the sites are
unmanned the status system between
these sites and the control centers is
relatively sophisticated. Means are pro-
vided for automatically reporting trou-
ble conditions whenever they occur over
digital links. Audible and visual indica-
tions are provided. The go, no-go status
is sent rearward and local maintenance
activities are initiated to correct trouble
conditions. In general, the status infor-
mation is sufficiently detailed to permit
trouble isolation remotely. Maintenance
personnel can then be dispatched with
spare equipment for that which has
failed and the site can be repaired in one
trip. Major reductions in maintenance
cost are thereby realized by the provision
of a good status system.

The maintenance communications sys-
tems are commonly voice systems which
provide intra- and inter-site links. They
can usually be provided at minimum
cost by the dual use of the same trans-
mission medium provided for command
and status.

Security

The problem of inadvertent or unauth-
orized launch of an 1cBM must receive
constant attention in the development of
a ccs. Because of the sensitivity of this
subject and the classification applied to
pertinent information, this discussion
will be limited. It can be stated that this
problem can be divided into the follow-
ing four categories:

1) Protection against equipment fail-
ure or malfunction;

2) Protection against inadvertent ac-
tion initiated either by natural or
manmade causes;

3) Protection against defecting au-
thorized personnel; and

4) Protection against the activities of
unauthorized personnel such as
covert agents

The first item is the most tractable to

deal with. Studies can be made of final
equipment designs to determine the im-
pact of single and multicomponent fail-
ures. Computers may also be gainfully

employed. particularly to assess the per-
formance of digital systems. The cor-
rective means used to strengthen the
weak spots in a system are 1) long and
redundant code formats; 2) special
equipment designs (e.g. interlocks, use
of ultrareliable components. redun-
dancy. electromechanical logic as well
as solid state) ; and 3) completely sep-
arate overlay systems which parallel
the normal command system and which
must be operated to enable the com-
mand system to complete its mission.

The second item is similar to the first
in that it can also be classified as unin-
tentional. High levels of noise in the
command transmission system typically
represent the problems encountered
here. Poor signal-to-noise performance
in a system causes errors in signal trans-
mission and may either cause one mes-
sage to be translated into another or
cause a valid message to be developed
from a random source. Another class
of problems included in this item is
represented by unintentional actions of
maintenance personnel — dropping of
screwdrivers, failure to follow specified
procedures in the handling of secure
coding equipment, etc. In general these
problems are solved by steps described
above for equipment failures.

It is extremely difficult to protect
against defecting and knowledgeable
individuals. There are basically only
two ways to control a defector: 1) to
establish operational procedures and de-
signs that require joint action by more
than one person to effect launch and 2)
to provide facilities which monitor an
individual’s actions and permit correc-
tive countermand action to be taken
prior to any catastrophic development.

The problem of sabotage by covert
activities which will prevent a system
from performing its mission is not new.
It is always a military problem. The
situation which is new and which must
receive attention in 1CBM systems is the
possibility of a covert agent willfully
launching the missile. The methods
which are employed to protect against
such an occurrence are those already
mentioned. The optimum solution to
the problem of unauthorized and inad-
vertent launch is a compromise between
procedures and equipment and systems
design.

Cost Effectiveness

The ultimate objective of an 1cBM
weapon system is to destroy enemy tar-
gets. From a military point of view,
therefore, the justification for imple-
menting any function within a weapons
system should be based on a final “yard-
stick” of least dollars per enemy target
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destroyed. This measure of value ne-
glects the political. security and safety
aspects which must be measured against
other criteria. Quite obviously, if se-
curity and safety provisions are to be
emphasized, additional costs are involved
and very likely operational flexibility
and reaction time will be degraded.

The measures of effectiveness for a
ccs must be evolved from those estab-
lished for the overall weapons system.
Measures of effectiveness must be estab-
lished for all the major requirements of
the ccs and in addition the relationships
between these yardsticks. It is quite
obvious that the optimizing problem is
very complex, when many factors are
involved. Nevertheless, it is the role of
systems engineering to develop the op-
timum configuration that will maximize
the aggregate of all relevant values at
minimum cost.

CONCLUSION

ICBM systems have been in develop-
ment and operation for several years.
Each new system contains improvements
and more sophistication. Until recently,
primary emphasis has been placed on
the nuclear warhead and its vehicle.
With increased automaticity in missile
launch and operational capabilities and
with increased dispersal of launch sites,
the importance of the role played by the
command-and-control system in the over-
all weapons system has increased. For
modern ICBM’s the command-and-con-
trol system is as significant in influenc-
ing overall effectiveness as any other key
portion of the weapons system.
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W. A. LEVY and A. E. DI MOND
Electronic Data Processing*®

Camden, N.J.

HE integration of a computer with a
Tcommunications system presents an
interesting combination of problems to
the system designer. Along with the nor-
mal difficulties of solving a major prob-
lem by use of a computer, there is an
additional level of complexity because
the system must operate in real time.
The computer does not receive work in
convenient batches but must respond to
whatever the outside world has to offer.
The system must be able to escape from
error situations or momentary overloads
without losing data or halting. Generally
speaking, the system must be capable of
responding quickly to the widest pos-
sible range of circumstances—wide both
in kind and in frequency of occurrence.

RCA Electronic Data Processing has
recently completed the engineering and
manufacture of a computer-communica-
tions system of this sort. This particular
system was developed to meet RCA com-
munication traffic specifications and was
purchased and installed by RCA Com-
munications, Inc., in New York City. 1t
was designed to switch telegraph mes-
sages through the RCA Communications
Central Telegraph Office, and is cur-
rently being cutover to live traffic. This
paper will describe the design tech-
niques utilized in developing this system.
Specific information about the applica-
tion is offered only insofar as is thought
necessary to illustrate technique. (An
earlier paper® described this system
from the applications viewpoint.)

BACKGROUND OF THE APPLICATION?

RCA Communications, Inc., operates a
commercial telegraphic service which
functions principally as a gateway for
message traffic between the United
States and the other nations of the
world. An important portion of the RCA

* The authors participated in this work and wrote
the initial draft of this paper white with EDP;
since mid-1963, they have been with the DEP
Cominunications Systems Division.

A data communications computer system must respond to whatever load the
outside world has to offer and, therefore, has to handle difficult peak period
conditions with random inputs. Some data-communications systems solve this
problem through use of equipment which is auxiliary to the central processor.!
The virtue of this arrangement is that the computer program is substantially
relieved of the burden of processing random inputs. The system described in
this paper treats the problem differently. There is a simple and direct link
between 100 full-duplex telegraph lines and the central processor memory.
There is no auxiliary buffering, so the program is designed to respond quickly
to substantially unpredictable load impacts. To achieve the desired flexibility,
the program is equipped with a control system which is adaptive to short-term
variations in the traffic load. The system is thus characterized by its emphasis
on software coupled with a relatively simple equipment configuration for a
large-scale data communications application.
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Fig. 1-—System block diagram.

Communications operation is the public
message service wherein RCA Commun-
ications accepts a written message from
a subscriber and transmits it to an asso-
ciated common carrier overseas who for-
wards the message to its final destina-
tion. (The reverse path is, of course,
equally likely in this service. This type
of service is quite distinct from the
RCA Communications TELEX service.
wherein RCA Communications fur-
nishes two subscribers a direct interna-
tional circuit connection and the cus-
tomer is responsible for the preparation
and transmission of the particular mes-
sages which may be exchanged over the
connection.)

In the United States, one may enter
a message for overseas transmission
through RCA’s public message service
at branch offices in New York and other
major cities, by a telephone call, via
private tie-lines to the RCA Office, or by
filing at an office of another common
carrier who will use the RCA facility to
get the message overseas. RCA’s link-
ages with the various foreign telegraph
administrations consist of radio-tele-
graph or cable circuits which originate
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Sw = computer switchover control.

in the RCA Plant in New York City and
usually terminate (after connection via
leased line and radio transmitter or
cable) in a major foreign city where
there will be a connection into the for-
eign telegraph systenm.

All public message traffic passes
through RCA’s Central Telegraph Office
(CTO) where three basic functions are
performed:

1) The messages are switched from

the U.S. to the overseas circuits
(or vice versa) ;

2) The messages are logged (and
the logs checked) to guard against
losses;

3) Accounting information is col-
lected about each message to im-
plement customer billing.

In addition to these basic functions, the
CTO performs a variety of services for
customers such as retrieving copies of
messages, exchanging service messages
with overseas administrations to verify
messages which appear to contain errors,
and maintaining a technical and opera-
tional liaison with the overseas adminis-
trations and telegraph operating agen-
cies.
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ALFRED E. DI MOND graduated from Indiana Uni-
versity 1948 with a BS in Business Administration.
His programming experience dates back to 1954
and he has programmed for eguipment with cath-
ode ray tube memory, acoustical delay line mem-
ory, drum memory and core memory. He {oined
RCA-EDP in 194i. His assignments have been
AUTODIN and RCA Communications, in the area
of systems analysis and integration of program
functions. On the RCA Communications project
he was acting leader of programming and was
responsible for the final systems analysis, program-
ming and checkout of the program system. In mid-
1963 he transferred to the DEP Communications
Systems Division.
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CYCLE
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Fig. 2—Interlocked program cycle.
Timing of cycles:

Frequency, Elapsed Time, Basis for
Cycle msec msec Initiation
tnput 465 30 Machine
Buffer Interrupt
Cycle
Ovutput 232 8 Machine
Buffer interrupt
Cycle
Traffic variable variable Completion of
Processing last traffic
Cycle processing cycle.

Prior to the introduction of the system
being described in this article. the RCA
Communications CTO had been essen-
tially a manual operation. Procedures
had been developed over the years in
accordance with the day-to-day needs of
the business.

The actual mechanism for switching
messages from one circuit to another
was a highly refined manual “torn-tape”
center. Messages would enter this center
and be punched out on paper tape at
receiving positions, with the text of the
message typed along the edge of the
tape. Operators would read the front
portion of each message as it entered
the system, tear off the tape when the
message was finished, and carry the tape
to the appropriate transmitting position.
At the transmitting position the oper-
ator would either place the message tape
directly into the tape reader, or if the
circuit was busy, insert the message
tape into a holding clip, to await its turn
for transmission. While certain opera-
tors serviced the incoming traffic as
described above, others would monitor
the transmitting positions, moving new

WALTER A. LEVY received his BSEE in 1952 and his
MSEE in 1953 from New York University. He joined
RCA-EDP in 1959 and was Project Engineer for
evaluation of the AUTODIN System. He was re-
sponsible for system engineering of the RCA Com-
munications, Inc. Switching Center. He has con-
ducted studies in real-time computer system design
and is active in the field of data-communications.
tn mid-1963 he transferred to the DEP Communica-
tions Systems Division, and has recently been
engaged in the AADS-70 Study program. He
represents RCA on Task Group 5 of the ASA X3.3
Sub-Committee on Data Communications. He is
a member of Eta Kappa Nu and the ACM.

Co-authors W. levy (left) and A. E. DiMond

messages from the holding clips to the
paper tape reader in accordance with
the age and precedence of the messages
in the backlog.

Messages entering the system were
identified by a prefix and sequence num-
ber corresponding to the inbound cir-
cuit. Messages leaving the system were
given a prefix and sequence number
corresponding to the outbound circuit.
Checklists were maintained by which
the input and output numbers could be
correlated, and operators performed
this task periodically as a means of in-
suring against the loss of a message on
its way through the center.

Accounting information was collected
from page printed copies of the mes-
sages by clerks and transcribed to
punched cards. Accounting and billing
information was developed by conven-
tional tabulating-machine methods and,
more recently, by processing on an RCA
501 system.

The computer system described here
is replacing this manually operated
torn-tape switching center. This transi-
tion is quite extreme, bypassing com-
pletely several intermediate levels of
automation in the form of semi-auto-
matic or fully automatic, relay-transistor,
logic-actuated, teleprinter switching sys-
tems.

The stored programn computer ap-
proach was chosen since any of these
intermediate measures would not have
been able to provide the type of perform-
ance which RCA Communications re-
quired. Much more is involved than the
simple switching of messages from one
teleprinter circuit to another. The mes-
sage formats are quite complex, growing
out of years of international experience,
and do not permit routing code detec-
tion by simple relay logic. The computer
can provide a variety of data-processing
services such as message retrieval, ex-
traction of accounting information. mul-
tiple-precedence level message process-
ing and editing of message content—all
of which are essential to the RCA Com-
munications operation and beyond the
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capability of any less powerful type of
system. The computer system also pro-
vides a substantial amount of reserve
capacity for future expansion of traffic
and services.

SYSTEM FUNCTIONAL CAPABILITY

The computer system provides a variety
of functions. Chief of these is, of course,
the basic function of switching messages
from one circuit to another. The actual
rules which govern message switching
are sufficiently complex to be classified
as a set of system functions, and there
are in addition many other functions
which the system performs to support
the basic flow of traffic. The following
enumeration gives an indication of the
system’s functional capability.>3

1) The system receives messages simul-
taneously and independently on 100

TABLE l—Characteristics of the RCA
Communications Data Processor

The RCA CDP is a multi-programmable real-time
computer developed for AvTo-DiN, Tt is a modular
system consisting of a basic processor, 1 to 4 bhanks
of memory and 1 to 16 transfer channels through
which a full range of standard EDP peripheral
devices and eomimunications channels may he eon-
trolied.

Memory Parameters:

Each bank of high-speed memory consists of
8,196 words, ench of 56 bits with a read-write cycle
()f 1.5 usec.

A memory word consists of 2 half-words, each
containing 24 data bits, 3 tag bits, 1 parity bit.

The memory is addressable by \x()r(l half-word,
3, 4, 6, 8 bit character.

Instructions:

Instruetions are variable in length and may have
0.1, 2, or 3 addr .

There are 97 standard instructions providing
word, half-word, and character operations, binary
and decimal arithmetic.

All instriretions are sub-routines of Elementary
Operations (EO’s). New instructions may be de-
veloped for any particular application without in-
volving hardware changes.

Address Control:

Multi-level indirect addressing plu< lnuvmentmg
or non-incrementing address modification is_indi-
vidually applicable to any or all addresses of each
instruction. Addresses may be assumed from previ-
ous instructions.

Interrupt System and Real-Time Features:

Simultaneous operation of several transfer chan-
nels. Automatic hack-logging of instructions for
busy peripheral devices.

Termination of peripheral device instruction
causes program interrupt at which time program
change may be made.

Prograni interrupts may he caused by errors, ex-
ternal signals, millisecond clock, or program opera-

tions.
Two levels of mtonupt 1) Servicing Peripheral
Devices : by short service routires which interlace
but do not disrupt main program. 2) Program in-
terrupts and switch-over which require exchange
of contents of all machine registers.
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Fig. 3—Interlacing of program cycles. TPC —
traffic processing cycle, IBC == input buffer
cycle, OBC = output buffer cycle.

telegraph channels, stores them, and
then releases them simultaneously and
independently on 100 telegraph chan-
nels. Messages are received whenever
offered, and delivered without delay,
whenever the output channels will ac-
cept then.
Traffic is routed to selected output
channels on the basis of information
whose exact position within the mes-
sage is quite variable. The system rec.
ognizes a number of different formats,
some of which have several items which
might be the source of routing infor-
mation. The routing information, once
extracted from the message, must be
compared against an index with over
10,000 entries in order to select the
proper output channel. Auxiliary rout-
ing information may be obtained from
this index and inserted in the message.
Messages are separated into three
priority classes and delivered to each
output channel first-in-first-out by pri-
ority.
Messages are protected against loss in
the center and between the RCA Com-
munications Center and other tele-
graph systems by sequence number
checks. The system will alert a super-
visor if a message sequence number
check should fail. Messages are also
recorded on magnetic tape for protec-
tion and retrieval.
Considerable supervisory control is
permitted hy the system without inter-
ruption to traffic. Inquiries will be an.
swered concerning messages which
may be stored in the system, or which
have been transmitted. Messages may
be retrieved almost immediately if they
are still in active storage, or with little
difficulty if they are available only on
magnetic tape. Backlogs can be moni-
tored, the distribution of channels can
be changed in accordance with traffic
requirements, and channels can be
opened and closed—all without dis-
turbing normal traffic through the sys-
tem.

6) Accounting information is automati-
cally extracted from each message and
transcribed into a form suitable for
billing operations performed on the

RCA 501 facility.

2
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EQUIPMENT CONFIGURATION

The heart of the system is a large-
scale general purpose compnter, the
RCA Communications Data Processor
(CDP). This machine and some of its
peripheral equipment was developed for
the Auro-Din program,® recently com-

pleted by RCA. Table I contains a
detailed list of the machine’s principal
characteristics,

Fig. 1 is a block diagram of the sys-
tem. Information flows between the com-
puter and the RCA Communications
Plant serial-by-bit on 100 duplex tele-
graph lines. These lines terminate at a
relay rack which is connected to the
computer through 200 serial/parallel
telegraph line buffers* (100 for each
direction). Data is exchanged directly
between the computer’s main high-speed
memory and the telegraph line buffers
under the control of an electronic scan-
ner. The data path between the com-
puter’s memory and the buffers provides
code conversion between the 5-level
baudot line code and a 6-level nonam-
biguous internal machine code, but
otherwise lacks special features.

(*The term huffer ix very badly overworked in the
jargon of computer systems. Generally, a buffer
ix any type of device, or portion thereof, which
holds information /ur some specified period of
time. In this article it will be used to refer to
transistor registers, tape statons, drums, varmm
portions of high speed memories—each fime in

combination with some hopefully less ambiguous
adjective.)

The computer system utilizes four
large-capacity-fast-random access drums
for storage of messages in transit and
tables of routing information. Each of
these drums has a capacity of 436,000
characters (6 bits each) and an average
access time of 33 msec. Data on the
drums is generally organized in 112-
character blocks. This drum is fur-
nished with a particularly powerful
scatter-read-gather-write feature which
permits reading or writing up to 120
randomly located 112-character blocks
within the time of a single drum revo-
lution, 67 msec. This feature yields an
effective access time per block of 67 +
120 = 0.56 msec under maximum load.
This very high random-access rate capa-
bility is essential for data communica-
tions applications unless the traffic load
is extremely light. RCA 581 tape sta-
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tions are used to accumulate copies of
all messages passing through the system
and to perform a variety of system sup-
port functions. The tape stations are
used as a source of information for mes-
sage retrieval as a customer service, for
preparation of accounting information
utilized by the RCA 501, and for recov-
ery of traffic in case of a system failure.

Printing equipment is provided to
furnish the system supervisory person-
nel with information relative to the
status of the computer system and to
answer inquiries about traffic. A 600-
line/min printer and two 10 character/
sec monitor printers handle this task.
Typical information printed out includes
tape-station swap instructions (automati-
cally), trafic backlogs by channel (by
request) or copies of messages stored in
the system (by request).

General supervision of the system is
accomplished by means of a special
console known as the traffic-facilities-
control position. This console contains
automatic supervisory capability as well
as indicators and a command insertion
panel for use by the supervisory per-
sonnel. Through use of the command
insertion panel and a paper tape reader.
the status of the system can be modified
without interfering with the flow of
traffic.

In order to provide the system with
24-hour operation, the computer is du-
plexed. All of the peripheral devices are
switchable between the two computers.
The input telegraph line buffers feed
both computers simultaneously while
the output buffers are switchable be-
tween them. The supervisory console
automatically monitors the computer
which is processing the trafic by means
of a fail-safe elapsed-time alarm. If this
alarm should be set, the supervisory
logic will cause the second computer to
take over traffic processing with a few
milliseconds, which is fast enough to
prevent any loss of traffic.
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Fig. Sa-—Normal sequence of traffic processing program.

ORGANIZATION INTO PROCESSING
CYCLES

The program is organized into several
cycles (Fig. 2). The cycles operate in-
dependently of each other, yet are inter-
dependent, the failure of any cycle to be
completed causing a loss of trafic proc-
essing capability.

1) The input buffer cycle is the link be-
tween the input scanner and the high-
speed memory, and thereby is the link
between the incoming traffic and the
traffic processing program. This cycle
is fixed in length of execution and the
cycle occurs at fixed intervals of time.
The elapsed execution time is 30 msec
and this will occur every 465 msec.
This cycle is automatically entered as a
result of a signal from the computer
logic indicating that a primary high-
speed-memory buffer has been filled
with incoming data. The signal will
lead to interruption of whatever pro-
gram was in execution at the time,
followed by a jump to the input buffer
cycle.

The output buffer cycle is the link be-

tween the traffic processing cycle and

the output scanner. It will supply out-
going data to the scanner, if the scan.
ner is capable of receiving data, and if
data is available for transmission. It is

entered automatically as a result of a

signal generated by the computer logic.

This signal occurs at a rate set fast

enough to assure that the output chan-

nels will be kept efficiently loaded. The

output buffer cycle occurs every 232

msec and takes approximately 8 msec

to execute.

3) The traffic processing cycle is the major
production program element, It has
several functions, namely:

a) It is the link between the input buffer
cycle and the output buffer cycle.

by It is the cycle which examines and
processes the traffic, validates the mes-
sages, routes the messages, extracts in-
formation required for ledgering, etc.

¢) It is the link between the high-speed
memory and the system peripheral de-
vices. This cycle is variable in length

o

Fig. 6—Holding buffer requirements, estimated
_ by use of poisson queuve relations. (1) This is

E(n), %2 the square root of the variance of the
number of elements in the queve. [t is reason-
able to expect occasions when there will be
E(n) - ¥(n) % elements in the queve.

of execution and is in action whenever
no other cycle is active. The variability
is based upon traffic load, peripheral
device requirements, and external
stimuli.

It is essential for good system design
that the traffic processing cycle be al-
lowed to vary with load and this is
achieved by isolating this cycle from ac-
tual momentary traffic demands through
use of the input and output buffer cycles.
The interlacing of the three program
cycles is illustrated in Fig. 3.

TRAFFIC FLOW THROUGH THE SYSTEM

Fig. 4 illustrates traffic low. The traffic
enters the system with the scan of the
telegraph line huffers. The scanner sam-
ples each of the telegraph line buffers
and delivers the data, if present, to the
primary buffers in the high-speed mem-
ory of the CDP. From there, the data is
moved by the input buffer program into
one of the holding buffers for use by the
traffic processing program. This scan is
repeated continuously and delivers a
primary high-speed-memory buffer area
to the input buffer program every 465
msec. It is well to point out that. al-
though some circuits in the system may
have channel coordination procedures,
these procedures terminate prior to the
line buffers and are not available to the
traffic computer program. This places
the program in a real-time environment
with a requirement to accept data from
the scanner every 465 msec. To accom-
modate this requirement and not impair
the system, three holding buffers are
provided to back up the primary buffer.
Should the holding buffers be full, a
portion of a drum is reserved as a sec-
ondary holding buffer area.

The traffic processing cycle is initi-
ated by transferring data from the hold-
ing buffer area to a work area referred
to as a line slot. One such area is as-
signed to each of the 100 input lines.
The message is reconstructed in this
area. As the message is being recon-
structed in the line-slot area, validity
checks are performed, routing is deter-

due to input data surge.

message which will be recoverable in
case of a system failure.

When the start-of-message segment is
detected, a determination is made as to
whether overflow conditions exist or are
imminent. If the intermediate drum or
output queue table is reaching satura-
tion, the message segment, and all con-
tinuing segments, will be written to the
overflow tape. Messages written to this
tape are re-entered later when the traffic
load is low.

After a message is linked to its proper
output channel queue it is available for
transmission. Transmission is accom-
plished on a first-in, first-out basis within
priority class. As each data block from
the intermediate drum is placed into a
work area (called the output line slot
area), the output buffer cycle control is
set so that line-slot areas containing
data will be examined for output by the
output buffer cycle and data delivered
to the output distribution buffer area,
thence to the scanner and on to the tele-
graph line buffers. After each message
segment is transmitted, a copy of the
segment is written to the journal tape to
provide a record of each transmission.
At the end of each message, a ledger rec-
ord is written to the number list tape
to provide a correlated record of each
message received and transmitted.

In addition to handling the normal
flow of traffic through the system. the
traffic processing cycle executes various
commands called for by the supervisor.
These commands may require the pro-
gram to produce status reports or to
change certain internal tables, thus mod-
ifying future program behavior. An im-
portant function in this category is the
rerunning of recently transmitted mes-
sages (or the production of printed
copies of messages stored in the sys-
tem). To accommodate these demands a
re-run or short-term queue is provided,
messages eligible for retention in this
queue being transferred to this control
after completion of initial transmission.
This queue is cyclic in its use, and a

. 6 mined, and priority is determined. ﬁxed number of messages are contained
M;g / WiheniheRlinclslollareaRiorialmessage in the area at all times. When the. queue
o ﬂiﬁég / is filled (up to 104 characters) or if the spacte da]lincatedthm a messag;:h lsdpre-
-1 / end of message is reached, the message (?mp ed by .anod er 'mhess}::ge, 2 rurr(]i
% ¢§g4 segment is written to the intermediate . asst)cxate LUORIS pre-e.mpte
E g;m R VL S P W—— message is released for re-use in the
:f& N ;gg: sage is reached, the message is linked system.,
-1 & into the proper output queue by priority. ORGANIZATION OF THE TRAFFIC
’Egz / As each message segment is written PROCESSING PROGRAM
\ gag L / 7 onto t.he 1nterme.d1ate drum, the seg- In a preceding part of the. paper, refer-
: dha // . ment is also copied onto the recovery ence was made to the variable cycle of
& WE e 1 tape to provide a back-up copy of the this program. A detailed description of
: ws [ :
A 25% 50% 5% 100%
» L4 «
A i AVERAGE PROGRAM DUTY CYCLE
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Fig. 7—Typical traffic processing cycle illustrat-
ing scheduling of drum execution events simul-
taneously with computing.

this cycle will point up the need for this
variability and the benefits derived from
the completely variable cycle length.
The traffic processing program is made
up of five program segments: 1) control,
2) input, 3) output, 4) supervisory
command and 5) duplexing.

Control Program

This program segment is. as the name
implies, the portion that is cognizant of
the entire cycle and causes the other pro-
gram segments to be entered in se-
quence, providing all the criteria for
entrance are satisfied. In addition, the
control program is charged with the
movement of all data between buffer
areas, work areas and the various peri-
pheral devices. With the movement of
data come the various and multiple levels
of interrupts which enable the RCA Com-
munications ETS System to function as
a real-time computer application. From
the interrupts and the knowledge of the
availability of the various buffer and
work areas, the control program is able
to determine the criteria for entrance
into other program segments and there-
by control the cycle length. These cri-
teria, when analyzed, constitute the
feedback information which lead to
variability in cycle length. The details
of the feedback control will be discussed
after development of the normal organ-
ization of the program cycle.

Input Program

The input program performs all mes-
sage recognition, validation and routing,
and it provides the recognition of the
overflow criteria. The input program
recognizes and processes three basic
types of trafic message formats as well
as various formats associated with serv-
ice type messages. The program pro-
vides the linking of completely received
messages by outbound destination—
such linking being done in a manner
consistent with the system requirement
of out-transmission first-in, first-out by
priority class. As the inbound messages

are being reconstructed in the input line
slot area, the input program scans each
of the 100 channels to process the data
as it is present. The program is con-
structed so as not to be data sensitive,
but rather to be able to receive data
at any rate from 45.5 baud to 150 baud.

Output Program

The output program has the prime re-
sponsibility of keeping all circuits, for
which traffic is in the system, busy to
the maximum extent possible. Each traf-
fic message transmitted is numbered for
record purposes and subject to the vari-
ous ledgering and recording require-
ments of the system. The output pro-
gram scans each of the 100 output chan-
nels to determine if servicing is required
and determines the requirement to be
satisfied, i.e., to select the next message
to be transmitted, to send the appro-
priate start-of-message header, to send
end-of-message sequence, to edit and
schedule writing of the ledgering infor-
mation. Due to the possibility of input
data surges the output program is not
guaranteed to be entered every program
cycle; but if the output program is
entered, all channels are serviced. (This
program, as any other program segment
other than the control program, is sub-
ject to interrupt by the termination of a
peripheral device, the input buffer cycle,
or the output buffer cycle. After any
interrupt, the control program performs
whatever processing is required and then
returns control to the interrupted pro-
gram.)

Supervisory Command Program

This is the program which interprets
the supervisory commands and produces
the desired end result. These commands
range from production of traffic statis-
tics to changes in the hardware assign-
ments in the system. This program is
entered if time remains in the basic
traffic cycle or if the program is waiting
for any of certain criteria to be satisfied
for entrance to a given program seg-
ment. The ultimate accomplishment of
a given supervisory command may re-
quire several traffic processing cycles.
This program is the prime initiator of
commands to the printing devices (the
high-speed printer, the slow-speed mon-
itor printers) . These devices are utilized
to acknowledge commands, report on
status of messages, indicate supervisory
controlled hardware changes, etc.)

Duplexing Program

As mentioned previously, the system has
two main computers duplexed. Should a
failure occur in the on-line computer
when two are available, the alternate
computer will be in a position to take
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over traffic processing without the loss
of traffic. This is accomplished by pro-
viding dual input from the input buffer
to both the on-line and the stand-by
computers. With both computers receiv-
ing the same basic raw data from the
telegraph line buffers the only further
requirement is to provide a means for
the stand-by computer to make the
transition from raw data to that which
has been accumulated in the intermedi-
ate store by the on-line computer. This
is accomplished by allowing the on-line
computer to process the raw data into
message segments, and to periodically
update the standby computer so that it
is cognizant of the processing to the
point of updating.

At the beginning of every major pro-
gram cycle, the standby computer is up-
dated by means of a computer-to-com-
puter transfer of all dynamic tables. The
standby computer accumulates the raw
data between update transfers and is
able to process this raw data when re-
quired, as though no failure has oc-
curred. Should the standby computer be
directed to go on-line, it begins to proc-
ess data as of the last transfer of up-
dated dynamic tables. This will usually
involve duplicating work done by the
previously on-line computer, but the
standby computer will catch up quickly
and, in taking over the load, it assures
against loss of inbound data and min-
imizes duplicate transmission from the
system.

Normal Execution of the Traffic
Processing Cycle
From the previous description it can be
seen that the traffic processing cycle
will normally perform all program func-
tions in the sequence listed below:

1. Transfer of duplexing information

to the standby computer

2. Input processing

3. Output processing

4. Supervisory command processing
The control program is always utilized,
interlaced throughout the entire traffic
processing cycle.

Adaptive Control of the Traffic

Processing Cycle

The normal sequence of events in the
traffic processing cycle is not uncon-
ditionally followed. Fig. 5 shows the
normal and modified flow of the traffic-
processing cycle. Characteristics of this
variable processing will now be dis-
cussed.

The control program monitors the
status of the system at several points
and adjusts the mode of operation to
best accommodate the current load.
Principle decisions which are made in
this manner follow:
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1) Duplex Transfer Control. At the
start of the traffic processing cycle the
control program checks to see if the
alternate computer is in the standby
mode. If so, the duplex transfer program
is entered to update the standby com-
puter; if not, this element of the work
is bypassed.

This is not a trivial decision, for sev-
eral reasons. Firstly, the alternate com-
puter may very likely not be in the
standby mode as it could be perform-
ing off-line functions or it could be down
for maintenance. Secondly, the transfer
of updating information between com-
puters takes a significant amount of time
and the system should not go through
this exercise needlessly.

2) Entrance to Input Program (Nor-
mal). At the normal entrance to the in-
put program, the control program first
checks to see if there is data available
for the input program and if all periph-
eral devices required have terminated
previous instructions and may be uti-
lized. If either of these conditions is not
met, the control program will determine
if there is a lower priority program
which could be executed in the mean-
while. Should this be so, as for example
a supervisory command which has not
been executed, then the control pro-
gram will cause an appropriate transfer
to occur. Any interrupt (usually caused
by a peripheral device instruction ter-
minating) will cause the system to re-
turn to the control program where a
new attempt will be made to enter the
input program.

3) Exit from Input Program. Each
time the input program is completed
(which means basically processing the
data received from one holding buffer).
the input backlog is examined. Should
there be input data accumulated in more
than two of the 13 holding buffers (three
in high-speed memory, ten on the
drum), control will be returned directly
to the entrance to the input program,
which will repeat its cycle. This short
cycle will continue until the input back-
log is eliminated.

This technique provides instant re-
sponse to input data surges. The system
adapts itself to the changing character
of the load. Granting the input function
top priority assures against loss of in-
coming data at the expense of slowing
the output and deferring execution of
supervisory commands. In this particu-
lar application, such a decision is correct
as message integrity is the primary
standard. In another type of application,
such as process control, a different
standard would probably apply. When
the input program is completed, and
there is no backlog of data remaining,

control is transferred to the output pro-
gram.

4) Entrance to Supervisory Command
Program. As previously mentioned, the
traffic processing cycle normally in-
cludes duplex transfer, input, output,
and supervisory command programs.
Under normal conditions this sequence
of programs should approximately syn-
chronize with the input buffer cycle
which occurs every 465 msc.

The supervisory command programs
are classified as lowest priority com-
pared with the input and output pro-
grams. Since these commands are in-
troduced by a human operator, it is un-
important whether or not the command
is executed instantly or takes several
program cycles. The control program.
therefore, allocates time to supervisory
command program execution in a man-
ner consistent with relative priorities.

A timer is used to assure entrance to
the input program roughly every 465
msec. Each time that the input program
is entered, this timer is set to 400 msec
(rough value). When the output pro-
gram is completed, control is returned to
the control program which determines
whether to enter the supervisory com-
mand program or to initiate a new traffic
processing cycle. The supervisory com-
mand program is entered only if the
timer has not elapsed. Similarly, any
time during execution of the super-
visory control program, when there is
an interruption due to a peripheral de-
vice termination, the control program
senses the elapsed time indicator to de-
cide whether to return to the supervisory
command program or to initiate a new
traffic processing cycle.

QUANTITATIVE ASPECTS OF
PROGRAM DESIGN
In order for a real-time computer pro-
gram to handle its load, three major
factors must be correctly treated:

1) The computing time requirement
per unit of load (messages) must
be consistent with the expected
traffic load.

2) Peripheral device utilization must
be efficiently scheduled.

3) The logical sequence between com-
puting routines and peripheral de-
vice utilization must maximize si-
multaneous operation of the
system in order to maximize total
efficiency (connectivity).

The system which results from con-
sideration of these three factors may be
properly classified as a queueing process
whose service time is a function of all
the possible program sequence combina-
tions which may result in the course of
processing traffic. While the situation is
far too complex to permit one to actually
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write expressions for the service time as
a function of trafhc, it is possible to
discuss this area qualitatively with some
benefit.

Suppose we consider, mathematically,
a very simple classical queueing prob-
lem® and intuitively extend the princi-
ples found therein to the more complex
case in question. Let the process be a
single-server queue with Poisson (ran-
dom) arrivals at an average message
rate per unit time of » and with an
exponentially distributed time, with an
average processing rate of u messages
per unit time. If n represents the number
of messages queued up for the process
(including a message which might be
in process), then the following expres-
sions hold, provided (A/n) < 1:

() o

E(n) =2 @)

VAR(n):( s )2+ (3

w—A a—X
Where: A\/u = ratio of input to output
load, or the duty cycle of the process;
p(r) = probability of there being n ele-
ments in the queue at any given instant
of time; E(n) = expected value of n;
and Var(n) = variance of n. For (A/p)
2> 1, the system is unstable.

While it is intuitively obvious without
recourse to formal reasoning that any
system must possess an average process-
ing rate capability greater than the
average message arrival rate, it may not
be intuitively clear that even a lightly
loaded system can develop substantial
queues.

Suppose we assumed that these equa-
tions were an adequate mathematical
model of the holding buffer system shown
in Fig. 4. We could then find the expec-
tation and variance of the number of
holding buffers in use as a function of
the duty cycle of the system. Fig. 6 shows
plots of these functions. From these plots
it is clear that even at duty cycles below
50% there will be frequent use of the
holding buffers.

Peripheral Device Utilization

In the RCA Communications ETS Sys-
tem extensive use is made of the drums.
While a drum instruction may be exe-
cuted simultaneously with computing,
only one drum may be accessed at a time.
Efficient scheduling of drum utilization
was, therefore, given primary considera-
tion in the system design. Table II lists
the various program requirements for
drum utilization and indicates average
execution time per program cycle of
nominally 465 msec. Fig. 7 is a time-
domain diagram of a typical program
cycle illustrating the overlap of comput-
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TABLE 1l—Drum Utilization Units During Typical Program Cycle

Symbolic Average Average
Name use per . time per
for Drum program (AT program
Unit cyele cycle, msee
WIDS-1 regular write inbound line blocks to drum #1 75
once
WIDS-2 regular write inbound line block to drum #2 75
once
RIDS-1 regular readd outbound line block from drum #1 75
onee
RIDS-2 regular read outhound line block from drum #2 75
once
RRD regujar read routing table segment from drum to memory 40
once
BUFW small write input surge to huffer on drumn —
BUFR small read data from buffer drnm back into memory —
RDVT smiall read drum vacaney table entries into memory (input) —
WDHVT snall write released drum vacaney tuble entries onto driun —

Total Elapsed Drum Tiune = 340 msec/cyele average

ing and drum instructions. Since the
elapsed time requirement for drum in-
structions can easily reach 340 msec per
program cycle. connectivity considera-
tions may cause the cycle to extend be-
yond the nominal maximum of 465 msec.

The load per program cycle was esti-
mated from traffic predictions furnished
by RCA Communications. Because of
their extensive experience with inter-
national telegraphic traffic it was pos-
sible to obtain relatively good estimates
of the daily message rate, peak hourly
message rate, and average message
length. Minimum and maximum message
length were determined from procedural
considerations. Since growth capacity
was one of the system’s objectives, a goal
was established for a message processing
rate substantially higher than specified.

A design objective was established at
7,200 messages per hour (peak-hour)
with an average length of 400 characters
(or four line-blocks). This corresponds
roughly to an average load of one mes-
sage per program cycle. Since the input
load on the system comes from one hun-
dred essentially independent channels,
and the output is delivered to one hun-
dred essentially independent channels, a

more precise statement of the average
load per program cycle would be:

1) One of each event which occurs on
a per-message basis, both input
and output-wise.
Four incoming line-blocks written
to the intermediate drums from
four different channels and. like-
wise, four line-blocks read from
the drum for four different output
channels.
Since the loads are imposed by 100 inde-
pendent channels, the binominal distri-
bution applies as a means of estimating
the possible variations in load that can
occur in any given program cycle during
the peak hour. Table IIT indicates the
characteristics of the important loads on
the drums under peak hour conditions.
As can be seen from Table III, there
may be many occasions during a peak
hour when the instantaneous load per
program cycle is such that the cycle can-
not possibly be completed in 465 msec.
At these times, the input buffer program
absorbs the input data, holds it until the
main program can catch up, and then
feeds it back to the main program.

While statistical analysis can be ap-
plied to estimation of reasonable varia-

2)

TABLE lll—Characteristics of Load on Major Drum Utilization Units

Mazximum* Mazimum**
Symbolic Utilization Average Time to likely load :‘K[’T 11kel_r/}£o]nd (s
Name for by System Load Erecute, (AR pear hour
Drum Unit (Work Umnts) Per Cycle mser Work Time, Work Time,
units masec units msec
WIDS-1 1 to 10 line 2 75 [} 75 10 75
blocks per Line Line Line
drum revolution Blocks Blocks Blocks
WIDS-2 1to 10 line 2 75 6 75 10 75
blocks per Line Line Line
drum revolution Blocks Blocks Blocks
RIDS-1 1to 10 line 2 75 [} 75 10 75
blocks per Line Line Line
drum revolution Blocks Blocks Blocks
RIDS-2 1t0 10 line 2 75 6 73 10 75
bhlocks per Line Line Line
drum revolution Blocks Blocks Blocks
RRD one access 1 40 4 160 7 280
per message Accesses Accesses Accesses
Totals, msec 340 460 580

* Max. no. of work units with P = 0.996, in a single program cycle.
** Max. no. of work units with P = 0.94, over 7,200 consecutive program cycles.
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tions in load. the system designer cannot
ignore the possibility of worst-case hits.
Unlikely as it may be. the situation may
arise where all 100 input channels pre-
sent demands for access to the rouling
drum and the intermediate drums during
the same program cycle, etc. The pro-
gram handles such situations by short-
cycling until the load is absorbed.

CONCLUSIONS

A real-time computer program must be
written with careful consideration of un-
certainty. The program has to be de-
signed with adaptive features and, gen-
erally, should initially be able to operate
at a relatively low duty cycle. Statistical
methods are very important in providing
insight into the quantitative aspects of
system behavior, but features for treat-
ment of worst-cases must still be pro-
vided.

Real-time system design is an art still
in its infancy. There are, as yet, no
simple analytical techniques to solve
these problems. One must depend upon
brute force analysis of the particulars of
each application coupled with an essen-
tially descriptive approach to system
organization. Technique is best devel-
oped out of experience and it is hoped
that this paper, essentially a case study,
will contribute to an improved under-
standing of these problems.
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THE
DYNAMICAL
DESIGN OF
THE RELAY
SATELLITE

€. C. OSGOOD, Mgr.
Thermal and
Materials Engineering
Astro-Electronics Division
DEP, Princeton, New Jersey

The RELAY program is a
NASA-sponsored experiment
to gather data for use in the
design of operational, low-
altitude communications sat-
ellites for TV, telephony, and
telegraphy. This paper dis-
cusses the dynamical design
considerations occasioned by
the presence of sensitive
components and their posi-
tioning, the various static and
vibratory loads, the limita-
tions on total weight, etc.

P
o
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Fig. 1—Satellite within fairing (to
show relationship of satellite and
fairing dimensions).

took the usual form of the reduction

of the general requirements to pay-
load equipment capabilities. These re-
quirements for the equipment were in
the nature of such parameters as antenna
gain, transmitter power, etc. These gen-
eralities were further reduced to speci-
fications; and such accessory informa-
tion as size, weight, special orientations,
and temperature limits were added.

The astronautical requirements were
expressed in terms of the time and spa-
tial relationship of the payload with
respect to the Earth and Sun. Designing
for these requirements then led to defi-
nition of the orbit with immediate corol-
lary requirements on the number and
location of ground stations, and upon
the weight capacity of the launching
vehicle. Another line of relationships
connected the size, as well as the weight,
of the payload to the launching vehicle,
since its choice also defined the fairing
and thus an envelope which bounded the
payload externally (Fig. 1). Still an-
other line of relationships involved such
orbital parameters as altitude, inclina-
tion, and time in the sun with payload
surface area, means of stabilization, and
antenna patterns.

Thus, the constraints on the dynamic
and structural design of the RELAY pay-
load included:

THE analysis of the RELAY mission

1) Fairing envelope.

2) Axial, transverse, and torsional
loads from each stage of the
booster.

3) Dynamic balance limits.

4) Spin-axis runout limits.

5) Temperature limits.

6) Vibrational loads.

7) Weight limit.

8) Spin stabilization.

9) A maximum area for solar cells.

The equipment list for the spacecraft,
including radiation sensors, totaled 39
components or “black boxes”. General
prior knowledge of communications
equipnment capabilities, and elementary
geometry, indicated that the payload
would weigh at least 125 pounds and
require, when used with conventional
ground stations, an altitude of about
2,500 miles.

SATELLITE CONFIGURATION

The configuration of the RELAY payload
had first, and simultaneously to satisfy
the primary conditions of: 1) spin sta-
bilization, 2) compatibility with an ex-
isting fairing, and 3) maximized surface
area. Basic control of the attitude of the
spin axis in inertial space required that
the mass distribution must be that of a
disk, whatever the external shape of the
payload. Dynamically, the ratio of the
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mass moment of inertia about the spin
axis to the maximum inertia about any
transverse axis must be greater than
one; thatis, (Lpm/lteans) > 1,01 1y >
Itans. Control of this parameter was
necessary; otherwise any unbalanced
moment at separation or dynamic unbal-
ance would lead eventually to tumbling.
with concomitant nullification of the an-
tenna directionality.

The major problem in the achieve-
ment of a component arrangement to
provide this inertia condition was the
fixed maximum diameter of the fairing.
The problem was solved by establishing
a basic cruciform structure of four ver-
tical elements carrying most of the com-
ponents in shear mounts, and an equa-
torial belt, or ring, of the four heaviest
components (Fig. 2). The two battery
packs, the wideband receiver, and the
encoder—totaling some 50 pounds and
mounted in or on beam structures—were
each located as a bridge between two
adjacent cruciform elements. Longi-
tudinally, this assembly was placed at
the plane of the center of gravity. Since
the final weight and center-of-gravity
location of the individual components
was uncertain, a margin of +59% was
arbitrarily added to the theoretical
(1,pin/Iians) > 1; ie. 1.05 min. A bi-
filar pendulum with a demonstrated ac-
curacy of 0.3% maximum was used to
measure the inertia ratio of RELAY I as
built: the value was 1.038. The high
accuracy and consistency of the pendu-
lum measurements lent confidence to the
acceptance of the number. Additionally,
RerLay I carries a precession damper
and a magnetic-torquing coil for the cor-
rection of any slow drift of the attitude
of the spin axis due to perturbation,
particularly that arising from a non-zero
value for the residual magnetic dipole
moment.

The third condition, maximized sur-
face area, was only a maximum in terms
of an area of silicon solar cells to sup-
port a given power requirement. RELAY
was not basically a power-limited de-
sign; the balance of limitations was well
established among such items as power,
temperature rise of the twr, altitude,
weight, and mutual visibility time. But
to provide the power for the duty cycle
required extensive design attempts to
attain sufficient area within the fixed
values of diameter and inertia ratio. An
arrangement of solar cells, shingles,
electrically parallel strings of cells, and
supporting panels was finally estab-
lished resulting in, basically, a number
of panels and a panel length to meet the
power requirements. It was then found
that a slight margin of power (area)
could be provided by extending the
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length without violating the dynamic-
stability criterion of the inertia ratio.

The dynamical design of RELAY to
account for the other six constraints in-
volved the disciplines of stress analysis
and sizing of structural elements to meet
both static and vibratory loads (which
is discussed further in some detail) ; the
detailing of the location of components,
as masses, to minimize both the added
mass for dynamic balance and the deg-
radation of the inertia ratio; plus the
continuous vigilance necessary to con-
trol the growth of the total weight.

DESIGN OF VIBRATION
DAMPING DEVICES

The physical arrangement of elec-
tronic components to meet the inertia
ratio required by spin stabilization was
basically that of a tube. This placed the
component masses at the maximum pos-
sible radius, and at the minimum dis-
placement from the plane of the longi-
tudinal center of gravity; that is, to
make a short ring. The solar-cell panels
appeared as the exterior shell, and the
majority of the 35 “black boxes” were
shear-mounted on the cruciform ele-
ments. The controlling (heaviest) com-
ponents to obtain an inertia ratio of at
least 1.05 were the wideband receiver,
the encoder, and the two battery packs.
Their optimum location (at the longi-
tudinal center.of-gravity plane and at
maximum radius) was attained by de-
veloping their local enclosures as box
beams that bridged circumferentially
between adjacent elements of the cruci-
form.

Both the receiver and encoder showed
considerable sensitivity to the high
forces in vibration testing. The vibratory
input forces at the separation ring were
multiplied some 12 to 16 times by the
transmissibility of the structural path
from the ring up through the vertical
legs of the cruciform and along the
bridge beam. The battery packs did not

member of the American Society for Metals, a
member of the Review Board of "Applied
Mechanics Review,'' and is a Registered Engineer
in Maine and New Jersey.

show a similar sensitivity, the nature of
the component allowing a very rugged
beam to be made by riveting cover plates
to a pair of channels and epoxy-bonding
the individual cells to these covers. The
receiver and encoder required access for
adjustment and alignment after assem-
bly, resulting in a number of unsym-
metrical openings. In fact, the wideband
receiver was actually a pair of receivers
back to back—an arrangement resulting
in a beam structure whose lack of sym-
metry made analysis rather difficult
(Fig. 3).

Of the several vibration tests on the
components and assemblies, the qualifi-
cation test had the most severe inputs.
This was a sine-wave test with the follow-
ing levels and durations (only the longi-
tudinal, or thrust, direction are consid-
ered here) :

Fig. 2—Component arrangement in satellite
{to show how disk-like mass distribution is
obtained).
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Frequency Range Acceleration Duration

(cps) (g, 0-to-peak) (minutes)
5-50 2.3 1.66
50-500 10.7 1.66
500-2000 21.0 1.00

Because the first natural frequency, or
resonance, of the entire assembly as a
mass-spring system turned out to be 110
cps, the frequency of greatest interest
was the 50-to-500-cps range, with its
10.7-g input.

With the electronic design of the re-
ceiver and encoder already well estab-
lished, exploratory vibration tests on the
components (separately) indicated that
they could probably survive 80- to 100-g
peaks and, during the test, they would
“see” these high inputs only as the fre-
quency sweep passed through their local
resonance. Thus, they would absorb
relatively small amounts of energy. Vi-
bration tests on the components had indi-
cated that these resonances occurred at
approximately 160 cps. The problem
appeared, then, in the form of a con-
straint on transmissibility of the 10.7-g
input at the separation ring to a value of
10 or less in the frequency range which
included both 110 and 160 cps.

During vibration tests on the assem-
bly, the relative stiffness of the beams
was higher than that of the cruciform
elements, the beam motion being nearly
that of a rigid body. Redesign of the
cruciform with the increased stiffness
necessary to get the resonance of the
cruciform-beam system significantly
above the 110-cps fundamental resulted
in an inadmissable weight increase. To
lower the stiffness and resonant fre-
quency of the cruciform-beam system
was not at all attractive because of the
potential of buckling in the cruciform
skin. The general approach of isolating
the entire satellite from the booster with
a spring was invalid because of the tre-
mendous displacements involved and the
indefinite change imparted to the sepa-
ration velocity.

A lossy element was introduced be-
tween the booster and payload—the four
foot-blocks which form the contact and
load-carrying elements between the sep-
aration ring and cruciform were rede-
signed using structural plastics having
high compressive strength but low elas-
tic modulus, chiefly the epoxy-bonded
glass laminates. Although this reduced
transmissibility only slightly, the substi-
tution of this material for the original
aluminum was made for a minor saving
of weight and improved thermal isola-
tion of the ring.

It was decided to limit the vibration
amplitude at the center of the cruciform
beam by decreasing its span with a brace
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Fig. 3—Receiver and supporting siructure.

from the beam center to the separation
ring and, at the same time, reducing the
force input to the beam and its electronic
component by making a lossy element
out of the brace.

The use of viscous friction as a means
of energy dissipation was denied by the
project specification, which prohibited
the presence of any liquids outside of
sealed containers. Thus, Coulomb, or
dry-friction, damping was the most prac-
tical means available. The dimensions
of the physical arrangements were such
that a column brace of reasonable slen-
derness ratio L/r could be designed
without undue weight increase for the
total satellite (Fig. 4). In choosing the
materials, the paramount consideration
was the retention of the initial friction
load throughout the operating life. This
was taken as 100 times the duration of
the vibration test, or about 3 hours. As
the required friction force, or load, was
not known precisely, the design of the
damper included a means for adjusting
this force. Consideration of all the re-
quirements led to the choice of a pol-
ished, phenolic, fibreglass rod sliding in
a stainless steel tube (Fig. 4). The tube
was longitudinally slit in the region of
the overlap.

As mentioned previously, vibration
tests indicated that the maximum allow-
able transmissibility for the receiver and
encoder was about 10 for a 10.7-g input
in the 50-t0-500-cps band. Therefore,
the design goal of the damper was a
transmissibility between 3 and 5 for a
narrow band which included the res-
onant frequency.

DESIGN APPROACH

The general design approach is based on
Den Hartog! and may be used for any
type of damping as long as its action
can be expressed either analytically or
graphically. For forced vibrations with

nonlinear damping the differential equa-
tion of motion is

mix + f(x) + kx =P,sinwt (1)

Where: f(x) # ¢ x for linear damping.
The motion is not harmonic because of
the nonlinear term f(x). An exact solu-
tion for this equation is known only for
the case of Coulomb or dry-friction
damping, where f(x) = = F + cx. Even
though the damping for this design is
greater than that usually assumed for
this approach, the curve of motion is
sufficiently close to a sinusoid to base an
approximate analysis on it. The analy-
sis assumed basically that equal work
per cycle will be done in both the sinu-
soidal and in the equivalent system. The
term f(x) is replaced by an equivalent
cx, and an “equivalent damping con-
stant” ¢ is determined such that the
actual damping force, f(x), does the
same work per cycle as the equivalent
damping force cx. The term c is then
not strictly a constant, but a function of
@ and of x,. Thus the nonlinear Coulomb
system represented by the differential
equation can be replaced by a linear one,
with the concomitant approximation.
The motion is given by:

x = x, sin ot (2)

The work per cycle v, of the general
damping force f(x):

v, = x,,fmf(i) cos wt dot  (3)

The work per cycle v, of the equivalent
damping force cx:

v, = 7 cwx,’ (4)
The equivalent damping constant ¢ is
found by equating equations 3 and 4:

o
c = _l_f f(x) cos wt dwt (5)
™ WX, o

And. the amplitude of the now-linearized
system is:

P, 1

The amplitude is found by substituting
the value of ¢ from Equation 5, but first
the integral must be evaluated. From a
plot of damping force and velocity ver-
sus wt, it can be observed that the inte-
gral consists of four equal parts:

/2
4f  Fcoswtdot =4F. (7)

Thus:

WX,

And, substituting ¢ from Equation 8 in
Equation 6 yields:

P, V 1—1[(4/m) (F/P)]
TETTLEY @

With Coulomb friction in the region of
F/P, = 7/4, the amplitude at reso-
nance is infinite and independent of the
damping.

This “linearized” approach is applied
in the design of the Coulomb damper as
a single-degree-of-freedom system at res-
onance. Thus, critical damping at reso-
nance is required.

Preliminary vibration experiments
were performed to determine the natural
frequency of the encoder (as typical of
these components) on a rigid brace, re-
sulting in a value of f, =160 cps. The
weight of the encoder is taken as 11
pounds, and the critical damping at res-
onance c., is:

cc,:\/__q'kW ZZWHK = 2(27f,) _IZ
4 g 4

(10}
cer = 54 lb-sec-in™

Assuming now that the force on the
center of the encoder beam from the
brace is relatively high and the beam
thus acts as a rigid body, and taking the
transmissibility value as 5 for a trial, the
acceleration at the encoder center and
the velocity across the friction elements
are found. The acceleration a = input
X transmissibility = 53.5g; and the
velocity V, = a/w = a/(2wf,) = 22

Fig. 4—Coulomb damper.
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in-sec.™ The critical friction force at
resonance is then F,, = V,c., = 1190 1b.
This critical-friction force must be de-
veloped by the normal force acting
through the coefficient of friction at the
interface between the fibreglass rod and
the steel tube. It is not necessary to
know the value of the coefficient of fric-
tion, but it is required that the friction
force and the break-away force not be
widely different. It is also required that
the wear and surface characteristics of
the mating materials be such that the
friction force remains reasonably con-
stant for the operating period, a condi-
tion best demonstrated by experiment.
The combination of fibreglass and stain-
less steel proved admirable. No detect-
able wear nor change in friction force
was evidenced during the extensive ex-
perimental operations. The slits in the
tube and the adjustable clamp provided
the means of setting the normal force
and, through it, the friction force.

The proper value of the friction force
is found through the use of the damping
ratio:

Frer €
Foo ™7 co (11

Since the amplification is to be 5 or
preferably less, the value of the damp-
ing ratio may be read as 0.13 from stand-
ard resonance curves for a linear sys-
tem.2 Then, from Equation 11, F, =
0.13 F., = 150 1b.

The clamp on the brace is torqued to
provide the corresponding normal force,
and the axial friction force is measured
by experiment. A relationship between
this axial friction force and clamp
torque was set up so that the experi-
mental measurement could be omitted in
future production.

Direct use is made of the rigidity in-
herent in the brace even though its major
function and design are those of a
damper. The introduction of the axial
force essential to the dissipation of input
energy acts to increase the stiffness of
the encoder support and thus to raise its
natural frequency. This overall action
(i.e., to reduce the energy input to a
sensitive component and to move its res-
onance away from the frequency of
maximum energy input) is, of course,
the chief reason for using the damper.

The amount of increase in stiffness is
difficult to calculate because of the un-
known spring rate—the k£ of Equation
9—of the supporting cruciform elements
in the region of the ends of the encoder.
The overall spring rate for the cruci-
form assembly had been determined
during static load tests to be approxi-
mately 200,000 1b/in which correlates
reasonably well with the value of 211,000

Ib/in derived from the experimental
data of an 110-cps resonance at 172
pounds load.

The displacement of the encoder,
without the brace, would be about 0.0004
inch. With the brace added, the new
displacement is about 0.0060 inch. How-
ever, the displacements with the brace
had been measured at about 0.0010 to
0.0015 inch, for a ratio of, say, 6/1.2 or
5. Since the natural frequency is related
to the square root of the spring constant
or displacement, the change in fre-
quency would then be expected to be
about 2.2. The results of vibration test-
ing (Fig. 5) show an increase in the res-
onance from 150 cps without the damper
to 215 cps after its introduction, for a
ratio of 1.4. No particular precision was
expected of these calculations, but it was
important that the inevitable increase in
stiffness due to the additional force of
damping be accounted for by approxi-
mating the increase in resonant fre-
quency.

The major benefit gained by the in-
stallation of the damper is readily seen
by comparing the transmissibilities at
resonance: without the damper it is 12
at 150 cps; with the damper it is only
7 at 215 cps. The latter value permits
only those peak force inputs to the en-
coder which are within its capacity of
about 10 transmissibility at 10.7-g input.
The secondary peaks, for both condi-
tions, near the 100-cps region were ex-
cited by the resonance of the entire
assembly and represent a similar reduc-
tion in force. The wideband receiver
responded even better to the same treat-
ment, the transmissibility at resonance
being reduced from 16 to 6.

The data gathered during the tests
was used to calculate the actual damp-
ing and transmissibility. The damping
ratio was found to be 0.1, which, when
entered on standard resonance curves,
indicates a transmissibility of about 6—
comparable to the measured value of 7.
The energy dissipated per cycle was cal-
culated as = 2 X 10~ in-lb/cycle, a
reasonably acceptable value.

Improvement in the design of such
dampers is being studied, mainly in the
form of a search for materials and com-
binations which should yield a small
difference between break-away force and
friction force, and high friction force
with good wear characteristics.

OTHER METHODS OF
TRANSMISSIBILITY CONTROL
Other methods of providing control of
transmissibility were studied, chiefly the
effects of various modes of fabrication of
essentially all-metal structures. The stiff-
ness requirements for most spacecraft
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usually dictate that their basic struc-
tures be built of a high-modulus mate-
rial, and the general shape, size and
strength requirements lead to use of the
metals and their alloys. Castings, forg-
ings, rolled or extruded sections and
parts machined from solid metal form
the basic elements from which an assem-
bly may be fabricated. While a number
of available alloys (Niveco and Mn-Cu
alloys, highly stressed and at correspond-
ingly high plastic strain) can provide
damping to an extent of one to two
orders of magnitude greater than alumi-
num or magnesium alloys, their stiff-
ness/density characteristic is completely
unfavorable for the design of light-
weight spacecraft. It follows, then, that
normal “material” damping will be pres-
ent in all assemblies and that the degree
of damping from the material will not
vary significantly among the possible
choices of constructional alloys of rea-
sonable stiffness/density characteristic.
Another means of damping control,
and therefore transmissibility control,
open to the designer is the mode of fabri-
cation in terms of the loss of vibratory
energy in the joints. Intuition and ex-
perience both strongly indicate that the
metal forms (i.e., castings, forgings,
machined-from-the-solids, and mill sec-
tions) generally arrange themselves into
levels of transmissibility related to the
methods of joining. Welding and braz-
ing result in high transmissibility; rivet-
ing and bolting result in medium trans-
missibility; and adhesive bonding re-
sults in low transmissibility.
Additionally, the geometric form of
both the structural element and of the
assembly has a strong effect on the
damping, the transmissibility, and the
resonant frequencies. Quite apparently,
a column of large slenderness ratio has
a larger amplitude of lateral vibration
than one of smaller ratio for a given in-
put, irrespective of the material and the
details of the end joints. Honeycomb
plates, bonded or brazed, have lower
resonances and greater damping than
solid plates of the same bending stiff-
ness. These geometric and stiffness fac-
tors arise from the topology of both the
detailed part and the entire assembly,
and are connected in an essentially in-
determinable manner. But they, and
their relationship, are constant for a
given design. Thus, an approach to the
problem through consideration of the
various modes of fabrication is possible.
Starting with the most highly desir-
able condition of high damping and low
transmissibility, the REeLAY structural
layouts were evaluated for the possibil-
ity of using adhesive bonds, but the
method was rejected because there were
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many joints which had to be open for
component accessibility during much of
the assembly sequence. Going next to
the conditions of medium damping and
transmissibility, the same layouts and
assemblage of mill sections were consid-
ered for riveting and/or bolting. The
previous evaluation as to accessibility—
in terms of which were the last items in
the assembly sequence—was given spe-
cial attention, as were the practicalities
of structural sub-assembly fabrication
and its scheduling. The combination of
riveting for all structural subassemblies
in conjunction with bolting for compon-
ent mounting and for one or two special
cases, such as the separation ring and
center fitting joints, was adjudged the
best. One exception to this choice was
the joining of the upper and lower panel-
mounting rings. In these. the circum-
ferential joint in the rolied tubing was
formed by an epoxy bonded sleeve, but
this was done for practical shop pur-
poses rather than to obtain more damp-
ing at this non-critical location.

The cruciform subassemblies were of
such shape and design as to lend them-
selves readily to fabrication by the weld-
ing or brazing of square tubes. But this
method appeared to have no other ad-
vantages, and it did promise high trans-
missibility, as well as high cost due to
the fixturing and post-joining heat treat-
ment required. Semiquantitative curves

Fig. 5—Transmissibility test resuvlts with and

are given (Fig. 6) as a means of com-
paring the transmissibility of these
modes of fabrication. This is not a plot
of the response of the RELAY structure,
but only of structural elements (beams
mostly) made up by the different
methods of fabrication. (Data from
Barry Controls, Inc. Watertown, Mass.
for beams with trapped viscoelastic
layers is included.) The basic material
was aluminum of the 2024-T3 or 7075-T3
type alloys, fabricated by normal shop
methods for the making of joints and the
trapping of the viscoelastic layers. The
major point of the comparison is the
reduction of transmissibility, and thus
of deflections and stresses, at the funda-
mental frequency and its first few har-
monics. The comparison really only
illustrates the well known concepts that
the introduction of joints in a vibrating
system inevitably causes loss of input
energy. and that certain classes of ma-
terials have higher internal losses than
others, as the rubbers versus the metals.

While the curves are not particularly
precise, nor suitable for extrapolation
without regard for the great variation in
the geometrical factors among different
designs, a general design of a spacecraft
in aluminum with riveted joints should
yield transmissibilities not much over 10.
If the configuration permits some deg-
radation of dimensional stability and
locally large displacements, the intro-

withaut domper.

duction of adhesive joints may reduce
transmissibilities to a value of 5 or even
less at the first resonance.

Riveted and bolted construction—used
for in the RELAY spacecraft—usually
can introduce sufficient Coulomb fric-
tion to keep the transmissibilities below
a tolerable limit. The amount of damp-
ing from this source is relatively small
and rarely causes difficulty due to fret-
ting. Fretting usually arises in those
cases of excessive stresses and local dis-
placements. Rivet damping, for what-
ever benefit it will provide, can be in-
cluded in a design essentially “for free,”
in that no weight or reliability penalties
are involved. If the geometrical layout,
or the assembly sequence and accessi-
bility, provides the opportunity, an even
more advantageous situation could be
designed through application of adhe-
sively bonded joints.

In the RELAY spacecraft, the presence
of rather sensitive components plus the
configuration forced by the dynamic-
stability criterion required additional
damping, which was furnished by the
specially designed, large-capacity Cou-
lomb dampers.
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Fig. 6—Transmissibility curves far several mades of fobrication.
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REVIEW OF ELECTRIC PROPULSION

Electric propulsion—a term that includes electrothermal, electrostatic, and
plasma propulsion—differs basically from a chemical rocket system in two
major ways: |} The charged electric particles (i.e., the propellant) cbtain their
energy for acceleration from a separate energy source to achieve a propulsive
effect, while a chemical rocket obtains its energy by virtue of the chemical
energy inherent in a fuel-oxidizer combination—a propulsive effect then being
achieved with a nozzle that directs the flow of kinetic energy, and 2] the electric
propellant can be kept from significant contact with the engine walls (e.g., by
electric and/or magnetic focussing) thus avoiding the heating problems of a
chemical rocket. This paper explains, tutorially, the concept of electric propul-
sion, compares its performance with other means, and reviews the operation of
current engines and engine mechanisms. A considerable advance in power and
propulsion technology is needed to realize full benefits of electric propulsion.
Nevertheless, only electric propulsion will make practical the more-ambitious
space missions, such as manned interplanetary vehicles. For more-detailed read-
ing, a bibliography of source literature is included.

Dr. T. T. REBOUL, Ldr.* and
Space Propulsion & Power Research
Astro-Electronics Division
DEP, Princeton, N. .

S. FAIRWEATHER, Mgr.
Propulsion Systems Engineering

ACOMPARISONI between the electric-
propulsion and the chemical-propul-
sion concepts is shown in Fig. 1. Both
the chemical and electric rocket engines
operate by direct ejection of mass. In
chemical systems, the expellant is ener-
gized by a thermochemical reaction be-
tween a fuel and an oxidizer. The prod-
uct of this combustion is the expellant.
A nozzle is used to convert the random
thermal energy to directed kinetic energy
of the beam. In electric systems, charged
particles are accelerated by electric
fields, or electric and magnetic fields,
and expelled. The substance expelled
does not contain the energy for its own
acceleration. (This energy, for the case
shown, is supplied by a nuclear reactor
with a turbo-generator power-conversion
system.)

A fundamental difference between
chemical and electric propulsion lies in
the separation of the energy source from
the propellant. For the latter, energy is
provided by solar or nuclear power sup-
plies. Thus, in principle, extremely large
amounts of work may be accomplished
since the energy source is, to a first ap-
proximation, nearly infinite. In effect,
we are conserving on propellant by con-
t