Future directions

RCA’'s withdrawal from the general-purpose computer business intensi-
fies the need for us to seek and achieve leadership in new fields of elec-
tronics and information technology. This is essential if we are to sustain
a high long-term growth rate for: RCA.

At the same time, in withdrawing from the commercial computer market,
RCA is not turning away from computer technology. To the contrary, the
engineering skills and: knowledge that we have developed in this field
over the past two decades rmust now support intensified research and
development in data communications,; specialized computer systems,
and new information processing concepts and technigues for consumer
as well as commercial and government applications. All of these consti-
tute ‘important areas of business which promise significant long-lterm
profit growth for an alert-and technically competent company.

Creative engineering is more essential today than ever in advancing
RCA’s position in all of our continuing operations—global communica-
tions, government and commercial systems, consumer products, com-
ponents, and technical services across the entire spectrum of electronics.
It will be a long time before the prospects are exhausied for substaniial
rates of business expansion in any of these fieids.

Despite our structural changes in recent years, RCA is still a fechnology-
based company, deriving over two-thirds of its volume and profit from
electronic communications and information handling. We are, and intend
to remain, a pace-setterin an electronics industry which should achieve
a record domestic volume of more than 326 billion in 1972—and even
more if the economy regains its full health.

While we occupy a strong position in this industry, we cannot be com-
placent aboutit, We must reexamine aur technological resources in the
light of our new situation. We must then focus them more effectively than
ever on development programs that will enable us to open new markeis
and-enlarge our-share in those we already serve.
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... depicts a portion of the memory cells in {
sificon-gate PMOS beam-lead memory array. The
array ‘appeared on our last cover and is being
repeated in different colors because of the large
number.of papers dealing again with solid state
technology. Photo credit: John Semonish, Elec-
tronic Components, Clark, N.J.




Vol 17 | No 4
Dec 1971
Jan 1972

A technical journal published by
RCA Corporate Engineering Services 2-8,
Camden, N.J.

RCA Engineer articles are indexed
‘annually in the April-May lssue and
in the “Index to RCA Technical Papers.”

Contents

RGN ENngineer

« To disseminate to RCA engineers technical
information of professional value « To publish
in an appropriate manner important technical
developments at RCA, and the role of the engi-
neer » To serve as a medium of interchange of
technical information between various groups
at RCA « To create a community of engineer-
ing interest within the company by stressing
the interrelated nature of all technical contribu-
tions « To heip publicize engineering achieve-

ments in a manner that will promote the inter-
ests and reputation of RCA in the engineering
field « To provide a convenient means by which
the RCA engineer may review his professional
work before associates and engineering man-
agement « To announce outstanding and un-
usual achievements of RCA engineers in a
manner most likely to enhance their prestige
and professional status.

Engineer and the Corporation

Engineering ethics and the consumer

J. Hillier 2

Papers

Simulation study for a circuit and message switch communication network.

K. Weir | P. Boehm 7

Basic time-sharing programs for business and long range plans

R.R.Lorentzen 12

Low-power COS/MOS memory system design

J.R.Oberman | G. J. Waas 18

P-MOS technology for quick turnaround custom LS!

T. R. Mayhew | K. R. Keller | H. Borkan 21

Monolithic applications—divisional interface

R. H. Bergman | F. Borgini | L. Dilion, Jr.| G. E. Skorup 24

Hybrid packaging for high performance

H. Fenster 30

Digital simulation as a design tool

C. B. Davis | Dr. J. C. Miller | Dr. L. M. Rosenberg 34

Radiation-resistant COS/MOS devices

L. A. Murray | Dr. J. M. Smith 40

Determining manpower for in-process inspection by use of queing theory J. Davin 46
Books by RCA authors 48
Silicon mosaic target——blending semiconductor and camera tube technologies A.D.Cope 51

Automated design operations: a profile

J. P. Le Gault 54

High-voltage laminated overlay power transistors
R. Amantea | H. Becke | P. Bothner | J. White 57

Trends in reliability engineering

V. Lukach 62

Schottky barrier devices

R.T. Sells 68

Submitting to UL for safety

D. K. Obenland | F, E. Korzekwa 74

There’s more to typesetting than setting type

P.E. Justus 78

Central computer system—a manufacturing cost saver

S. V. Cianfrone 82

Notes

Single-transistor regulated fluorescent inverter

J. Sondermeyer 86

Copyright 1871 RCA Corporation
All Rights Reserved

Measuring input impedance of ECL devices R.Au 86
Departments Pen and Podium 88
Patents Granted 90
Dates and Deadlines 91
News and Highlights 93




The Engineer and the Corporation

Engineering ethics and the consumer

Dr. James Hillier

I firmly believe that the lots of the consumer and the engineer have been steadily improving in the past 25 years because of
natural correcting forces that have become built into our “system.” | am worried that the present emphasis on “consumerism”
will disrupt the natural correcting forces by replacing them with various forms of regulation. Again, | have no illusions regard
ing the fact that the absolute number of faulty products is too high. But the method of attacking the problem without completely
understanding the system or the variations in it and by assuming that all industry is equally guilty, can only work to the detriment

of the consumer in the long run.x
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Editor’s note: In this era of the ‘con-
sumer movement,” the accusations lev-
eled at industry have ranged from
complaints of shoddy products to collu-

sion in the suppression of advanced de- .-

velopments and even to the charge that
potentially hazardous merchandise is
knowingly put on the market. These in-
dictments have even carried implications
of a deeper, moral issue—that they are
the result of corporate suppression of
the professional integrity of engineers.

To examine the role of ‘“engineering
ethics” in industry, The Cornell Engi-
neer, an undergraduate magazine, con-
ducted a survey to get views, opinions,
and perspectives on the “real world” of

business. A thought-provoking reply to
this survey (published in the March 1971
issue of The Cornell Engineer) came
from Dr. James Hillier, Executive Vice
President, RCA Research and Engineer-
ing, Princeton, N.J. The questions in the
survey and Dr. Hillier's responses are
presented in this article.

In evaluating the queries, Dr. Hillier ex-
pressed his concern about the nature of
the questions themselvss. They could be
construed “to be ‘loaded’ to the extent
that ‘knocking’ the system would appear
to be the only possible response.” Or,
“if the questions are ‘straight’ and pre-
pared in innocence, they expose a na-
ivete, or worse, create a fear about the

education, image, or propaganda mech-
anisms that give students such an in-
complete and distorted view of the
business world.”" %

Although the Cornell survey results ar@w
directed toward Cornell’s engineering un- |
dergraduates, the issues are real and fun-
damental, and Dr. Hillier’s perspective of
the business world will be of interest to
RCA’s research and engineering com-
munity.

The questions asked in the survey are
italicized.

RCA Reprint RE-17-4-23
% From a fetter by Or. Hillier to the editorial
staff of The Cornell Engineer.




The dictionary defines ethics as “the stan-
dards of conduct and moral judgment of
a group.” What is your definition of engi-
neering ethics?

My view of proper engineering ethics
" requires that an engineer have as his
basic objective the designing of a
product that gives the customer the
best possible value for his money.
In so doing the engineer must be
concerned with the following:

a) Providing the best possible perfor-
mance in a product to accomplish its
intended purpose consistent with eco-
nomic and other constraints.

b) Achieving a manufacturing cost of
the product that is low enough to en-
able the manufacturer to provide rea-
sonable pay for all his employees and
a ‘reasonable profit for the owners of
the business so that the enterprise can
continue to serve its customers and can
continue to provide employment.

c¢) Taking every reasonable precaution
to be certain that the product is not
and will not become hazardous in any
way or present an undue safety prob-
lem.

Does your company’s selection process
try to determine the “ethics” of prospec-
tive engineers? Why or why not?

Our company’s selection process for
prospective engineers concentrates on
trying to determine their competence
and creativity in the engineering fields
related to our needs. We assume that
a prospective engineer has acceptable
engineering ethics. The total hiring
"process—application forms, reference
checks, etc.—that is quite standard for
most industry has evolved over many
years and has many implicit checks on
ethics such as honesty, forthright-
ness, responsibility. We do not know-
“ingly hire people when dishonesty or
irresponsibility has been revealed in
their past.

Does your company have seminars on en-
gineering ethics? Does your company
have codes or guidelines for engineers?

» RCA does not have seminars on
the specific subject of engineering
ethics. However, we do have semi-
nars and training courses on subjects
that have an engineering ethics con-
notation such as Value Engineering
and Analysis, Product Assurance,

Product Safety, Product Reliability,
and Product Quality.

The Company has a comprehensive
and continually evolving set of poli-
cies, procedures and guidelines that
apply to all employees including en-
gineers. Included in these are many
that are specific to engineers.

When your company decides to manufac-
ture a new product, how does it analyze
its cost versus its quality? (For example:
if for an increase in cost, your company
can produce a superior product, what fac-
tors will go into choosing alternatives?)

Technology-dependent manufacturing
companies fall into two distinct cate-
gories.

a) Those providing consumable mate-
rials.
b) Those providing products that, in
turn, provide service to fheir custo-
mers.

RCA falls into the latter category for
which the question is over simplistic
and probably naive.

The fundamental and ulti-
mate determinants of ‘“qual-
ity’’ are the total service
provided to the customer. ..
and the total cost.

The fundamental and ultimate de-
terminants of “quality” are the total
service provided to the customer by
the product and the total cost per
unit time to the customer for that
service. Thus life expectancy of the
product and the frequency and cost
of maintenance have to be included
in “quality” in addition to technical
level of performance. There are many
other factors that also must be in-
cluded.

The price the customer is willing to
pay for the product is very dependent
on the value he places on the service
provided relative to his need for it.
The price hie must be charged is
sensitively dependent on the number
of customers willing to pay it. Thus
the analysis of cost (manufacturer’s)
versus quality is only a small part of
the total analysis that must be made.

. .. best “value’ for the cus-
tomer is usually the best
business for the manufac-
turer ...

Some of the relationships to be con-
sidered are:

a) Volume versus price to customer.
b) Manufacturing cost versus volume.
¢) Technical performance versus cost.
d) Life expectancy versus cost.
e) Volume versus technical
mance at given customer price.
f) Fixed initial investment in engineer-
ing versus the product-price times
volume.

g) Competitive offerings, etc.

perfor-

It is to be noted in most of these rela-
tionships that the challenge trans-
mitted to the engineers from manage-
ment is always to provide the best
possible quality at the lowest cost.

The specific example quoted can be
used to illustrate the traps in sim-
plistic thinking. Consider the case of
a product that has a life expectancy
of five years and a “superior product”
that has a life expectancy of ten years
but requires a price that is double or
nearly so. We shall assume all other
things are equal. From the customer’s
point of view the alternatives appear
nearly equal. The cost per unit time
for the service is the same in each
case. The inconvenience of having to
buy a second unit after 5 years is bal-
anced by the added flexibility and the
possibility of technical improvements
occurring in the first five years. From
the manufacturer’s point of view the
alternatives also appear nearly equal.
The profits over the ten-year period are
equal. The high immediate double
profit on the ten-year product being
balanced against cost reductions and
competitive reactions that could occur
when the five-year products have to be
replaced.




All of this is correct in a fundamental
and theoretical sense. In the ‘“real
world” the double price of the “su-
perior product” would drastically cut
the volume. The cost of production
would be increased to such an extent
that the increased life expectancy
would have to be cut back to the point
where it might not be significantly
greater than the five-year product.
Then the cost per unit time of service
to the remaining customers would be
considerably higher than if only the
five year product had been offered at
the original price.

This very elementary example illus-
trates what 1 believe is a more gen-
eral principle—what is best “value”
for the customer is usually the best
business for the manufacturer, and
the best “value” for the customer is
not necessarily that provided by the
“superior product” in a conventional
engineering sense.

Similarly, when your company decides to
manufacture a new product, how does it
analyze production or process cost versus
percent that will be defective and not
“caught” before shipment?

I do not like the inference in this
question. While it is true that statis-
tical testing methods are used in our
company for the testing of many com-
ponents that go into our products, the
manufacturing process is always de-
signed to give the final product a
100% test for operation within specifi-
cations. The output is further checked,
this time statistically, by a quality
control group that is administratively
independent from the production
group. This general procedure has
been used in every large company
with which I have been familiar.

Symbolic of RCA’s commitment to purchaser
satisfaction, the “PS” on RCA color televi-
sions assures customers that defects in the
set will be repaired free of charge by RCA
within one year from the date of sale.

Any time a company “plays
games” with a product to
raise sales, there is always
a competitor waiting to play
the other side of the game.

Every manager knows that the direct
cost of repairing a defect after a prod-
uct is sold is 20 to 50 times greater
than detecting and repairing it in the
factory. The additional and indirect
cost arising from customer defection
is much higher.

This does not mean that none of our
products ever have defects. They are
still designed by human beings, built
by human beings, inspected by human
beings, transported by human beings,
and used and mis-used by human be-
ings none of whom is perfect.

. .. the positive approach
of designing, producing and
testing products that are
absolutely safe and not
prohibitively expensive pre-
sents many extremely chal-
lenging engineering prob-
lems.

The same question for products that are
potentially harmful if defective (such as
car brakes).

The inference here that any large re-
sponsible manufacturer would know-
ingly permit potentially hazardous
defects to exist in its products as a
cost saving measure is incredibly
naive. There is enormous economic
incentive to do exactly the reverse.
Any such cost savings are invariably
trivial compared to the liability costs
of the hazard and the concomitant loss
of customers.

On the other hand, the positive ap-
proach of designing, producing and
testing products that are absolutely
safe and not prohibitively expensive
presents many extremely challenging
engineering problems.

Industry sometimes finds that its prod-
ucts are too good, that they do not wear
out or fail for years. Therefore, the com-
pany finds sales falling as people only
need buy the item once (case in point,
the original run-proof nylon stockings.)
The company then decides to shorten the
life of the product to raise sales, a form
of planned obsolescence. Who decides
this in a corporation and what factors
enter into this decision?

I disagree strongly with the basic
premise implied in this question. It
again shows a sad lack of understand-
ing of the realities of the business
world. Any time a company “plays
games” with a product to raise sales,
there is always a competitor waiting
to play the other side of the game.

In spite of many statements to the
contrary, competition in our business
(and, in fact, in most businesses) is
very intense and very real. This is the
strongest and best form of protection
the consumer has. As I have indicated
elsewhere, outside regulation often.
tends ultimately to work to the dis-

advantage of the consumer.
|

Obviously the wrong inference is
drawn from the example given. Sheer
but fragile nylon stockings have re-
placed the heavy run-proof ones not
because of any ethical or non-ethical
decision by an engineer, but because
a majority of women like the way
sheer stockings look on them and are
willing to accept the penalty of
shorter life. Certainly one cannot sen-
sibly argue that it is an engineer’s
ethical concern to insist that his cus-
tomer buy what the engineer consid-
ers is technically, economically, or for
that matter, spiritually best for the
customer, no matter what that “best”
product may do to the customer’s id,‘
€go, or super ego. Certainly, if women
wanted the original run-proof ver-
sions, a competitor would have grown
big supplying them.




Seriously though, we do feel it is both
ethical engineering and good business
to make yesterday’s product less de-
sirable by putting today’s technical
achievements in our products and
thereby make them more desirable to
our customers. Again, if we did not, a
competitor would,

A case in point is the rectangular tube
that replaced the round tube in color
TV receivers. It took some solid, costly
engineering to perfect that tube so
that it could be made available com-
mercially at a reasonable price. It
provided the customer with a better
looking Tv set that had a better pic-
ture, and it increased the sales of color
Tv receivers. The overall result was
more value for the customer, more
profit for the business owners, and
more stable employment for the en-
gineers.

"1 am not trying to say that all the
products of all large companies are
always perfect or even good values.

As with people, ethics and
other characteristics vary
from one corporation to
another.

As with people, ethics and other char-
acteristics vary from one corporation
to another. However, in general, cus-
tomer consciousness is good business
and it tends to be highest with large
corporations (one of the reasons they
grow to be large) and lowest for the
“schlock” or “fly-by-night” houses.
Yet, it is still possible to pay more and
get a “lemon” from a large” company
and pay less and get a real “buy”
from a small one.

If your answers indicate that you feel
that industry regards the consumer as
king, how do you explain the greaf num-
ber of faulty products, the shoddy con-
struction, fraudulent claims and other
forms of what we consider consumer
fraud present today?

If your answers indicate that you feel
that industry holds a “consumer be
damned” attitude, how can the situation
be improved or do you feel it should be?

In my answers I have tried to indicate
that to consider the consumer as king
is simply good business. Speaking as
a consumer, I have observed a steady
improvement in the performance and
quality of the manufactured products
I buy. I agree that faulty products and
shoddy construction still exist, but I
believe it is on a relatively smaller
scale.

As I indicated in the preceding ques-
tion, there is a range of customer con-
sciousness that can be very low in
some types of organizations. How-
ever, I do not believe all manufac-
turers should be “tarred with the same
brush.”

Similarly there is a range of selling
approaches that runs from putting
one’s product “in the best light” to
outright misrepresentation. Here, too,
for whatever reason, I have observed
a steady improvement.

Dr. James Hillier
Executive Vice President
Research and Engineering, RCA
studied at the University of Toronto, where he received a BA in
Mathematics and Physics in 1937, MA in Physics in 1938, and
PhD in Physics in 1941. Between 1937 and 1940, while Dr. Hillier
vas a research assistant at the University of Toronto, he and a
colleague, Albert Prebus, designed and built the first successful
high-resolution electron microscope in the Western Hemisphere.
Following this achievement, Dr. Hillier joined RCA in 1940 as a
research physicist at Camden, N.J. Working with a group under
the direction of Dr. V. K. Zworykin, Dr. Hillier designed the first
commercial electron microscope to be made available in the
United States. In 1953, he was appointed Director of the Re-
search Department of Melpar, Inc., returning to RCA a year later
to become Administrative Engineer, Research and Engineering. In
1955, he was appointed Chief Engineer, RCA Industrigl Elec-
tronic Products. In 1957, he returned to RCA Laboratories as
General Manager and a year later was elected Vice President.
He was named Vice President, RCA Research and Engineering,
in 1968, and in January 1969 he was appointed to his present
position. Dr. Hillier has written more than 100 technical papers
and has been issued 40 U.S. patents. He is a Fellow of the
American Physical Society, the AAAS, the IEEE, an Eminent
Member of Eta Kappa Nu, a past president of the Electron Micro-
scope Society of America, and a member of Sigma Xi. He served
on the Governing Board of the American Institute of Physics dur-
ing 1964-65. He has served on the New Jersey Higher Education
Committee and as Chairman of the Advisory Council of the De-
partment of Electrical Engineering of Princeton University. Dr.
Hillier was a member of the Commerce Technical Advisory
Board of the U.S. Department of Commerce for five years. He
as elected a member of the National Academy of Engineering
in 1967 and is presently a member of its Council.




Most engineers, including myself, wel-
come continued pressure for improve-
ment in both these areas. However,
the pressure should be intelligent and
realistic rather than a sequence of cru-
sades, often politically motivated. The
consumer should also recognize that
ultimately he has to pay for all the
advances in quality and safety. As I
indicated in the earlier questions, this
could lead to the customer obtaining
less value per dollar and, ultimately,
to less employment.

Are the “ethics” or policy of a company
forced upon its engineers? Please give
examples if possible.

Any large company with integrity re-
quires that its engineers abide by its
standards of ethics. There is no other
way for it to provide the customer
with products that meet its standards
of quality and value.

I object to the word “forced” and the
implications that a company’s ‘“‘eth-
ics” and policy are always distasteful
to engineers. This again shows a lack
of understanding for the “real world.”
Large companies that are dependent
on technology and have grown during
the past twenty-five years have done
so in a long period of extreme short-
age of good engineers. It goes without
saying that no engineer had to work
for a company with whose ethics and
policy he disagreed. While the situa-
tion is generally different today, it
really has not changed for the best
engineers who are still in short sup-
ply.

In other words, on problems of ethics,
policy and freedom it has been “good
business” for a company to have poli-
cies acceptable to the majority of en-
gineers. Here again, I have to recog-
nize that this situation varies from
company to company. However, I
doubt if any company that has grown
large in a period that covers several

generations of engineering graduates -

could have done so with distasteful
engineering ethics and policies.

... pressure should be intel-
ligent and realistic rather
than a sequence of cru-
sades, often politically mo-
tivated.

If an engineer feels that a project he is
working on is “unethical” and he there-
fore refuses to continue working on i,
will he be fired? Please give examples if
possible.

No—we respect individual’s desires.
If an engineer in our company is do-
ing work on a military project and de-
cides that his project has taken a turn
that he considers unethical, he will
certainly be replaced on that project.
Whether he would be retained by the
company would depend on the avail-
ability of a suitable opening on a proj-
ect acceptable to the employee.

During World War II several “con-
scientious objectors” refused to work
on military, projects. Other projects
were found; all the individuals I
knew about are still with the company
nearly thirty years later.

Do you feel that an outspoken advocate
of ecology can get a job in industry?

Speaking for our own company, it de-
pends on whether the “outspoken ad-
vocate of ecology” is destructive or
constructive. The outspoken advocate
of ecology who simply vilifies the “es-
tablishment” for the pollution mess,
would not be welcome. On the other
hand the outspoken advocate of a
solution to the pollution mess would
be welcome if the solution were rele-
vant to our business.

Referring back to the four responsibilities
an engineer should feel, which would
you place first in importance and why?
(Viz “moral responsibility to themselves,
the engineering profession, then eventual
employers, and -their society.) Secondly,
in a given situation, how do you evaluate
what to do?

I think the engineer’s primary feeling
of moral responsibility has to be to

himself. I do not want anyone work-

ing for me who feels that what he is
doing is morally wrong. If a man is
not honest with himself, then he will
not be honest with his employer, his
profession, nor, I believe, with so-
ciety.

... convincing oneself that a
true “ethical conflict” exists
is often the most difficult
part of the problem.

A man’s moral responsibility should
be to society next, and then to the two
specific segments of society you men-
tion, his eventual employer and his
profession, and I don’t see much point q
in trying to order the importance of
the last two. A man who is morally
responsible to himself and to society
will be morally responsible to both
his profession and his employer.

Presumably the “given situation” @
mentioned in this question refers to
one of ethical conflict between the en-
gineer and his employer. Perhaps the
most difficult step in evaluating what
to do is to first determine that it is
truly an ethical conflict.

Is your employer really asking you to
design an inferior product or do you
have a hang-up because he’s doing
some judicious cost-cutting that elim-
inates some of your sophisticated engi-
neering that unfortunately the custo-
mer is not willing to pay for? (As an
aside, I would like to emphasize that
sophisticated engineering does not
necessarily mean safer or even better
engineering.)

In practice, convincing oneself that a
true “ethical conflict” exists is often
the most difficult part of the problem.
Value judgments have many shades of
gray and the paycheck and all it rep-
resents have been known to warp
men’s judgments.

But if a man is honest with himsel{
and is truly convinced that he is being
asked to do something that is morally
wrong, his path along the following
lines should be clear.

a) Attempt to convince his superior
and the management of the company
that the company is asking for some-
thing unethical and that it should
change to an acceptable ethical prac-
tice or procedure.

b) Failing this, the engineer should
either ask to be transferred or resign
his position, depending upon his con-@
science.

¢) If he has a good reason to believe
the company is doing something that is
illegal as well as unethical, he should
report this to the proper governmental
authorities.




Kendall Weir

Government Communications Systems
Communications Systems Division

Camden, New Jersey

received the BSEE from Pennsylvania State Uni-
versity and the MSE from the University of Penn-
sylvania. Mr. Weir joined RCA in 1958 and has
worked in various activities mainly concerned
with Systems Assurance (i.e. Reliability, Maintain-
ability, Availability; Systems Effectiveness, Safety,
and Life Cycle Costing). Mr. Weir has worked on
Techniques Development during study contracts,
implementation of these techniques on small
equipment and large system contracts, and admin-
istration of the implementation of these techniques
during Project Management Office assignment. He
is currently working in a Systems Engineering
Activity as part of Information Processing and
Control Systems. He is a member of Tau Beta Pi,
Sigma Tau, and Eta Kappa Nu.

Paul Boehm

Government Communications Systems
Communications Systems Division

Camden, New Jersey

received the BEE from Ohio State University in
1951, At RCA, Mr. Boehm has been active in the
field of data processing systems and communica-
tion systems. He has participated in both a super-
" visory and working capacity in the generation of
system concepts, the generation of functional and
design specifications, the implementation of de-
signs to meet these specifications, and the
preparation and conduction of system tests on
completed machines to verify performance. Mr,
Boehm spent one year in Canada as a consultant

Authors Boehm (left) and Weir

Simulation study for a
circuit and message switch
communication network

K. Weir | P. Boehm

Simulation of complex electronic switching systems requires the use of many vari-
ables in the mathematical model which represents a particular system. The complex
structure of the model dictates the use of a computer to facilitate calculations. This
paper describes such a simulation which provides for an examination, evaluation, and
manipulation of the system without any direct action on the system itself or on a

physical model of the system.

for the Canadian government assisting in the spe-
cification of a farge, multi-node digital commu-
nicaticn system. Mr. Boehm participated in the
development of the requirements for a highly-
parallel computer of the ILLIAC IV-type for use in
an adaptive phased-array radar environment. in a
one-year study and investigation of a combined
circuit switch and/or store-and-forward switch for
digitized voice or digital data, Mr. Boehm was re-
sponsible for the implementation of the system
requirements on the software and hardware of the
central control computer(s). As one part of the ex-
tension to the study, Mr. Boehm simulated a com-
munication network on an RCA Spectra system
using the FLOW SIMULATOR language.

—
el SWITCH SUBSISTEM

. 55gE SWTCH SUBSYSTEM

HE PAYOFF for every technologi-

cal system comes when the user
is able to operate it in its intended
manner. This settles beyond doubt
that the system requirements have
been satisfied. The design is a suc-
cess. If this does not happen, the
system is a failure. It must be re-
designed or re-configured with as-
sociated added costs. When this
happens, the additional cost may be
such that the system loses its value
to the user. He may want such a
system, but cannot afford it.

An aircraft is well designed when it
is loaded, becomes airborne, and flies
to its destination. But the risks in-
volved in proving out the design at
this point are horrendous. Conse-
quently, in the course of the aircraft
design, various scale models are con-
structed which are subjected to
scaled-down stresses in an endeavor
to determine how this model will
react. The accuracy built into this
model to simulate what the actual
aircraft will be like and the accuracy
of the stresses imposed on it deter-
mine the probability of the test
simulating the actual aircraft. Every
aircraft is subjected to such simu-
lated tests, but sometimes aircraft
fail in actual flight. This is simply
because the accuracy of the simula-
tion is not very good. This type of
simulation is a physical model of the
intended design and is a step to a
more generalized type of simulation—
the mathematical model. A mathe-
matical model is simply a mathemati-
cal equation which represents the
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Fig. 1—16-node network.

strengths and stresses of the system to
be proven. Thus, in its simplest terms,
simulation is an endeavor to imitate
mathematically what is actually the
system design.

Stated more precisely, simulation is
a problem solving technique which
structures a mathematical model and
observes model changes with time. It
can derive new information as to pet-
formance by manipulating relation-
ships between variables. In some
technological systems, such as a com-
plex electronic switching system, the
simulation would require many vari-
ables to represent the system and it
would be necessary to use a computer
to facilitate calculations.

Consider a communications switch-
ing system which is capable of
handling voice or data lines and can
accept circuit-switched (CS), mes-
sage-switched (MS), or optional mes-
sages (MSO). Circuit-switched mes-
sages cannot be stored and, therefore,
are lost when a connection cannot be
made. Message-switched messages
are stored at least once and can be
stored and forwarded in the event a
connection cannot be made. Optional
messages are either circuit switched

or message switched. They are han-~

dled as circuit-switched messages
unless a connection cannot be made
at which time they are handled as
message-switched messages. The model
which will simulate the operation of
this communication switch will pro-
duce outputs such as delay times for
signalling, lost call statistics, sum-
mary statistics for circuit-switched
messages, and the time in the system
for message-switched messages. The

MS — MESSAGE SWITCH NODE O NODE

MOBILE
NODE

Fig. 2—50-node network.

mathematical model for the switching
system is programmed using the RCA
FLOWSIM Simulation Language and
has been run on an RCA Spectra 70/45
computer.

The work performed in the simula-
tion study is divided into four parts.
The structuring of the simulation
model is described, program flow dia-
grams are shown, the simulation runs
are identified, and finally the results
obtained from the work already com-
pleted are given.

Simulation model

The system operating parameters used
in the simulation model include:

Network size

Trunk capacity

Message priorities

Message destination percentage
Traffic '

Message types

Message routing

Trunk and node outages
Mobile subscribers and nodes

Each of these parameters is described
separately below and their relation-
ship to the simulation model is given.

Network size

A 16-node network and a 50-node net-
work (Fig. 1 and 2, respectively) were
simulated. These networks were en-
tered as input data in the form of
connectivity matrices rather than as
part of the program structure. Each
node in each network simulates a
communication switch.

Trunk capacity

Trunks are the connecting paths be-
tween nodes and consequently limit

traffic flow between nodes depending.
on their size. Signalling is “in-band,”*
hence, signalling and supervision data
will utilize part of the network trunk
capacity. Trunk capacity is specified
in terms of the number of simulta-
neous voice, data, and supervision sig—‘
nals that can be handled. Simulations
are run with unlimited trunk capacity
to measure trunk utilization. Having |
measured trunk utilization, further
simulations are run at that utilization
level.

Message priorities

Since a communication switch will
always have call priorities, such
priorities will be assigned for simulat-
ing a real situation. Five priorities
were used; the percentage of messages
assigned to each of the priorities is as
follows:

Cumulative
Percent of percent of
Priorities messages messages
5 (highest priority) 1 1 .
4 3 4
3 15 19
2 31 50
1 (lowest priority) 50 100

These priorities are based on previous
experience and will be used through-
out the simulation. 1

Message destination percentages

Messages are categorized as to their
destinations and from this each desti-
nation will be assigned a numeric
which gives its percentage of the total
messages transmitted. To facilitate
simulation, the message destination
* In-band signalling is a term used to describe

the use of the same frequency band for both

signalling and supervision information and
voice and data information transfer.




percentages will be assumed to be as
follows:

Messages local to originating node
(25%)

Messages to immediately adjacent nodes
(15%)

Intra-net messages (35%—split equally
by nodal distance from originating
node)

Messages to mobile subscribers (5%)

Messages to mobile nets (10%)

Inter-net messages (10%)

'With normal traffic of 0.25 erlangs**
per subscriber, it will be assumed that
25% of all attempted calls will get
SUBSCRIBER BUSY.

Traffic

Traffic refers to the rate that messages
are generated and introduced into the
node processing program. Four vari-
ations in traffic are included in the
simulation runs:

Normal traffic

Reduced traffic (0.8 x normal)

Increased traffic (1.2 x normal)

Variable traffic (normal traffic with oc-
casional peak loads)

Normal traffic is further defined as:

All messages will be generated by sub-
scribers

All subscribers will generate the same
traffic

The number of subscribers per node
will be rectangularly distributed be-
tween 200 and 500

The mean time between message orig-
inations will be 200 seconds per
subscriber with an exponential dis-
tribution

Voice messages will have a mean dura-
tion of 180 seconds

Data messages will have a mean dura-
tion of 15 seconds

Message durations will be exponen-
tially distributed.

Message types

There will be seven message types
with a percentage of messages as-
signed to each type for all simulation
runs. These are:

Data Messages (70.0%)

Multiple address circuit switched
(2.0%)

Single address circuit switched (22%)

Multiple address message switched
(2.0%)

Single address message switched (22%)

Single address optional (22%)

oice Message (30.0%)
Conference calls (6.0%)
Two party calls (24%)

** Erlang is a unit of measurement for traffic in-
tensity and is equal to total circuit usage dur-
ing an interval of time divided by the time
interval.

Additionally, multiple address mes-
sages including conference calls in-
volve 3, 4, or 5 subscribers each hav-
ing a probability of occurrence of 4.
This means that one third of the mul-
tiple address messages will involve
three subscribers; one third, four sub-
scribers; and one third, five subscrib-
ers.

Message routing

Message routing is concerned with the
route a message will follow from its
origination node to its destination
node. In the simulation, fixed mes-
sage routes are utilized. There is one
primary path and one or two secon-
dary paths established for communica-
tion from any node to any other node.
If a connection cannot be made using
a primary path, the secondary path (s)
is tried. If a connection still cannot
be made, the message is stored and
forwarded later or lost depending on
the message type. Adaptive routing
schemes are planned for future simu-
lation runs. With adaptive routing the
message route may be modified at any
time based upon the then extant sys-
tem operating conditions.

Trunk and node outage

Trunk/node outages will be simulated
in some of the simulation runs by
providing additional input informa-
tion which will indicate which
trunk/node(s) are to be removed
from the net. The simulation pro-
gram will take trunk/node outages
into account when calculating mes-
sage routes or paths.

Mobile node and subscriber

Within the system concept, a mobile
node is one which moves geographi-
cally,*** taking most or all of its sub-
scribers with it. (A mobile subscriber
is a subscriber who does not stay as-
sociated with a particular node.) The
relative location of all nodes and sub-
scribers is kpewn and stored in re-
gional nodes. When a subscriber or
node moves, the new location is trans-
mitted to regional nodes rather than
to all nodes. Some simulation runs in-
clude mobile subscribers and nodes to
evaluate transient conditions between
the stable system periods before and
after the moves.

*** A mobile node which moves geographically

is typically a communication van in the front
lines or a ship at sea. A mobile subscriber
would typically be the President, or a gen-
eral.

Program Flow diagrams

Since the simulation of the switching
system is logically subdivided into
traffic generation and nodal process-
ing, it was decided that separate pro-
grams should be written to handle
traffic generation and node processing.
The output of the traffic generation
program will serve as the input to
the node processing program. Separat-
ing the two programs allows the traf-
fic generation program to be run once,
the results stored on tape, and these
results used with almost all node pro-
cessing program runs. This approach,
therefore, reduces the computer pro-
cessing time and cost when compared
with several system simulations using
a single program. Traffic generation
and node processing program flow
diagrams are shown in Figs. 3 and 4,
respectively.

The traffic generator

The traffic generation program pro-
vides an output which is a list of
transactions representing messages or
traffic to be handled. As shown in Fig.
3, transactions are initiated in “gener-
ate blocks,” each representing a sys-
tem node and each transaction repre-
senting a message. Each node has an
assigned number of subscribers rec-
tangularly distributed between 200
and 500. It is assumed that each sub-
scriber generates the same traffic.
Therefore, the number of messages
(transactions) per unit time initiated
at each node “generate block” is di-
rectly related to the number of sub-
scribers. Each subscriber generates
messages -in accordance with the ex-
ponential distribution with a mean of
200 seconds. A fixed percentage of
messages are assigned as voice or data
messages; as circuit-switched, mes-
sage-switched, or optional messages;
and as single-address (two party call
for voice messages) or multiple-ad-
dress messages (conference calls for
voice messages) . Message destinations
are also assigned on a fixed percentage
basis. The traffic generator then de-
termines, based on network connectiv-
ity, a primary transmission path from
the originating node to the destination
node. "Additionally, the path to the
nearest regional and gateway nodes
are identified. Message priorities are
then established which completes the
required information concerning mes-

sages.
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Node processing

Fig. 4 presents a node processing
flow diagram or the sequence of sig-
nalling required for a single transac-
tion from its initiation to its comple-
tion. The paths indicated with heavy
arrows represent normal operation
and the other paths represent con-
tingency paths which include:

a) Matrix blocked (insufficient node
crosspoints or node outage).

b) No more paths (insufficient trunk
lines or trunk outage).

c) Subscriber busy.

Normal operation

When a message has been origi-
nated, the PATH REQUEST is made to
the appropriate regional node (see
Fig. 4). This regional, after determin-
ing a primary path considering the
existing status of the network, trans-

mits the PATH DESTINATION to the

originating node and updates the
LINK STATUS (reserves the path des-
ignated for transmission). At the
originating node, the path informa-
tion is modified to become a CONNEC-
TION REQUEST and is transmitted.
When the terminating node receives
the CONNECTION REQUEST and it is a
CS or MSO message, a LOCKIN is
transmitted back to the originating
node, which in turn signals the sub-
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PRIMARY
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Fig. 4—Node processing flow chart.

scriber to PROCEED. Following the in-
formation transfer (MESSAGE TRANS-
MITTED), a DISCONNECT breaks down
the matrix connections and another
housekeeping message is transmitted
to update the LINK sTATUS. For an
MSO message, DISCONNECT also re-
leases another message from INTRANSIT
STORE if a message has been stored.

For MS messages, the CONNECTION
REQUEST is transmitted to the respon-
sible MS node. Upon receipt of the
CONNECTION REQUEST, A LOCKIN is
transmitted back to the originating
node, who in turn signals the sub-
scriber to PROCEED. The message is
transmitted to the responsible MS
node, stored, and placed on INTRAN-
SIT STORE (a permanent record is
made). It remains there until the
completion of another call (DIScon-
NECT). At DISCONNECT, the oldest
message is removed from INTRANSIT
STORE and now represents a new CON-
NECTION REQUEST. This request is
handled as though it were a CS or
MSO message unless it encounters a
MATRIX BLOCKED Or BUSY SUBSCRIBER.

Contingency paths

There are three contingency paths or
exceptions to normal operation;
namely MATRIX BLOCKED, NO MORE
PATHS, and SUBSCRIBER BUSY.

When a MATRIX BLOCKED condition
occurs, the next action depends on the
type of message. For CS messages or
for other type messages that are‘
blocked before an MS node, a request
for a secondary PATH REQUEST is ini-
tiated. If a secondary PATH REQUEST
has already been tried, the message
will be lost. If the message was not a
CS message and an MS node wa
reached, a LOCKIN is obtained and the
message is transmitted from the orig-
inating node to the furtherest MS
node from the originating node. The
message is then stored and placed on
INTRANSIT STORE,

When the termination node is reached
and a SUBSCRIBER BUSY is obtained,
CS messages are lost. MS and MSO
messages are transmitted to the clos-
est MS node to the termination node
along the designated path. The mes—1

sage is stored and placed on INTRAN-
SIT STORE. INTRANSIT STORE messages
are taken out of storage and an effort
is made to transmit them every time
another message is completed. These
messages are handled as CS messages
unless problems are encountered, '

When NO MORE PATHS are available,
CS messages are lost. MS and MSO
messages request a path to a “target”
MS node. A target MS node is any MS




Table 1—Simulation runs

System operating condition

Neework _ Fixed  Fixed rragic Fixed Mossage
message rajji message .
 Simulation _(note A) capacity pn-o”-ﬁ, Zzﬁsgzﬁfio” (note B) type (note C) QOutages Mobility
run 1 2 Limited Unlimited percent percent it 2 3 4 percent 1 2 None Trunk Node None Subs. Node
A X X X X X X X X
B X X X X X X X X X
C X X X X X X X X X
D X X X X X X X X X
E X X X X X X X X X
F X X X X X X X X X
G X X X X X X X X X
H X X X X X X X X X
I X X X X X X X X X
] X X X X X X X X X
K X X X X X X X X X
Notes

A. Network size B. Traffic C. Message routing

1—16 Nodes 1—Normal {-—Deterministic

2—50 Nodes 2—Reduced 2—Adaptive

3—Increased
4—Variable

node in the path closer to the destina-
tion node than to the originating node.
Moving the message toward the des-
tination node tends to reduce the
blocking probability and message de-
lay in the system. If there is no avail-
able target MS node, the MS or MSO
message is stored at the originating
node until a path is available. If a path
to a target MS node is available, the
message is transmitted to the target
MS node, stored, and placed on IN-
TRANSIT STORE.

Simulation runs

The system operating conditions are
varied in the various simulation
runs to determine the effect of those
changes on selected performance pa-
rameters, Table 1 depicts the planned
simulation runs indicating the spe-
cific operating conditions to be varied.
The system performance parameters
which are examined in each simulation
run are shown in Table II.

Results of simulation study

The results of the work described are
not complete in themselves. They do,
however, give useful immediate re-
sults and also permit general conclu-
‘sions to be drawn.

The traffic generation program works.
It is currently being used in conjunc-
tion with other programs to estimate
the R-100 processors traffic handling
capability. Its input variables are
readily changed to represent difficult
systems and operating conditions. Its
output provides a chronological list of
messages with all associated pertinent
information as follows:

Time of message initiation

Message priority

Message type

Message origin

Message destination

Primary and secondary paths from ori-
gin to destination

Path to the nearest gateway node

Path to the responsible regional node

A signalling and supervision concept
for a message- and, circuit-switched
communication system was devel-
oped. The sequence and specific sig-
nalling and supervision messages uti-
lized in control, management, and
connection of subscribers are deline-
ated. Hence, this concept is of use in
the design of both hardware and pro-
grams for communication systems.

Table I---System performance parameter

Standard output

—_

. System operating conditions or simulation
run designation (as in Table 1) .
. Number of lost calls (grade of service)
. Data Message delay time (mean and standard
deviation)
4, Data Message total time thru system (mean
and standard deviation)
5. Voice message total time thru system (mean
and standard deviation)
6. Percent of system trunk utilization

“w N

Optional output
—
1. Tabular data of distributions of items in
standard output
. Lost calls versus type message
. Traffic volume at any node
. Message delay versus priority
. Transit time (mean and standard deviation)
from origin to destination for each type mes-
sage
Size and distribution of queues
. Percent occupancy of various facilities
. Percent of messages using primary route, sec-
ondary route
. Time after check-in when mobile subscriber
or node can be located (available only on
selected runs)
10. Increased traffic or increased delay as a func-
tion of routing method (available only on
selected runs)

AN

O 0o~ &

The path generation subroutine has
immediate utility also. It is a routing
scheme and in addition to determin-
ing paths for communication between
terminals is of use in related fields
such as setting up distribution sys-
tems and analyzing PERT networks.
In its application here, it takes input
data in the form of a matrix and gen-
erates a primary path (shortest path)
and secondary paths between any
two nodes. Provisions are incorpo-
rated to include an MS node in the
path if required and also provisions
are included to generate all paths if
desired.

From the foregoing, one can conclude
that the following additional results
will be forthcoming:

A generalized operational program
which simulates communication net-
works allowing the user to vary
parameters and evaluate system pet-
formance.

Verification of the signalling and super-
vision concept.

Identification of figures of merit for the
communication networks as delay
times for signalling, lost call statis-
tics, etc.

The completion of all the work will
yield:

A tool to facilitate the design of com-
munication networks (number of
trunks, operational discipline)

A vehicle to demonstrate compliance
or lack of compliance of communi-
cation networks with their require-
ments.

A guide to the solution of related prob-
lems, e.g., setting up a multiple proc-
essor configuration with its associated
operational discipline and communi-
cation problems.
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Basic time-sharing programs
for business and long range

plans

R. R. Lorentzen

A series of programs using the RCA BTSS capability can determine how changes in
an individual product program will affect both that program and the entire product
line. Product development programs and investments and proposed financial sirate-
gies can be evaluated for optimization of business plans and long range plans.

UCH HAS BEEN WRITTEN"*® and
M spoken* about the concepts and
practices of business planning. Kott-
ler,” Dove,’ and others have described
what planning is or should be, and oc-
casionally someone (e.g. Drucker?)
comments or: what planning is not. A
paper by Gilmore and Brandenburg’
gives an example of one good planning
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model and repeatedly suggests that the
plan can be optimized by asking key
questions which are intended to un-
cover opportunities for synergy. But
there is very little in the literature to
facilitate the financial analysis and
evaluation of these plans. Further-
more, when one piece of data is
changed (as a result of a change in the
plan, or the forecasts), it is difficult to
track all the ramifications of this
change. The problem is compounded
when several inputs are changed.

In order to deal with this situation, a
series of four complementary com-
puter programs has been developed to
aid the Microwave Devices Operations
Department to prepare and financially
optimize its business plans and long
range plans (BP/LRP). Other RCA
operations within the Industrial Tube
Division have also found these pro-
grams useful for this purpose.

The five key elements of this system
are (See Fig. 1):

PROGRAMS—a computer program to cal-
culate a financial analysis of individual
product development programs in the
BP/LRP, i.e. to show the relationships
between the market forecast, the engi-
neering and capital investment, the ex-
ternal R&D funding, and the hardware
costs and margin. This program also
prepares, on request, a cumulative mar-
gin to engineering ratio analysis of all
programs, or any of several one-page
summary reports of specific individual
parameters (e.g., sales, margin, or cost-
to-sales ratio), showing all programs
over the total time span.

PROFITS—a program to assemble all the
costs and income from the product de-
velopment programs, together with
those not related to specific individual
product programs, and to calculate and
print out a Profit and Loss (P&L) anal-
ysis of the entire product line based on
this data. This program also calculates
the “liquidation factor” (to be dis-

2.CALCULATE:
PRODUCT STANDARD

COSTS & PRODUCT
LINE VOLUME
VARIANCE

“cosTs”
PROGRAM

re—I. CREATE PRODUCT
LINE DATE TAPE

TAPE FILE

"PROFITS" ‘

]T

PROGRAM
(DATA MEMORY} 3. CALCULATE © _/
PRODUCT LINE
P AL ANALYSIS
T & LIQUIDATION
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| ,
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Fig. 1—The system of programs.

cussed below) which is used to calcu-
late the profitability of individual
product programs as a function of the
entire product line P&L. Hence, this
program makes it possible to determine
what effect a single change in any
parameter will have on the product line
P&L. and.on the P&L of each individual
product program.

cosTs—a program to calculate the pres-
ent and future “standard” costs of in-
dividual product programs and the
volume variance (under- or over-
liquidation of fixed expense) for the
product line. There are three optional
methods (discussed later) for calculat-
ing product costs, depending on the
nature of the product and its state rela-
tive to the product life cycle.
CATEGORY—a program which tabulates

vestments by engineering category.

DATA MEMORY—a tape file used as the
data memory to store all input data,
plus the calculated data (e.g., the liqui-
dation factor or volume variance). The
present data memory, has capacity for
the product line data plus the data for
40 individual product programs for six
years.

the various sales and engineering in- 4

Purpose

Work on the development of PRo-
GrAMS was started in 1969 in an at-
tempt to reduce the manual arithmetic
effort—and the errors—that went into
putting together a financial analysis of
the returns on individual product de-
velopment engineering investments.
These analyses related sales to invest-
ment in order to evaluate engineering
projects, and also described the multi-

e

year investment often necessary for 2@

product development.

Additional work on engineering bud-
gets and business plans led to an ex-
pansion of the data base to include the




non-product development aspects of a
gross engineering budget in terms that
were compatible with and complemen-
tary to the RCA accounting practice.

This expansion of the data base made
it possible to calculate the product line
P&L, and thus made it possible to
analyze investments in specific product
programs relative to all otherprograms
to optimize the long range P&L for the
entire product line,

Today, although these programs have
undergone several major revisions to
expand the purposes or to improve the
algorithm, they are not in a completed
final form. We in Microwave are still
improving our ability to use this tool
and are improving the tool in the proc-
ess; the programs are a dynamic thing,
constantly being improved. To fully
grasp what the programs can do today,
we must delve into the more intricate
details. of the construction of the data
memory and then take a closer look at
the computer programs themselves.

“Microwave disguised” example

The business programs, data, and cal-
culations used as illustrations in this
paper are taken from the author’s
imagination and are purposely not in-
tended to describe the real Microwave
Operation. (It is for this reason that
the title chosen for the illustrative
product line is “Microwave (8)—Dis-
) guised.” The figure 8 represents' an
imaginary issue number) .

Data memory

A data memory (tape file) should
be constructed for each business for
which we want to calculate a P&L
" analysis, by building up from the de-
tail of individual product programs (a
section of the PROFITS program is used
to create a new data tape) .

The data memory can be better visual-
ized if we divide it into four sections
(see Fig. 2):

—Housekeeping and general data.

—Programs.

—Other engineering budget elements.

—Adjustments, reserves, assessments,
and R&D factor.

“Microwave disguised’” example

The tape file sentine! (line 0 in Fig. 2)
is the date that the data memory was
created or revised. Line 10 contains

g
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1975 200060 |- | 11+50 7.24 |o 6. 1. 2. 8. |95 100
1976 150000 [12.00 7.60 |0 8. te 2. 8. los 75
CoMt: A20 PENCIL TUBE A P 2.00 3.90 2450
1971 208008 20,00 12,56 9 8o Se 'y ¢, 99 188
1972 258000 28.00 12.37 6 g, Se o. 8. 98 95
1973 125000 20.00 12,37 5 8. Se B 8. 90 90
1974 100008 20.00 12,56 4 8. Se 2. 8. 98 85
1975 80009 20.00 12475 3 °. Se 'N 8. 90 88
@ 198 1976 60000 20.60 13.13 2 8. 5. 2 8. 98 75
% 200 EW: A1900 TVT a P 200.60 306.98 2.58
218 1971 5608 2006.08 1256.60 0 8. 30, °. 2. 75 88
S 220 1972 4080 2000.00 1187.50 10 8. 32, 0. 8. 75 175
T 23p 1973 3000 2000.00 1151.87 8 8. 32. 2 #. 75 7S
248 1974 2500 175080 1146435 6 0. 20 'N 8. 75 70
250 1975 1500 1500.00 114035 5 Be 20 8. 2. 75 65
260 1976 1000 1508.00 1151.75 4 Be  18. 0. 2. 78 68
2719 B3 S1ege TEO a P 25.00 35,60 2.50
1318 1976 1250 9080.08 5487.40 & 18. 105 8. 6. 78 70
1328 SUSTAINING INVESTMENTS EFGH P 18.00 15.80 2.00
133¢ 1971 10000  100.00 55.00 @ 260. 500. 19¢. 500. 100 180
1346 1972 10000  108.60 55.80 5 456 500. 108. 600. 100 106
1356 1973 10208  100.00 5548¢ 5 508. 500. 100. 1800. 100 180
1360 1974 10008  100.00 55.0¢ 5 508. 500. 100. 2800. 109 180
1370 1975 10006  100.00 55.08 5 588. 508 180. 2500. 100 100
1380 1976 10000 100.08 55.86 5 568. S506. 180. 3008. 108 100
1396 OTHER SALESSINVESTMENT EFGH P 15.00 2.00
1460 1971 [ 0.08 P 6. 100 186
1418 1972 ] Be00 0. 108 100
142 1973 [ 0402 0. 100 190
1436 1974 [ 8.09 2. 100 10¢
1440 197 [ 2.0 2. 180 100
_y___tase 197 @ 0.00 i 500, « 100 180
@ 1460 MEMO(G&AY?  ARCA&I)
5| e . : =
I 1480 SALES CRD NET EQP STD C&P, CPMTL LT SA /BP. ECNET CRDT N
Ougs..1490 308 1300 1381180 100 S8 50 198 108/ 300/ 200 [
A 300 368 30 100 108 56 50 12¢ 106 300" 200 a
W 325 325 30 125 180 5@ 56 100 100 300 250 8
Eu 325 0325 30 125 186 SO 58 166 106 360 250 ]
e 153@ 356 350 35 150 120 63 6@ 125 120 368 250 8
»@ 1540 350 350 35 156 120 60 60 125 120 300 250 2
G 1558 SLS ADJ CST ADJ VOL VAR VRNTYZ OT CSTZ  GAZ  ASIZ RED FCTZ
12) (1Y)
= 8.0 4400 2400
Yolw BB 2.00
> <, £
5 le 0.8 ~866.0
3|8 00 111849 4
g |y 0e0 1537.2
2.0 1852.0
Fig. 2—The data memory (tape file) for “Microwave Disguised’—example.

the first year for the data 1, the num-
ber of years 2, the slope of the learning
curve used in cost calculations 3, and
the inflation factors used for each year
4, (0% in 1971, 5% per year there-
after). Line 20 contains the product
line title (including the issue number)
5, the number of programs contained
in the data 6, and the liquidation fac-
tors calculated for each year 7. Lines
30 thru 40 contain column headings to
aid the user in reading the following
data within the individual programs:
the year 8, the most likely market units
9, planned unit price 10, calculated
unit standard cost 11, the factory’s
estimate of the productivity improve-
ment factor to be applied to the previ-
ous year’s standard cost 12, the RCA
product development, IR&D, or NET
engineering 13, the Direct Manufac-
turing Support Engineering (DMSE)
or sustaining effort necessary for the
program 14, the capital investment in
facilities required 15, the (plant level)
R&D credits expected 16, the RCA
share of the total market in the most

620 RADAR: S5 MODULES B

638 1971 [} @00 @00
640 1972 1000 SO00.00 3487.82
65@ 1973 1500 45008.08 £535.80
660 1974 2000 4000.00 £289.53
670 1975 2500 40600.00 2150.80
680 1976 2500 4200.80 2078.44

cSevne S

likely market units 17, and the pro-
gram discount factor 18—essentially
an overall confidence factor that the
events identified in that year will, in
fact, happen as described by that line.
Most of these terms should be self-
explanatory. Further discussion of the
Productivity Improvement Factor and
the Program Discount Factor (PDF)
is postponed until more appropriate
sections of the text below. Now let’s
look at the business programs them-
selves.

Product programs

In the example, each product program
contains seven lines of data—a title/
cost data line and six lines represent-
ing six years (in this example) of the
data described above. These programs
are the heart of the data memory and
the plan.

A typical program, No. 9, is found in
sequence numbers 620-680 (see Fig.
3). The Title/Cost data line, line 620,
contains the market.19, the product

L S@2.00 500.00 4.08

250. @e 100. 500,
200, 180. 100. 400. 188 60
20. 508 B« 25¢. 88 60
G 20. B G. B2 60
[ 20. B 6. 86 S@
-2 0. [ d. 82 S8

Fig. 3—Program No. 9 as contained in the Data Memory—example.
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20, the engineering category* A thru
H, 21, as defined by Dr. Hillier and
his staff; the cost basis, 22, or method
to be used in calculating unit standard
costs (see below), the material con-
tent ($) of the cost 23, the labor
content ($) of the cost 24, and the
overhead rate 25—i.e,, ratio of expense
to labor, associated with the cost.
Both the material and labor are in
today’s dollars. Items 22 thru 25 will
be discussed under the costs pro-
gram.

As we proceed into the year-by-year
data of our typical program, we should
become aware of the relationships be-
tween the sales and the investments.
First, the product development effort
($250K NET—1971), and in this case
substantial capital investment and ex-
ternal R&D funding (also product
development), precedes the first hard-
ware sales. (Unfortunately, we can’t
see 1970 in this data, but there was
probably some product development
effort in 1970 also). Analyses con-
ducted by the author suggests that the
engineering investment in specific
product development typically leads
the resulting hardware sales by one to
three years and sometimes as much as
five years. As the production builds up,
the planned NET engineering de-
creases, but factory support engineer-

*The Engineering Categories are:
Product Sales and Engineering
A =Present product
B =Next generation product
C =Future generation product
D=New product ventures
Engineering only
E =Sustaining engineering
F =General support engineering
G=Feasibility development engineering
H=Unidentified

EFFECT OF
PRODUCTIVITY:
IMPROVEMEN

| (ASSUMED VALUE!

ing expenditure ($100K in 1972 to
$20K in 1976) is planned to transfer
the design to production and to pro-
vide for production engineering and
cost reduction effort.

Also note that the “most likely” sales
—the sales that will happen if every-
thing goes according to our plan—are
obtained by multiplying the total mar-
ket units, the unit price, and the
market share.

In addition to the specific product pro-
grams which are already identified in
the business plan, additional product
programs can be entered for other
“present,” “next generation,” or “fu-
ture generation” product sales and
their associated investment. Invest-
ments which are in addition to those
specifically related to product develop-
ment, i.e., those investments which are
of a “sustaining,” “general support
technology,” or “feasibility develop-
ment” nature can be entered as sepa-
rate programs with appropriate titles
(these programs would show no prod-
uct sales) .

Other engineering budget elements

Lines 1460-1540 in our example (Fig.
2) represent six years of data for addi-
tional elements of the engineering
budget. The first three columns are the
sales 26, credits 27, and NET engineer-
ing for the Developmental Type (DT)
product 28. DT’s are small quantity
items, generally variants of existing
designs, which require some engineer-
ing, and are therefore built in engi-
neering rather than manufacturing.
The next three columns, equipment
development engineering 29, standard-

izing 30, and chemical and physical
laboratory analysis 31 are additional
services which are elements of Manu-
facturing Support Engineering. The
chemical and physical material analy- ‘
sis for the purchasing activity 32, and
the life test expenditure 33 are entered
into the hardware cost and therefore
are shown as memos. In a similar man-
ner sales assistance to marketing 34,
Bids and Proposals preparation 35,
and division engineering 36 are memo
items that appear in the General and
Administrative divisional assessments.
The Applied Research credits 37 are a
memo which appears in corporate as-
sessments and interest, but the NET
engineering to support the applied
research program 38 is included in the.
calculation of the product line P&L.
The last two elements are special test
equipment engineering financed exter-
nal to RCA 39, and other credits, i.e.,
work for other activities within the
Industrial Tube Division 40. )

Adjustments, reserves, assessments, and
R&D factor

Lines 1570-1620 in our example (Fig.
2) represent six years of data.

The inputs are sales 41 and costs ad-‘
justments 42 to account for minor dif-
ferences between other records such as
actuals without having to go back and
force the detail. Other inputs are the
calculated volume variance 43, the war—‘
ranty reserve 44, and other costs 45 as |

a percent of hardware sales; the divi-
sional General and Administrative
(G&A) Assessments 46 and corporate
Assessments and Interest (A&I) 47 as
a percent of total sales; and the R&D
factor (credits, or costs, to sales ratio) ‘

Fovera ] rers

Us oo be o s o - |
UNIT  NUMBER : s L

Fig. 5—Modified learning curve cost calculation.




48 which is used to calculate the R&D
sales from the R&D Credits.

The data in this tape file are used in
_the computer programs.

COSTS

The costs program reads through the
data memory and calculates the unit
standard cost for each program, in
each year, It stores these unit costs in
the data tape and calculates the vol-
ume variance.

Standard cost calculations

As noted above, there are three meth-
ods of calculating the unit standard
costs. The specific cost basis to be used
for each program is recorded in the
program title/cost basis line in the
data memory (tape file). The three
alternative methods are:

—Productivity Improvement Calcula-
tion. If the cost basis is shown as a
“P”, the material, labor, and over-
head rate are combined to give the
current year standard cost. The costs
in future years are simply (Fig. 4)

cost(year N) =cost[year (N—1)]
X [ 1+ (inflation
— productivity improvement) /100]
QY]

—Modified Learning Curve Calcula-
tion. If the cost basis is an “L”, the
material, labor, and overhead rate
are the estimated values for the 500th
unit, in today’s dollars. The 500th
unit is chosen to get away from the
wide variations that often occur in
the costs of the earliest units. The
costs of individual.units are assumed
to follow the typical equation

Y=AX" or (see Fig. 5)

Costs= A Xunit® (2)
where
A=cost of 500th unit/500", a
constant
B=1logi (slope) [logw(2), a
constant

Thus the cost of the 500th unit is
used to “calibrate” the cost (or learn-
ing) curve. The cost in the first year
of production is obtained by going
back on the learning curve to the
first unit, adding up all the unit costs
through the last unit in that year,
and then calculating an average cost.
The cost in next year begins with the
cost of the first unit in that year, and
so on through all the units in that
year. Subsequent years follow the
same approach. In addition to work-
ing with individual unit costs, the
learning curve is further modified by
the fact that each year beyond the
current year the unit costs are in-
creased from the learning curve by

the compounded inflation factor, ie.,
the learning curve itself is assumed
to be inflation-free.

Modified Learning Curve With Prior
Experience Calculation. If the cost
basis on the program title/cost data
line is identified by an “E”, then the
unit standard cost is calculated in
the same way as the Modified Learn-
ing Curve method, except that in-
stead of going back to unit one, the
first year cost calculation begins at
the next unit after the “prior experi-
ence” in units. This prior experience
number is recorded in the field im-
mediately preceding the “E” in the
program title/cost data line in the
data memory.

This cost basis is used for new prod-
ucts which are similar to current
products, i.e., when the use of the
early portion of the learning curve
would produce rapid changes in learn-
ing which we know by experience will
not happen.

Volume variance calculations

The philosophy behind the volume
variance is simple. The unit costs cal-
culated above assume an overhead
rate, i.e., an expense burden. Some por-
tion of the actual expense is fixed and
some portion is assumed to vary ap-
proximately linearly with load. If we
can identify the portion of the expense
that is variable, and manage our manu-
facturing centers to maintain this vari-
able expense “standard” (ratio of ex-
pense to labor) independent of load
fluctuations, then the expense portion
of the manufacturing load after the
variable expense has been subtracted
is left to liquidate the actual fixed ex-
pense of the manufacturing activity.
The difference between the fixed ex-
pense and the remaining “liquidating”
expense is the volume variance (Fig.
6) . Mathematically we have

= costs=3 material §+= labor §
+= liquidating expense §
(3)
where

= liquidating expense §
=3 yariable expense §
+X remaining liquidating expense $
@
but

= actual expense §

=3 yariable expense $+3 fixed expense §
%)

therefore, if we let

volume variance=32 liquidating expense §
then from (4) and (5).
—3= actual expense §

MICROWAVE (8)-DISGUISED

YEAR 1971 1972 $1973 1974 1975

TOTAL COST SK 13327, 15748, 13899, . 22238, 251524

MATERIAL - $K 221 6. 2689« 2418, ag12e 2679

< 217 Be17 817 [8e18 8s 19
LABOR SK 3196. 3568, 3887 45834 : 5896

% B.24 8.23 822 2.21 8420
EXPENSE SK. 7915, 9491 8394+ 13643+ 15377+

z Be59 8460 2260 2461 B.6Y
EXPENSE/LABOR: 2448 266 2.72 2+98 3.e2
VARJABLE EXPENSE. $K 63924 7135« 631734 9167« 10193«
REMAIN.LIQUID.EXP SK 1523. 2356+ 22281+ AAT G S184.
FIXED EXPENSE 2688« 2835, 3087 3357 36474

VOLUME: VARIANCE $K <1877+ =479« ~866. 11194 1537

ACTUAL EXPENSE/LABOR FOR ZERO VOLUME VARIANCE 5
2481 279 3808 2473 272

Fig. 6=—Volume variance calculation-—example:

Volume variance
=3 remaining liquidating expense §
—3 fixed expense §
6

The fixed expense is entered in today’s
dollars and is then marked up in the
program by inflation in future years.

PROFITS

The PROFITS program takes the reve-
nue, cost, and investment information
contained in the data memory, in all
the programs, and in the additional
detail, and calculates a Profit and Loss
Analysis (Fig. 7) for the entire prod-
uct line, It picks up the contribution
of each element in the data and adds
it to the proper place in the P&L.

The sales, costs, DMSE, and capital
investment of each program in each
year are factored down by the associ-
ated “program discount factor.”

Program discount factor
It is well known that in most busi-

PRODUCT LINE: MICROWAVE (8)-DISGUISED

YEAR 197¢ 1972 1973 1974 1975
HARDWARE INCOME 22e05. 24192. 20960 . 29279« 36618,
R & D INCOME 3353, 2820, 2294. 2786 2941 .
TOTAL INCOME 25558 26992, 23254. 31985. 39559.
HARDWARE COST 13687 . 16847 « 14283. 22564, 25503+
R & D COST 2B50. 2380. 19508, 2300. £500 .
TOTAL COST 16477« 18427 « 16173« 24864, 28003«
HARDWARE MARGIN 8577 8145, 6736 67154 11115
% TO HRIWE SALES 38.6 33.7 32.1 22.9 30.4
R & D MARGIN 503, 420. 344. 406 441«
"'GROSS MARGIN" 9080« 8565. 7080, 7181, 115564
VOLUME VARIANCE -1077. ~479. “B66. 1119 1537.
NET ENG - 1500, 1495. 1485, 1415, 1568,
% TO TOTAL SALES 5.9 545 6.4 4.4 3.9
DMSE(SUSTAINING > 797 18674 1278. 1423, 1A65.
% TO HRDWE COSTS 5.8 6.7 8e9 6.3 5.7
TOT ENGINEERING 2297. 2562, 2755 2838, 3825,
WARRANTY 888, 968 838 1178 1465,
% TO HRDWE SALES 4.0 4.9 a.9 4.9 4.2
OTHER COSTS 444. 484. 419, 5864 732
X TO HRDWE SALES Ee8 2.0 2.8 2.0 2.0
GROSS MARGIN 4374, ap72. 2202. 3645, 7871
% TO TOTAL SALES 171 15.1 95 1l.4 19.9
G & A 2556, 2699 2325, 3199. 3956,
% TO TOTAL SALES 10.0 12.0 18.8 18.0 1.0
CORPORATE A & I Sile 548. K465, 6404 791
% TO TOTAL SALES 2.8 2.8 2.0 2.0 2.0
PRETAX PROFIT 1387 833, ~589. ~193. 3124.
% TO TOTAL SALES Se1 3.1 “B+5 “8.6 7.9

Fig. 7—Microwave profit and loss analysis—example.

1976
246854

a754x
B8+19

495,
820

18957
861

3.01
9949,
5088«
39564
1852,
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MICROWAVE (8)-DISGUISED

MEMOS?
GROSS ENG'G 6377 61724 6920+ 6453 6925 7553,
PROGRAM DMSE 547, 8174 995. 1148, 1135, 1153.
CAPITAL 515. 543, 559, 561 520 685,
LIQUIDATION Feo % 54 46 52 31 31 39
LIQUIDATION C/5 .65 Ba68 B+ 66 B.76 276 Q74
BREAKEVEN RATE I 45 37 39 23 24 27
BREAKEVEN C/S B.69 Be73 B.72 2481 .84 B.79
Fig. 8—Memos report—example.
YEAR? 1974
TOTAL RCA RCA 5TD PDF CuM
PROGRAM MKT $K SHX SALES MARG NET DMSE CAP X M/E
eammsamssianRAESEEEESESR mAmEmE RN ausna =mms  CaB DEEE  EEw Gme mam
SONDEs A18 PENCIL TUBE A 27508. 95 2612. 974. -1 te 2. 102
«994E+D3
COMMt A28 PENCIL TUBE A 2009. 9@ 1880. 675. Be Se ?. 85
«234E+03
EW: Al19B0 TWT A 4375. 75 3281. 1143. B 20. e TO 7640
EW: S1068 TEO A £808. 70 140@8. 677. B Se Be 55 79.9
NAV: A3@ PT XPNDR A 1080. 60 620, =25. Bs 10 fe 70 16.5
RADART A2000 MAGNETRON A 3150. 188 3158. 76. Qe Se 8. 99
«27 3E+23
MISSILEt SS LOCAL 0OSC B 3602. B0 2880. 1248. @+ 25. 85, 65 5.2
COoMME A3000 TWT B 0B, SO 450« 73 Qs 20. Be 68 0.2
RADARt SS MODULES B B8088. 88 6400. 2737, Q. 20 Bes 62 6.9
EW: A4B00 TWT B £900. 80 2320. 568. 108. 28. Bs 6B 245
NAV: A43 PT XPNDR B 458. 70 315 13 2. 19, Be 18 =0.2
SONDEt SS MODULES B 508. 90 450. 296, f. 28. 20. 70 8.8
EW: PHASED ARRAY MODULEC 80oB. 89 64B. 278+ 50 50 Be B0 1ol
EW: NEW SUBSYSTEM C 5009, 180 5000.-1409. 20, 180. 208+ 7@ =2.5
CcoMM: SS LOCAL 0SC [ 580+ 75 375. 93« 18« 30. 30« 70 0.4
RADAR:t DOPPLER MODULE C 4P0. 70 280 . 59. 20. A4B8. 40. 65 0.2
NAV: S5 XPNDR c 408. 8@ 320 Ki-n 2. 208 8. 70 .4
MISSLE: GUIDANCE LO SS C 19@@2. 70 7080. 1503. S08. 100. 128, T8 1.6
SUSTAINING INVESTMENTS E 1000. 120 1800. 450. 580. 500. 108. 183 2.5
OTHER SALESAINVESTMENT E e 102 -3 Be 60Q. 320. 300. 100 ©€.0
DT'S B 385. 325. P. 30
ADJUSTMENTS Be - X B
TOTALS-5ALESt 50050, 40599- 9498,
~INVESTMENTSt 1298+ «130E+04 635.
3.7

Fig. 9—Long range
report—example.

LONG RANGE PLAN DATA SUMMARY

YEAR1 1971
SONDE: AlG PENCIL TUBE A 262
COMM3 A20 PENCIL TUBE A Be 62
EWs Al008 TVT A 2e62
EWs 51009 TEO A D59
NAVs A32 PT XPNDR A 8460
RADART A2000 MAGNETRON A @459
MISSILEs SS LOCAL 0S¢ B G.08
COMM: A3808 TWT B .08
RADARI 5S MODULES B Q.00
EWs A4OGO TWT B f.20
NAVs A40 PT XPNDR B @.00
SONDE: SS MODULES B 2.00
EW: PHASED ARRAY MODULEC 0.098
EWt NEW SUBSYSTEM [ B+00
COoMM) S5 LOCAL 05C < B+00
RADARS DOPPLER MODULE € 2.00
NAV: S5 XPNDR c 6.80
MISSLE: GUIDANCE LO SS C D00
SUSTAINING INVESTMENTS E @55
OTHER SALES&INVESTMENT E 2.90
TOTALS Beb1
LONG RANGE PLAN DATA SUMMARY
YEAR? 1971
SONDE: Al@ PENCIL TUBE A
COMMt A28 PENCIL TUBE A
EVs Al@@e IVT A
EWt 51080 TEO A
NAV: A3G PT XPNDR A
RADARt A2000 MAGNETRON A
MISSILEt SS LOCAL 0SC B
CcoMM: A3Q08 TWT B
RADARt S5 MODULES B
EWS A4Z00 TWT B
NAV: A48 PT XPNDR B
SONDEt S5 MODULES B
EV: PHASED ARRAY MODULEC
EWt NEW SUBSYSTEM c
CoMM1 SS LOCAL 0SC c
RADARt DOPPLER MODULE ¢C
NAV: S5 XPNDR [
MISSLEs GUIDANCE LO 58S C
SUSTAINING INVESTMENTS E
OTHER SALES&INVESTMENT E
TOTALS B.61
LIQUIDATION C/S Be65

MICROWAVE (8>-DISGUISED

COSTS/SALES
manamsanens
1972 1973 1974
B.64 2.63 B.63
2.68 8.62 8.62
059 8.58 @65
Be56 853 2.52
Be73 299 104
B.69 0.81 Be98
9+83 859 Be57
1.23 B.86 B84
070 256 P57
D86 Be79 BeT6
1.77 1414 B.96
Be56 837 B34
2.00 2.91 257
2.00 800 1.28
B.00 1.09 875
6.00 1.12 679
8.08 2495 278
B.00 1.57 B.79
@e55 Be55 855
2.00 B.00 B.00
Be66 2468 277

MICROWAVE (8)-DISGUISED

COSTS/SALES
woamRnawmn=s
1972 1973 1974
Be73 D499 1.084
869 D481 B.98
383
1.23 Be86 2.84
8470
.86 2479
1.77 .14 8.96
2.91
1.28
1.09
112 2479
@95 8.78
1.57 8.79
8466 8.68 0.77
2.68 B.66 2476

plan data summary—margin analysis

@7 /23771
1975 1976
B+63 363
Be64 B0 66
B.76 277
851 2.51
1.89 115
110 1.25
B.53 3450
8.80 3479
B.54 252
874 B.73
Be94 Be77
853 058
Be67 B.92
@79 275
079 0.66
?.60 B+83
1.81 1.91
D62 Be60
8455 BeSS
.2t 2.00
0.70 D+67
7723771
1975 1976
277
1.89 115
1.10 1.25
8.88 ReT9
2.92 877
B.92
2.79 B.75
B.88 283
1.01 1.81
B.70 B.67
876 B.74

Fig. 10—Long range plan data summary—cost/sales re-

ports—example.

16

-

nesses, not all product investments
prove successful.>® Every program will
not have the market develop as de-
scribed, or have complete success in
the product development or manufac-
turing programs, or meet all its sales,
margin, and profit objectives.

A program discount factor weights
some of the inputs to the P&L analy-
sis; this factor describes the contribu-
tion that each program makes to the
total sales and costs of the business
plan/long range plan. The PDF is not
applied to the NET engineering based
on the rationale that if NET funds are
committed to a product development
program they will be spent. Since there
is less certainty that the sales and the
other related costs and investments
will actually occur, the PDF is applied
to these terms. In other words, if the
product is developed but the order
doesn’t get booked, the production-
related costs won’t be incurred. Ad-
mittedly this is an over-simplification,
but over many programs it makes rea-
sonable allowances for uncertainties.

Liguidation factor

In the PROGRAMS program, the profit
of individual product programs is cal-
culated by marking up the hardware
cost to break even and then substract-
ing this break-even cost from the pro-
gram income (i.e., from the hardware
sales) . The factor used to mark up the
hardware cost (without DMSE) to
break-evenis called the liquidation fac-
tor, LF. The term “break-even factor”
has been purposely avoided because
this term is often reserved for a differ-
ent base—hardware standard cost plus
DMSE. The break-even factor is also
calculated in this program. Thus the
liquidation factor answers the ques-
tion—"“What must the hardware sales
be as a function of the hardware cost
L for the product line to break even?”

From the P&L Analysis we can now
derive an expression for the LF.

Pretax Profit=2 income—2 costs

(N

Z income=R&D sales+ hardware sales

@)

= costs=R&D costs
+ hardware standard costs
—volume variance+ NET +DMSE
+warranty +other costs+ G&A+ A&l
©)

At break-even we have
Pretax Profit=0. (10)

Hardware Sales
= (1+ LF/100) X hardware standard cost

(11)
From (7) and (10) we have
= income=32 costs (12)
or
R&D sales

+ (1+LF/100) X hardware standard cost
=R&D cost+ hardware standard cost
—volume variance+ NET + DMSE
+warranty + other costs+ G&A+A&I

(13)
or, since

R&D sales=R&D cost+R&D margin ¢

we have the desired expression for the
LF:

(LF/100) X hardware standard cost
=NET + DMSE + warranty + other costs
+G&A+ A&I—volume variance
—R&D margin q
(14)

Memos

The liquidation factor and the break-
even rate (using hardware standard
cost plus DMSE as a base), are printed
out as memo reports (Fig. 8) since
they do not enter directly into the
P&L analysis. Also available is a
summation of the portion of DMSE
(weighted) contained in the individ-
ual business programs (i.e., excluding ‘
the services such as equipment devel-
opment), a summation of the gross
engineering (including all credits),
and a summation of the “weighted”
capital investment. Both the DMSE
and capital are “weighted” by the pro-
gram discount factors.

The calculated liquidation factor is
stored in the data memory for use in
PROGRAMS.

PROGRAMS

|

This program has three sections, each
producing a different report with a
specific purpose:

—A “Margin Analysis” summaty re-
port for all programs. ,a

—Other “Long Range (i.e. multi-year) -
Plan Data Summary,” reports of in-
dividual parameters, or results, for
all programs.

—“Microwave Market Forecast and In-
vestment Analysis” reports for indi-
vidual programs.



tong range plan data summary—
margin analysis report

The margin analysis report (Fig. 9)
tabulates the sales without the pro-
gram discount factor applied, margin,
and investment of all programs in a
given year and calculates a weighted,
cumulative, margin-to-engineering
ratio according to the expression

Margin
Eng'g =

= (RCA sales - PDF/100)
> Net+= (DMSE - PDF/100)

Cumulative

(15)
following the philosophy and logic dis-
cussed earlier.

The report therefore gives a conve-
nient way of beginning to rank and
select programs to optimize the busi-
ness plan/long range plan.

Other long range plan data summary reports
Whereas the “margin analysis™ report
prints several pieces of related infor-
mation for a given year on each page,
the other summary reports all print
only one parameter in a matrix of all
programs versus all years in the plan.
They are therefore useful for quickly
looking at trends. The reports cur-
rently available are

—Sales—BP/LRP (RCA
gram discount factor)

—Sales—RCA Share

—Sales Potential—total market

—Costs—BP/LRP (RCA ShareX pro-
gram discount factor)

—Units—RCA share

—Units—BP/LRP (RCA ShareX pro-
gram discount factor)

—Unit cost

—Costs/sales ratio

—Costs/sales ratio (suppressed print-
out)

—Standard margin—RCA share (hard-
ware income—standard cost without
DMSE)

Each of these has its own purpose, of
course. The cost/sales ratio (Fig. 10)
and the suppressed printout cost/sales
ratio reports are the same, except that
the latter report tests the cost/sales
 ratio against the liquidation (ie.,
break-even) costs/sales ratio, and
prints out only those values that ex-
ceed this test—the poorest programs—
in order to highlight those areas that
need attention first.

share X pro-

Microwave market forecast and investment
analysis

This analysis gathers together all of
the data on a given individual program
in a one page summary (Fig. 11). The
first section describes the “most likely”
market conditions and the RCA mar-

ket share goal; this is followed by the
expected hardware procurement sched-
ule, if all goes as planned, and price
and cost information. The financial
analysis then reports the margin and
pretax profit (using the liquidation
factor) . This is followed by the invest-
ment section. These investments are
not modified by the program discount
factor; they describe the investment
necessary to suppott the “most likely”
sales shown above. (This factor is ap-
plied later) .

In the ratio/program discount analy-
sis section two fundamental ratios are
calculated, and the analysis using the
program discount factor is presented.
In essence the PDF is used to “weight”
the non-discounted results shown in
earlier sections of the report. (As a
general rule, when the program dis-
count factor appears in a report, the
data presented before is “free” of the
PDF, while the data appearing after
it will be discounted by this factor).

The final section of the report states
the planned R&D funding expected
from non-RCA sources.

This comprehensive report gives a
good financial summary of the merits
of a given program and provides a
starting point for improving the per-
formance.

Conclusions

The series of four programs described
use the RCA BTSS computer capabil-
ity to optimize a business plan or long
range plan. The programs make it
possible to evaluate the effects that
changes in an individual product pro-
gram have on that program and on the
performance of the entire product line.
This capability is valuable not only for
evaluating product development pro-
grams and investments, but also for
evaluating financial strategies sug-
gested for proposals and quotations.

The programs depend on rather simple
models of thé business, and because of
the many revisions probably do not
use the most efficient programming
approach. But they do perform a task
that was not possible before, and they
are constantly being improved as new
elements of the business are added,
debugged, modified, and optimized.

A word of caution is in order, how-
ever. The results obtainable with this
tool are only as good as the input data,
the strategy, and the commitment to
that strategy. Financial manipulation

PRODUCT LINEt MICROVAVE (8>-DISGUISED

PROGRAM TITLE: RADAR: SS MODULES B

PROG.
YEAR 1971 1972 1973 1974
TOTAL MRT-UNITS e 10088 1508 2egd
TOTAL MAHKET $K 8.0 5000.0 €150.2 B200.0
RCA SHARE % 2 189 82 88
HARDWARE PROCUREMENT SCHEDULE
UNITS ] 1200 119% 1599
AVG PRICE ($) 2.00 5803.00 A4500.80 4000.20
AVG MFG COST (32 0+80 3487.82 2535.88 2289.53
FINANCIAL ANALYSIS ($2@0'S)
TOTAL INCOME 2.0 5288.8 54088 6498.8
TOY COST VO DMSE 2.9 348748 3843.0 3663.2
STANDARD MARGIN 2.8 1512.2 2357.¢ 273647
LIQUIDATION F. % 54 46 52 31
TOT BRKEVEN COST 2.0 5892.2 462543 4798.6
PRETAX PROFIT 2.2 -92.2 TT&e7 1681.1
CUM INCOME 2.0 5PAG.0 12408+ 16808.6
CUM COST 0.0 3487.8 65388 308194.0
CUM MARG IN 2.0 1512.2 3869.2 6606.9
CuM PTP 2.0 ~-9242 68245 2283.6
INVESTMENT (S888'S)
sampERRERSnsEEREEES
NET(PRODUCT) ENG 258.8 £82.2 2.8 8.9
DMSEC(SUSTAINING) B0 180.8 58.8 20.8
ENG'G (NET+DMSE) 250.9 300.0 70-0 2049
CAPITAL 190.8 108.0 8.8 8.2
CUM ENG INEERING 258.9 550.0 688.0 640 .2
CuM CAPITAL 100.0 200.2 200.9 200.8
KATIOS/PROGRAM DISCOUNT ANALYSIS
COST/SALES 2.000 22698 B.564 Be572
CuM COST/CUM INC .209 8.698 B.628 8627
PROG DISC FCTR % 100 60 60 62
STANDARD MARGIN 2.0 907 .3 1414.2 164240
PRETAX PROFIT B2 ~55.3 46448 96087
ENG'G (NET+DMSE) 258.0 260.9 50.8 12.0
CAPITAL 100.0 126.9 0.8 B+0
CUM MARG/CUM ENG 2.0088 1779 A.lAa6 6.929
CUM PRFT/CUM CAP ?.909 ~B+346 24559 B.56a
R & D FUNDING SCHEDULE ($486°S)
R & D FUNDING 500.6 4838 £58.8 2.8

Fig. 11—Microwave market forecast and
analysis—program no. 9—example.

is no substitute for decisive, timely,
well-planned action, but it can be a
healthy complement to such action.
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Low-power COS/MOS
memory system design

J. R. Oberman|G. J. Waas

COS/MOS devices can provide reliable, high-speed memory systems with low power
dissipation. Two specific applications show the trade-offs that must be considered

in designing such systems.
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EMICONDUCTOR MEMORY STORAGE
S is a rapidly growing segment of
the total memory market, and the rea-
sons for acceptance of this new storage
medium are as varied as the applica-
tions. cos/mos (Complementary-Sym-
metry/Metal-Oxide-Semiconductor)
devices are new candidates for mem-
ory use. Prime attributes of cos/mos
memory devices are low power dissi-
pation, high speed operation with
static memory cells, no refresh logic
requirement, single power supply op-
eration, wide temperature range, good
noise immunity, insensitivity to power
supply variation, and compatibility
with TTL voltage levels. A figure of
merit (the product of access time and
power dissipation) shows cos/mos to
its full advantage (Table I).

Four RCA cos/mos arrays are avail-
able: the CD4005, and RCA Dev. Nos.
TA5577, TA6042 and TA5974. When
choosing an atrray, a designer must con-
sider storage capacity, speed, and
power dissipation. Arrays with current
outputs provide faster system access
times when interfaced with bipolar
sense amplifiers and bipolar address

Table |—Figure of merit for typical memory
devices.

Access  Flgure

Access Power  of merit

Capacity Time Pp Ta*Pp
Type (Bits) (ns) Ta (mW/Bit) (p]/Bit) ‘
COS/MOS 256 500 0012 0.6
Current
Mode 64 7 6.2 43.4
TTL 256 90 2.5 225.0
TTL 64 40 6.0 240.0
P-MOS
Static 256 650 1.5 975.0
P-MOS
Refresh 1024 400 0.4 160.0

4

drivers, but arrays with voltage output
sensing, although slower, make possi-
ble a low-power all-cos/Mos system.
All devices can be directly driven with
TTL devices, and the TA5974 can drive
a single TTL load. e

High reliability is a major attribute
for a cos/mos memory system. The
extremely low power dissipation
causes a minimum temperature rise for
the memory rack. The resultant low
junction temperature together with the o
non-destructive read out (NDRO)

static memory cell provides depend-

able system operation. Moreover low

power dissipation permits a very com-

pact memory system. ‘
System organization q
The basic elements of any memory
system are a memory address register,
address decoder, buffers (to provide
the necessary power for the large fan-
outs required of the address lines),
storage array, sense amplifier (with
wire OR capability), data register, ard
the necessary timing and control logic
(Fig. 1). When the memoty system is
partitioned into its hardware elements,
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Fig. 2—C0OS/MOS memory systems: 128 words by 2 bits.

Fig. 4—Memory system: 1024 words by 9 bits, containing 36 o
TA-5974 memory chips and six CD4011 NAND gate chips.

a single printed circuit card usually
contains the storage arrays, the sense
amplifiers associated with these arrays,
and the necessary buffers to drive the
arrays. This printed card is the basic
system module, and cards are paral-
leled in bit and word direction to pro-
vide the total storage capacity required
of the memory system. Address regis-

¥ ters, control logic, additional buffers,
and perhaps some decoding are placed
on additional cards which are usually
unique to a system and represent a
small percentage of the overall board
count. Depending upon system size,
the data register may be mounted
separately or on the storage array card.
Generally these support logic cards are
special purpose cards without regular-
ized logic.

Power

In an all cos/M0S memory system,
dynamic power is the prime source of
power dissipation. Quiescent dissipa-
tion is primarily due to device leakage
and is quite low: selected units have
demonstrated quiescent dissipation as
low as 1.0 nW per bit. But dynamic
power dissipation is proportional to
CV’*f, where C is capacitance, V is
voltage, and f is frequency. It is there-
fore necessary to partition the system
so that a minimum number of long
lines are energized at one time.
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[

Fig. 3—Data bus terminations for RCA
Dev. No. TA5974.
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In memory systems using storage ar-
rays with internal decoding, the out-
puts of the memory address register
must be distributed to evefy memory
array in the system: outputs of the
memory address register must appear
on every memory card. If the cards are
bit oriented, address lines are switched
on every card and charging and dis-
charging the large total capacitance
dissipates power. Power requirements
could be reduced by placing several
bits on a card and developing a card-
select command that would enable
address buffers so that lines would
switch only on necessary cards. This
approach is similar to sending chip-
enable to only those arrays from which
data is actually required.

In the extreme case where power dis-
sipation must be minimized, the com-
plete system can be operated at a
reduced power supply voltage with a
proportionate speed loss. Reducing
power supply voltage to a minimum in
arrays not being accessed can further
reduce power dissipation.

Speed

Minimizing capacitance on the array
sense output lines maximizes speed.
Hence, cards should be bit oriented;
all words associated with a bit should
be on the same card to minimize wire
capacitance”and to make arrays with
sense current outputs immune to back-
plane noise coupling or sense line
oscillations.

Error detection

Most memory systems include parity
checking to detect memory errors.
Parity is usually maintained on a byte
basis: nine bits, eight for information
and one for parity. But the use of
parity without error correction does

not increase the reliability of the mem-
ory system.

For large capacity, long word-length
memory systems, an error correcting
code is economically feasible because
it increases reliability and requires the
same number of bits as parity. Single
bit error correction will rectify errors
in the storage array or sensing circuitry
although it will not correct for
malfunctions in address buffering or
decoding circuitry. But any error cor-
rection method should be tailored to
fit the specific system configuration
and the system itself should be so
well-organized that a bad socket pin
or open wire will not cause an un-
detected malfunction.

Small buffer memories

The TA5577, a 64-bit memory, is in-
tended for use in small memories. For
efficient use word capacity should be
less than 256, but word length is lim-
ited only by the driving capability of
the address driver. A cos/mos de-
coder, TA5873, will decode one out of
cight input lines and serve as the
address driver of the array. In a sys-
tem, the TA5873 also replaces the
address buffer.

The organization of a 128-word, two-
bit storage card is illustrated in Fig. 2.
This memory can be expanded in the
bit direction by adding memory arrays.
The TA5577 dissipates power when-
ever an “x” address line is selected,
regardless of the state of the “Y”
address lines. This “half-select” power
dissipation can be minimized for
larger systems by expanding in the
“y” direction. Therefore, for minimum
power dissipation, systems should be
organized so that Y is greater than x
and the x decoder is inhibited when
the memory is not accessed.



Two sensing techniques are illustrated
in Fig. 2. One utilizes bipolar devices
and the other employs cos/Mos units.
The bipolar sense-digit interface has a
typical delay time of 50 ns from stor-
age array input to bipolar sense tran-
sistor output while the cos/Mos
interface has a typical delay of 200 ns
and is heavily dependent upon load
capacitance. Bipolar interfaces can be
designed compatible with cos/mos or
bipolar logic.

Medium capacity systems

The TA6042 and TA5974 are fully
decoded medium capacity systems
with eight address bits selecting one of
the 256 storage cells. A chip enable
allows selection of an individual array
within a large system and permits low
power system operation by eliminat-
ing half-select power loss. A non-
selected device remains in a standby
condition and only dissipates that
power caused by leakage. Reducing
power supply voltage on non-selected
devices might reduce dissipation fur-
ther.

Separate sense and digit lines permit
faster system operation but require
the proper read/write command input
to identify the operation. The storage
array must possess a wired or capabil-
ity to permit expansion of the memory
in the bit direction, and the chip-
enable command must disconnect non-
selected memory arrays from the data
bus to prevent them from interfering
with the selected array output,

If no array is selected, the data bus
tends to float and seeks a potential
determined by leakage currents. But
the selected array must charge or dis-
charge the data bus from the potential
the line assumes in the quiescent
state; a floating data bus potential
makes access time uncertain.

In the current-sensing version (TA-
6042), a low impedance sense ampli-
fier discharges the line capacitance.
The voltage sensing version (TA5974)
has a high impedance cos/mos gate as
the sense amplifier and the bus floats
unless a discharge resistor or active
cos/mos pull down is used (Fig. 3).

A typical storage card arrangement is
shown in Fig. 4. The card is organized

MEMORY MODULES
It

7 9‘\?—
D& \PO, N
6"“”3\“00 \ DO, DO) \Doe\,‘\ = 8

DATA OUT BIT|

Fig. 5—Memory system: 81982 words by 9 bits.

as 1024 words by 9 bits. To minimize
power requirements, a module-select
signal enables the address line buffers
of the selected module only.

An 8192 word system is formed by
interconnecting the module as shown
in Fig. 5. The complete memory can
be contained on ten cards, including
two cards for address and data regis-
ters, decoders and control logic, mak-
ing the total system no bigger than a
cube six inches on a side. Cards are ap-
proximately 5.5%5.0 inches and hold
42 dual-in-line packages.

There are two types of power dissipa-
tion: quiescent and dynamic. The
storage array is the major source of
quiescent power dissipation: a 256 bit
array typically dissipates 300uW at 10
volts while the cos/mos logic dissi-
pates only 10 nW per gate. Premium
devices can be selected for lower dis-
sipations.

Dynamic power dissipation is a func-
tion of the number of lines switched
during a memory cycle. For a typical
calculation, consider 6 pf to be an
average node capacitance exercized at
10 MHz with a 10 volt pulse. From the
CV*f calculation we see that the dy-
namic power dissipation is 0.6 mW

—~per node. The storage card of Fig. 4

has eight address lines distributed to
36 memory arrays with a total of 304
nodes. Assuming that half the nodes
will switch during any cycle, 152 nodes
will dissipate 91.2 mW. And this
calculation includes only address lines;
data lines, common signals and intet-
nal switching within arrays have been
excluded. Obviously, to minimize
power dissipation the capacitance of
the system must be minimized. This
implies word slice organization, high

packing density and minimum address
line switching.

System access time for an 8K by 9
memory utilizing the TA5974 is typi-
cally 1.0 us, and sixty-five percent of
this delay occurs on the memory card.
Faster operation can be obtained by
utilizing the TA6042, but the bipolar
sense amplifiers increase power dissi-
pation.

Since the input signal to the memory
need only be equal to half the power
supply voltage, the TA5974 and TA-
6042 arrays are TTL compatible at 10
volts. Differential sense amplifiers im-
prove system signal-to-noise ratios,
eliminating common mode noise cou-
pling and presenting a greater dynamic
signal to the amplifier. A memory sys-
tem utilizing a cos/mos storage array
with bipolar logic and interface cir-
cuits has been developed; a picture of
a printed circuit card module is shown
in Fig. 6. The card measures 4.5%5.0
inches and contains 21 integrated cir-
cuit packages organized as 1024 words
by 3 bits.

Conclusions

The systems illustrated above demon-
strate some of the attributes of cos/
Mos when applied to memory design.
The final product is a system that is
extremely tolerant of variations in
temperature, power supply voltage,
and interface signal amplitude. These
advantages combined with low power
dissipation and a static memory cell
design result in a straight-forward,
reliable memory subsystem,

Fig. 6—Printed-circuit card module.
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P-MOS technology for quick
turnaround custom LSI

T. R. Mayhew | K. R. Keller | H. Borkan

Designers frequently require small quantities of large scale integration (LSI) circuits
but cannot afford the time or money necessary for conventional custom design. The
Quick Turnaround facility in Somerville can develop and deliver LSI arrays in as little

as two weeks, using P-MOS technology and design techniques adapted to economical,
quick turnaround.
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ILITARY EQUIPMENT DESIGNERS
M often require large scale integra-
tion (rs1) of their logic subsystems
because of size, weight, power, reli-
ability, and cost requirements. How-
ever, the number of systems that are
requested may not be large, the time
permitted for the design phase may be
short, and the funds available for the
design may not be adequate for a con-
ventional custom design. To satisfy
these severe demands the Government
and Commercial Systems Division has
established a custom Ls1 aTA (quick
turnaround) facility in the Microelec-
tronic Technology (MET) organization
located in Somerville, New Jersey.

The p-channel metal-oxide-semicon-
ductor (p-mos) transistor technology
is best suited for quick turnaround
because of the relatively simple fabri-
cation requirements, and because it
affords very high array density. In ad-
dition, the universal array, a MET-
originated LsI concept, provides for
low-cost design and quick turnaround
because it requires that only one pho-
tomask be customized to implement a
logic subsystem. (The universal array
approach is described in detail in the
article titled “Monolithic Applications
—Divisional Interface,” in this issue.)
Combining the p-mos technology with
the universal-array concept has given
RCA an effective oTA LsI facility that
to date has produced over 150 differ-
ent array types quickly and econom-
ically. The ora st facility has suc-
cessfully produced more than one
array type per week from new art-
work and has produced large numbers
of those array types which have
achieved wide utilization.

P-MOS fabrication

The integrated-circuit designer has a
wide range of device fabrication tech-
nologies available to him. These in-
clude bipolar, single-conductivity-type
mos, complementary Mos, silicon-gate
Mos, and silicon-on-sapphire, as well
as hybrid combinations of these. P-mM0s
dominates applications that require
fow cost, because the fabrication sim-
plicity gives high wafer-processing
yields and high density devices, result-
ing in low cost per logic function.
p-MOs integrated circuits are simple to
fabricate because only one diffusion
and only four masking steps are re-
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Fig. 1—PMOS process outline.

quired. (An optional additional mask-

ing step may be used in any of the 1c -

technologies to provide a protective
overcoat on the chip.)

The process sequence, including the
optional masking step, is outlined in
Fig. 1. Starting material is 3 to 5 Q-cm,
n-type silicon wafers. After growth of
a diffusion masking oxide, the first
photomask is applied using standard
photolithographic techniques, This
masking oxide is etched away in the
source, drain, and tunnel areas. The

tunnels form conductors which cross
under metal lines, and a boron diffu-
sion creates diodes in the areas not
protected by oxide. The portion of the
masking oxide that has been contami-
nated by the boron and the boron glass
over the unmasked regions is then re-
moved.

At this point, the thick field oxide is
grown; the thickness of this oxide de-
termines the turn-on voltage of para-
sitic transistors. Thermal oxidation is
preferred to deposited SiO, because of
its relative cleanliness and low pinhole
density, but greater lateral and longitu-
dinal diffusion take place during the
oxidation. To compensate for the ad-
ditional diffusion during growth of
13,000 A of oxide, the source-to-drain
spacing is appropriately defined in the
first photomask.

The second mask pattern allows re-
moval of the oxide in the channel
regions and defines the contacts. The
use of separate channel and contact
patterns, rather than a single pattern
which allows oxide removal over the
entire transistor area, on the second
mask allows thick oxide to remain
over the diffused region between the
channel and contact and reduces the
gate-to-drain capacitance.

Channel oxide is then grown to a thick-
ness determined by the required thresh-
old voltage range as specified in Table
I. The third mask, defining the metal-
to-silicon contact areas, is applied. The
contact openings on this mask are
larger than those on second mask, re-
sulting in a double step in the oxide.
Thus, metal lines do not have to go
over a large oxide step.

Aluminum is evaporated and the
fourth masking and etching step is per-
formed. This mask pattern defines
transistor metal electrodes, device in-
terconnections, and bonding pads.
Finally, the entire chip is covered with
a protective layer of deposited silicon
dioxide. A fifth masking step is then

Table |I—MET P-MOS Specifications

Process D F G H
Threshold
voltage 1.0-1.8 1.6-2.6 2.2-3.4 3.5-4.5

range (Volts)
Channel oxide
thickness (A)
Silicon
orientation

1100 1100 1500 1700

<100> <111> <111> <i11>

used to remove the silicon dioxide over
the bonding pads.

An example of a P-Mo0s array is the
MET 256-bit fully-decoded rRaM with
sense amplifier on a chip 157 X 147
mils. The basic memory cell, consist-
ing of six transistors, occupies an area
of only 32 mil’. Device size for this
array is at a minimum determined
by processing capability. Because of
its geometrical simplicity and the re-
quirement of a single diffusion, the
p-Mos device is smaller than other de-
vice types.

Isolation diffusion or the use of dif-
fused channel stoppers are not re-
quired, thereby reducing the area
required for a cell. An Mos transistor,
which requires less area than a diffused
or thinfilm resistor, is used as a load,
further reducing the area requirements.
Of the integrated-circuit fabrication
technologies available, the p-mos ap-
proach gives the highest number of
logic gates per unit area.

The use of an active load in Mos cir-
cuits provides a degree of flexibility to
the user. The load may be used as a
resistor by fixing the gate potential or
the gate may be clocked to reduce
power consumption or to provide
special functions, The MET approach
enhances this flexibility by offering
p-Mos in one of four threshold voltage
ranges, as shown in Table I. The two
lowest voltage ranges are compatible
with T°L circuits so that p-MO0s arrays
may be directly interfaced with bipolar
circuits.

The fewer process steps required for
p-Mos technology results in higher
yields at the wafer fabrication step
than achieved in other technologies, as
well as higher reliability. These factors
coupled with the higher gate density
result in lower cost per logic function.
In addition, the fewer process steps
and higher yield give reduced process-
ing time so that turnaround time is
minimized.

Design approaches

There are three basic approaches to the
design of p-mos Ls1 arrays, differing
from each other in their artwork-gene-
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ration requirements. These approaches «

are custom-designed arrays, standard-
cell arrays, and universal arrays.

Custom arrays
In the custom-array approach, each



circuit component is analyzed in terms
of circuit performance and chip area
consumed.

The primary objective is to minimize
chip area within the restrictions, of the
layout design rules while still satisfy-
ing the circuit performance require-
ments. Each photomask is tailored to
the specific subsystem being imple-
mented. This approach results in the
most compact chip; however, it is the
most difficult to design and requires
more engineering time than the other
methods.

An example of a custom-designed ar-
ray is illustrated by the character
buffer shown in Fig. 2. Note that there
is very little unused area within the
chip. This array is 138 X 137 mils, has
43 bonding pads, and contains two sets
of six-bit static registers with versatile
data-steering logic. Data may be en-
tered and retrieved either serially or in
parallel, and additional control is pro-
vided to vary the lengths of the
registers. There are twelve high-con-
ductance output transistors located on
two sides of the chip. These are re-
quired for T°L compatibility and high
speed operation, and have been inter-

digitated to minimize area.

Standard-cell arrays

The standard-cell approach seeks to re-
duce the design effort required for new
arrays through the maximum use of
design automation. A set of basic cells,
such as a three-input Nor gate, a dy-
namic shift register stage, and a logic
inverter has been designed and placed
in a computer library. The library is
held in memory and contains the in-
formation needed to generate the art-
work for all masks. The designer,
working from a logic diagram, specifies
the required basic cells, and the com-
puter goes through a cell placement
and interconnection routine. The final
array size depends upon the efficiency
of the interconnection routine.

An example of a standard-cell array

Fig. 2—Custom designed character buffer

is illustrated by the sixteen-bit cor-
relator shown in Fig. 3. The array con-
tains three sixteen-bit shift registers, a
data register, a pattern register and a
masking register. The outputs of the
pattern register and data register are
compared under control of the mask-
ing register in 16 exclusive-orR gates
whose outputs are summed. There are
two additional sixteen-bit delay lines
on the array. The correlator chip is
133 % 109 mils and is a relatively com-
pact design for a standard cell array
because of the serial flow of data.

Universal arrays

A universal array is a design in which
the first three photomasks are defined
and remain fixed for all applications.
The fourth mask (metal mask) is cus-
tom-designed for each application. The
basic array consists of p-MOS transis-
tors and p* tunnels; the metal pattern
interconnects the transistors forming
the individual logic elements. Combin-
ing these into the complete subsystem
mask is the only change from one ap-
plication to the next. This mask alone
defines the specific interconnection pat-
tern and the functional operation of
the particular chip.

The primary advantages of this ap-
proach are low cost and quick turn-
around time. These result because each
application requires the definition and
fabrication of only one mask. In addi-
tion, each application uses a proven
set of three masks having fixed device
geometries. The cost saving arises be-
cause wafers can be processed through
metalization and stockpiled awaiting
the metalization pattern. "

A number of universal array-families,
tailored for different applications
areas, have been completed. These in-
clude a 52-gate logic array (GUA-1),
a two-phase dynamic register array
(RUA), a four-phase array (FUA),
and a 100-gate logic array (GUA-3).
More than 150 logic variations of these
basic types”have been implemented
and used by design engineers in vat-
ious RCA divisions.

Fig. 4 illustrates an implementation
of the 100-gate universal array. The
chip is 127 X 122 mils; it contains 500
transistors and 40 bonding pads. The
application shown was designed for
use in an aircraft transponder and pro-
vides the complex encoder/decoder
function. It contains a 22-stage shift
register with parallel loading capa-

Fig. 3—Standard cell array; 16-bit correlator.

bility at 14 preselected locations. The
front end of the shift register has an
asynchronous pulse retimer circuit.
Logic circuits decode certain register
states and provide external output in-
dications.

Conclusions

The MET P-Mos pilot facility provides
a quick turnaround capability for both
development and follow-up work re-
quiring Lst arrays. Development work
demands many different types of ar-
rays, typically one or two new types
per week, in relatively small quantities
(less than 100 per type). These array
types may be custom designed, stan-
dard-cell, or universal arrays. Most ap-
plications require universal arrays
because the turnaround time from logic
to delivered arrays is shortest (typically
seven to nine weeks) and can be as
short as two weeks on a crash pro-
gram, The standard-cell and custom
designs generally take longer, with
complicated custom designs sometimes
requiring as much as six months.

Quick turnaround capability in the de-
velopment phase may lead to a high
volume add-on contract. One example
is a program which initially required
small quantities of four logic varia-
tions of the GUA-3 for low-power ap-
plications. The successful and timely
qualification by RCA for the design
and production of modules utilizing
these arrays led to additional contracts.
Thus the universal-array concept im-
plemented with the p-Mos technology
is an effective means of achieving
quick-turnaround time for large scale
integration of logic subsystems.

Fig. 4—GUA-2 transponder encoder/de-
coder.
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N THE LAST FEW YEARS there has
been a rapid growth in the use of
complex integrated circuit design ve-
hicles in electronic equipment. In
many cases the arrays contain over
100 logic gates and over 500 active ‘
devices. While off-the-shelf functions
can be used in many applications, spe-
cially customized arrays are often
needed due to function, size, power,
cost, or weight requirements, The de-
sign engineer working with complex
Ic arrays is charged with several size-
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able tasks. He must select from such
available technologies as p-mos, c-
mos, and bipolar. He must also con-
sider the circuit approach, functional
ppartitioning, interfacing, packaging,
environmental specifications, and in
some cases the design and processing
of active and passive components con-
tained on the array. These decisions
are further complicated by the rapidly
_ changing technology which quickly
obsoletes past reference points and
tradeoff factors.

To assist the G&CS engineer in mak-
ing the optimum decisions in these
areas, the MET Monolithic Applica-
tions Group has been working with
the engineers in each of the five G&CS
Divisions, providing not only guid-
ance and consultation services, but
also access to customized complex ar-
rays on a quick turn-around basis.
From 1964 to the present, the activity
has assisted in the implementation of
over 150 complex array designs using
P-MOS, c¢-Mos, and bipolar technol-
ogies. During this period, over 15,000
functioning arrays have been deliv-
ered for many developmental and
production programs. Some typical
functions which have been imple-
mented with complex arrays are listed
in Table I.

Complex array design cycle

The block diagram of a typical design
cycle for an array is shown in Fig. 1.

Table [—Complex array applications.

Function

Application

Control logic shift
register/counters
Driver/remote storage/
programable counter/
divider/control
ROM/code generator
Arm and fire logic
Analog cross point/link
alotter/line select
Encoder/decoder

ROM character store
VSD/compander

Bit timing and decision
logic

Freq. synthesizer
control/lock det./scaler
Register/control/
sequencer/clock
Programmable filter
module

Encoder, decoders
Analog multiplexer/
serial and parallel digital
Arithmetic and control/
ROM

Video sync. generator

Data buffer

Phased array beam
steering

Hand held radar
Fuze timer
Switchboards/data
switch
1FF/transponder
Data display
Communications
MODEM

Multi-channel radio
Electronic drum
EW

Intrusion device
Data monitor and test

Special computers

TV/IR scanning

Table 11—Artwork and mask dimensions and

tolerances.
Artwork Masks
Pattern size 34 in 170 mil
Scale 200 x 1 X
Line size 40 mil 0.2 mil
Accuracy *4 mil +20 microinches
Registration *+4 mil +50 microinches

Defect density —

25/in?

The total effort is divided into five
areas: specification, design, artwork,
masks, and fabrication and test. Dur-
ing the specification and design
phases, the function to be imple-
mented is first defined and described
in detail as a circuit function and then
carefully laid out according to the
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Fig. 1—Design cycle for a typical complex array.

rules of the process to be used. The
composite product is an overall layout
which identifies from five to ten mask
definition steps required to process
the devices. Typically these steps are
diffusions, oxide cutouts, and metal
pattern definition. The information
derived from the overall layout forms
the basis for the preparation of an
equivalent number of layers of preci-
sion artwork fabricated at a conve-
nient scale. This artwork is reduced to
final size and the array pattern is du-
plicated by a step-and-repeat exposure
process on a glass mask large enough
to cover the wafer to be processed.
Typical dimensions and tolerances for
artwork and masks are shown in Ta-
ble II. The final masks are sent to the
Process Shop for the fabrication of
wafers.

Testing

An important part in the design of
an array involves translating the per-
formance specifications into the func-
tional test specification used to test
the array both at wafer sort and after
final packaging to assure proper oper-
ation. For complex digital devices
containing sequential logic nets (i.e.,
flipflops and other types of storage)
the task is formidable and requires
special purpose test equipment capa-
ble of generating 100 bits or more.of
test patterns on 40 or more lines. To
meet this need, computer controlled
test systems are now being used. For
nondigital circuits, additional param-
eters often have to be measured. A
typical array has 10 to 20 inputs and
a similar number of outputs. The test
specification requires operation at
worst case power supply and input
signal limits. Test patterns often con-
tain initialization pattern sequences to
preset internal counters and registers
to a state where proper operation can
be observed at the array outputs. In
many cases frequency, loading, and
rise time tests have to be performed
as well as power supply current and
leakage measurements.

Universal arrays

The tremendous quantity of detail
contained in a custom array design
incurs a high probability of error. Even
with careful checking at several steps
in the cycle, the device may not op-
erate correctly at the wafer sort stage.
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After identification of the problem, a
redesign and rework cycle is required.
A complex array design may require
several rework cycles and take six
months or longer to complete. To re-
duce turn-around time and simplify
design, the universal array concept
has been used extensively in G&CS
applications. A universal atray is an
1c vehicle upon which the device loca-
tions are fixed on the substrate; vari-
ous functions are implemented by
specifying unique interconnection pat-
terns for the fixed devices. With this
approach, only a portion of a single
mask (metal pattern definition) need
be changed for each application. The
basic mask layers and, therefore, de-
vice geometry, pad location, and
power bus configuration do not vary
between applications. This approach
greatly reduces design time and cost,
and the probability of error. It typ-
ically allows for the simple change or
addition of logic (for ECN purposes)
at a later time. Designs have been
processed to sample parts (meeting
full military or commercial specifica-
tions) in a best case time of a few
weeks, with ECN’s processed to sam-
ple parts in one week. For a detailed
description of the fabrication of a
P-MOs universal array, refer to the ar-
ticle “pP-mMos Technology for Quick
Turn Around LSI” in this issue.

The rules for the use of the universal
array are much simpler than those for
the completely customized design and
can therefore be casily learned by the
engineer who has an application.

The Applications activity issues users
manuals for the universal arrays and
conducts training sessions at the loca-
tion where use is anticipated. A con-
venient layout form and functional
test format is provided so that the user
can implement his function. Typical
logic function layouts and application
data are distributed to interested engi-

neers. The families of universal arrays
which have been implemented with
p-M0s technology is shown in Table
1T with pertinent characteristics.

The universal array family currently
consists of the Register Universal Ar-
rays (RUA), Four-Phase Universal
Arrays (FUA), Gate Universal Arrays
(GUA), and the Read Only Memory
(ROM). The most widely-used type is
the GUA because it is best suited for
general purpose logic and can imple-
ment either static or dynamic logic. At
the present time there are three ver-
sions of the GUA; they are referred to
as GUA-1, GUA-2, and GUA-3 array
vehicles. The GUA-1 is equivalent to
52 two-input gates, while the GUA-2
and -3 are equivalent to 100 two-input
gates. The only difference between the
GUA-2 and GUA-3 is the physical
dimensions of the load transistor. The

DEVICE
Fig. 2—Gate Universal Array (GUA-2) cell.

GUA-3 is the Jow power (lower speed) ] e
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basic areas: 1) general understanding I :
of P-MOS transistors, circuits and logic, 2 3 so-l':I JRANSMISSION
plus a more detailed knowledge of the o

capability of the transistors on the ar- _ ‘
ray; 2) basic rules that must be fol- tggéS?“Gate Universal Array (GUA-2) de-
lowed when layout of the custom me-

tal is performed to produce the desired
logic functions; and 3) the ability to
produce a test package to conform to
standard testing procedures. MET
gives consultation and assistance in
these areas to the divisions. The most
desirable working interface between
the divisions and MET comprises a
metalization form of the customized
metal (to implement the required
function), and test specifications to
validate the design.

A composite drawing of a section of

the GUA-2 array is shown in Fig. 2. REEREREEN

This section shows four of the total AR . ; WNU

of .100 cells on the array. All cells are Fig. 4—Customized metal required to inter-
-~ uniformly placed along a group of bus connect a two-input NAND and a two-input

NOR gate.
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Table lll—Universal array summary. Vo ” Y
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Type
cuA-1 RUA FUA GUA-2 ooy
[

Number cells 52 112 72 100 ! ‘ T2L NPyt &
Number gates 52 208 (72) 100 4 ! —
Number transistors 204 656 252 500 | :
Array size 82x90 100X 108 114x114 116X 124
Array area (mil2) 7400 10,000 11,900 14,480 —
Active area (mil?) 80 145 376 384
Number pads 22 22 40 40 !
Power dissipation typical (mW) 50 150 100 250 +50V +50V
Speed (Megabits/second) 1 1 5 2 '

INTERFACE.

CIRCUIT

Fig. 5—Simple T2L interface circuit.




lines. The important points in a cell
are numbered, and Fig. 3 shows the
corresponding devices. Figure 4 shows
examples of the customized metal re-
* quired to interconnect a two-input
NAND and a two-input NOR gate. The
fact that GUA transistors are designed
to be used as ratio type devices must
be considered in a typical design. For
example, the GUA-2 must be used
such that only one pull down transistor
(inverter) is used in series with a load
device. If both load devices are used,
two pull down devices can be stacked
in series. With the GUA-3 eight in-
verter devices can be stacked in series
with the load transistor and the trans-
mission device (with impedance equiv-
alent to five inverters) can be used as
a pull-down making the GUA-3 equiv-
alent to 100 three-input gates,

Very efficient use of the GUA-3 can
be accomplished by functional gating
- techniques where devices are used in
series-paralle]l combinations to per-
form a logic function. From the basic
NAND, NOR gate structures, various
types of flip-flops can be constructed
to perform shifting and counting oper-
ations. With these design features, a
logic design can be implemented by
staying below the limit of 100 cells
and 40 input-output pads available
on the array. But attempting to fully
utilize all of the 100 cells can make
layout extremely difficult; as a rule,
80 to 90 percent cell utilization should
be planned to allow flexibility and
room for changes. Input/output inter-
face circuits for bipolar compatibility
can be implemented on the array when
using low threshold devices. A typical
output circuit using a single cell with
an external resistor to sink 1.6 mA of

LINE SELECT CIRCUIT

current is shown in Fig. 5. GUA appli-
cations must fall within the speed
capability of the present arrays, pres-
ently 1 MHz for static logic and 2
MHz for dynamic logic.

Devices can be easily interconnected
with customized metal by using 0.4-
mil wide metal lines and 0.4-mil spac-
ing between lines. The metalization
form provided has guide lines to fa-
cilitate proper spacing. With a little
practice, the designer becomes famil-
iar with the GUA structure and can
implement his unique function. The
GUA provides a two-layer intercon-
nection capability. One layer is the
metal on top of the thick oxide and
the second layer consists of the p-tun-
nel crossunders. In addition, the de-
signer must learn the testing require-
ments. A functional test pattern
should be prepared that completely
tests the logic. For convenience, test
patterns should be less than 100 bits
long. Standard forms are provided for
preparing test specifications, and spe-
cial ac and pc tests can be added when
required.

The completed layout and test specifi-
cation are turned over to MET for
review and implementation. The fol-
lowing steps are taken by MET to
fabricate working p-mos devices. The
layout on the 200X metalization form
is used to generate 200X artwork.
This can be either a rubylith cut by a
coordinatograph and manually peeled,
or a film artwork generated by digitiz-
ing the x-, y-coordinates of the layout
and using this information to.drive an
automatic plotter. The logic is then
simulated by patching the -intercon-
nections on a 200X scale version of
the array. The simulation provides
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Fig. 6—Logic diagram of the line circuit for the GUA-3 array.

three important features: it verifies
the logic design, it helps detect any
errors made in transferring the layout
to artwork, and it verifies the test
pattern-written to test the array. Elimi-
nating errors at the simulation step is
significant as it reduces the probability
of fabricating wafers that are incorrect
and simplifies wafer probing. The art-
work is then sent to the MET Photo-
mask Lab where 1x working glass
plates are made. At present, 2.5-inch
glass plates are produced by a step-
and-repeat camera to process two-inch
wafers. The working masks (metali-
zation only) are sent to the Process
Shop where parts are processed to pro-
duce the final packaged units for the
customer.,

Desigh example—P-MOS gate
universal array

The availability of vehicles such as
the p-Mos GUA-2 and -3 has allowed
system designers to define new con-
cepts for telephone switchboards. For
example, the GUA implementation of
a function called “line circuit” de-
sctibed below has enabled the system
designers to reduce the common con-
trol circuitry as well as the multiplex-
ing requirements. This design provides
greater reliability, since much of the
common control is now in the line
circuit chip. With the reduction of
common control circuitry, there is less
chance of a failure completely dis-
abling the switchboard: a failure in a
line circuit chip only disables the line
associated with that chip and replace-
ment of the chip quickly solves the
problem.

Fig. 6 is a logic diagram of the line
circuit which has been implemented
on the GUA-3 array; this array con-
tains two of the line circuits shown.
The line circuit function is being used
in the development of a cordless semi-
automatic tactical switchboard by the
CSD-G Division. The line circuit bas-
ically consists of line termination cir-
cuitry, a ring detector, tone gates, and
control logic. The control logic is acti-
vated by the line and function push
buttons on a front panel and by the
ring detector. Outputs from the line-
circuit logic control the line-circuit in-
dicator on the front panel, gate signals
to the subscriber, and select and oper-
ate signal crosspoints. Table IV sum-
marizes the logic functions and num-
ber of each type on the array.
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Table IV—Logic function count-line circuit array.

Logic type Number 54/74T*L Number of
(Positive Logic) on array equivalent cells
Two-input NAND 8 21c’s 8
Three-input NAND 6 21C’s 9
Two-input NOR 18 51¢’s 18
Inverters 15 31c’s 15
S/R flip-flop 20 10 1C’s 40
Toggle flip-flop 2 11C’s 8
Push-pull buffer 6 11C’s 18
Total 24 1¢’s 116

The cell count was determined by con-
sidering the use of inverter (pull-
down) transistors exclusively. How-
ever, since the low-power GUA-3 array
was used in this application, extra
logic could be incorporated by using
the transmission device as a logic ele-
ment; the function was implemented
with 100 GUA-3 cells.

The line circuit described above is a
typical example of a Division appli-
cation which MET coordinated. The
typical turnaround time for such an
application is nine weeks from receipt
of layout and test package. An appli-
cation of a complex array which has
a longer turnaround time—the custom
bipolar array—is described in the fol-
lowing design example.

Design example—custom bipolar

All the G&CS bipolar applications
processed through MET to date have
been custom designs, where require-
ments and circuit design have been
generated by the divisions, MET pro-
vides consulting services during the
design phases of these programs to
assure that the circuitry is compatible
with on-line silicon processing capa-
bilities at SSD. After the circuit design
phase is complete, layout, artwork
generation, and mask fabrication tasks
are usually handled by the MET
Monolithic Application Group. How-
ever, the task interface varies on some

applications. SSD provides the wafer
fabrication capabilities. Wafers are
accepted on the basis of probing un-
committed circuit components on “test
keys” located in five places on the
wafer. Final test and packaging has
been done in SSD, MET, or the divi-
sion, as desired.

The phased array radar phase-shifter
dual power amplifier circuit developed
by MSRD is an example of a custom
bipolar integrated circuit development
program that has resulted in a cost-
effective approach that met or
exceeded design goals. A detailed ex-
planation of the system is given in
Reference 1. Fig. 7 shows a circuit
schematic of the amplifier and a photo-
micrograph of the resultant integrated
circuit called the TA 6121. This por-
tion of the total phase-shifter driver
was partitioned into one I1C on the
basis of voltage and power considera-
tions.

First samples usually have some opera-
tional difficulties which may be due to
layout errors or parasitic effects which
were not uncovered during the bread-
board phase of the program. Some-
times several iterations of the process
are necessary during the development
program. As an example, in an early
version of the -power amplifier, the
input circuit was configured as in Fig.
8. The diode CR1 provided a discon-
nect function during the negative in-

Fig. 8—Input circuit.

ductive kick. Normally diodes are
implemented with the base-emitter
junction of a transistor, but in this
case reverse voltages in excess of BVzso
were encountered and a collector-base
diode was used to avoid reverse break-
down. Every npn collector-base junc-
tion has associated with it a parasitic
pnp transistor with its collector at the
substrate. The parasitic transistor has
an hy, ranging from three to ten and
can shunt appreciable currents to the
substrate., Since the substrate of the
power amplifier is returned to a neg-
ative voltage, standby power dissi-
pation was greater than originally
anticipated.

The present version of the dual power
amplifier (TA 6121) also uses npn
collector-base diodes but they are ar-
ranged so as not to conduct during
quiescent operation. This brings up an
important point: circuits intended to
be implemented with custom bipolar
arrays cannot be reliably breadboarded
with discrete active components, Many
characteristics, such as R,,. or addi-
tional active and passive parasitics to
the substrate can cause side-effects that
grossly impair circuit operation.

The TA 6121 evolved from a previous
developmental 1c, the TA 5954. When
interface and system specifications
firmed up, the TA 5954 metal mask
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Fig. 7—Phased array radar phase-shifter dual power amplifier circuit. At left is a photo-micrograph of the IC.




Table V—GUA-4 family.

was modified to reflect the latest Name 2‘}“2’;2?’ ?Ziis) %feg;is) Type
changes and mated with wafers that P 160 170%170 2.0 High speed
were in the fabrication cycle at that GUA-5 160 170x170 0.3 Low power
time. Sample parts were evaluated at GUA-6 120 170%133 2.0 High speed
MSRD where is was decided that re- GUA-7 120 170x133 0.3 Low power
covery time margin could be improved GUA-8 84 132x133 2.0 High speed
GUA-% 84 132%x133 0.3 Low power

by increasing the current-carrying
capacity of transistors Q, and Q,,, and
diodes CR4 and CR14 by adding the
deep n' collector diffusion (already
used in the output transistors Q, and
Q,;) to these components. The deep n*
collector diffusion substantially re-
duced the resistance through the epi-
taxial collector region to the top con-
tact.

With these changes incorporated, the
new design was put through the lay-
out, mask, and parts fabrication cycle.
The entire development, which in-
cluded going through this cycle twice,
was completed in less than three
months.

Design example—computer
designed C-MOS

Another approach to simplifying array
design uses computer aided design
based on a standard logic cell devel-
oped by ATL. This technique is being
applied to the design of a low-power
processor for spacecraft application. At
AED Hightstown, the logic for this
MARC (mos Array Computer) has
been partitioned into a number of
c-Mos arrays. The logic is being imple-
mented with a family of logic building
blocks which have been laid out, digi-
tized and stored in a computer file. A
computer routine selects the cells as
specified by the input logic network
listing and composes the array by
placing the cells along a power bus
and routing the interconnections from
cell to cell and to input and output
pads. The output from the program is
a tape which can drive a large scale
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Fig. 9—Artwork for a 120X120 mil arithmetic
and shifting array.

artwork generator (Gerber) which
generates artwork at an 80X scale.
Manual layout modifications are re-
quired to meet practical requirements
such as output impedance limitations
and package bonding. The resulting
artwork is processed in the normal
manner. An example of artwork de-
signed in this manner is shown in Fig.
9. This array is 120 by 120 mils. It
implements an arithmetic and shifting
function. -

The logic cell approach offers the ad-
vantages of standardized cell layouts
and computer array design, although
the inherent accuracies of the com-
puter are to a degree sacrificed by the
need for manual changes in the design.
One disadvantage is that a complete
set of unique masks must be supplied
for each design, and design changes
may require a completely new set of
masks. The efficiency (fraction of
array area required for a design) is
determined by the computer algo-
rithms for placement and routing and
the extent of manual modifications
made to improve the computer layout.
The computer-designed c-M0s program
is being implemented jointly: AED
and ATL perform logic and device de-
sign; MET fabricates masks, tests
wafers, dices, packages, and does final
testing; and SSTC fabricates wafers.

New developments

As the technology matures, arrays of
increasing size and complexity can be
fabricated on a cost competitive basis.
In line with this increased capability a
new family of p-Mos gate universal
arrays—the GUA-4 family——has been
developed with increased use of com-
puter aids for design. The largest
member of this family is a 170- by 170-
mil array with 160 universal cells and
48 pads. A summary of the characteris-
tics of the family is shown in Table
V. This family of arrays has been
designed using a highly standardized
format. Two basic circuit cells are
used: a high speed version and a low
power version. Both occupy the same

space on the arrays. The arrays were
designed by digitizing the layout of the
basic cells and associated peripheral
structure (pads, protective devices and
test devices) and using the SSTC
PLOTS programs to step and repeat the
cells into the proper locations. The
same basic cells were used in designing
all arrays. A regular grid structure was
used to simplify interconnections be-
tween cells and reduce the chance of a
layout error. Standard layouts for logic
functions (e.g., gates, flip-flops, and
counters) will be published to aid the
designer in his application. To assist
further in the design of the arrays, a
number of computer programs are
being developed. These are described
in the article titled “Digital Simulation
as a Design Tool” in this issue.

Important features of the arrays are:

—Ease of layout,

—Computer design compatibility,

—Elimination of metal-to-metal spacing
errors,

—TTL compatibility,

—On-chip clock generation capability,

—Choice of array size,

—Alternative artwork methods,

—Device level logic flexibility,

—=—55 to +125°C operation, and

—Worst case designed.

Summary

The concept of quick reaction LsI
Model Shop has been verified in
G&CS and utilized in several contracts
requiring deliverable hardware on a
tight design schedule. In these pro-
grams, the Applications Group has
served as the link between the users
and the wafer fabrication facilities;
assisting the user in designing his
arrays, being responsible for the prep-
aration and checking of artwork and
masks, and guiding the fabrication
shops in processing wafers according
to the required performance. In con-
junction with SSTC these services are
being extended to all RCA major oper-
ating units.
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Hybrid packaging for high
performance

H. Fenster

HE VERSATILITY OF hybrid pack-
T aging of microcircuitry offers the
circuit designer numerous ways to
package a circuit. The optimum pack-
age is determined by the environ-
mental and system parameters re- v
quired of the circuit. The hybrid
microcircuit is not merely another
component that can be plugged into
a system; if it is properly designed
and applied it is a complete subsystem.

Hybrid packaging of microcircuitry is both a new packaging concept and a new ap-
proach to systems design. Hybrid assemblies, in addition to being smaller, often
yield more reliability, cheaper production, and better performance than comparable
discrete package devices.

Henry Fenster, Mgr., Hybrid Circuit Subsystems, Microelectronic
Technology, Government Engineering, Somerville, New Jersey
received the BS in Chemical Engineering in 1948 from Pennsylvania
State University and did graduate work at Drexel institute of Tech-
nology. After graduation, he was employed by the U.S. Government
performing test and development work on adhesives and synthetic
resins. In 1951, he joined the International Resistance Company
where he worked on electroplating processes and on inorganic
coatings for resistors, From 1852 to 1955, he worked for Univac on
magnetic plating for computer memories. He worked for the Amer-
ican Leonic Manufacturing Company from 1955 to 1959. He was
vice-president in charge of electroplating fine wire and developed a
patented process for the electroplating of aluminum wire. Mr.
Fenster joined the RCA Semiconductor Division in 1959 where he
developed and placed into pilot-scale production processes for the
fabrication of ‘‘Micro-Modules.”” in 1961 he joined the Vector Divi-
sion of United Aircraft where he was the hybrid microcircuit
engineering supervisor responsible for the materials and process
engineering of thick film hybrid microcircuits. In 1968 he became a
member of the RCA manufacturing engineering staff for Government
Engineering. Mr. Fenster assumed his present position in 1969 and
is responsible for the development of advanced processes for the
fabrication of thick-film hybrid circuits. Mr. Fenster is Chairman of
the Keystone Chapter of ISHM. He has published and presented
six technical papers and been granted two patents.

Any electronic circuit that cannot jus-
tify a monolithic approach is a candi-
date for a hybrid package. Moreover,
hybrid packaging complements mono-
lithic designs as a second level system
of integration. No matter how complex
a monolithic chip is, it is always pos-
sible to extend its performance by
adding more chips and passive com-
ponents to form the hybrid subsystem
package. One of the key advantages in
the hybrid approach is design and
packaging flexibility. This article will
describe several unique packaging
methods which were designed to per-
form some unusual electronic func-
tions requiring high performance and
small dimensions.

Laser pulser TO-5 package

Gallium arsenide injection lasers are
well suited for a wide variety of mili-
tary applications including optical
bomb fuzes, range finders, altimeters,
target designators, and intrusion and
communication systems. In many of
these applications both high perfor-
mance and compactness are desirable.
For example, the fast-response-time
pulses of high-peak radiant power
needed in ranging applications re-
quire compact drive circuitry for the
GaAs laser diode to minimize lead
length. Inductance associated with
long leads degrades both the rise time
and the magnitude of the current
pulse and, consequently, the opti-
cal pulse output. Unnecessary lead
length, as well as overall size, is mini-
mized by incorporating the laser and
the associated drive circuitry in a com-
mon package.

In applications where very fast re-
sponse time and compactness are not
essential, it is still convenient to in-
corporate as much of the peripheral
circuitry as possible in the same pack-
age with the laser diode. In addition,
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Fig. 1—Hybrid laser pulser, schematic dia-
gram.

a hybrid laser pulse power supply is
economically attractive.

A schematic diagram of the circuit
which incorporates a high-speed SCR,
is shown in Fig. 1. All the hybrid chips
were contained in a modified TO-5
package consisting of two decks or sub-
strates, The package was sealed by
resistance welding a cap with a trans-
parent glass lid to the header. A single
RCA GaAs laser diode, with a 16-mil-
emitting width, was mounted on a
small block. A photomicrograph of the
experimental hybrid laser pulser ap-
pears in Fig. 2. The evaluation of the
hybrid circuits indicates that both good
performance and high yield could be
obtained, as well as small size.

The hybrid pulser exhibits typically a
peak radiant power output of 17 W at
, room temperature with the power sup-
ply Vs at 90 V. This corresponds to a
peak drive current of about 60 A, The
optical output pulse duration is 40 ns
at the half-power point, with 20 ns
rise- and fall-time.

The advantages of stacking ceramics in
a TO type package are:

--Existing discrete circuits can often be
readily converted to thick film assembly
and the resulting TO package can be
assembled to the PC card with normal
hand- or wave-soldering procedures.
—A stacked TO-5 circuit is approxi-
mately equivalent to the circuitry con-
tained in 0.375 in square flat pack. The
12 pin TO-8 approximates a 0.625 in
square package and the 16 pin TO-8, a
1 in square package.

—The stacked circuit can be divided
into segments so that each wafer can be
tested independently.

—The stacked technique minimizes the
problem of heat degradation since par-
ticularly sensitive devices can be spread
over several wafers, reducing the total
exposure time for any one device.
--The high heat dissipation section of
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the circuit can be located directly on
the header.

—Sealing the stacked TO circuit is an
extremely high yield assembly opera-
tion.

—The stacked TO package is extremely
rugged and can withstand considerable
handling through electrical and envi-
ronmental testing without damage.
—Stacked TO’s are ideally suited to a
high level of standardization in raw ma-
terials inventory and electrical and en-
vironmental test fixturing.

—TO packages, can result in as much
as a 6:1 cost reduction over flat pack
equivalents.

P-MOS cache memory—
1 in by 1 in flat pack

A simplified, practical approach to the
fabrication of a semiconductor mem-
ory is thick film hybrid teclmology, in
which a number of st chips are inter-
connected on a multilayer ceramic sub-
strate. Chips of moderate complexity
may be used to increase chip yield
and reduce cost. If the chips are too
simple, complex interconnections are
required. To achieve the desired oper-
ating speed, reliability, economy and
packing density, the memory array is
interconnected using hybrid circuit
techniques. Since an electrical signal
propagates at approximately one ft/ns,
the distance of 0.250 in between the
chips becomes significant. High oper-
ating speed derives from close chip
spacing with short, low capacity intet-
connections. Compared to assembly of
discrete packaged devices, hybrid as-
sembly offers increased reliability by

Fig. 3—256 x 4 bit code memory module.

Fig. 2—Photoicrograph of hybrid faser
puiser.

eliminating a whole strata of connec-
tions: those from package to printed
circuit board. High speed printing
techniques make production of thick
film substrates economical.

A 256 by 4-bit cache memory module,
built with four custom designed RCA
p-MoOS LsI array chips mounted on a
thick film multilayer alumina ceramic
is shown in Fig. 3. The ceramic sub-
strate contains a complex multilayer
pattern to interconnect the four p-Mos
arrays. Each array contains 1600 tran-
sistors—thus there are 6400 transistors
all interconnected in a 1 in by 1 in 60-
lead flatpack. By using this hybrid
technique, chips of moderate complex-
ity may be used to increase yield and
reduce cost. The number of memory
array chips in each package was se-
lected for compatibility with available
package leads, and to obtain accept-
able assembly yields.
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Fig. 4—Fabrication process for LSI.

The p-Mos chip is a 256-bit random
access memory matrix which is bit
organized (256 words of one bit each).
The design details of the memory ar-
ray were determined by computer
simulation. The memory is compatible
with T°L logic levels and operates with
external decoders and sense amplifiers,
yielding an access time of 100 nsec.

The substrate contains a complex in-
terconnect pattern with three metalized
conductor layers of screened and fired
thick-film inks. The fabrication process
includes the following areas of tech-
nology: (See Fig. 4).

—Printing and firing of three-conductor

multilayer substrates.

—Obtaining high yields of void-free in-

sulator coatings.

—Use of screen printing for fine lines,

five mils wide with five mil space.

—Printing vias in insulators with open-

ings of ten mils X ten mils.

—Probe testing of individual chips.

—Testing of multilayer ceramic sub-
strates.
—Replacement of chips on substrates.

—Circuit testing techniques for trouble
shooting.

A 265 word by 12 bit memory module
has been formed by stacking three 60-
lead 1 in by 1 in flatpacks and welding
the leads. The height of this stack is
less than 0.5 in. These modules may
be interconnected in a two dimen-
sional array to form memories with
larger word capacity or longer words.

The p-mos Cache Memory demon-
strates the advantages of thick film

hybrid techniques for interconnecting
Lst chips. The packing density and
reliability coupled with the low cost
and short lead time give thick film tech-
nology an unmatched combination of
features which are certain to see in-
creased application in the near future.

Hybrid voltage regulator module

Power supply designs have been
greatly enhanced in the last several
years by the many 1c voltage regulators
that have become available. However,
these 1¢’s have most often been used in
series, shunt, and switching regulators
which provide a single regulated out-
put voltage. A small, efficient power
converter with multiple outputs has
been designed and developed utilizing
blocking oscillator circuitry. It oper-
ates from a 28 VDC (MIL-STD-704B)
primary power source and requires
only a single power transistor switch
and transformer. Hybrid packaging
techniques have been used to reduce
the size of the converter and make it
applicable to compact microelectronic
systems.

The power converter circuitry has
been divided. into four functional
areas. Three of the modules were
housed in a conventional 1 in by 1 in
30-lead flatpack while the hybrid volt-
age regulator module was packaged in
a 1.375 in by 1.875 in by 0.10937 in
hermetically sealed package as shown
in Fig. 5. This package contains an in-
dividually mounted power transistor
building block in addition to a conven-
tional thick film alumina substrate and

Fig. 5—Regulator module.

it contains the necessary circuits for
performing the regulation function for
the power converter. The ceramic sub-
strate is 1.0 in by 1.0 in and contains
16 thick film resistors, eight ceramic
chip capacitors, one operational am-
plifier 1c chip, four transistor chips,
four zener diodes and three diodes. The
conductors are formed by two levels
of gold thick-film ink separated by an
insulating ceramic ink which acts as
a low dielectric crossover material.

The individually mounted transistor is
a standard RCA “building block”
2N5038 transistor, that had been modi-
fied by cutting the connection posts so
that the device fits the package. The
basic isolated-collector building block
consists of the semiconductor chip
solder-bonded to a metalized area on a
beryllium oxide heat spreader. A single
post is also bonded to the metalized
area to provide external connections
to the collector. The heat spreader is
bonded onto a copper substrate. Also
bonded on each end of the copper sub-
strate are thin ceramic insulators with
double connection posts solder bonded
to the other side. Self-jigging (“Tin-
nerman” nut style) emitter and base
contractor tabs are pressed over one
of each of the double posts and the
other end of the tabs are appropriately
positioned over the solder tinned emit-
ter and base metalizations of the tran-
sistor chip. The remaining two posts
are for external connection to the emit-

ter and base. The unit is reflow sol-.

dered at a controlled temperature to
make the emitter and base connec-
tions.
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For the regulator circuit, the “building
block” 2N5038 transistor is mounted
on a package header along with a ce-
ramic substrate containing the other
circuit elements as shown in Fig. 5.
The entire package is then covered
and hermetically sealed. This hybrid
has demonstrated that a large “build-
ing block” power transistor can be
incorporated within a hermetically
sealed hybrid package.

Solid state camera

The solid state camera hybrid shown
in Fig. 6 is a developmental circuit
which illustrates the extensive versa-
tility and flexibility of hybrid packag-
ing. The package contains eight p-mos
Ls1 self-scanned optically sensitive
chips (DME 054), eight beam leaded
monolithic bipolar differential ampli-
fiers, and 16 thin film chip resistors.

Hybridization of the camera chip is
necessary because the video sensors are
digitally scanned in an inherently noisy
system. Hybridization eliminates some
of the coherent noise sources or at
least causes them to be nearly identi-
cal on the four video sense lines. Care
has. been taken to isolate the video
circuitry from all pulsed buses.

The circuitry requires a minimum of
inputs. Both complementary video sig-
~ nals from each amplifier are brought
| out of the hybrid package.

The photo-sensitive array is a 138%91
mil p-Mos LsI chip containing both a
photo sensitive matrix and scanning
circuitry. The scanning circuitry is of
the two-phase dynamic ratioless shift
register type. The photo matrix is com-
posed of four rows of 128 light sensi-
tive elements on one mil by four mil
centers. The light sensitive elements
(LsE) are each configured of a pn
diode connected to an Mos switch.
Each LsE in a row is connected to a
common 1+ diffused bus. This bus
contributes appreciable impedance (16
KQ) so provision has been made for
double end connections.

Video sensing is accomplished by
scanning the four rows of LSE in par-
ellel, one LSE at a time per row from
left to right across the chip, There
are, therefore, four parallel video
signals. However, since the array is
digitally scanned, a significant

Fig. 6—Solid state camera.

amount of fixed pattern noise (FPN)
is introduced on the video bus. To
eliminate the FPN, one of the four
rows of LSE is maintained non illumi-
nated so that only FPN and dark cur-
rent signal is present on that video
bus: this signal is utilized as a refer-
ence to reject similar signals on the
remaining three video buses by dif-
ferential sensing. Thus there are three
video signals from four rows of LSE.

The eight-chip hybrid assembly has
been designed to utilize these chips in
serial configuration creating a video
sensor line of 1024 elements. These
chips are mounted and aligned in the
package within a tolerance of +1.0
mils.

The thin film chip resistors are ni-
chrome deposited on silicon. They are
used instead of thick film screened-
and-fired resistors because of their low
noise contribution: approximately
—40 db with 1 pV/V at 0 db over
Johnson and thermal noise.

The gold thick film metalization is
screened to obtain five mil wide lines
and five mil spaces which are required
for the beam lead devices. The beam
lead amplifiers are readily mounted to
the metalized substrate by wobble
bonding, and the 1.0 in by 1.50 in
alumina substrate is mounted on a
Tek-form platform package 1.40 in
by 1.90 in. The package can be her-
metically sealed with a special cover

containing an optically transparent
lid.

Conclusion

The hybrid microcircuit may be con-
sidered as a packaging concept, an
interconnection scheme or a new ap-
proach to systems design, all with un-
limited possibilities. To take full
advantage of these capabilities the cir-
cuit designer should be aware of the
materials and processes involved in
fabricating a hybrid circuit. Improved
circuit performance rather than reduc-
tion in size is the chief justification for
hybrid technology. The advantages of
bipolar and Mos devices and thick
and thin film techniques can be all
combined in one package.

For cache memory applications, Mos
storage elements offer low power and
high packing density to the computer
designer. When combined with high
speed bipolar interface circuits, Mos
memories fill the gap between scratch-
pad and main frame memories both
economically and efficiently. Future de-
velopments appear certain to widen
the application of LSI M0S memories.
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IGITAL COMPUTER SIMULATION of
D electronic circuits has become a
viable design tool for circuit designers
due to recent improvements in the
numerical algorithms used to approx-
imate network transient response.
These enhanced algorithms are partic-
ularly applicable to bipolar transistor
circuits, but the mathematical tech-
niques discussed are also generally
applicable (e.g. to cos/mos circuit anal-
ysis) provided device models are avail-
able, Here we will pay particular
attention to the measurement proce-
dures required for accurate parameter
selection for the bipolar transistor
model. A similar treatment concerning
cos/Mos modeling can be found in the
work of J. Meyer.!

Our current algorithms save computa-
tion time by capitalizing on the sparse-
ness (mostly zero structure) of the
matrices associated with typical net-
work topologies and by circumvent-
ing numerical instability-imposed con-
straints on the time step-size. The
selection of time step is performed
automatically by the algorithm to
maintain its local truncation error be-
low a threshold chosen by the user.
Accuracies cited here assume that the
engineer’s actual circuit and devices
are perfectly characterized; the only in-
accuracies are those engendered by the
numerical algorithms.

The two new programs written by the
authors which are now available to
RCA engineers employ the latest nu-
merical methods for approximating the
transient response of non-linear bipo-
lar transistor networks. The first pro-
gram is a batch FORTRAN Iv program
called rasTRAC (based upon improve-
ments to the program TRAC®) , which has
a maximum capacity of 60 dependent
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nodes; the second is a FORTRAN PI pro-
gram called RcAP whose capability is
15 nodes in the time-shared version
and 60 nodes in the batch version.
Each of these programs is serviced by a
common user-oriented language which
makes data input simple, fast, and er-
ror-free.

For present purposes, simulation is de-
fined as the reproduction of certain as-
pects of the behavior of a system by
some auxiliary system (the model). As
a part of the design process, simulation
often provides an easier, cheaper, and
quicker means of testing design modi-
fications than the actual system under
study.

A model for a digital computer pro-
gram must be numerical, but an analy-
sis program should deal with quantities
that are familiar to the user. It is there-
fore most convenient to define a few
basic elements quantitatively and then
model the components in a real system
by an appropriate combination of these
building blocks. For example, a cir-
cuit simulation may define -circuit
building blocks such as ideal resistors,
capacitors, or inductors mathemati-
cally. A real component capacitor can
be represented by an ideal capacitor
with series and shunt resistors, and an
1c (integrated circuit) resistor may be
modeled to include the effects of ca-
pacitance between the resistive chan-
nel and substrate. Even a complicated

2. device such as a bipolar transistor can

* be modeled in this way, as shown in
Fig. 1.

Computer simulation

Digital computer simulation allows a
high degree of flexibility in the selec-
tion of model parameters. This flexi-
bility brings many benefits which
ultimately mean quicker turnaround
time and less overall cost.

Some of the advantages of simulation

are:
—1In a computer simulation, the proper
reactive elements are simply specified
as they exist in the proposed 1c. Bread-
board simulations, on the other hand,
inevitably include parasitic elements.
A few picofarads of stray capacitance
or a few nanohenries of lead inductance
can significantly distort the perform-
ance of nanosecond devices.
—A proposed 1C containing proposed
transistors can be simulated. This simu-
lation, of course, is possible because the
transistor model parameters can be
selected by estimating the values for
the proposed device.

—A better understanding can be ob-
tained of the relation between circuit
performance and component values.
The engineer can vary any parameter of
interest with all other parameters fixed.
Such an operation is often difficult on a
breadboard, especially when device
parameters are involved. Moreover, the
engineer can find the cause of any un-
expected behavior because he knows
all the ingredients built into the simula-
tion and can vary them at will.

—It is possible to perform certain types
of variational analysis simply and to
predict the effect of processing spreads
on crucial performance parameters. For
example, resistors can be scaled up or
down to determine the effect on pc and
transient solutions.

—Results are equivalent to those of
ideal voltage and current probes at all
points in the circuit, even inaccessible
internal points of device§. The engi-
neer has, in essence, complete knowl-
edge of circuit performance.

Limitations of computer simulation

There are two basic considerations
which limit the cost-effectiveness of
digital simulation: (1) model validity
and parameter determination and (2)
computational efficiency of algorithms
used in approximating the solution to
the modeling equations. In some for-
tunate circumstances, when the mod-
eling equations are of a sufficiently
general mathematical class, these two
facets of the simulation problem can
be attacked independently. Such is the
case in the transient nonlinear network
analysis problem where the mathemat-
ical statement of the problem is a sys-
tem of first-order nonlinear ordinary
differential equations with prescribed
initial conditions. The engineer is in-
sulated from the intricacies and annoy-
ances of computational methods and
forced to concentrate his efforts on
model validity and parameter deter-
mination.

Model validity

The nonlinear lumped-network model
is generally formulated in terms of the
nodal network equations, implying
that nonlinear device terminal charac-
teristics are “built-in” features of the
analysis program. Typically, the model
selected for bipolar circuits is a modi-
fied Ebers-Moll model (Fig. 1) which
depends on approximately 14 para-
meters which, in turn, are functions of
the processing variables and geometric
structure of the 1c. Because the latter
functional relationships are not ex-
plicitly known from first principles,
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Fig. 1—Extended Ebers-Moll model of n-p-n
bipolar transistor.

measurements must determine model
parameters for a particular class of de-
vice. Hopefully, this function will be
incorporated as a standard feature of
future automated product testing facili-
ties; a library, including spread data,
will be accumulated for a spectrum of
device types. But currently this task is
done by engineers interested in simu-
lating. Examples in this paper illus-
trate how effective model parameter
selection can lead to accurate simula-
tion results and relieve the need for
breadboarding. The designer, however,
should be as critical of such “ersatz”
breadboard results as he would be of
an actual breadboard, particularly
where new device structures are being
modeled.

Computation cost

After the question of model and
parameter determination, the cost of
computation is the remaining major
limitation of digital simulation. The
network analysis problem is formu-
lated as a system of first-order ordinary
differential equations where the node
voltages are the unknowns whose val-
ues are sought as functions of time,
given the Dpc operating point (initial
conditions) of the system.

In standard mathematical notation we
can represent this system. as
F@,v,t)=0 (1)

with the initial condition v(f,)=Vo,.
Here the vector-valued function F has
ncomponents (for n dependent nodes),
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Fig. 2—Schematic of 35-node ECL set-reset flip-flop with nodes and sources numbered for
computer simulation. Missing node numbers allow for addition of breadboard parasitic

inductances.

each of which is the expression for net
current at a node. The arguments of
the components of F are the set of node
voltages (the nm-vector v), and their
component-wise derivatives with re-
spect to time (the n-vector v'). The
system described by equation (1) has
two salient features. First, each of its
members does not usually depend on
all the components of v and v’ because
typically each node is not connected to
all others. And second, some members
do not depend on v’ because reactive
elements are not connected to all
nodes. These two properties lead to
significant savings in programming and
computational effort if properly han-
dled by the transient analysis program.

The first programs (such as SCEPTRE'
and EcApP') devised to approximate
solutions to systems in equation (1)
were extremely cost-ineffective. The
high cost of simulation was caused by
the stability characteristics of the dif-
ference formulas used in obtaining ap-
proximate solutions. Typical electronic
networks have large spreads in their
time constants but the time steps of the
difference formulas were limited for
reasons of numerical stability by the
smallest time constant present in the
network regardless of whether com-
ponents of the solution corresponding
to this time constant were indeed ac-
tive in the simulated response. Conse-
quently, computation time estimates

ran as high as 1000 hours for a tran-
sient analysis on even a powerful
batch computer. Recent advances in
numerical methods (A-stable differ-
ence formulas) have essentially re-
moved these restrictions from circuit
analysis algorithms.**

Numerical instability, as it is under-
stood in the context of linear problems,
is a consequence of the “parasitic”
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roots associated with high-order (more
accurate) difference formulas. In es-
sence, A-stable formulas damp errors
which propagate by means of the para-
sitic roots of the difference formula.
These roots if allowed to persist, would
totally mask out the true solution. Dif-
ference formulas of the conventional
type (so called “explicit” formulas) re-
quire that the time step be on the order
of “the smallest time constant in the
circuit” in order to sufficiently damp
the effects of the parasitic roots.
Further detailed discussion of the anal-
ysis of numerical instability may be
found in the work of Klopfenstein and
Davis.

Using A-stable difference formulas, the
program may select the time step-size
dependent only on the active compo-
nents of the solution and the accuracy
requested, with no contraints imposed
by the numerical algorithms used to
approximate the solution. As might be
expected, gains from such enhance-
ments are not fully realized: these
methods require as part of their execu-
tion the iterative solution of a system
of nonlinear equations of dimension
equal to the number of dependent vari-
ables. Still, this trade-off results in a
total net gain of several orders of mag-
nitude over the numerical instability-
limited algorithms formerly used.

The gains cited are contingent on
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efficient manipulation of the sparse
matrices’ which arise in solving the sys-
tems of equations iteratively by New-
ton’s method. In networks, because
every node is not connected to every
other node, the associated incidence
matrices have many (usually a pre-
ponderance of) zero elements. To illus-
trate the savings attainable, sparse-
matrix computations sped the simula-
tion of one 35-node EcL circuit by a
factor of six. At present, reasonably
large (50 node) networks can be simu-
lated to within 0.1 percent accuracy,
assuming accurate modeling, on the
Spectra 70/45 for under $100. Sub-
stantial gains are also anticipated from
improvement of the algorithm’s auto-
matic step-selection procedures.

These increases in computational ef-
ficiency make computing more attrac-
tive than breadboarding in a number
of situations, especially if some unnec-
essary Ic fabrication cycles can be
- avoided. However, even with the re-
cent advances, engineers using digital
simulation tools must carefully parti-
tion a network into computable lumps
(less than 50 nodes) whose interfaces
can be readily modeled for loading ef-
fects. Only then can the computer re-
source be used efficiently.

Example

As an example of computer simulation,
consider an analysis of the transient

P
o

Table |-—Performance characteristics of an integrated circuit and relaled breadboard and

computer simulation results.

Emitter
follower
Model components Parameters Q Q Glitch
Lo Co Ce Ci Thelay TRise Thelay TFall
nH pF pF pF ns ns ns ns mV
Breadboard 30 5 —_ - 3.6 2.6 3.6 2.0 45
SIMI 30 5 _— - 3.0 3.0 2.88 2.5 64
BREDSIM 50 20 —_— — 3.75 2.75 3.57 2.24 52
1CSIM 40 20 2 2 3.32 2.58 3.25 2,32 47
ICSIM2 40 20 6 2 3.4 2.5 3.0 1.8 115
(e — - — — 3.3 2.5 3.0 2.0 115

response characteristics of a bipolar
circuit. All computations for this case
were done on the Spectra 70/45 com-
puter. The device model used is shown
in Fig. 1. As a test vehicle for this
study, the transient respqnse of the
double-latch Ect flipflop 1c has been
simulated using FASTRAC. This study
was performed by the authors in con-
junction with the Digital Bipolar
Applications and Design group at
RCA, Somerville. The discrete-com-
ponent circuit model of the 1c array
considered is shown in Fig. 2 after it
was simplified from a more complex
network.

A series of computer simulations were
run to study the effect of certain
critical circuit parameters on the per-
formance of this flip-flop. In this exam-
ple, the bistable flip-flop is initially set
to the logical zero state. The data input
is fixed at logical one. The clock input

is as sketched in the Fig. 2 schematic.
This input is chosen to simulate both
the “clocking in” of the data one and
the effect of removing the clock pulse
which leads to a spurious “glitch”
pulse at the output. The resulting out-
put waveforms, shown in Fig. 3, can
be analyzed to yield the values of the
output pulse delay, rise and fall times,
and the amplitude of the “glitch.”

Because the 1c was not fabricated at
the beginning of the study, an existing
breadboard of the circuit was simu-
lated to establish the accuracy of the
model parameter selection and the nu-
merical algorithms. The circuit model
was revised to account for the signifi-
cant differences between the 1c and its
breadboard analog, namely, their re-
spective parasitic capacitances and in-
ductances. These elements in the
breadboard simulation model were ob-
tained by assigning a 0.75 pf capaci-
tance per connection pin and a 10 nH
inductance for each lead. In addition,
20 nH inductances were added to each
external lead.

The results of this simulation (s1M1)
compared reasonably well with the

breadboard response (Table I). The-

disceepancies were eliminated by re-
modeling the parasitic elements in the
emitter-follower output circuit, and
the results using this modification
(BREDSIM) were in excellent agreement
with those of the breadboard for the
various resp