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Our challenge

Challenge has always been an important part of the American success story in
science and engineering. We thrive on it. It brings out our creative best. We
proved it on the Manhattan Project, by going almost directly from a theoretical
concept to an operating device in an unprecedented fashion. We also proved it
with an incredible production output that caused our allies to refer to us
admiringly as the Arsenal of Democracy.

We proved it yet again by overcoming an early Russian lead in space technology
to enable a U.S. astronaut to be the first man to walk on the moon.

Today we face greater challenges. In the past we could devote virtually unlimited
resources to solving national problems. In today's environment, however, a $20
billion Apollo Program would have scant likelihood of adoption. Present and
prospective program cost has become a critical factor in national decision-
making. The growth of “consumerism” has also increased the importance of
cost and value in the commercial world.

For the past two years, “design-to-cost” has become a new Government
catchword. This is part of a conscious effort to apply key aspects of commercial
procurement practices to Government operations. While it is still merely a
slogan to many, it inevitably will be a way of life. The pressures of inflation make
this unavoidable.

In the past, an engineer could derive considerable satisfaction from devising a
technically elegant solution to a problem. Today that may be counter-
productive. What we need are simple, reliable, affordable solutions. “Design-to-
cost” must be adriving force from the outset. Simply stated, our future depends
on our ability to design and provide products and services with reasonable
profits — at affordable prices.

It is as exciting and as serious a challenge as any our company or our country
has ever faced. It is a challenge we can meet. We have to.

Max Lehrer

Division Vice President
and General Manager

Missile and
Surface Radar Division

Moorestown, N.J.
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Our Cover

1s a posterization of the photo shown above. which was taken by
Andy Whiting of MSRD on-board USS Norton Sound during AEGIS
at-sea evaluation exercises With the ship s superstructure and the
sun as a background. Mr Whiting photographed one phased-array
face (the octagonal shape at the left} of the AN/SPY-1 phased-array
radar system — the heart of AEGIS

In sea trials aboard UUSS Norton Sound recently, the AEGIS System.
using intformation gathered and processed by the AN/SPY-1
successfully intercepted six targets in six attempts Tocomplement
the striking cover. Mr Whiting has provided a photo essay of this at-
sea evaluation exercise (p.48)
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editorial
input

Typically, RCA Engineer issues
emphasize specific themes — each
supported by ten or twelve papers
related topically to the subject of
interest. The anniversary issue is the
one exception; it contains represen-
tative papers from most RCA
divisions and covers many different
technologies.

This issue fits neither description:
rather, it carries at least three areas of
emphasis and several special
features.

Energy problems and solutions in-
troduce the issue. Dr. Moore (p. 3)
critically examines the current
literature and past studies to derive
cost comparisons between
photovoltaic energy sources and
other more traditional sources of
energy. Mr. Shelpuk (p. 10) also dis-
cusses solar energy conversion;
however, the system he describes
uses a collector to capture solar
energy and transfer its heat to a
medium (liquid or air) for heat
transfer. Mr. Carver's message (p. 16)
is that we will reduce fuel consump-
tion when our vehicles — cars, trains,
or planes — are running at peak
efficiency, and that automatic
checkout equipment can be a signifi-
cant force in achieving that peak
efficiency. Electronic devices and
systems are certain to have a
profound effecton future energy con-
sumption for transportation. In this
sense, Mr. Carver’'s message relates
to the later discussion of automotive
electronics by Messrs. Sanquini and
Cohen (pp. 78 and 80).

The largest segment of papers —
those related to computer-aided
design and test (pp. 20 through 41) —
is actually a legacy of two past RCA

about this issue

Engineer issues: Computer aided
design (Vol. 20, No. 4) and Automatic
Testing (Vol. 20, No. 6). These six
papers — added to the forty or so
from the past four issues — provide
strong proof of the quantity and quali-
ty of effort underway in these areas
throughout RCA.

A new feature of this issue is a photo
essay (p. 48). Through a carefully
arranged series of photos, Mr.
Whiting captures the mood and
activity aboard the USS WNorton
Sound while getting under way,
preparing for missile launch,
launching missiles, and returning to
port — all in support of the AEGIS
system checkout. One of the photos
is the basis of the striking cover for
this issue.

Other papers rounding out this issue
represent several areas of intense
interest at RCA, including space-
related work, television, and radar.
Mr. Jenny’s summary of the RCA-MIT
research conference (p. 42)
highlights work in progress at MIT
that may be of interest and is accessi-
ble to the RCA technical staff through
the Industrial Liaison Program.

One significant observation about
this issue is that there are probably
more general-interest papers in this
issue thanin previousissues. Thisisa
trend we hope to continue.

—J.C.P.
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Future issues

The next issue of the RCA Engineer
emphasizés automated manufac-
turing systems at RCA. Some of the
topics to be covered are:
Productivity

Minicomputers and microprocessors
in manufacturing

Semiconductor processing
Glass plant control
Automatic test systems

Wiring equipment

Discussions of the following themes
are planned for future issues:

broduct design

Palm Beach Division engineering
Meadow Lands engineering

NBC switching central
Automotive electronics

Optics, electro-optics, lasers


www.americanradiohistory.com

Cost predictions for
photovoltaic energy sources

R.M. Moore

This paper critically examines solar-cell cost predictions, both in terms of a review and
analysis of the prior literature and through an extension of these prior studies. The first
step in this process is to use the existing market studies to establish a self-consisteni
system of “reasonable” assumptions. The second step is to analyze the prior studies in
terms of the key assumptions, if any, which dominate the resulting cost predictions.
Finally, the results of these first two steps are combined to form an alternalive set of cost
predictions which are based on a common framework of base-line input data. These
alternative cost predictions are made for single-crystal Si cells {Czochralski vs. “ribbon”
growth), current technology polycrystalline cells, and a *“generalized” thin-film

photovoltaic device

ONE of the more intriguing of the
alternative energy sources under current
study is the direct conversion of solar
radiation to electrical energy via the
photovoltaic effect; i.e., the use of the so-
called “solar cell”. The successful im-
plementation of this technology for
spacecraft and communication satellites,
for example, has made this particular
alternative popularly familiar and widely
accepted asa technical reality. Asa result,
a significant level of government support
has become available for the develop-
ment of this technology. In addition,
current forecasts indicate a substantial
increase in this support will occur over
the next five to ten years.

The photovoltaic effect can occur in any
semiconductor p-n junction device. If
optical radiation is able to penetrate into
the interior of the device, then the absorp-
tion of light quanta (photons) by the
semiconductor material generates hole-
electron pairs. These mobile charge
carriers are separated by the built-in
electric field associated with the p-n
junction structure. This effect is un-
desirable in conventional integrated-
circuit and semiconductor-device
technology, since the optically generated
current acts as excess reverse current
across the junction.

Solar cells, however, are designed to
optimize this effect by providing max-
imum coupling of the available solar
radiation into the p-n junction region or
semiconductor base region. They typical-
ly have shallow junctions, very finely
gridded top-contact-electrode patterns,
and often utilize anti-reflection coatings

Reprint RE-21-2-25
Final manuscript received March 12, 1975.

or other equivalent techniques to prevent
excessive reflection losses at the semicon-
ductor surface. When exposed to solar
radiation, they behave essentially as
current generators, delivering an output
current proportional to the incident light
intensity. The output voltage is relatively
independent of the incident radiation
intensity. The quality of a particular solar
cell is usually characterized in terms of a
conversion efficiency for standard solar
radiation; i.e., the ratio of the electric
power delivered at the terminals of the
cell to the total incident solar radiation
energy on the surface of the device—
expressed as a percentage.

Although there is no doubt about the
technical feasibility of photovoltaic solar-
energy conversion, the potential of this
technique as a significant terrestrial
energy source is the subject of current
debate. To be economically viable, the
cost of photovoltaic devices must un-
dergo a substantial decrease from the
present level of capital investment per
peak watt of generating capacity. Thus
there are two fundamental, and essential-
ly independent, questions that must be
answered as part of any realistic appraisal
of terrestrial photovoltaic solar-energy
conversion:

1) What magnitude ol cost reduction is re-
quired for photovoltaic energy sources to
become commercially viable?

2) What basis exists for predicting the costs of
solar cells in mass production, and do these
estimates satisfy the criteria of commercial
viability?

An acceptable answer to the first question
can be based on an analysis of com-
mercial energy source costs. This leads to

www americanradiohistorv com

a series of estimated cost levels at which
photovoltaic energy would be com-
petitive with various established energy
sources. Such an analysis can be extended
to include predictions of market size at
each of these cost levels; i.e., a price —
demand curve can be generated. A
number of studies of this type has led to
various required-cost-level and market-
size estimates.'™

There are two basically different methods
for generating an answer to the second
question. A very general estimate can be
developed, without reference to specific
processes or technologies, by the use of
experience-curve concepts. '" This techni-
que uses the base-line data of current
costs and current cumulative volume to
predict the future cost for a future
cumulative volume level that is obtained
from an independent market-growth es-
timate. The alternative approach is to
assume a specific process or technology
and use an economy-of-scale argument to
develop a predicted cost at some future
large-scale production level. Several
prior studies have used one or both of
these methods to predict future costs for
single-crystal  silicon®™'"  and
polycrystalline Cu28-CdS'"" ™ solar cells.

Although a number of different types of
solar cells are presently under active
research on a world-wide basis, only two
candidates are currently being developed

Dr. Robert M. Moore, Physical Electronics Research
Laboratory, RCA Laboratories, Princeton, N.J., received
the BSE, MSE and DSc from the George Washington
University, where he held a NASA Pre-Doctoral
Fellowhsip. His experience includes positions with
Jansky and Bailey, Inc., the Naval Research Laboratory,
and four years as an instructor and then assistant
professor at the George Washington University. Since
1966, he has been a Member of the Technical Staff of the
RCA Laboratories. He was awarded RCA Laboratories
Outstanding Achievement Awards in 1969 and 1973, His
primary interests are semiconductor device theory and
photoeffects in semiconductors. Dr. Moore is a member
of the IEEE. Tau Beta Pi, Sigma Pi Sigma, Sigma Tau and
Theta Tau.
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Table | — Some typical energy costs.

the-art” technology cells,"'""" and the

dashed portion includes devices based on
an “order-of-magnitude™ reduction in

generated electric power is based entirely
on the capital investment required to
convert and make available the output

Primary sources

o Central generating stations
® Dicsel engines/ generators

® Gasoline cngines/generators
® Dry-cell batteries

CdS semiconductor thickness.'"" energy. In addition to the basic cost of the
solar-cell arrays, there may be associated
The cost estimates illustrated in Fig. | structural, storage, power conditioning,
correspond generally to the production of and control function costs. The true cost
an integrated solar-cell array or power of solar-cell-generated power s

module. Typically, such an integrated determined by this total supply system

1 to 5 cents/kKWh
5to 15 cents/kWh
10 to 30 cents/kWh
$20 to $100/kWh

Elecirical storage
® | ead-acid batteries

[5 to 45 cents/kWh

on an intensive commercial basis. These
two are a) Si solar cells utilizing con-
ventional single-crystal Si wafers, and b)
Cu;S-CdS cells utilizing polycrystalline
semiconductor layers.

Si cells are commercially available in an
integrated array form at a cost of
$20/peak Watt, in quantity. They are
based on a technology adapted for
terrestrial application from the es-
tablished space-satellite design. Current-
design Cu:S-CdS cells are based on a
technology developed to a high degree in
Europe during the last decade, following
the earlier development programs in the
U.S. There is a current commercial effort
inthe U.S. to produce Cu>S-CdS cells on
a large-volume-production scale.

The advocates of each of these com-
petitive technologies are confident that
the desired technological goals of peak
efficiency, stability, and usable lifetime
can be achieved. In addition, a high
production yield is typically incorporated
in detailea cost estimates, and tne oc-
currence of significant technological
breakthroughs is an integral part of long-
range prediction; e.g., the use of low-cost
“Si ribbon™ for Si cells, and ultra-thin
CdSlayers for the Cu>S-CdS devices. The
primary commercial barrier foreseen is
development of sufficient demand to
justify the required large capital invest-
ment in solar cell production capacity.

An overview of the current state-of-the-
art in solar-cell cost prediction is
presented in Fig. 1. The cost range
indicated for Sisolarcells includes the use
of both Czochralski wafer and “ribbon”
single-crystal material.”™" The spread
indicated by the solid portion of the
vertical line essentially includes current
costs and estimates based on Czochralski
wafers,"'" and the dashed portion covers
estimates based on ‘‘ribbon™
substrates.”’ For the Cu:S-CdS cells,
the solid portion of the vertical line covers
the range accessible by current “state-of-

-

array would include internal series or
parallel cell interconnection, array encap-
sulation, and array mechanical support.
In use, a single array or assembly of
standard arrays might be combined with
specialized additional equipment needed
for the particular application. The
additional capital investment required for
any support or shelter structures, power
conditioning (e.g., dc-to-ac conversion),
energy storage, and control functions
utilized in the specific application are, of
course, not included in the estimated
manufacturing cost of the arrays.

The right-hand margin of Fig. 1 provides
some context for judging the significance
of the capital cost estimates indicated for
Si and Cu:S-CdS solar celis. First, the
nominal cost per peak kW associated
with the market demand predictions for
the years of 1977, 1985, and 2000 are
indicated, and are considered in more
detail in the following discussion of the

Sfuture market environment. Second, two

ranges of capital cost are presented and
are labeled with specific competitive elec-
trical power sources. The origin of these
cost range estimates requires some
clarification for full understanding.

Since the input solar energy is available
“free of charge”, the cost of solar-cell-

CAPITAL COST
per PEAK KW

POLYCRYSTALLINE

SINGLE-CRYSTAL T
Cu2$/CaS CELLS

SILICON CELLS

$30K
$20K --

YEAR 1977

sTx eI} Liheer
] GASOLINE
$3x 8 DIESEL
o | GENERATORS
. T ——
; YEAR 1985
! $ix < | MARKET
]

CENTRAL
$300 - -+ ] POWER
§300 --+  $300 STATION

| +-- §200 s
]
] YEAR 2000
$100 | <=1 "MARKET
} P 13
$30
| H
. Lo 8ia
10

Fig. 1 — Current status of solar-cell cost-prediction art.
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cost, the\cost of capital, the expected
lifetime (amortization period) for the
various system components, the load
factor (~ 20%) for solar energy conver-
sion, maintenance costs, etc.

The range of competitive cost levels
indicated in Fig. 1, and identified with
specific commercial sources, represents
the total system cost per peak kW capaci-
ty at which a solar energy system would
be commercially viable on the basis of
cost per kWh of energy delivered. It does
not represent the capital cost per kW
capacity of the gasoline and diesel
generators or central power stations,
where factors such as fuel cost or very
high load factor are dominant features of
any cost analysis.

Future system concepts and applications
proposed for photovoltaic energy sources
range from simple sub-kW modules
supplying irrigation water pumping
power on an as-available basis to huge
multi-square-mile solar stations in-
tegrated with a national power distribu-
tion system and supplying demand power
from large-scale energy-storage facilities.
The single element which is common to
these dramatically differing views of the
future is the need for integrated arrays of
solar cells produced at a cost, and on a
scale, commensurate with the required
overall systems costs of the specific
application. It is this common-core
building block, the solar cell array, that is
the subject of interest in this paper.

The wide range covered by the solar-cell
cost estimates presented in Fig. 1 is
rooted in the basic assumptions made for
each of the cost estimates in terms of
input parameters such as production
volume, raw materials costs, and extent
of vertical integration. For example, the
production rates span a ratio of > 10°
between the lowest and highest rates
assumed for the estimates of Fig. 1.>*'

As a result of the extreme diversity in
these fundamental assumptions, it is
quite difficult to assign a relative
credibility or confidence level to the
individual predictions. Thus, both the
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Fig. 2 — Price—demand curve.

advocates and opponents of the general
technique of photovoltaic conversion,
and of specific approaches to this
technology, are free to choose the es-
timate best suited to their individual
viewpoint. This also allows the absurd
situation in  which contemporary
evaluations of the feasibility of
photovoltaic energy sources can proceed
from base-line economic data that differ
by several orders-of-magnitude.

Future market environment

An extrapolation from current solar-cell
costs to future large-scale production
costs requires a number of basic
assumptions or hypotheses about the
parameters of the future markets; e.g.,
competitive prices, demand levels, and
growth rates. Much of the dramatic
spread in existing capital-cost estimates
(illustrated in Fig. 1) is traceable to
drastically different assumptions about
the nature of this future market environ-
ment.

A particular market environment is
presented here for use as a conceptual
framework within which the credibility of
any particular cost estimate can be
judged. The plausibility of this particular
hypothesis rests primarily on its self-
consistency when tested by pro forma
experience-curve concepts.

Table | presents a range of commercial
energy costs in current dollars."*"* The
primary energy sources that are shown
group naturally into three distinct cost
levels: 1) central generating stations, 2)
diesel and gasoline engine generators,
and 3) dry-cell batteries.

The estimated cost of storage per kWh in
lead-acid batteries is also shown in Table
I. At present prices, photovoltaic energy

systems using lead-acid battery storage
have been able to penetrate certain
specialized application areas previously
served by the very expensive dry-cell
energy sources.' This application
represents the only significant terrestrial
market, at present, for solar-cell energy
sources.

On the basis of the energy costs shown in
Table 1, an estimate can be made of
capital cost per KW at which photovoltaic
cells would become competitive with each
of the specific alternative sources." ™" If
these data are combined with estimates of
the market size available to penetration
by solar cells at each such cost level, then
a price—demand curve can be generated.

An example of a particular price—
demand curve obtained by this procedure
is given in Fig. 2. In addition to the
essential price—demand relationship
shown, an additional context is provided
by indicating chronological milestones,
current material-usage benchmarks, and
the present US electric utility capacity.

The material-usage benchmarks are for
present single-crystal Siproduction,”*>"
and for present metallurgical grade (>
999 pure) Si production.”"" These
benchmarks suggest the comparative im-
pact that the various levels of solar-cell
demand will have in relation to current
non-photovoltaic Si use, assuming that Si
is the dominant solar-cell material. The
material-usage benchmarks refer only to
the horizontal axis: i.e., they represent the
approximate area that could be covered
by 200-um and 100-um thick layers at the
present volume of singlecrystal and
metallurgical Si, respectively. This is of
course translated into peak watts of
generating capacity by assuming a
particular conversion efficiency and peak
insolation (10% and 1kW/m" for Fig. 2).

www americanradiohistorv com

YEAR 2000
SR e
APACITY
PRESENT ELECTRIC 10¢/WATT
3

R =t yTILITY CAPACITY

! ~40% ANNUAL GROWTH
s ATt IN PRODUCTION RATE
# Z20% ANNUAL GRCWTH
IN FACTORY SALES VALUE
$10;, ~100% ANNUAL GROWTH
WATT g 1N PRODUCTION RATE

2 ~50% ANNUAL GROWTH
_/ IN FACTORY SALES VALUE

1970

PRICE / WATT

1980 1985 1990 1995

CALENDAR YEAR

1975 2000

Fig. 3 — Growth rates.

The intersection of these benchmark
quantities with the price—demand curve
does not have any significance with
respect to price or cost levels.

The impact of various demana levels
relative to national energy needs is shown
by comparison with the present US
electric utility capacity.'* Finally, a set of
chronological milestones are provided
for the price—demand relation expected
in 1977, 1985," and the year 2000.%°

The interrelation of this particular
chronology with the resulting production
growth rate is illustrated in Fig. 3. In this
Figure, the benchmarks are provided in
terms of price levels at certain specific
times, the current electric utility capacity,
and the electric utilities capacity es-
timated for the year 2000.'* Two distinct
periods of production growth are
identified: the periods 1975 to 1985, and
1985 to 2000. Both periods are assumed
to have exponential growth in produc-
tion, but the rate of growth differs. The
indicated annual growth rate in factory
sales value for these two periods is
determined by the interaction between

ASSUMPTIONS (1977-1985)
1) 100% ANNUAL GROWTH IN PRODUCTION RATE
LEY IO 1 2) BASE YEAR 1977: )
i I « PRODUCTION RATE - 108 WATTS / YEAR
410 i \+ o PRIOR CUMULATIVE VOLUME - (06 WATTS
I \
N
AN, Y
$3} N \\\\ 1985
AT
\ ~
LN N R . :
N B0 EXPERIENEE
N CURVE
30¢ AR
N\ 70% EXPERIENCE
CURVE
10¢f-

; . A A " . A
0% 0% 107 w0®  0® 10 0"
CUMULATIVE PRODUCTION VOLUME {WATTS)

Fig. 4 — Experience-curve extrapolation.
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the rate of production and the indicated
variation in price per unit production,

Fig. 4 illustrates the use of the experience-
curve concept to test the particular com-
bination of price, annual production rate,
and production-rate growth presented in
Figs. 2 and 3. With the base-year
assumptions indicated in Fig. 4, a 75%
experience curve can represent the 1977-
85 period quite adequately. Experience
curves in the 70 to 80% range are typical
of device fabrication and Si crystal
growth for the semiconductor
industry.*”™"

On this basis, the future-market environ-
ment used to test the credibility of ex-
isting cost estimates is that summarized in
Fig. 2. This base-line data is used as the
fundamental framework for the alter-
native set of cost estimates presented in
this paper.

Cost prediction models

A review of the existing cost-prediction
studies for photovoltaic energy sources
reveals that none of these studies relies
solely on the use of experience-curve
concepts to estimate future costs.”™"* In
several cases, the experience-curve argu-
ment is used as a plausibility test, but the
predominant cost-prediction model relies
on an economy-of-scale  principle
referred to here as the mass-production
assumption.

Not all of the prior cost estimates supply
sufficient detail to permit detection of the
underlying assumptions or principles.
However, an analysis of those references
that can support a detailed dissection
reveals a consistent pattern. The most
fundamental aspect of this pattern is

5.6,10-13

illustrated in Fig. 5. In this Figure,
‘he estimated direct or raw-materials cost
is expressed as a percentage of the total
estimated factory cost and is presented as
a function of declining factory cost. These
data show the recurring assumption that
when unit cost declines (i.e., as the scale
of production increases), then raw
materials become the dominant cost ele-
ment. This is the most general form of the
mass-production assumption.

For the particular case of solar-cell cost
estimates under study here, a more
specialized form of this model has
evolved. A further analysis of the existing
cost estimates shows that there is a
consistent assumption about the major
component within the total raw-materials
cost. This assumption is illustrated in Fig.
6.%"'" Here the estimated materials cost
for the semiconductor-plus-substrate is
expressed as a percentage of total
materials cost, and presented as a func-
tion of declining total unit cost. The data
clearly show that the lowest cost-per-watt
estimates assume that the direct materials
cost for the semiconductor-plus-
substrate essentially equals, and thus
replaces, the total direct materials cost.

This is the specialized form of the mass-
production assumption as used for
photovoltaic cost estimation.

The concept of a semiconductor-plus-
substrate entity has been introduced here
on the basis that it is a generalization of
the function that the single-crystal Si
wafer, or ribbon, performs for the stan-
dard Si solar cell. This entity allows the
analysis to be extended to include the
polycrystalline Cu:;S-CdS solar cell,
where the major semiconductor layer
(i.e., CdS) and substrate (e.g., plastic,

SEMICONDUCTOR
+

metal foil, glass) are physically separate
materials, as well as a generalized thin-
film cell.

To summarize, it has beenillustrated that
for the solar-cell cost estimates of
primary importance in large-scale
applications (i.e., cost-per-watt < $1) the
fundamental assumption is that ~ 75% of
the factory cost is attributable to the
direct materials cost for the substrate —
semiconductor combination alone. Thus,
the primary question that must be ex-
amined in establishing a confidence level
for these existing predictions is the
credibility of the basic estimates for the
semiconductor-plus-substrate cost. The
overall prediction for cell cost can be no
better than the underlying estimate for
the dominant cost element.

Revised cost estimates

In Fig. 7, the range of prior cost estimates
is again presented, this time in the more
familiar economic context of cost per
watt. The span indicated for Sisolar cells
includes the use of both Czochralski and
ribbon single-crystal material.”™'" The
spread indicated by the solid portion of
the vertical line for Si cells essentially
includes current costs as well as estimates
based on Czochralski wafers,*”"” and the
dashed portion covers estimates based on
ribbon substrates.* For the Cu:S-CdS
cells, the solid part of the vertical line
covers the range accessible by current
state-of-the-art technology cells,'"'""
and the dashed portion includes devices
based on an order-of-magnitude reduc-
tion in CdS semiconductor thickness.'™"
By combining the future market environ-
ment summarized in Fig. 2, and the cost-
prediction modelillustrated in Figs. 5 and
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Fig. 5 — Relative materials cost vs factory cost.

cost.
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FACTORY COST per PEAK WATT

Fig. 6 — Relative semiconductor-plus-substrate cost vs. factory
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6, the credibility of the basic
semiconductor-plus-substrate cost es-
timates underlying these Si and Cu:S-
CdS cost predictions can be tested for
plausibility.

In the case of single-crystal Si cells, the
essential problem is to estimate the cost of
the single-crystal wafer or ribbon sub-
strate, and to establish that the estimate is
consistent with the future market
environment of Fig. 2. A convenient
method of accomplishing this estimate is
through the use of the graphical techni-
que represented in Fig. 8.

Basically, Fig. 8 is a type of nomogram
for converting cost per kilogram into cost
per watt. For a given material thickness
(e.g., 100 to 300 um for ribbon substrates,
or 500 to 1000 um for Czochralski
wafers), the projection of a cost-per-kg
figure through the diagonal line
representing a specific thickness yields a
cost-per-area for the Sisingle crystal. The
cost per watt is, of course, obtained from
the cost per area by using the solar-cell
conversion efficiency (10% in Fig. 8).

Having obtained the cost-per-watt es-
timate for the Si substrate, the cost-
prediction model represented by Figs. 5
and 6 allows an estimate to be made for
the total solar-cell cost. Finally, this cost
can be used in the price — demand curve
of Fig. 2 to approximate the solar-cell
production rate that can be sustained at
this cost, and this production rate can
then be used to check the plausibility of
the original cost-per-kg assumption. If
inconsistent, the procedure can be
repeated in an iterative fashion until an
acceptable cost-per-kg assumption is ob-

tained. The documented experience curve
for Czochralski Si supplies the essential
final link between production rate and
cost per kg in the case of Czochralski
wafer substrates.™*

The results of this procedure are in-
dicated in Fig. 8 by the regions within the
solid lines. These regions represent the
ranges of estimates for Czochralski and
ribbon Si that are found to be consistent
with the future market environment and
cost-prediction model used in this study.

The level of production rate obtained for
these cost ranges (see Fig. 2) does not
indicate that there will be any substantial
impact on a single-crystal Si production
due solely to Si solar-cell manufacture.
Any cost improvements that occur
because of general semiconductor market
growth would be reflected equally in the
cost of both the Czochralski and ribbon
substrates, according to the prediction
method used in this study.

The spread in cost per watt for
Czochralski wafer blanks is based on the
current costs for Czochralski 57 in boule
and a range in the wafer
thickness and kerf loss due to wafer
slicing.”'”™ The lowest cost per watt
assumes a state of the art corresponding
to a 250-um wafer with 250-um kerf
loss, " and the indicated median cost is for
a 300-um wafer with 700-um kerf loss.
The latter combination represents the
standard for space-type photovoltaic
devices.™"’

Estimating ribbon-substrate cost is con-
siderably more difficult because of the
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lack of any substantial experience or
base-line data for the prediction. The
existing estimates imply that the ribbon
growth technology will proceed down the
same experience curve as has been ex-
perienced for Czochralski growth, with
equal cost per kg at equivalent
cumulative production volume levels.™*
This assumption has been accepted for
use here, and forms the basis of the
ribbon substrate cost per watt in Fig. 8.

The results from the present analysis
differ from the prior estimate because of
the input parameters assumed for
production rate and cumulative produc-~
tion volume. The basis for the frequently
quoted $25-per-meter’ cost for ribbon
substrates is the assumption that the cost
per kg for ribbon growth would have
reached the ultimate limit for Czochralski
growth (see Fig. 8), which is attained atan
increase of > 10° over current single-
crystal Si production.™® If, in contrast,
the production volume and cumulative
volume for ribbon growth is required to
be consistent with the price — demand
curve of Fig. 2, then a lower limit
approximately equal to the current
Czochralski cost per kg is obtained for
ribbon substrates, as shown in Fig. 8. On
this basis, a range of about 70 cents to $2
per watt is estimated here as the most
plausible low-cost limit within the present
context of ribbon-growth technology."

Reaching the minimum cost level re-
quires the combination of three positive
factors with high yield: 1) ribbon growth
at 100-um thickness, 2) ribbon growth at
a cost per kg equal to the very mature
Czochralski technology (for equivalent
production rates and cumulative
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volumes), and 3) conversion efficiency
equal to that obtained for Czochralski-
quality wafers under simplified device
processing (nominally 109). As can be
seen from Fig. 8, relaxing either the first
or second of the conditions (e.g., 1961
cost per kg with 100-um thickness, or
1972 cost per kg with 300-um thickness),
while still assuming 109 efficiency, leads
to a significantly higher minimum cost (~
$2/watt). If both of these ribbon-growth
parameters are relaxed to the indicated
higher levels, then the ribbon substrate
has no cost advantage vis-a-vis the
current Czochralski-wafer technology,
evenassuming a 300-um wafer blank with
70% kerf loss.

Using the Si cost estimates of Fig. 8 and
the cost-prediction model of Figs. 5 and
6, it appears unlikely that single-crystal Si
photovoltaic devices can significantly
penetrate the $1 per-peak-watt price level
at a production rate consistent with the
price—demand curve of Fig. 2. Based on
the experience-curve prediction of Fig. &,
a significant penetration of the $1/watt
barrier can occur only at production rates
that are entirely inconsistent with the
future market environment summarized
in Fig. 2;e.g., production rates equivalent
to that predicted for a 10 cents/ watt price
are required.™"

A somewhat different procedure can be
used in evaluating the confidence level of
the cost estimates tor Cu:S-CdS solar
cells. As with the single-crystal Si cells,
the credibility of each overall cost es-
timate is no better than the predicted
direct materials cost for the
semiconductor-plus-substrate. In order
to permit as general an analysis as possi-
ble. several high-purity polycrystalline
materials have been considered as
potential source materials for vacuum-
deposited {evaporated) semiconductor
layers. The materials considered included
a rather broad range of costs, on a per
kilogram basis,” ™" but on a cost-
per-volume basis there is considerable
uniformity for a number of potentially
important materials. The per-volume
cost is a more rational basis for
evaluating the materials cost within the
context of polycrystalline layers prepared
by wvacuum deposition. The data
presented in bar graph form in Fig. 9
indicate the cost per volume of five
particularly interesting semiconductor
materials. These costs are all based on
commercial quantities.” """ " The com-
pounds are assumed to be formed by co-
evaporation of the high-purity elements;

this resuits in a reduction of ap-
proximately 20 to | in raw materials cost
vis-a-vis the use of high-purity compound
as the source material. Of the five
materials indicated, four have been used
in photovoltaic devices (Si, CdS, CdTe,
Se) and the fifth (CdSe) has a high
absorption coefficient and desirable
bandgap (~ 1.7 eV). GaAsis not included
in this figure because the available data
for the constituent elements indicate that
they are at least an order of magnitude
more expensive per unit volume than the
materials considered in Fig. 9."" The
data in Fig. 9 illustrate that a very general
analysis can be made of semiconductor
film material costs without reference to
any specific material within the group
considered

The results of such an analysis are
presented in Fig. 10. Both the semicon-
ductor film costs and substrate costs are
summarized in this Figure. As indicated,
the substrate cost represents a fixed range
of 1 to 3 cents per watt (at 5% conversion
efficiency).'™"™ and the semiconductor
layer material cost is dependent on the
layer thickness and the deposition
efficiency from source to substrate. Two
basically different types of cells are con-
sidered in Fig. 10: 1) a device based on the
technology for the space-design Cu.S-
CdS cell,’ and 2) an advanced-
technology thin-film cell. For the former,
the direct materials cost for the semicon-
ductor layer is 15 to 50 cents per watt fora
layer thickness of 20 to 30 um and a
deposition efficiency of 20 to 40%. In the
case of the advanced-technology device,
the layer thickness is between 2and S um
and the direct-materials cost covers a
range of 1.5 to 7.5 cents per watt. These
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two cost ranges must of course be com-
bined with the substrate costs of | to 3
cents per watt to form the basic
semiconductor-plus-substrate direct
materials cost. The resulting totals are 16
to 52 cents per watt for conventional
technology Cu:S-CdS cells, and 2.5 to
10.5 cents per watt for the generalized
thin-film cells.

When these semiconductor-plus-
substrate cost estimates are combined
with the cost prediction model of Figs. 5
and 6, it appears likely that the
conventional-technology Cu:$-CdS$ cell
can significantly penetrate the $1/W
price level, and that an advanced-
technology thin-film cell can approach
and perhaps satisfy the 10 cents/ W price
criterion required for large-scale power
generation.

Although the generalized thin-film cell of
Fig. 10 is explicity based on the use of
vacuum-evaporation deposition
technology, this is not intended to con-
stitute an endorsement of this method as
the optimum technique for the semicon-
ductor layer formation. This specific
method has been used only to illustrate
that the desired cost levels can be ap-
proached or penetrated by one particular
technique. Alternative deposition techni-
ques that promise reduced raw-materials
costs or lower capital-equipment costs
must be considered as viable candidates
in any detailed evaluation. One such
technique, for example, is the chemical-
spray method."

An overview of the revised estimates that
have been developed here for single-
crystal Si, conventional CuxS-CdS, and
the generalized thin-film cell is presented
in Fig. 1l. The predictions for
semiconductor-plus-substrate direct-
materials-cost are shown within the con-
text of the price—demand curve of Fig. 2,
the current single-crystal Si production,
the competitive cost/watt levels for
several selected commercial energy
sources, and the present electrical utility
generating capacity.

Summary and Conclusions

The purpose of this study was to critically
examine the issue of solar cell cost
predictions, both in terms of a review and
analysis of the prior literature and
through modification and extension of
the existing studies. The end result of
this procedure is a set of revised estimates
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tor the dominant cost elements of single- applications within the present References

crystal 8i, polycrystalline Cu,S-CdS, and
generalized thin-film photovoltaic cells.

The validity of these revised estimates,
vis-a-vis the prior predictions, is based
primarily on the credibility of a particular
future market environment that forms
the basic framework for the revisions.
The plausibility of the hypothetical
environment used here rests essentially
on the demonstration of internal self-
consistency under testing via experience-
curve concepts.

On the basis of the revised estimates
obtained in this study, a number of
tentative conclusions can be reached with
respect to both prior cost predictions and
their implications for terrestrial solar-
energy conversion. The most significant
of these conclusions are highlighted
below:

Single-crystal Si Cells

® The existing cost estimates for the ribbon-
growth technology are based on un-
realistically optimistic market parameters
vis-a-vis the current status and expectations
for Czochralski growth.

® There is no reasonable current prospect that
a technology based on either ribbon or
Czochralski growth can satisfy the cost
criteria  defined here for large-scale
terrestrial conversion of solar energy.

®The near-term (1985) price —demand re-
quirements can be met by single-crystal
ribbon cells, based on optimistic technology
forecasts.

Polyverystalline Cu S-CdS cells

e Current technology devices have the
potential of satisfying the near-term (1985)
market  price—demand  requirements,
provided that historically optimistic stabili-
ty and yield are assumed.

® There is no reasonable prospect of meeting
the requisites for large-scale terrestrial

technological framework.
Generalized thin-film cells

® Photovoltaic devices based on a thin-film (2
to 5 um) polycrystalline semiconductor
layer (e.g., as prepared by vacuum evapora-
tion technology) can satisfy the economic
criterion for large-scale terrestrial solar-
energy conversion, as defined here.

® On the basis of a purely economic estimate,
there are at least five possible semiconductor
materials (Si, CdS, CdTe, CcdSe, Se) and
three potential substrates (metal foil, glass,
plastic) that must be considered as plausible
candidates for the generalized thin-film
photovoltaic cell.

These conclusions should be placed in a
proper context by noting that they refer
to the possibilities of meeting the
hypothetical goals rather than the
probabilities. It should be clear that the
estimates based on Czochralski crystal
growth have the highest confidence level,
in a very broad economic and technical
sense, whereas, at the opposite extreme,
the estimates for the generalized thin-film
devices are predicated on a currently non-
existent technological base.

In addition, cost reductions will occur
independently in the Czochralski wafer
technology because of the continued
strong growth in the general Si semicon-
ductor market. This will also produce a
second-order effect on the polycrystalline
Si material cost for the ribbon Si and
thin-film S/ devices.

The reduction factor for Czochralski
wafer costs could be as large as four
(relative to current costs) by the mid-
1980’s. Although this is a significant
consideration in assessing the potential
relative impact of the “ribbon” i
technologies, it will not materially alter
the general conclusions reached in this
study.
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Solar energy
as a consumer product

B. Shelpuk

Solar heating is economically feasible now in locations with favorable solar collection.
Fuel shortages and price increases will make it more attractive and technology advances
and increased production volume will lower its cost — with all of these factors working to
increase its applicability. The high initial capital cost is the major deterrent to its greater

use, and this could be alleviated by tax incentives, special financing, etc.

PRESEN'I' ENERGY FLOW patterns
for the United States are outlined in Fig.
1. Note that in 1970 energy was consumed
primarily in four roughly-equal areas:
clectrical energy generation, residential
and commercial, industrial. and
transportation. The units are millions of
barrels of oil (equivalent) per day.
Petrochemical use is represented by the
nonenergy category. The figure shows
that approximately half of all energy is
not available to socicty. The greatest
pereentage of energy losses occur in the
electrical energy generation and
transportation arecas due to the ther-

efficiency in converting from heat to
mechanical energy. This figure points up
the inadequacy of present domestic oil
production if oil imports are restricted.'

Projected needs

The projected energy flow pattern for
1980 (Fig. 2) shows the growth in the
demand in all areas. Because of the large
growth projected in transportation and
petrochemical needs without attendant
growth in domestic production. sub-
stantial increases in imported oil will be

modynamic losses and resulting low required.
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In addition to showing a large increase of
imported oil by 1980. Fig. 2 shows a large
increase in the electrical energy needs.
This increase will be supported mainly by
increased use of coal and nuclear energy.

No simplistic solution

It is clear from this brief look at present
and projected energy flows that meeting
the energy needs of the nation is highly
complex. and does not lend itself to
simplistic  solutions in any one area.
Several elements of a possible national
cnergy strategy are suggested by con-
sideration of the fuel-use patterns and
projected consumption patterns:

YA reduction of oil consumption in the
transportation arca would have great im-
puct. Butas was seen in 1974, high prices and
long lines during the Arab oil embargo did
not significantly reduce consumption. By
the end of the year, with the price above 50
centsy gallon. the consumption level of 6.5
million barrels a day was only slightly below
the 6.6 million barrels a day in the Fall of
1973  when the price was  below 40
centsy gatlon.

2) Another part of the strategy would be to use
oil only for transportation and
petrochemical needs and to devote sub-
stantial effort to reducing demund by
promoting mass transit. higher efficiency
engines. and less wasteful use of plastic and
other petrochemicals. The use of natural gas
and gasificd coal could supplement the
petroleum supply as occurred in wartime
Germany and Japan.

3 A third element would call for use of the
diminishing source of natural gas and coal
to supply the high grade thermal re-
guirements of industry. and use nuclear
sources predominately for the clectrical
utility tuel requirement. 1'his was the plan ot
the clectrical utilities in the 1960s. but it is
falling victim to rapidly escalating costs and
cnvironmental and safety concerns. Alter-
natives to nuclear energy are geophysical
sources such as hydroelectric, geothermal
and solar and;or greatly reduced socictal
energy demands. Then the low grade heat
required for environmental comfort in the
restdential, commercial and industrial sec-
tors must be supplied from (a) what is left
over when needs are met, (b) heat recovery
from the other higher grade uses of cnergy.
or (¢) solar energy.

New approaches

Several alternatives are being considered
that are not based primarily on reduction
of consumption and waste or establish-
ment of priorities. These include:

e Conversion of coal into liquid or gas
¢ Fusion

o Geophysical sources
phy

Large scale programs are being proposed

Reprint RE-21-2-16
Final manuscript received April 23, 1975.
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and funded to achieve economic coal
gasification of the large coal deposits in
Montana and North Dakota. While such
fuel generation could be an important
factor in future U.S. needs, the develop-
ment of coal to a4 much larger scale will
requirc a4 substantial investment, a
guarantee of the market for the product,
adequate guarantees of environmental
protection, and time.

Fusion has been suggested as the ultimate
energy source, but it has not yet been
demonstrated in the laboratory. Fermi
achieved a fission reaction in 1942 at the
University of Chicago and 32 years later
fission impacts the energy picture only to
the extent of 59 of electrical output. In
this century, fission is probably the only
nuclear reaction we can consider as a
practical energy source.

Although nuclear energy (fission or fu-
sion) is being promoted by many as the
best solution to future energy needs and
will get the bulk of research funding, there
will be continuing resistance to this ap-
proach from environmentalists. This
resistance can vary with the balance
between energy supply and demand, the
resistance being strongest when the sup-
ply is adequate. Most environmental ob-
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jections will probably never be resolved to
the satisfaction of all concerned groups.”
As the number of plants, their thermal
pollution, and safety problems increase,
resistance to this energy source promises
to grow. Implementation of fast breeder
technology with its substantially in-
creased waste-storage problem could also
intensify environmental and safety objec-
tions.

Geophysical sources, such as ocean ther-
mal gradients, tidal power, wind, geother-
mal, and solar power, have the advantage
of minimum environmental impact, but
the disadvantage of diffuse nature which
requires substantial capital facilities to
use the available energy. Solar energy is
well suited for providing low grade
heating requirements and can be con-
sidered on any scale — ranging from a
minor supplement to more conventional
sources to an exclusive primary energy
source. Solar energy can have an impor-
tant role in closing the energy deficit.

Thus, a multifaceted approach is re-
quired. We must create an acceptable
scenario for the increased deployment of
nuclear power plants, promote all types
of energy conservation programs and

COLD WATER

4
-

—e
b—o
—o
—o
—c

g
2

"

g;/ STORAGE HvAC

Fig. 3a — Simplified solar energy environmental system.

equipment, develop environmentally
acceptable methods for mining and using
coal, and develop economically sound
methods for heating and cooling
buildings with solar energy.

Solar energy
for heating and cooling

Much of what can be done to relieve the
energy problem is out of the hands of the
individual consumer. At the consumer
level, such energy conservation measures
as effective home insulation, efficient
automobiles, efficient appliances and
energy-conservative architecture will be
widely integrated into our society by
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1980. But an important alternative is
available to the consumer now — the use
of solar energy.

Application of solar energy

Solar energy is expected to be a signifi-
cant factor in the future in the production
of electricity — but it can be important
now as an option available to the con-
sumer for heating and cooling.

The feasibility of using solar energy to
produce electricity through the
photovoltaic effect has been convincingly
demonstrated in the U. S. space program
in which the electrical power is supplied
primarily through solar cells. Application
of this technology to the terrestrial
environment is being actively pursued by
various agencies of the government and
by industry. Rather formidable cost
reduction objectives have been targeted
for an installed silicon solar cell plant cost
of $500/ peak kW in 1985. Feasibility for
further reduction to the $100/peak kW
range are being sought for other material
systems in the same time frame.’ Sub-
stantial technological and automation
developments will be required to reach
these objectives. This application of solar

KEY
SOLAR COLLECTOR  $C-)
THERMAL STORAGE  ST-)
CONTROL SYSTEM  [T,] THROUGH
HEAT EXCHANGE SYSTEM MC-) AND PC-I
AUXILIARY MVAC MW
EQUIPMENT MW 2

AC

cT

VALVES

PUNPS

PLUMBING

PREHEAT K
colL
PC-1 N ¥-5
________ =
-
T
¥ 6b
] L, -
o
me | R[S HEAT ING
coiL
| HC-1
i &
PACKAGED -
| | AIR 1 r 4
| CONDITIONER |
| AC-1 |
|l COOLING
TONER
N = T
2 COOL NG 2 _
| o con —.5‘_-_ >75°F
RE -1 g e
l | () o |
J | L] |
-
|
L_ _: I [T R - 7N
Y_AIR
- _semyawr e

wwWw americanradiohistorv com


www.americanradiohistory.com

energy will find broader use as costs are
reduced by the combination of increased
product volume and technological ad-
vances.

The use of solar energy for heating and
cooling, even by individual consumers, is
an application of technology which is
already here. Descriptions of this applica-
tion have appeared in the popular press
and scientific journals. Demonstration
projects are being funded by the U.S.
government as well as private companies
and individuals.

Solar heating
system configuration

Typically, solar heating systems are con-
figured as shown in Fig. 3. They consists
of a collector; thermal storage means; a
heat exchanger; a control system; and
auxiliary heating, ventilating and air
conditioning (HVAC) equipment to
supply building demand when there is
inadequate solar energy.’

Solar collector

The solar collector is the most visible and
costly part of the system. It generally
consists of an enclosure containing an
absorber panel which is heated by solar
energy incident through one side which is
transparent to visible light. The
transparent material, which can be glass
or transparent plastic, is opaque to radia-
tion in the long wave IR at which the hot
absorber radiates. The captured solar
energy is thus retained within the con-
tainer by the “greenhouse effect™. Heat is
transferred from the absorber into air or
water which is then used to heat the living
space.

Substantial research is underway to im-
prove the performance of solar collectors
by:

® Building focused collectors so that the ab-
sorber size and its associated losses can be
reduced;

® Developing coatings and structures for the
transparent collector cover which supress
thermal losses back through the cover; and

® Developing absorber coatings which max-
imize collected incident energy and
minimize reradiated energy.

The best available economic collectors
have an insulated glass window over a
blackened aluminum or copper ab-
sorber/ heat exchanger which is insulated
on its back face with 2 to 3 inches of

fiberglass insulation. A cross-sectional
view of this construction is shown in Fig.
4. The heat collecting efficiency of such a
collector is dependent mainly on the
difference between collector temperature
and the ambient air temperature. Fig. 5
shows the typical calculated performance
of the two-glass, flat-black collector.
These characteristics have generally been
correlated to a wide range of experimen-
tal test results, and show the following:

® | ittle energy can be collected at temperatures
ncar [90°F

® Collected energy depends greatly on incident
energy Q, with Q decreasing to the right in
Fig. 5. The maximum value of Q for which
one could design is 280 to 300 Btu/h-ft".

The impact of the former is more
pronounced on cooling since existing
heat-driven air conditioning equipment
requires heat at temperatures in the 200°
to 225°F range (120° to 150°F above
typical summer ambient temperature),
while [20°F water is adequate to meet
heating needs in a 15° to 25°F winter
ambient temperature. The latter
characteristic creates a strong bias for
solar heating in high sunshine regions
such as the southwestern United States. A
further ramification of the solar collector
characteristic is that it makes system
performance estimation on the basis of
average values of Q somewhat risky.
Most solar heating and cooling system
designs and analyses use computer-aided
calculations with actual weather bureau
data as input.

Other parameters affect collector perfor-
mance. A liquid flow rate is required
which achieves good collector perfor-
mance by promoting effective heat
transfer to the absorber and minimum
auxiliary pump power; a 10°F
temperature rise in water flowing through
the absorber is a good compromise.
Collector tilt is an important parameter.
A collector tilted from the horizontal at
the local latitude plus 15° will collect the
most energy during the heating season. A
collector tilted at the local latitude minus
15° will collect the most energy in the
cooling season. For year-round collec-
tion, a collector tilted from the horizontal
at an angle equal to the latitude gives
maximum collection. Collectors should
generally be pointed due south, although
a 10° azimuth orientation to the west may
be desirable because it favors afternoon
collection when ambient temperature is
higher and thus collector losses lower
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Fig. 4 — Schematic diagram of a solar collector.

Alternatively, an open heat exchanger
such as found on lower cost systems,
could be used. This is an absorber plate
from which heat is removed by uncon-
tained liquid or air flowing over its
surface. These collector alternatives and
parameter selection involve some perfor-
mance compromise; most designers now
use the collector described in Fig. 4.

There is intensive research underway to
improve materials and structures which
can be used in collector systems. There is
a potential for breakthrough in this area.
More likely, however, is the possibility
that cost will be reduced through a
combination of technology and increased
production volume,

Thermal storage means

Thermal storage and collector size and
cost must be balanced in a solar energy
application. In the ideal situation, solar
collector area could be kept ata minimum
if energy required for winter heating is
supplied by supplementing the available
winter solar energy with energy stored
from summer collection. While this
would result in the most efficient use of
the available energy, energy cost and
thermal storage size considerations
would not be optimum. Therefore, the
preferred system should not be based on
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Fig. 5 — Typical calculated performance of two-glass, flat-
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maximum collection efficiency, but
should balance collector and storage sub-
system size and cost. Studies show that
minimum cost for the collected solar
energy (in a well-designed residential
dwelling in a moderate climate) is
achieved with a thermal storage of the
equivalent of 10 b of water per square
foot of collector area.” Such a storage
load will be heated from 90°F to 140°F in
the equivalent of only 3 to 4 hours of
collection on a bright warm day. This
would provide adequate capacity from
storage for overnight heating or for one
day at most. With such a cost-effective
system, consecutive cloudy day needs
would be supplied by the auxiliary
heating system. The relative percentages
of total demand shared by the solar
heating system and the auxiliary system
are also a matter of economics and will be
dealt with in the discussion of economic
factors.

The most widely used storage medium is
water. Energy is stored in the specific
heating of the water and then rejected to
the living space by its specific cooling.
The penalty for operating in this mode is
that, asenergy is stored, temperature rises
and collector efficiency drops as was
indicated in Fig. S. As a specificexampie,
assume that the ambient temperature is
25°F and the incident solar flux is 200
Btu/h-ft” (a fairly clear day during the
hours of 10:30 a.m. to 1:30 p.m.). For this
case A/ Q=(90 — 25)/200=0.325 (point
A, Fig. 5) for 90°F storage temperature
and (140 — 25)/200 = 0.575 (point B)
when the temperature rises to 140°F.
Collector efficiency at these conditions is
50% and 299, respectively, a 409% drop.

This effect on system performance has
been the driving force for research in the
arca of thermal storage by reversible
phase or chemical changes in materials.
The best materials under consideration
absorb 110 to 140 Btu/lb during

AUX. HEATER

HX

transitions at temperatures around
120°F. Cost and cumulative
irreversibilities limit usefulness of these
systems at present. Successful develop-
ment of phase-change thermal storage
will substantially reduce the amount of
storage material required in a heating
system and improve the total system
capacity and efficiency. For the present,
water storage must be used in liquid
heating systems and gravel or rock bed
storage in air heating systems.

Heat exchanger and control system

The heat exchanger and control of a solar
heating system are important in
determining performance but are not
unique to solar energy. The heat ex-
changer can generally be a standard hot
water system although an intermediate
liquid-to-liquid exchanger as shown in
Fig. 6 can be used to limit the amount of
antifreeze required to protect the collec-
tor loop from freeze up. As shown in the
diagram, the heat exchange loop consists
of circulating pumps, control valves,
bleed valves, liquid-to-liquid exchangers,
and liquid-to-air exchangers. To a large
extent there is commonality between a
conventional and a solar heating heat
exchanger.

Control of a solar heating system has
some impact on its ¢fficiency. Although
theré has not been much work done to
define optimized operating strategies,
several control parameters seem clear:

® 'here should not be any system operation
until collector temperature exceeds storage
temperature,

o I'here should be no system operation if there
is not temperature rise through the collector.

® IFlow rate should be varied in proportion to
amount of collected heat. and

¢ |.oad should be shared between solar heat
and the backup auxihiary fuel in sucha way
as to maximize collected solar energy. This
might involve use of solar heat as a preheat

HX
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A

source especially in an air conditioning or
domestic hot water application.

Up to this point, multipoint and
ditferential thermostats have been used to
accomplish these functions. However,
Fig. 3b shows seven temperature
decisions (T1 — T7), and an even larger
number of pumps or valves which must be
controlled on the basis of the seven
temperatures. As operating strategies
become better defined and
microprocessors become cheaper, more
sophisticated control will become an
avenue to further performance improve-
ment.

Economic factors

The biggest drawback to widespread use
of solar encrgy for heating and cooling is
more cconomic than it is technical.
Because the cost of a solar heating system
is almost all in the fixed capital in-
vestment required, capacity installed
for an infrequent requirement results in a
high cost of the collected energy. Also the
cost of components which are indepen-
dent of system size must be spread over
less output if the unit is used in a low
demand application.

There is an optimum size for the most
cost-cffective solar heating and cooling
system for any application. This can be
clearly scen when building demand is
coupled with solar system parameters
determining the size and auxiliary fuel
requirements which result in minimum
cost per unit of output. Fig. 7 shows the
results of a detailed analysis for one of the
most favorable sites for solar energy in
the United States — Albuquerque, New
Mexico.” This analysis utilizes a realistic
estimate of system cost at $6/ft" of
collector ($4/ft" — collector; $1/{t" —
storage; $1/ft° — plumbing and control
costs) and includes the cost of money (8%
interest rate) to finance the installation.
1 he preferred system size from the curves
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Fig. 6 — Space heating concepts. with heat exchanger.
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Fig. 7 — Cost of solar energy corversion system for Albuquerque, New Mexico.

calls for a collector area of 60 m” (645 ft°).
The building load is 25,000 Btu/degrze-
day (DD) which corresponds to a large
house. Total system cost would be $5870
including a $2000 premium for the
additional expense of an absorption air
conditioner and associated plumbing in-
stead of a conventional vapor compres-
sion machine.

Fig. 7 also shows that, for the preferred
system size, over 739% of the winter
heating demand will be supplied by the
solar energy. This does not correspond to
minimum unit heating cost because the
nced to supply enough heat for the air-
conditioning load biases the system to a
larger size than would be indicated by
heating alone. At the preferred system
size. over 559% of the air conditioning load
would be provided by the solar energy.

The average cost of the energy used year
round is just over $3/ 10" Btu. Use of solar
energy is attractive when compared to the
cost of fuel oil which is $3.67/10" Btu
($0.37/gallon) and electricity which is
$14.65/10° Btu (30.05/kWh). However,
direct comparisons of cost must consider
that it takes almost four times as many
Btu's of low temperature heat (200°F1 as
the equivalent Btu’s of electricity to get an
equivalent amount of air conditioning.
Also, the complete cost optimization
must include the cost of the auxiliary fuel

in addition to the cost of the solar energy.
If the cost of the auxiliary fuel is greater
than the solar energy, then the proportion
of the total energy supplied by solar
energy will increase in a minimum cost
system.

A clearer picture of the cost comparison
for the house in Albuquerque can be
achicved by looking at total energy cost
for the year. Albuquerque has 4348
heating degree-days/ year and 1362 cool-
ing  degree-days/year. The 25,000
Btu/degree-day house would have a
108.7 X 10" Btu heating requirement and
a 34.05 X 10" Btu cooling requirement per
year. The energy required for domestic
hot water would be 11 X 10° Btu/year.
I'his household would spend $439.30 a
year for fuel oil and $212.80 for electricity
to run its air conditioning assuming an
EER (cnergy efficiency rating) of 8
Btu/watt-hr and $0.05/kWh electrical
power cost. 1f 759 of its heating and 60%
of its cooling is supplied from a solar
source, a cost savings of $457.16/year
would be realized on an investment of
$£5870.

The use of solar energy for heating and
cooling is on sound economic ground
today in the locations favorable to solar
collection. Fuel shortages and price in-
creases will tend to increase its potential
applicability to other parts of the coun-
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try. Recent studies"" indicate that 4 to
10% of commercial and residential
heating and cooling requirements in this
country will be satisfied with solar energy
by the 1990 to 2000 period. Such usage
will be equivalent to 0.5 to 1.0 million
barrels of oil/day. The primary barrier to
broader use will be the capital cost of the
required installation. While this certainly
is not the sweeping answer to our energy
needs that some writers have predicted, it
is 4 substantial step in the direction of
energy independence that this country
desires. Tax incentives, changes in financ-
ing methods. government restrictions on
allotments for heating fuel. and other
factors could change this picture

The RCA Role

RCA is applying its technical resources
across a broad spectrum to meet the
challenge of energy sufficiency. ln its
traditional role as semiconductor
manufacturer, RCA is conducting active
programs directed toward achievement
of low cost solar cells for electrical power
conversion. As a user in the heating and
cooling field, RCA is planning a pilot
project to demonstrate the feasibility of
solar energy as the power source for air
conditioning the new management center
at RCA headquarters. Under contract to
the U.S. Energy Research and Develop-
ment Agency (ERDA), RCA isstriving to
apply technology developed for
aerospace systems to air conditioning and
thermal storage applications with solar
energy. Additional efforts planned to
exploit solar capabilities in such fields as
computers,  electro-optics,  material
sciences,  systems integration, and
building management will form the basis
for an expanding RCA role in this
national challenge.
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Energy management and
automated support systems

O.T. Carver

Our use of expendable energy resources has increased at an untenable rate. Long-term
solutions involve recovery of less accessible reserves. For short term, we must depend
upon more efficient use of existing fossil fuel, and energy conservation. We must learn and
apply new concepts of energy management. Energy management forces re-thinking of old
trade-offs. For example, the manpower savings through automated test may not be as
significant as the fuel savings. Automated support systems offer potential advantage in
reduced energy consumption per tested item through reduced test time and more efficient

operation of energy consuming devices.

IF thereis nothing so powerful as anidea
whose time has come, there is nothing so
weak as an idea ahead of its time. Few
people were concerned 30 years ago with
the reality of expendable energy
resources. The essence of the situation is
simply that: worldwide, our needs for

Photos courtesy of Gloucester County Times. )

energy have been growing at a rate of 5%
per year. We are meeting most of those
needs with fossil fuels, predominately
petroleum products, because they are the
easiest source to acquire, transport, and
consume. If the present rate of oil con-
sumption were held constant, the total
estimated U.S. oil resources will be
depleted in 45 years. Proven reserves,
those verified by actual drilling, will be
depleted in just 10 years. As the pumps

draw deeper into the remaining oil, in-

creasing costs will cause economic shock
waves through the American lifestyle.

Harrison Brown's, The Next Hundred
Years created a stir when it was published
in 1957.' His was one of the voices
announcing troubles ahead, joined by
many others over the past 20 years.
Harrison Brown looked at the impact of
population growth, food supply, energy
sources and rates of industrial growth
and concluded that we would face energy
source problems sooner than we cared to
believe.

Harrison Brown indicated that, should
the level of world petroleum production
rise to more than two and a half times the
1957 level of S billion barrels per year, oil
would be well beyond its peak use by the
year 2000. World oil consumption passed
the 12¥% billion barrel threshold within 10
years of Harrison’s observation and is
now at about 20 billion barrels.

It took waiting in line for 45 minutes at
7:00 o’clock on a cold February morning
to get $3.00 worth of gasoline for the New
Englander to acknowledge the clarity of
Brown’s crystal ball. Other parts of the
country may have had somewhat
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different experiences, but suddenly,
energy management moved from an
abstraction to reality. In the typical
American way, we focused the sixteen-
inch guns of tv special reports, magazine
feature articles and consumer advertising
on the ‘energy crisis’ and we all but blew
the whole subject out of the water, driving
us to numbing insensitivity.

Among the energy-related statistics that
have passed across the scene in the last
twelve months, there are some basic
concepts and relationships which will be
useful in considering the role of
automatic test equipment. These basics

concern, first, how much do we consume
and where does it come from.

What do we consume?

Energy consumption in the U.S. has
incrcased at a rate of about 54 per year
for the past 20 years. Fig. | shows the
major consumables — oil, natural gas,
and coal.” About 25 years ago, natural
gas and petroleum were the cleanest and
most convenient fuels. They were also the
cheapest, so they began to displace coal.
As the consumption of oil exceeded U.S.
production rates, imports of foreign oil
increased because it was cheaper than
domestic.

I'he Department of Defense, incidentally,
needed 2.49% of the U.S. total consump-
tion in 1974." Of the DOD energy con-
sumption, about 70% is petroleum, so the
DOD is relatively more dependent on o1l
than the U.S. average. but still represents
only a small part of the U.S. petroleum
demand. Fig. 2 shows the DOD uses of its
petroleum energy. This figure is also an
indicator of petroleum use by the in-
dividual services, the Air Force being the
largest user, the Navy next, and then the
Army. So, our rate of energy consump-
tion is increasing and our consumption of
petroleum products is increasing at an
even higher rate.

. S —
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O.T. Carver, Mgr., ATE Systems., Government Com-
munications and Automated Systems Division,
Burlington. Mass.. received the BSEE from West Virginia
University in 1949, graduate studies in engineering
management at George Washington University and
received an M Ed at Northeastern University in 1972, He
has participated in ATE programs at RCA since 1956. On
the Mutti-Purpose Test Equipment programs, he was
responsible for test requirements analyses and the
configuration of the basic automatic test system for
checkout of Army missile systems. He has directed test
technique studies aimed at increasing the ability of ATE
to perform fault diagnosis and failure prediction. He
directed early studies resulting in the specification of
functional test assemblies which could be electrically
configured by a central programmer. He was responsible
for systems design on the MTE program and for test
requirement analysis of the advanced Army missile
systems. Mauler, Shillelagh, Lance, and TOW. In the
latter task, he performed test system design concurrent
with mussile system development requiring close
coordination and data exchange to ensure compatibility
of the end product. An important part of his task
responsibility involved the location of test access points
and criteria for performance evaluation. He also
supervised the study of fault isolation by mathematical
approach and studies investigating improved
programming procedures for Automatic Test Equip-
ment. The latter studies developed tradeofts between
hardware and software aspects of the total test system.
‘Recent programs under his direction have developed
support system simulation models for effectiveness
evaluation of alternate support concepts. Current
programs include improved inspection procedures for
helicopter maintenance. on-board monitoring systems.
and advanced maintenance concepts for new ship
classes.
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U.S. energy consumption.

Where are our energy
resources?

In July, we consumed 16.3 million barrels
of oil per day, of which 6.5 million barrels
or 409% were imported.' In 1972, about
309% of our oil was imported; in 1952 we
imported only about 8% Our oil
resources, including Alaska, represent
about 5% of the world’s known oil
reserves. Over half of the U.S. resources
of oil have already been consumed. Of all
U.S. fossil fuel reserves, 90% are in the
form of coal and over 95% of our coal is
still in the ground. The U.S. uranium
resources, more than 200 times all the oil
resources we ever had, are virtually un-
touched.

There is a mismatch between the energy
sources we are using and the sources we
must be using 25 years from now. This
mismatch has to be corrected and all the
incentives are shifting so as to make it
happen (e.g., 4 to | increase in crude oil
costs in one year). But for the next
decade, we must get along with relatively
minor changes in the present patterns of
energy consumption. Beyond 1985, enery
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management concepts will shape the
political and cultural lives of every na-
tion.

Where do automated support
systems fit?

Automated test equipment can impact
the short-term in areas of energy con-
sumption efficiency and consumption
alternatives. Relative to energy consump-
tion efficiency, consider the following:

About 25% of the total U.S. energy
consumption goes to transportion and
809 of the source is gasoline and jet fuel
— the energy resource which is in shortest
domestic supply and with the most rapid-
ly increasing cost.” A typical automobile
engine may operate acceptably even
though fuel consumption per mile is
greater than that designed into the
engine. Tuning the engine (a balance of
ignition and fuel mixture variables) could
reduce fuel consumpiton by 20% to
transport the same load over the same
distance. A 5% retard from the basic
ignition timing setting consumes about a
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half-mile per gallon of gas. One misfiring
plug at 60 miles an hour will degrade
engine efficiency by 1.2 miles per gallon.

The average automobile owner trades off
the cost and inconvenience of engine
tune-up versus acceptable, but less-than-
optimum performance. But if gasoline at
60 cents per gallon is coupled with less
costly, more consistently effective engine
tune-up, he may make the trade-off in
favor of improved gasoline mileage.
Automated testequipment can reduce the
time and cost of returning the engine to
near its inherent efficiency.

If the Army has 300,000 vehicles and if
they average 5000 miles per year and 10
miles per gallon, the annual fuel con-
sumption is about 150 million gallons. If
half the vehicles were in a condition
improvable by minor tune-up and 10%
improvement  were  achieved, the
potential annual savings would be on the
order of 7 miliion gallons. Of course, the
same savings could be achieved by
manual test equipment; but a quicker,
easier-to-use automated vehicle test
meter is more likely to be used and used
properly.

There are other incentives for the miliary
user. The DOD must not only contend
with increased fuel costs, but with the
burdens of supplying fuel to aircraft,
ships, and trucks at the end of a long and
tenuous logistics pipeline. How much fuel
must be expended to deliver 50 gallons of
fuel to a truck on Kwajalein Island?

The U.S. Air Force procured 165 million
barrels of jet fuel in fiscal 1973." A typical
modern jet engine is the J-79. Versions of
the J-79 power the F-104, F-4B, RF-4B
and F-4C. The J-79 develops 17,000
pounds thrust, and in doing so, burns 240
pounds of fuel a minute.

The overall process for jet engine
overhaul includes a final test of engine
operation through a test profile during
which fuel is metered by the engine’s fuel
controller. The fuel controller is, in reali-
ty, an analog computer which deals with
such variables as altitude and
temperature in determining the proper
fuel flow to the combustion chambers in
response to requested thrust. The fuel
controller is, itself, subjected to overhaul
and alignment before it is mounted on the
engine, and the engine fired up for test
runs. The penalty for incorrect alignment
of the fuel controller is having to abort
the engine test and replace the controller.

There is also the penalty of fuel expended
at rates upward of 240 pounds a minute
for no useful purpose other than
detecting that a fuel controller thought to
be good, was indeed faulty. Using manual
test stands for fuel controller testing, the
rejection rate is about 10%. With
automated test stands, the incidence of
engine test aborts due to faulty fuel
controller is, for all practical purposes,
zero. In this example, the fuel saved is a
function of how far into the engine run
the test has progressed before the faulty
fuel controller is detected, but the rate of
expenditure  makes for significant
savings.

In the long term, automatic test equip-
ment can have a positive, albeit indirect,
effect on energy management. As we
begin to use alternative energy sources
such as coal gasification, nuclear fission,
goethermal, and solar resources, the
energy content of end products will
change. The fuels now used vary from one
industry to another. The chemical in-
dustry is a primary consumer of
petroleum and natural gas, as well as
electricity. The stone, glass and concrete
industries consume little petroleum
products, using largely coal and natural
gas. Aluminum production consumes
primarily electrical energy, while iron and
steel production rely mainly upon coal
and coke.

As a consequence of uneven price in-
creases for the different energy resources,
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the value of one metal versus another, one
insulating material compared to another,
may change. Energy content, such as
identifying BTU per pound, may become
as much a part of the selection process as
dollars per pound. Further, the value of
repairable assemblies, subassemblies,
and components in the logistics pipeline
may have to reflect energy content as well
as dollar cost. Old trade-offs will have to
be re-examined and ATE acquisition cost
may appear even more attractive when
compared to high energy/dollar content
of spares provisioning and downstream
operation and maintenance costs.
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CCAT — computer controlled
automatic test system

H.R. Lambert

The computer controlled automatic test (CCAT) system, centrally supported, was
intended to become widely used throughout RCA. A high degree of success can be
claimed for the ten individual systems that were established. This article includes a
summary of the history, hardware and software complement, test applications, and a
particular example of this computerized test system.

Hugh R. Lambert, Design Automation, Solid State
Technology Center, Somerville, N.J., received the
Bachelor's degree in Physics from Oxford University,
England, in 1951. He spent the next ten years with
Ferranti Ltd., Manchester, in guided missile R&D work,
specializing in guidance and control, analog simulation,
and flight performance assessment. He then worked in
Australia at the Weapons Research Establishment,
Salisbury, SA, covering field trails for Ferranti Ltd. On
return to England in 1961, industrial process control by
digital computer became his main concern. In 1963, he
joined Electronic Associates Inc., Princeton, N.J., to
work in general purpose analog computation, and
contribute to the basic software project for the EA1/8400
digital computer. In 1967 he joined the New Business
Programs group at the David Sarnoff Research
Laboratories. Princeton, where he contributed to various
software projects, one of which is the computer-
controlled automatic test system. While with NBP he
wrote the software for the pilot phase of the supermarket
project, besides estabiishing the control software for
several CCAT test systems. Following transfer to the
Solid State Technology Center, Somerville, N.J., in 1970,
his activities have been concerned mainly with com-
putenzed test systems, one of which is the integrated
circuit CCAT tester described in this article.
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THE CONCEPT of the computer con-
trolled automatic test (CCAT) system
was originated in 1966 by the New
Business Programs (NBP) group at the
David Sarnoff Research Laboratories as
a means of providing a standard, central-
ly supported test system for use in the
corporation.

The RCA 1600 computer and Spectra
peripherals were adopted to provide com-
puting power and standard input and
output capability. However, all the
software, which included a real-time ex-
ecutive, a language-defining compiler
(SECTRAN), a test program compiler
(TPG), a run-time test program inter-
preter (TPH) and various utility
programs, was contracted to Keystone
Computer Associates, who discharged
the contract with excellence.

A distinguishing hardware feature of
CCAT, considered by NBP to be ap-
propriate in a testing environment, is the
special equipment controller (SEC)
which provides parallel outputting
capability of up to 256 eight-bit bytes,
suitable for programming in a single
computer output operation all the test
equipment associated with one test sta-
tion (e.g., pulse generators and program-
mable power supplies). A similar parallel
inputting capability for gathering several
results in one reading operation into the
computer is also provided. Design and
manufacture of the SEC was carried out
within RCA.

Responsibility for corporate applications
of the CCAT test system was transferred
to the Automatic Test and Measurement
(AT&MS) Corporate Staff at Camden,
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Table | — Summary of CCAT test applications. - o

- Approximate RCA

Test application

) date location 1
Y operation A »
‘ 1) 1968 G&CS, Camden  Logic board B
Y 251968 AED, Van Nuys  Logic board
3) 1968 SSD. Somerville Integrated circuit wafer probe and
g "¢ & Findlay tinished product .
R ‘ D (9-station, three systems) >
4) 1969 . CSD, Marlboro Disc unit 564&594;
. o O O i . (2 station)
5) 1970 CSD, W. Palm Bch Logic board
6)1971 AED, Van Nuys.  Analog devices (shares CPU &
o F SEC with operation No. 2
7y 1972 4 G&CS, Camden Audio and rf devices (shares CPU &
g 0 SEC with o%eration No. 1)
8) 1974 G&CS, Camden Audio/video and rf devices, with
& wo b enhanced testing features.
91974 « G&CS, Camden High-speed dynamic logic (shares CPU &
. SEC with operation No. 7) 5
10) 1975 G&CS. Camden High-speed dynamic logic, with

%3

A
enhanced testing reguriements.

v

Under their auspices from 1967 onward,
nine CCAT test systems became
operational. A tenth CCAT test system
was recently started by G&CS, Camden,
independently of AT&MS, who had
gradually withdrawn its active spon-
sorship after 1972. Two non-testing data
gathering systems were also sponsored by
AT&MS. These made use of the general
executive software provided by Keystone
(enhanced later by Keystone to provide
support of the 564 disc unit together with
disc file management software) and
by a FORTRAN compiler bought by
AT&MS from the DIGITEK Corpora-
tion. These systems were dnstalled at
RCA’s Memphis and Indianapolis
plants. When the disc software became
available, test CCAT systems also made
heavy use of this facility.

At the time of this writing, eight CCAT
test systems are still operational. The two
CCAT test systems no longer in existence
were victims of the demise of the Com-
puter Division. Also operational is the
data-gathering, report generating system
originally installed at Memphis, now at
Bloomington, Indiana. The other data
gathering system was also a victim of

g =

divisional demise. The author has been
involved in the design of software on all
but two of the CCAT test systems and the
implementation of the software of five of
them.

CCAT as a general test system has
probably come to the end of its career in
that no specific new test systems built
around the SEC will be established. With
the disbandment of RCA’s Industrial
Automation Systems at Plymouth,
Mich., where the SEC was made,
manufacture of the SEC is no longer
practicable. Also the use of Spectra
peripherals to which most of the ex-
ecutive software applies is too costly
relative to comparable disc and tape
peripherals offered by other minicom-
puter manufacturers. However, the es-
tablished CCAT systems continue to
render profitable, reliable service, fulfill-
ing the roles for which they were
designed. Some, notably those at G&CS,
Camden; and those at SSD, Somerville
and Findlay, have also enjoyed a
vigorous continuing development
because of the availability of suitable in-
house programming services. The RCA
1600 computer itself has a particularly
praiseworthy history of reliability.
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Hardware complement

The basic hardware configuration (see
Fig. 1) for a CCAT system comprises:

® RCA 1600 minicomputer (up to 65 kilobytes
of memory)

o SEC — special equipment controller for
interfacing with test apparatus

® Dual magnetic tape unit (Spectra peripheral)

interfacing through its control electronics.

e KSR typewriter interfacing through its con-

trol electronics

The SEC is the general purpose interface
between computer and test equipment
required to drive and monitor the product
being testing. Each piece of equipment is
allotted a range of bytes or bits on the
SEC to/from which the computer
transfers information either by direct
memory access (DMA) covering a range
of successive bytes, or by programmed
single-byte transfer. Typically, DMA 1s
used to transfer at one time all bytes
relevant to one test station.

The SEC also provides a hardware priori-
ty interrupt structure, which is not
available on the RCA 1600. In practice it
was found that the main benefit of this
was not the priority feature but the
multiplicity of interrupts provided.

Additional peripherals supported on
CCAT configurations are:

e Spectra Line Printer peripheral interfacing
through a standard interface control elec-
tronics

e Card reader interlucing as above

o Curd punch interfacing as above

® KSR and ASR teletypes interfacing through
a telegraph line controller

e Disc 7 MBYTE -interfacing through its
own control electronics

e Video terminal interfacing  through a
telegraph line controller.

In all but one of the CCAT systems
known to the author, the test equipment
and SEC interface were always close 1o
the computer. In the one case the separa-
tion was approximately 200 ft. However,
if it had been necessary, test equipment
and SEC could have been situated as far
away as 1000 ft provided that the SEC
with extender interface were used.

Software complement

The general name adopted for CCAT
software is TESTRAN. Available under
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the TESTRAN software are the follow-
ing:

® An executive for handling all acceptable
peripherals on an interrupt driven basis and
also/the SEC priority interrupts. The exr
ecutive also embodies a disc data and
application  program file management
system and software for loading, relocating,
de-allocating,  and  interpreting  test
programs. A complete customized executive
configuration may be obtained by a few
macro calls.

® A test language compiler (SECTRAN),
which permits the definition of a set of
symbols to be used in writing of test
programs.

® A test program compiler (TPG) which com-
piles programs written in terms of the
defined language.

® A tape utility program (I'PU) for main-
taining libraries of test programs and
application programs on tape.

® A disc utility program (DISCU) for main-
taining libraries of test programs, applica-
tion programs and data files on disc.

® An interactive debug package (CLNCH)
written by the author,

® An application program “patch & rename”™
program (ABSOL) writtern by AT&MS.

Application programs are normally
prepared in RCA 1600 assembly language
and assembled on a Spectra computer by
the XMAP cross-assembler. A

particularly valuable feature of XMAP is
the macro feature, which matches the
powerful macro feature of the Spectra
assembler.

One of the most important application
programs is the control program (TPC)
which must be written for each test
environment and accounts for the major
software customizing effort required with
each system. Although the activity
scheduler for each CCAT system operates
on the same straightforward cyclic poll-
ing of each activity, commonality beyond
this has not been found, so that is was not
practicable to formalize the preparation
of control programs., by packaged
macros, as was the case with executive
software.

The size of an executive to support a
typical disc-oriented CCA'T system is of
the order of 10 kilobytes, while typical
control programs are of the order of 20
kilobytes.

Examples of specific CCAT
system

The integrated circuit test system in Solid
State Division will be briefly sketched as
an example of a CCAT system. There are

DUAL MAG DISC
TAPE UNITS TMBYTE
ASR 35 RCA-1600 | — c“’}?ogfc‘gs’*
COMPUTER
BSKBYTE MEMORY| [ \NE PRINTER
§00LPM
I
SPECIAL EQUIPMENT CONTROLLER  SEC i ]
INTERRUPT STRUCTURE : |
INPUT (SET/STN T0 1600) . :
QUTPUT (1600 TO SET/STN) H H
o] i 11 ‘
Y 4
TEST SETS ~FHE— |- t
SWITCHING MATRIX
POWER SUPPLIES SET | SET 2 SET 3

A/D CONVERTER

TEST SET TYPEWRITERS KSR

TEST STATIONS
WAFER PROBE OR

] T118

FINISHED PRODUCT

Fig. 1 — Configuration of CCAT System at Somerville and Findlay.
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three installations in the division: one
uses tape as the storage medium for test
programs, two use disc. The testing re-
quirements are that each integrated cir-
cuit must be subjected to a sequence of
many test steps. typically 50 to 100, with
limit checks conducted at most of these
steps. Depending on the combination of
limit check results, the integrated circuit
is “binned™ as qualifying tor one of
several categories of product, or rejected
as a total failure.

Testing 1s more usually conducted on the
integrated circuit while it is still one
“chip” of hundreds on a wafer. Special
wafer probe machines permit selection
and contact with individual chips of a
wafer. Testing of individual items of
finished product may also be done.

There are nine test stations onone CCAT
installation (See Fig. 1). Three stations
are serviced by one test set, which mul-
tiplexes the necessary power supplies,
signals. and connections to the integrated
circuits at the three stations. Each set has
onc typewriter through which the
operator specitics the test program,
various testing options, and datalogging
requirements at cach of the three test
stations.

The CCAT control program governs the
multiplexing of each test set to one of the
three stations it services. passes the ap-
propriate next test statement to the
current station, and if possible, attends iv
the processing needs (such as binning or
data collection) of stations that are not
actually testing and do not require the
services of the set. Testing and binning
times of integrated circuits on wafers
range from a half to several seconds per
chip. System throughput is of the order of
one hundred thousand chips and better
per shift.

Typical of the trend with computer-
controlled systems has been the continual
evolution and enhancement that has
taken place in the software of this CCA'T
system. To accommodate the requested
features. yet preserve adequate computer
memory for working areas. overlay and
virtual memory schemes have been in-
stituted in the control program. A major
innovation not provided in the original
TESTRAN software is on-line test
program editing and compilation. which
may now be conducted in parallel with
testing.  These various software
enhancements have been a major pre-
occupation of the author.
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Automated printed-wiring-board

design

A.C. Spear

Design automation has been used by the Government Communications and Automated
Systems Division at Burlington, Mass. to reduce the engineering/drafting/factory
production time cycles for printed-circuit board design and production.

BURLINGTON’S design automation
system, which automates the printed
wiring board design process, is a
generalized linkage of programs that
were developed and proved-out as stand-
alone entities. Included in this linkage are
the printed wire routing program,
DSGCAR, the interactive graphics sta-
tion, DA701 AGS, the connectivity
checking program, NETLST, the
photoplotter drive program, GERBER,
the continuity test program for DITMCO
and the generation of the control tape for
the NC drill machines. The printed wiring
boards produced by this self-checking
automated system move from release to
fabrication in a much shorter time span
than previous methods permitted, and
fabrication problems and quality rejects
are almost eliminated. Two factors con-
tribute to this: 1) the error checking
routines which insure that the precision
artwork is a direct reproduction of the
schematic or logic diagram. and 2) release
being made closer to the required start of
production reduces in-process engineer-
ing changes.

Depending on the complexity of the

INPUT TO DRAFTING

printed-circuit board layout, the design
draftsmen may use all or only a few of the
programs in the linkage. Simple two-
sided boards do not require the use of all
the programs. The steps of the design
automation process are shown in Fig. |.

As a board family requirement is defined,
certain mechanical information is fed
into the design automation system: the
board dimensions, the available routing
area, position of mounting holes, type of
edge connector, row and column spacing
for component holes, and the hole
patterns for all the components expected
to be used. Once captured in the design
automation system, the data can be called
up as needed and does not need to be
regenerated for each board to be routed.
If a previously defined board family can
be used for a new project, this mechanical
data is immediately available and non-
recurring costs on the project are conse-
quently reduced.

There is no limit as to the types of
components, except that their mounting
hole patterns must fall on a regular grid,
preferable multiples of 0.025 inch. On any

BOARD COMPLEX /
30ARD CODING OF
CONFIGURATION LocIc AREA ¢
- S OMPOMNENT INPUT DECK
1 DIAGRAM/SCHEMATIC SIRVEY S
DESIGN RULES
| SIMPLE BOARD
Fe——t—
| GREASE i

|LAYOUT/ROUTING |

L__l._.._l

CORRECTIONS

EDIT PLANNING ON DATA VALIDATION/

ROUTED WIRE MAP STATISTICS SHECTRA
CHECK PLOT &
INTERACTIVE
CONNECTIVITY ey
CHECK T
DIGITAL COMMUNICATIONS LINK
f DIGITAL
COMMUNICATIONS
ot~ LINK
SPECTRA
|
DITMCO ‘
GERBER GERBER po—
TAPE RECISION RNTED
ARTWORK BOARD

Fig. 1 — Steps in the design automation process.
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one board there may be any mixture of
components. Even single-leaded com-
ponents such as a test point or stand-off
terminal can be accommodated.

Once these mechanical requirements are
established and checked for accuracy,
there are only two sets of data which have
to be generated for all the other boards of
this family: 1) the component placement
and 2) the interconnections to be made by
the etch runs. The placement is made with
a grease pencilsketch on mylar regardless
of complexity; the interconnections may
also be sketched, or, if it is to be routed
using DSGCAR, the net listing will be
coded for key punch. Placement is
entered in DSGCAR by giving the
row/column location of pin I and the
reference designation. i.e.,Z12, C6, R22,

Amy C. Spear. Government Communications and
Automated Systems Division. Burlington, Mass. received
the BSEE from Cornell in 1948 and the MSEE from
Northeastern University in 1966. As a member of the
System Design Support section. she provided staft
support in plans and performance of all aspects of
systems effectiveness and logistics support analysis. In
addition, she was responsible for coordinating and
advancing the division's Design Automation capabilty.
She was instrumental in bringing the Automatic Artwork
Generation program into a fully operational status. She
also established several additional computerized
systems for data collection and analysis and record
keeping. She is currently developing the interfaces to
link many of the existing design automation programs
Into a cohesive system. After joining RCA in 1963, Mrs.
Spear was engaged primarily in the fields of Product
Assurance and System Effectiveness. From 1963 to 1965
she was assigned to the Retliability Program for the LM
radars. Moving to the LM PMO in Qctober 1965, Mrs
Spear monjtored and directed the reliability effort on all
LM contracts, participated ir LM subcontractor design
reviews, coordinated and reviewed failure reporting and
analysis. requiring additional corrective action where
necessary. She assumed the position of Manager, LM
Product Assurance in February 1967, and served in this
capacity through the early Apollo missions including the
first moon landing.

Since this article was written Mrs. Spear has left RCA.
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Fig. 4 — Hole map.
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Fig. 3 — Net break-up statistics.

The source for this data is the schematic
or logic diagram.

User orientation

When the design automation system was
made operational in the Burlington plant,
one of the first considerations was to
create a user-oriented system that would
make it an easily usable working tool. To
this end, the method of entering data into
the wire routing system was evaluated by
the initial group of draftsmen to use the
system. The programmer’s approach,
which made maximum utilization of the
80 column card, was changed to a simpler
form that reduced entry and key punch
errors to an insignificant amount.

Error checking

The error checking routines built into the
first subroutine of DSGCAR are
designed to screen out other human
errors, such as a mistake in locating pin 1
of one component which caused it to
overlap another component. Other errors
it checks for are:

e Calling for a component pin in two different
nets.

® A net that has only one end of an inter-
connection.

® A net that calls for a component pin that was
not placed.

® A component that was placed such that its
hole pattern did not fit the established grid
or fell on a forbidden hole.

Typical error messages are shown in Fig.
2.

The first subroutine also breaks up the
nets into horizontal and vertical routing
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vectors, placing “via” holes where
necessary to break up diagonal inter-
connections into the preferred horizontal
and vertical etch runs. It also sorts down
the vectors by type and length, and lists
them by net. It compiles the statistics on
the number of each part type, which can
be used as a guide to ascertain the
probable success of the router, and it
prints a graphic representation of the
board with the holes as placed and via
holes identified. Net break-up statistics
are illustrated in Fig. 3, and a hole map is
shown in Fig. 4.

Since this subroutine requires only 10 to
15 minutes of computer time. the amount
of data resulting can insure that the
longer routing subroutine will run
without a problem or without expensive
reruns. [t is worth running this short
subroutine several times to be sure the
data is error-free and the net lists and
statistics are good before running the 45
to 60 minute total routing program.

Routing program

The total routing program has two main
outputs: 1) the graphic representation of
the vectors routed and the accompanying
unrouted vector list and 2) the translation
into the interactive graphics terminal
data base.

It would be well here to note the
restrictions intentionally entered into the
routing subroutine. The program was not
designed for 1009 completion of the
routing. The introduction of the in-
teractive graphics terminal made it
economically undesirable to introduce
into the router all of the human decision
making for the alternatives in order to
accomplish complete routing on the
designated number of layers. As a cor-
ollary, the program is not permitted to
add layers to complete the routing. The
number of wiring layers is a design
decision which can be any even number
and is entered as a parameter card in
defining the board to the computer.

Thus, there is always a small percentage
of unrouted wires in the list accom-
panying the chain printer graphic
representation. These are used togetherin
planning the changes to be made in order
to place the remaining routing vectors.
Once entered into the graphics terminal
data base, a picture of the routed board
can be called up for display on the storage
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Fig. 5 — CalComp checkplot with planned editing.

tube or plotted on the CalComp ink
plotter (see Fig. 5).

When changes are made using the
graphics terminal, these changes are im-
mediately captured in the data base and
are shown to the operator in the scope
display where he can check to see that
they were made correctly. The ease and
inherent accuracy of making changes
using this system permit the introduc-
tion of engineering changes quickly and
without the errors that were frequently
made in the manual method.

Once completed. as accurately as the
draftsman can make it, a scaled-up ink
plot is made to assist the engineering
check. For simple boards, this plot may
be all that is required to be sure the board
IS an accurate representation of the
schematic. For complex and multlayer
boards, such a manual check requires
several days of engineer and engineering
aide time to complete; even then they may
have missed an inaccuracy.

Connectivity program

The connectivity program, NTLST, is a
time saving tool to assist this engineering
check. To eliminate the possibility of an
initial coding error, the nct list is again
coded from the current schematic/logic
diagram. This desired connectivity is
compared in the computer with the com-
pleted connectivity in the graphics
terminal data base. Any discrepancies are
listed as an output. This list of dis-
crepancies is always quite small and the
program does not attempt tojudge which
source 1s correct. It has proven to be a
simple job for the engineer and the
draftsman to find the source of the error.
This program reduces a tedious, error-
prone, expensive process to a ten-minute
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computer run and about four hours each
for the draftsman and the engineer.

Outputs of the D.A. system

When all the checks have been com-
pleted. the design automation system is
exercised to generate several outputs
from the common, verified data. A drive
tape is created which is sent to Camden to
drive the Gerber Photoplotter resulting in
the glass masters at 1:1. A [:1] ink plot is
made to provide Camden with a checking
tool for the masters. Drive tapes are
provided for the numerically-controlled
drill machines in the factory. In each of
these programs, the data is sorted to
insure that the light and drill heads have a
minimum excursion and indexing.

It the board is complex and it becomes
cost effective to provide DITMCO-
automated continuity testing on the
finished boards (before parts are added),
the desired connectivity will be translated
to an input for the DITMCO.

The design automation system for
printed wiring boards has been fully
operational at Burlington since mid 1972,
and all boards fabricated in the plant naw
come out of the system. About one-third
of all the boards were considered suf-
ficiently complex to require using the
total system; the other two-thirds were
routed using the draftsman’s sketch and
the interactive graphics terminal.

The ease with which the Gerber drive tape
can be generated and the resultant im-
provements in factory yield make the use
of the Gerber for precision artwork a cost
effective process even for simple boards.
Previous rejections for having too thinan
annular ring after drilling the pads have
essentially been eliminated because of the
precision artwork and the tact that the
drill tape was generated from the same
data.

Just as the drafting time cycle was
reduced, the factory’s fabrication cycle
was shortened and in both cases rewark
with its subsequent degradation of quali-
ty was reduced. On several critical
programs, it was possible to meet
seemingly impossible schedules. As the
design engineers have gained confidence
in the design automation system, they are
willing to release schematics later in the
program, with the result that there are
fewer changes generated after the initial
layout.
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Test support software

P. Schwartz

Present-day radar systems are often so complex that sophisticated testing facilities are
necessary for debugging and checkout. Typically, the test device requires programmable
stimuli, display/print capability — and should permit an interactive dialogue with the test
director. Manual test generator/evaluators result in a relatively inflexible and prohibitively
expensive test method. Thus, a computer-controlled test facility with appropriate
peripherals is indicated. Such a test model is described herein, delineating the major
properties and performance requirements of the computer-peripheral hardware con-

figuration and associated software package.

A COMPLETE and modern test facili-
ty should support the debug/checkout
effort with a cradle-to-grave approach.
That is, it should be capable of im-
plementing all required tests from the
start of equipment integration, through
completion of Category I (subsystem)
and Category Il (system) testing.

The cost effectiveness of such a test
facility, when efficiently developed, is
readily apparent, especially when the test
facility design is sufticiently general and
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modular to serve more than one applica-
tion without excessive modification.
There are, thus, two distinct possibilities.

First, the test facility can be designed as a
semi-permanent, tlexible unit capable of
testing any large, complex clectronic
system with minimum adaptive modifica-
tion; in this case, it may be prudent to
make the computer and associated
software a capital expenditure (Fig. 1).

The second possibility (as done in smaller
systems) is to plan the test facility from
the start as an integral part of the system
to satisfy checkout and monitoring
(CAM) and other diagnostic functions.

In the first case, with the large system, it 1s
likely that the system will contain an
integral control computer that may ul-
timately also serve as the built-in
checkout computer. Software must be
designed with this application in mind. ..
to be ultimately adaptable to the host
computer with only minor modification
hefore selloff.

Test support requirements

Major requirements of the test facility
and suggested methods of implementa-
tion are described below under the
following subtopics:

e Applications of test support software
® General
software

requirements  of test  support
e Recommended computer configuration
e Structure of test software

® Test language

The first part of each description below is
devoted to the general requirements for
that topic, whereas the second part
defines a workable implementation ap-
proach as demonstrated by a typical test
software model, AFSTEP. However, the
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thrust of this paper emphasizes the
general performance requirements of test
support software. AFSTEP is used as a
practical, reference model.

Application of test support
software

A computerized test program is required
for many complex systems. Such elec-
tronic systems, even with computer-
assisted testing, often take three to six
months to complete checkout. Manual or
less automatic methods make the testing
program prohibitively long and frequent-
ly result in inadequate testing of many
system functions. System bugs and per-
formance inadequacies, unfortunately,
are often not discovered until the system
is finally integrated. Typical complex
electronics systems which require test
support software are:

) signal processors

2)data communication systems

3)industrial processors

For example, the signal processor starts
at the receiver i.f. stage and its output
drives the sys<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>