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The cover is an artist's interpretation of an “intelligent”
product with the microprocessor as its “brain.” (In this
case, we show the 1804 microcomputer, soon to be
released on the market.) Each of the surrounding
segments represents the types of devices which make the
microprocessor work effectively in a product.

The ANALOG segment represents those devices which
convert the incoming and outgoing signals from analog
todigital and vice versa. CRT (cathode ray tube) refers to
a display device for microcomputer to operator informa-
tion. DMA (direct memory access) devices permit high
speed access to data stored in the computer’s memory
without disrupting normal computer operation. The
memory (MEM) segment represents the stored informa-
tion of the system. MATH: Because microprocessors are
usually not designed to perform arithmetic operations
efficiently, special chips have been designed to perform
these operations while interfacing with the micro-
processor. Most multi-microprocessor systems consist
of a master processor along with SLAVE processors that
run in parallel with the master but take their direction
from it.

The importance of choosing the appropriate micro-
processor and peripheral devices for each application is
stressed in Don Latham's cover message on the next
page.
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Microprocessors:

their impact on system designs and systems designers

Microprocessors
are a milestone
achievement in
technology which
will very likely have
an impact on our
lives comparable to
that of the printing
press, the internal
combustion
engine, and the
transistor. Fulfill-
ment of a
technological
promise can be so
long in coming that the impact of new products is
not immediately recognized, but micro-
processors have had an impact while still in their
infancy. Significantly, the microprocessor
potential continues to grow and promises to be
overwhelming. On-chip density and speed im-
provements in the next three to five years may
reach 100,000 gates per chip with internal clock
rates over 100 MHz. With this level of technology,
extremely complex computer and signal
processing systems could be integrated on a
single chip. Application designs will become
even more software intensive, and hardware
costs in both computer and memory will be
driven down to a small fraction of the overall
costs.

Donaid C. Latham

Full realization of microprccessor potential
requires new and perhaps radical approaches
and discipline in system design, software and
firmware development, test and evaluation, and
field service. Imagination and resourcefulness
will be as necessary in this process as they were
25 years ago in the initial attempts to apply the
transistor.

For many years after the invention of the
transistor and its availability, we had to wean
electronic equipment designers from the notion
of replacing vacuum tubes with transistors on a
one-for-one basis. Once this elementary notion
was dismissed, the full potential of transistor
circuits was realized, and an entirely new
generation of electronic products appeared. An
analogous situation exists with microprocessor
applications. Many early applications simply

mimicked hardware features in software,
basically, doing the same thing in a different way.
More recently, however, with the maturing of
microprocessor architecture and software
design and testing, we are beginning to realize
applications which were initially considered im-
possible or unreasonable.

The necessity for radical departures in the way
of doing business places new demands on
design and systems engineers. Each engineer
must become familiar with the new technology.
Selecting the “right” microprocessor for an
application is not atrivial chore: 60 to 80 different
microprocessor architectures are readily
available on the commercial market, and an
additional three to ten times that number are
available in supporting functional LSI arrays.
Many key characteristics must be evaluated,
such as flexibility of instruction set, data type
manipulation, memory address modes, and flex-
ibility of the 1/0 and cf the arithmetic and logic
operations.

Typically less than ten percent of a micro-
processor-based projectinvolves pure hardware
design issues, while the remaining 90 percent is
devoted to microprocessor selection, systems
architecture planning, software design, system
integration, and testing. As a result, today’s
microprocessor systems designers must make
extensive hardware/software tradeoffs at the
front end of the program, develop innovative
programmable designs, create test philosophies,
and employ key testing tools such as logic
analyzers, pattern generators, and in-circuit
emulators.

In this issue, we have a sampling of RCA
microprocessor applications. A host of exciting,
and even revolutionary, new microprocessor-
based products and systems are soon to follow.

e C. Lot

Donald C. Latham

Division Vice President, Engineering
Government Systems Division
Moorestown, N.J.
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RCA 1804, Introduced In 1979, 32,000 transistors, 54,500 mii? area,
CMOS SOS.

RCA 1802, Introduced in 1975, 5400 transistors, 30,000 mil* area,
CMOS.

intel BO86, Introduced In 1978, 29,000 transistors, £1,000 mil? area, Intel BO8O, Intrcduced In 1974, 4500 transistors, 32,400 mil¢ area,
HMOST. NMOSt.

tCourtesy of INTEL corporation
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P.M. Russo

The microprocessor industry and
the emerging applications revolution

Microprocessor and microcomputer applications have a
profound impact on industry as well as the individual
consumer — yesterday, a computer; today, a micro-
processor; tomorrow, personalized microcomputer systems.

Abstract: The capability of large scale
integration and its interaction with rapidly
evolving computer and microprocessor
technologies are reviewed. The micro-
processor industry is discussed with special
emphasis on categorizing microprocessors
and projecting unit and dollar sales
volumes. Industrial, commercial and
consumer applications of microprocessors
are reviewed, focusing primarily on new
products made possible by this new
technology. Finally, a brief look is taken at
Suture trends in microsystem evolution and
their impact on the emerging applications
revolution.

The rapidly unfolding digital LSI revolu-
tion, which began in the late 1960s, is
leaving a permanent imprint on many
aspects of our lives. The first computer
revolution began with Von Neumann's
work in 1945, and rapidly evolved to
today’s highly computerized and data-
oriented society. The second computer
revolution began with the commercializa-
tion of the microprocessor in 1971, when
Intel introduced the 4004, 4-bit single chip
central processing unit (CPU).” It took a
few years for the business impact of
microprocessors to be understood, and a
few more years for the potential effect on
the consumer to be visualized.’

The rapid progress in computer and
digital electronics technology is illustrated

Reprint RE-25-3-1
Final manuscript received Aug. 29, 1979.
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in Fig. 1. It took a decade from the 1945
invention of the stored program computer
(instructions and data stored in same
memory) to the development of the first all-
transistor machine. A decade later, stan-
dard digital logic families such as Texas
Instrument’s TTL and RCA's COS/MOS
beganto emerge. This is the era when Large
Scale Integration (LSI) capability, which
allowed one to interconnect large numbers
of transistors on a single piece of silicon
substrate, began to evolve.

1945

ENIAC (TUBES) 1946 ——
—— 1948

NTSC COLOR TFANSMISSION STANDARD—+— 1954
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11955
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—-1979
—- 1980
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4-8BM BIT BUBBLES

Fig. 1. Evolution in technology.

As stated above, the first microprocessor
(uP), the Intel 4004, was commercialized in
1971. The 4004 concept arose from
attempting to satisfy several custom
calculator chip designs with a single family
of LSI parts. Though Intel is often granted
the honor of inventing the uP, it is fair to
point out that many computer architects
with an interest in LSI were postulating,
and working towards microprocessors
prior to this date. The early work on the
RCA 1802, for example, predates the Intel
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Fig. 2. The fundamental sub-systems of any single-processor

system.

4004 announcement. Less than a decade
after the Intel 4004, million-device in-
tegrated circuits (ICs) are being sampled,
powerful 16-bit microprocessors are a
reality, and the applications revolution
marches on to the accelerating rhythm of
the LSI drum.

Microprocessors and
microcomputers

Any single-processor computer system,
from the simplest microwave oven con-
troller to a sophisticated data processing
system, consists of three classes of sub-
systems: the central processing unit (CPU);
direct memory, which can be
READ/WRITE (RAM) and/or READ-
ONLY (ROM); and input/output (1/0)
interfaces for peripheral control (Fig. 2).
The CPU subsystem performs all the
classical arithmetic, logic, and control
functions. The direct memory contains
both the program (instructions to be ex-
ecuted by the CPU) and the currently
active data on which the CPU is operating.

mask-programmed ROM (low-cost for
high-volume applications) or EPROM
(UV light erasable, reprogrammable for
low-volume applications). From the
above, it appears that minimal con-
figurations for microprocessor-based
systems require three chips. Other system
architectures may require the use of multi-
ple CPUs to achieve desired objectives.***

Trends in LSI/
VLSI technology

The history of LSI and VLSI (Very Large
Scale Integration) is brief but explosive.
Figure 3 illustrates the rapid evolution in
IC capacity, with the upper boundary
representing regular structures (e.g.,
RA Ms, ROMs, etc.) while the lower boun-
dary represents random logic (e.g., micro-
processors).

Since the development of the metal
oxide semiconductor (MOS) transistor in

Table |. Evolution of EPROM technology.

Fig. 3. Evolution in digital semiconductor IC complexity.

the late 1950s, device complexity has
doubled every year. The primary con-
tributing elements to this growth rate are
larger die size, higher density (finer
microstructure), and advances in device
design. This rate of progress has not been
uniform for all technologies —for exam-
ple, EPROM technology has been evolving
at a rate where doubling in complexity has
occurred about every two years (Table I).

Beyond 1979, the growth rate in IC
complexity will probably slow to doubling
every 1.5 to 2 years. The reasons for this
slowing are due partially to technological
limits being approached, but primarily to
the fact that it is not yet clear how designers
can effectively make use of these complex
ICs containing hundreds of thousands of
transistors.”®

The growth in complexity has a direct
effect on the cost of integrated circuits. The
cost of LSI integrated circuits consists of
two major components: silicon chip cost
and assembly/test cost. Based on the

The 1/O interfaces represent the critical YEAR

communication links between the internal (SAMPLED) EXAMPLE BITS BYTES
computer operations and the external ,

world of 1/ O devices such as mass memory, n 1702 2K 256
keyboards, displays, etc. 73 2704 aK 512

Microprocessors (uPs) are single chip

realizations of the CPU function of a 7 2708/2758 8K 1K

f:omputer system. Mlcrocompute?rs (uC§), 77 2716 INTEL,TH 16K T

in the context of this paper, are single chip

realizations of the entire computer system 79 2632/2732 T4, INTEL 32K 4K

function, i.e., CPU, RAM and ROM, and

enough 1/0 capability to permit the single ‘80/'81 TI, MOSTEK, INTEL 64K 8K
hip implementation of desired control

cup mp '82/'85 - 128K 16K

functions. Additionally, many micro-
computers sport an option of havingeither
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available design techniques and process
technology, silicon chip cost is roughly an
exponential function of complexity. On the
other hand, the assembly/test cost, as a
first approximation, can be treated as
independent of complexity. This leads to
an inverse relationship between
assembly/test cost per function and com-
plexity. By combining these two com-
ponents, the cost per function will have a
minimum corresponding to the optimum
complexity for the current state of the art
design technique and process technology
(Fig. 4). As time goes on, the silicon chip
cost will decrease due to improving density,
processing technology, and material. This
will result in the optimum cost per function
decreasing with time as shown in Fig. S.

From Table I and Figs. 4 and S, it is
apparent that, as time progresses, more
and more of the system will fit on a single
integrated circuit, and the cost per com-
putation function will decrease ex-
ponentially. This will make possible dis-
tributed intelligence in the broadest sense,
where every sub-system will have local
processing capability and the ability, where
needed, to interact with other intelligent
sub-systems or systems.

Microprocessor impact on
LSI/VLSI technology

The rapidly increasing use of LSI and
VLSI in non-memory applications would
not have occurred if the microprocessor
had not come to the rescue. Figure 6
illustrates this phenomenon. Prior to the
invention of the microprocessor, ever more
complex 1Cs were developed to perform
ever more specialized applications. Hence,
except for a few large volume market
segments (e.g., data communications), 1C
volume decreased rapidly with complexity.

With the invention of the micro-
processor, it became economically viable

TOTAL COST

OPTIMUM SILICON CHIP COST

COMPLEXITY,

COST/FUNCTION

ASSEMBLY AND TEST COST

NUMBERS OF FUNCTIONS/CIRCUIT (N)

Fig. 4. LSI cost contributing factors show-
ing optimum complexity for lowest cost per
function.

to develop large complex random logic ICs
and then specialize their application in
software. In fact, it is the invention of the
stored-program computer itself (of which
uPs and uCs are embodiments) that has
spurred the use of RAM and ROM and has
generated the volumes needed to attain the
exponentially decreasing per-bit costs.
Figure 7 illustrates the evolution of
dynamic NMOS (N Channel MOS) RAM
cost during the past decade, projected
through the early 1980s. 1t is our best guess
that costs of 0.012 cents/ bit will be reached
in the early 1980s with 64 K-bit dynamic
RAM chips selling for about $8 each in
volume. These costs are possible because
NMOS RAMs are the dominant memory
chips used in computer systems giving rise
to extremely large volume production with
the attendant learning curve benefits. For
example, Mostek Corporation, which con-
trols about 30% of the 16K NMOS
dynamic RAM market, is expected to
double production to about 30 million
units in 1980 — a very large volume indeed.
Density improvements in NMOS RAMs
are yielding average areas under 0.50 mils’
(I mil = 0.001 in.) per transistor (e.g.,
National NCM 4164 64K-bit RAM chip
has an area of 3400 mils).

Categorizing
microprocessors and
microcomputers

In categorizing uPs and uCs, discussion
will be restricted to MOS devices. Bipolar
devices, to date, have been extensively used
only in specialized applications requiring
high throughput. The bulk of bipolar uPs
(there are no bipolar uCs) are of the bit-
slice variety requiring multi-chip CPU
implementations (the Fairchild 9440)
which emulates the Data General NOVA
instruction set is a noteworthy exception).
Finally, 4-bit uPs will not be discussed (4-
bit uCs will be discussed), since they are
obsolete and their days are numbered —in
fact, Intel Corporation is no longer taking
orders for its 4040 family of 4-bit uPs.
Microcomputers range from relatively
simple 4-bit devices (Texas Instruments
TMS 1000 series, National COPS 400
series, etc.) with volume costs in the $1-3
range, to more powerful 8-bit devices
(Mostek 3870 series, Intel 8048 series, etc.)
with volume costs in the $3-10 range.
Microprocessors, on the other hand,
vary from mid-range machines (Intel 8085,
RCA 1802, Zilog Z80, etc.) with volume
CPU costs in the $2-10 range, through

Russo: The microprocessor industry and the emerging applications revolution
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higher performance 16-bit CPUs
(Motorola 68000, Zilog Z8000, Intel 8086,
T1 9900, etc.) whose capability approaches
that of mid-1970s minicomputers, and
whose chip costs may range from tens to
hundreds of dollars. These latter devices
are relatively new to the market (8086
sampled in 1978, Z8000 and MC68000
sampled in late 1979), and hence their costs
will tumble as we move down the learning
curve.

Figure 8 presents a rough view of
processor performance ranges vs computer
category. Note that the dollar figures
shown represent mature product, i.e., those
in volume production. Note also that even
though many 8-bit uPs cost less than 8-bit
uCs, the latter have on-board RAM, ROM
and 1/0, which usually results in far lower
system cost.

Micreprocessors and uCs exist in a wide
variety of technologies. p-channel MOS
(PMOS) is fading as a viable technology. n-
channel MOS is the dominant technology
and is the standard for all existing 16-bit
machines. In the 4- and 8-bit categories,
CMOS parts are available for low power
applications (RCA 1802, CMOS TMS
1000, etc.), at nominal cost premiums
along with bipolar devices (Fairchild 9440,
etc.) for high performance. Silicon-on-
sapphire (SOS) parts are not yet com-
mercially available.

_-CUSTOM LST

STANDARD LSI
{4P's, RAM, ROM
PERIPP!ERALSI

SALES
VOLUME

cusTou
RAM, ROM LSl

1971
(1P INTROOUCTION)
FUNCTIONS PER CHIP

Fig. 6. Custom vs. standard LS| sales
volume vs. chip compiexity.
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The unquestionable technological leader
in the microprocessor industry has been
Intel Corporation. Figure 9 illustrates the
evolution of its uP and uC families. Note
the rapid improvements in technology
(average transistor area) which went from
8.6 mil’/ transistor for the 8008 in 1972 to
1.8 mil’/transistor for the 8086 in 1978.
RCA’s only commercially available uP, the
1802, is included for completion, along
with the soon-to-be-sampled SOS 1804
uC. The average transistor area for the
RCA 1804 is slightly lower than that of the
Intel 8086. This is probably due to the 1804
containing a significant amount of on-chip
memory (2 K bytes ROM, 64 bytes RAM),
whose regular structures yield higher pack-
ing densities. Photomicrographs of the
Intel 8086 and of the RCA 1804 are
presented on page 4.

The microprocessor
industry

The uP has changed the early trends of LS1
development and has reoriented those ef-
forts to the design of CPUs, memories, and
ever more complex peripheral 1Cs which
permit the rapid development of low chip
count dedicated computer systems. As the
industry matures, it is rapidly moving away
from merely making 1Cs towards a full-
system-capability industry. Intel, the
leader in 1C technology, isalso the leaderin
the development of support circuits, single
board computer systems, and development
systems. More recently, Intel has begun to
market preprogrammed devices which
satisfy desired system level functions. The
manufacturing cost of these devices is the
same as that of unprogrammed devices,
but, since there is added value in the eyes of
the customer, margins can be improved.

Projecting trends

Major microprocessor and microcomputer
application areas will be discussed in the
following section. Here, we will attempt to
summarize business trends and to project
them a few years into the future. Before
doing so, it is noteworthy to point out that
most published sales figures and forecasts
relate to non-captive markets. Captive
markets (such as T1, IBM, DEC and ATT
production for internal use) account for a
significant fraction (close to 50%) of world
production.

The market for microprocessors will
have a compound growth rate of about
25% through the early 1980s, approaching
an annual volume of 200 million units by
1983, with a market value approaching 500
million dollars. When one adds sales of
supporting 1Cs such as peripherals, RAMs,
ROMs, and EPROMs, the market swells
to about 1.5 billion dollars per year. Figure

g )
14 (32,400}
o o
% 30,0004
2 & [ee]
Z 25,000}
x L (21,500)
=
w 20,000
= - (|6.500)T A
a0 | o
T 15,000 T ! °
@ - (o]
3 10,000 5 5
z [
- <
5,000} L
L 500)
1

' ALL COSTS ASSUME MATURE PRODUCT

Fig. 8. Categorizing uPs and uCs.

10 presents, roughly, how unit sales for 4-
bit uCs, 8-bit uPs and uCs, and 16-bit uPs
are expected to grow.” "

The numbers for 8- and 16-bit devices
are similar to the ones generated in a recent
Creative Strategies report.'' Figure 10,
however, projects larger unit sales for 4-bit
devices than does Creative Strategies (19.5
million units in 1983). It should be noted,
however, that the Creative Strategies
numbers are not consistent with current
industry production trends. Texas In-
struments, in their sales presentations,
claims that it has a capacity to produce
“several million” TMS 1000 machines per
month. Additionally, the real volume
applications for 4-bit devices are in the
consumer area, and this area is just begin-
ning to explode. The trend in this area will
be to pull more system capability onto the
4-bit chip to lower system cost rather than
to go for unneeded computing power
represented by 8-bit architectures.
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Support items count in the cost

Key ingredients in the success of a micro-
processor manufacturer in addition to
price and delivery, are system development
support and the availability of support
chips and of single board computer
families. The microprocessor itself usually
represents a small fraction of the system
LSI cost, usually less than 19 for industrial
and commercial applications and perhaps
5-25% for consumer products (note that for
1Cs, the CPU portion usually takes up
much less than half the IC area). Because of
the above, microprocessor applications are
rarely designed to maximize CPU utiliza-
tion but rather to minimize system cost
(development and production). Thus the
ease with which one can develop a system
(developmert support) and the availability
of peripheral ICs (low system chip count)
usually dominate the CPU selection
process.'”

Applications overview

The uP revolution has truly become an
applications revolution. By the year 2000, 5
to 10 billion uPs and uCs will be in
service —about one for each living person
on earth. In the majority of cases, the
person interacting with the P or uC will
not know that a computer is involved. One
will simply have improved service or
functionality for the task at hand.

The applications of uPs and uCs break
down into three broad categories —
industrial, commercial, and consumer.

Industrial applications are those that
employ microprocessors in the design or
manufacturing processes of the industry
under consideration. These include process
control, testing, data acquisition,
numerical control, instrumentation, and
robotics.

Commercial applications are those used
in providing new or improved services
and/or ways of doing business. These
include communications (data and
telephone), point-of-sale systems, in-
telligent cash registers and business uses
(word processing, accounting, etc.).

Consumer applications are those that
either add features or improve the
cost/performance of existing consumer
products (ignition control in automobiles,
timing control in microwave ovens, etc.),
or those that give rise to entirely new
classes of consumer products (personal
computers, programmable video games,
etc.).

The following three sections briefly
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348882
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Fig. 10. Forecastofannualunit pPand uC
sales through 1983.

overview industrial, commercial, and con-
sumer applications of microprocessors,
and provide references to permit the in-
terested reader to pursue the subjects in
depth. One measure of the extent of the
ongoing  microprocessor  application
revolution is the February 1978 issue of the
IEEE Proceedings, which was dedicated to
that very subject. This special issue of the
RCA Engineer that you are reading gives
further testimony to this rapidly evolving
technology.

Industrial applications

Microprocessors are having a major im-
pact on industrial applications, including
the areas of testing, control, instrumenta-
tion, data acquisition, numerical machine
control, and even robotics. In all these
areas, equipment offering expanded
functions, better human interfaces, im-
proved reliability, and lower cost are
emerging.

Testing. Automatic Test Systems
(ATS), which can be used to automatically
identify component, subsystem and system
faults, are becoming increasingly impor-
tant from the view of reliability and main-
tainability. Reliability is improved with
ATS since marginal components and sub-
systems are replaced prior to equipment
shipment, resulting in a lower probability
of field failure. Ease of maintenance is also
improved since system-level tests can
identify the probable subsystem failures,
and so give rapid repair turnaround and,
hence, reduced downtime.

ATS has historically been used in large
military applications and in automatic
testing of complex parts, where expensive
test fixtures can be economically justified.
The advent of microprocessors has opened
many avenues for low-cost dedicated
testers which means that industries can
now economically justify automated and
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more complete testing of low-cost/low-
complexity subsystems right on down to
the component level.

Reference 16 describes a very successful
application of RCA’s COSMAC micro-
processor to 100% testing of populated TV
convergence boards (Fig. 11). Another
example is an RCA-developed
potenticmeter tester.”” Further examples
of uP testing applications are presented in
this issue. Many other exampks can be
found in the Proceedings of the IECI*79.'®

Process Control and Data Acqui—
sition. The process control and data ac-
quisition areas differ from testing in that
they must operate in real time.'**' This
implies that the microcomputer must have
time responses rapid enough 10 accom-
modate the process control or data acquisi-
tion system under consideration. Whether
we are talking about controlling a power
generation system or a complex chemical
plant, the system must sample critical
system outputs and generate suitable
system inputs often enough to achieve the
desired level of control.

The advent of low cost uPs means that
dedicated, intelligent subsystems are now
viable. For example, a uP system can be
dedicated to data acquisition alone. A
dedicated microprocessor can perform
statistical analysis on the job, format data
for more efficient off-line processing, and
perform periodic self-checking and auto-
calibration. However, its main advantage
may, in fact, be the flexibility resulting
from distributed software contrel. Simple
software changes can alter the sampling
rate, specify new data formats, or alter the
self-checking algorithms. This results in
better human engineered outputs,
modularity in  hardware (improved
maintenance) and slower system ob-
solescence.

Before the use became

of uPs

Fig. 11. A COSMAC-based systera for 100%
testing of TV convergence boards (on-line
in Bloomington).




Careful choice of system development support items is a must.

The importance of quality system
development aids cannot be
overemphasized for any uP or uC to
be selected by a significant fraction of
users. On the software side, editors,
file management systems,
assemblers and high level language
translators are essential. These may
be time-sharing based orresidentina
stand-alone development system
(e.g., COSMAC CDS, or Intel MDS).
On the hardware side, In-Circuit
Emulators (ICE pioneered by Intel),
are necessary for efficient system
debugging', along with standard
facilities such as mass memory
(usually floppy disc), hard copy out-
put, terminal input, EPROM burning
facility, and standard /O ports (e.g.,
IEEE 488 or RS-232).

Each manufacturer of puPs or uCs
provides the user with a variety of
hardware and software development
aids. Additionally, several indepen-

dent companies are marketing
general purpose development
systems (Tektronix, Futuredata,

Hewlett-Packard). In these systems,
the user need only plug-in the ap-
propriate characterization module,
and insert the appropriate software
diskette to create an environment
customized to the pP/uC at hand.

Support systems options

Advantages of using the vendor's own
development systems are their

widespread, mini or large computers were
the hearts of complex controllers. Because
of this centralization, controllers were
economically practical only for large and
complex systems. Furthermore, these early
systems had all the attendant disadvan-
tages of centralized control — large cabling
costs, decreased reliability, and less flex-
ibility. Smaller systems were designed with
relay logic, sequencers, or, perhaps, analog
feedback control.

Through the use of low-cost micro-
processors, it became possible to decen-
tralize the control function and use in-
telligent controllers dedicated to specific
tasks. Many advantages result from local-
loop and distributed control, including
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timeliness (they can usually supporta
new device soon after it is sampled),
and lower cost. The key advantage of
the more universal systems is that one
capital investment permits the
development of products using
different microprocessor families.
For example, the Tektronix 8002
system supports the Intel 8080/8085,
the Tl 9900, the Motorola 6800, the
Zilog Z80, and the RCA 1802.

One may be tempted to conclude
from the above that pP/iRC vendors
may be able to relegate the deve'op-
ment of support systems to com-
panies such as Tektronix or Hewlett-
Packard. That conclusion, however,
is a fallacy. Good development sup-
port by the pnP/uC vendor will en-
courage the proliferation of that

device family. This latter devel-
opment is what spurs the general
development system manufacturers
to invest in support of a specific
device family. In fact, the order in
which a company like Tektronix will
develop support systems for LP/uC
families is closely correlated to their
popularity (e.g., support on the
Tektronix 8002 for the INTEL 8080
was available in 1977 whereas sup-
port for the RCA 1802 became
available in October, 1979.)
Investments required to support uP
and 1C lines are a strong function of
the device sophistication (shown
above). It takes a few hundred thou-
sand dollars to develop a custom |IC.
A few million are enough to support a
pC family. For general purpose uPs,
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Investment required as a function of IC type and complexity.

lower cabling costs, reduced noise pickup,
improved overall reliability (if one small
system fails, the remainder keep
operating), simpler maintenance, and more
flexibility.

An example of a uP-based process
control system is a prototype wafer silicing
machine developed at RCA Laboratories.
Keeping the cutting force constant, via uP
control, resulted in fewer wafers being
damaged.22 Numerous other examples are
presented in reference 18.

Instrumentation and I[EEE Standard
488. The impact microprocessors are hav-
ing on instrumentation is just beginning to
be felt.”* From simply adding new
features to instruments (digital read outs,

averaging, etc.) to auto-calibration, in-
struments will never be the same again.
A major factor in the increasing
sophistication and flexibility of in-
struments has been the development of the
1EEE Standard 488 Instrumentation Bus
pioneered by Hewlett-Packard. The IEEE
488 Interface Bus provides a versatile
effective communication link?"** for ex-
changing digital information in an un-
ambiguous manner. It can accommodate a
wide range of devices with similar
protocols and is being proposed as an
international standard. The number of
instruments supporting the bus grows
almost daily, and currently exceeds 300.
Other more specialized industrial
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this number is much larger. Intel has '
already spent about $20 milliononthe |
Intel 8086 support. These large in-
vestments merely reflect the levels of l
support needed by customers to
effectively use these new parts. In-
creasingly, the level of support and
service available is given high priority |
in selecting apuP or uC vendor.

The single ;
board computer

Besides system development aids,
the availability of single board com-
puter (SBC) families significantly in-
fluences processor selection. For low
volume applications, development i
costs greatly exceed hardware costs |
and hence the emphasis is on |
minimizing design time. The |
availability of a standard rack with
power supply, standard CPU and
memory boards, and standard 1/0
boards (A/D, D/A, |IEEE 488 bus, etc.)
greatly reduces system design,
testing, maintenance, and documen-
tation costs. Examples of such
families include the Intel SBC 80 line
and the newer RCA Microboard fami-
ly. For manufacturers such as Intel
system level sales (including
development systems and SBC parts)
represent asignificantand increasing
portion of their revenue base.

applications of microprocessors abound.
From energy-subsystem control, to motor-
speed control, to numerical-machine con-
trol, to robotics, all are increasingly apply-
ing uPs to obtain new levels of perfor-
mahce at economically viable cost levels.
References 29-31, along with the
Proceedings of the 1ECI '79,'" contain a
wealth of information on these subjects.

Commercial applications

Commercial applications of uPs include
their uses in communications (telephony
and data), in medical applications and in
business applications (from word process-

ing to intelligent supermarket weighing
devices).

The most significant emerging trend in
communications is the switch from
predominantly analog (voice) traffic to a
more balanced mix between voice and
data. By 1985, communications traffic will
be evenly divided between voice and data.
This will most certainly spur the develop-
ment of all-digital terestrial channels. This,
in turn, will greatly accelerate the use of
distributed intelligence within the network.
Intelligent multiplexers, concentrators,
PABXs, modems, etc., incorporating the
ubiquitous uP, will emerge. More and
more, computers will take over the
traditional role of operators. As all-digital
networks emerge, there will be an in-
creasing need for efficient techniques for
transmitting voice in digital form.
References 32-36 discuss a variety of uP
applications to communications.

Microprocessors are being increasingly
used in medical applications. Because of
the technical and legal complexities of
using new technologies in diagnosing,
monitoring or treating humans, uPs today
are being widely used on an experimental
basis. Their routine use is at the embryonic
stage of development. Reference 37
overviews the entire subject and contains a
bibliography of 129 papers.

Wora  processing and intelligent
terminals are emerging as major users of
uP  technology. For example, ap-
proximately 13 million Americans have a
hearing or speech defect. This represents a
major potential market for a portable
telephone terminal. Except for the lowest
end “dumb” terminal, most terminals sport
some uP control. Many typewriters and
other word processing machines employ
uP control —not only to add capability
but also for internal use to reduce cost.

One interesting example is the intelligent
typewriter from the Qyx Division of Exxon
Enterprises, Inc., introduced in 1978. It
contains three uPs, a Zilot Z80 for word
processing and master control, and a pair
of Fairchild F8s for drive motor control of
the carriage and the rotary print head. It
offers ultra-accurate print head positioning
to permit automatic erase backspace. In
addition, it incorporates intelligent
features such as the ability to store and
recall stock phrases, to center a line of type,
and to automatically line up decimal points
in columns of numbers. All this capability
costs under $1700.

Other commercial applications of uPs
include their use in security systems,
environmental control systems, and in-
telligent weighing devices. In the latter, for
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example, the store clerk need only type in
“price per pound” or “price per quarter-
pound,” and the price will be computed
automatically and displayed. A multi-
microcomputer  energy  management
system is described in this issue. Other
examples include taxi meters, automated
gasoline dispensing pumps, and traffic
controllers. In the latter, uPs combined
with sensors, can adaptively vary light
sequences to maximize traffic throughput,
while minimizing waiting time for in-
dividual drivers.

Consumer applications

Microprocessors and associated LS|
technology are having a major impact on
consumer products. From simply adding
new features to standard products to mak-
ing possible entirely new product
categories, the consumer computer revolu-
tion is just beginning.

Microcomputer controls. Low-cost uCs
are already changing a host of consumer
products. From exercise and coffee
machines to electric ranges, from sewing
machines to microwave ovens, from white
goods to home security systems, a whole
new gemeration of intelligent consumer
products is emerging. Most home
appliances typically need only relatively
simple controls. For that reason 4-bit
devices, with their low costs, are being
shipped by the millions. In fact, it can be
said that the 1979-1980 timeframe
represents the transition period during
which it is becoming cheaper to implement
timing functions with a 4-bit uC than with
traditiomal methods. This will result in the
across-the-board use of these devices in
appliance control rather than only in the
higher feature-oriented models.”® The
RCA Programmable TV, described in this
issue, is an excellent example of how a uC
can add value to a big ticket consumer
product. The products discussed above
were predominantly examples where elec-
tronics have replaced mechanical controls
in consumer applications. More in-
teresting, however, are the host of new
consumer products spawned by the ongo-
ing revolution in LSI.

Microcomputer-based  games. Non-
video microcomputer-based games are just
beginning to appear, but already most of
the major toy manufacturers are getting
heavily involved.”®*° Judging from the
success of “action games such as Parker
Brothers” “Code Name: Sector,” a one
player submarine chase game, Milton
Bradley’s “Battleship,” a missile-firing two-
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player naval warfare game, and more
cerebral games such as Mattel, Inc.’s
“Football” —toys will never be the same
again. A more complex example is the
Chess Challenger from Fidelity Electronics
(Fig. 12). The Texas Instruments’ “Speak
and Spell,” which contains voice synthesis
circuitry, is currently being shipped at a
rate of about 60 K per month. The latter
two products would not have been possible
without uP technology.

The video game revolution began in the
early 1970s on two fronts. Atari pioneered
the development of video arcade games
with the 1972 introduction of “Pong.” That
same year, Magnavox introduced
“Odyssey,” a consumer ball-and-paddle
game based on circuitry patented by
Sanders Associates.

More recently, the consumer market has
begun to evolve away from dedicated
games and towards microprocessor-based
programmable games. Examples include
the Atari VCS and the recently announced
Mattel Intelvision.

Personalized microprocessors for auto
and home. Automotive applications of
uPs will have a major impact on the car of
the future. From “under-the-hood”
functions such as engine control (spark
timing, fuel metering, etc.) and braking to
“dashboard” functions (e.g., digital display
of MPG), new levels of performance,
economy, and information display will be
achieved.*'™’

Another area of major current interest is
that of the home computer. There are two
divergent paths in this development. One is
towards the more specialized “hobby”
market (e.g., RCA VIP), and the other is
towards the “programmer” market (e.g.,
Radio Shack TRS-80). The true consumer
computer product is yet to be announced
although Atari (models 400 and 800) and
T19914 are steps in the right direction. The
consumer computer area is of major in-
terest to both computer- and consumer-
oriented corporations. Related
developments in home data services such as

Fig. 12. Chess challenger from Fidelity
Electronics.
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Viewdata and Teletext offer intriguing
potential. References 4548 discuss the
ongoing revolution in personal computing
and television-related data information
systems. Reference 15 is an entire issue of
the /EEE Transactions on Consumer
Electronics dedicated to consumer text
display systems.

The intelligent (programmable) ther-
mostat is also emerging as a major con-
sumer product. Selling in the $100-200
range to a market of 70 million U.S. homes,
annual volumes of 3-5 million units will be
reached in a few years. This is but one of
many examples of products that were not
economically feasible prior to the inven-
tion of the microprocessor.

Other consumer applications of uPs are
under development, e.g., simple home
control systems, electronic calendar/
reminders, and wireless security systems,
although it is not yet clear which of these
developments will evolve into viable
volume markets. Reference 44 presents an
overview of the impact microprocessors
are having on the consumer market.

Conclusion

The computer and LS1/VLSI revolutions
are moving ahead hand in hand, and are
becoming an integral part of our society.
The computer industry, born only 32 years
ago, has passed $50 billion/year in sales
and is streaking towards the $100
billion/ year mark. IBM received orders for
over 32,000 System/38s, small business
systems which range in price from $100,000
to $600,000 during the first year following
product announcement. By 1983, the
minicomputer business will grow to an
annual volume of over 500,000 units per
year. Marketing Development, Concord,
Mass., predicts that the market for com-
puters under $2,000 will grow from $442
million in 1979 to $1.5 billion by 1984. All
of the above attests to the fact that com-
puter technology has become inextricably
entwined both in our lives and in the world
economy. Reference 49 documents the
pervasiveness of the computer and presents
a comprehensive bibliography of its im-
pacts.

Lower costs will impact consumer
products. The semiconductor business,
which is growing 15-20% annually, will
reach $6 billion in sales by 1979. Explosive
developments in digital LSI and VLSI are
the fuel of the computer revolution. These
developments led to the uP and the begin-
ning of the second computer revolution
where distributed intelligence systems will

be used by the millions. Each year, the
complexity of ICs doubles and the cost per
function falls by about 25%. This is
resulting in powerful computing elements
costing but a few dollars. These costs are
coming into the area required to impact
volume consumer products — and the ex-
isting consumer applications are but the tip
of the applications iceberg.

Entire LSI/VLSI systems on one
chip. As LSI/VLSI technology continues
to evolve, uPs and uCs will evolve in two
directions. At the low end, ICs will be
designed with standard cells representing
entire sub-systems (e.g., RAM, ROM,
CPU, A/D, D/A, etc.). Entire systems,
including analog interfaces, will be put on
the same chip to reduce system cost. At the
high end, ever more powerful CPUs,
peripheral 1Cs and co-processors along
with ever larger and faster memories will
yield exponentially increasing computing
power with but a handfull of chips. The
INTEL 8089 co-processor is one such
example. It is built with HMOS Il
technology which is 30% faster and 10%
denser than the HMOS technology used in
the 8086 CPU.

Portability plus lower cost.
Increasingly, especially in uC-based con-
sumer applications, low power dissipation
and product portability will become
realistic design goals. The potent mix of
liquid crystal displays (LCDs) with CMOS
circuitry will yield an array of portable
game, computer and other intelligent
products. No longer will you have to leave
your computer chess game behind when
you board the train or hit the beach!
Though CMOS technology trails NMOS
in density by about two years, the price
differential for equivalent parts will
decrease to small levels as we move down
the learning curve. For this reason, the
current exploding usage of 4-bit NMOS
uCs will be duplicated by CMOS devices in
the next few years. Furthermore, since the
bulk of true volume applications does not
need 8-bit CPU throughput, the trend will
evolve towards pulling more and more 1/O
onto the chip resulting in lower system
cost.

From microprocessor-based automobile
ignition systems to intelligent thermostats,
from hand-held computer games to con-
sumer computers, from programmable
TVs and VCRs to microwave oven con-
trollers, we are witnessing the beginning of
a consumer applications revolution. With
over 150 uPs and uCs to choose from, the
real challenge is in the development of new
products and uses that fully exploit the
potential of LSI and VLSI technology.
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P.P. Fasang

A microcomputer glossary

Computer technology is creating a new language that not
only incorporates new terms, but often redefines standard
English. Words, such as address, bit and stack, assume
extended meanings that relate to computer technology,
while maintaining their original connotations. A few of the
most common microcomputer terms are defined for the
layman and, as a refresher, for the engineer.

access time: the time between a re-
quest for information from a storage
medium and the time the information
is available.

accumulator: register(s) which contain
results of the arithmetic/logic unit
operations.

address: a computer word used for
designating a specific location in
memory.

A/D converter: (analog-to-digital con-
verter) an electronic device for chang-
ing a DC voltage to a binary-coded
value. Computers cannot process a
continuous voltage waveform but can
process binary value.

addressing mode: techniques for
specifying memory locations for the
purpose of storing and/or retrieving
information.

ALU: (arithmetic/logic unit) the hard-
ware portion of a computer ‘which
performs arithmetic functions, such
as addition and subtraction and logic
functions such as shift, AND and OR.

architecture: the logical organization
of the hardware portion of the CPU.
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assembler: a program which translates

application programs written in
English-like  symbolic  language
(assembly language) into machine
language (binary).

assembly listing: a listing which shows
the assembly-language program and
the translated machine-language
program.

ASCIl: (American standard code for
information interchange) a 7-bit code
for representing the English alphabet,
numbers, and special symbols, such
as $, #, and<.

baud: a data transmission-rate unit. For
most applications, a baud is equal to
one bit per second.

BCD: (binary coded decimal) a coding
scheme for representing the ten
decimal numbers.

binary number: a number whose digits
are either zero or one. Computers can
“read” and “write” only binary
numbers.

bit: a binary digit.

bit-slice microprocessor: an n-bit wide
processing element usually con-
nected in parallel to implement a
microcomputer of n-bit word length.

The instruction set is customer
defined (by a micro-code).

buffer: a register for holding temporary
data.

bus: a set of conductors which carries
all necessary computer signals, such
as data, address, and control signals.

byte: a computer word of 8 bits.
cell: a memory bit.

CMOS: (complementary metal oxide
silicon) a very low power logic
technology.

CPU: (central processing unit) the
arithmetic/logic unit (ALU), registers,
and control circuits of a computer.
The CPU decodes instructions, issues
timing signals, and performs all con-
trol functions.

cross assembler: an assembler for use
in a computer with an instruction set
other than the one which the applica-
tion program is written for.

cycle time: the shortest period of time

at the end of which a sequence of
events repeats itself. Some of the
events may be retrieving aword froma
memory cell, interpreting the mean-
ing of the word, and executing the
instruction.
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The microprocessor is the “brain” for the microcomputer.

A basic microprocessor contains an
ALU which performs arithmetic and
logic functions, an accumulator
which ccntains the results of the ALU
operatiols, a control unit which
generates timing and control signa s,
a program counter which holds the
address of the next instruction to be
executed, and other registers.
Although a very complex integrated
circuit, by itself, the microprocessor
is not useful. To realize its potentials,
the m croprocessor must be
augmented with other necessary sup-

port circuits. A microcomputer
Program
Temporary Control Counter
Memory unit I
(Registers) Instruction
Accumulator
Status
registe:
Ete.

A basic microcomputer system

D/A converter: (digital-to-analog con-
verter) a device which changes a
binary signal into a dc voltage level.

decode: to translate or interpreta com-
puter word into something familiar or
useful for performing tasks.

display: a device which shows a letter
or a number or simply emits light; asa
miniature light bulb.

DMA: (direct memory assess) a techni-
que for receiving information from or
transferring information to the main
memory of a computing system
without having the CPU involved.

drivers: circuits which increase the
driving capability of an output circuit.

encoder: a device for translating a one-
bit signal into a multibit signal.

editor: a computer program which aids
a programmer in his source program
creation. An editor helps to perform
the following functions: typing in

P.P. Fasang: A microcomputer glossary

RAM
]
8
8
Q
o
2
o
2
S
s
ROM/EPROM

Input Device

{Keyboard, switches, etc.)

Output Device

{Lights, display, etc.)

Block diagram of a

system mzkes possible the realization
of the potentials of a microprocessor.

In the basic microcomputer
system, th2 microprocessor serves as
the “brain® cf the system, RAM allows
informaticn to be stored as well as to
be retrieved. ROM/EPROM altows in-
formation tc be retrieved (read) only,
the input device allows information to
be entered into the system, and the
output davice allows information
from the computer to be displayed or
printed.

Information stored in the
ROM/EPFOM is information that re-
quires no akeration by the ccmputer

program, making corrections, assign-
ing line numbers to all lines, rese-
quencing of line numbers, locating
selected characters, and listing of
partial or entire program.

EPROM: (erasable programmable read
only memory) a type of non-volatile
random-access memory chip which
can be programmed in the fisld.

execute cycle: the amount of time for
an instruction, that has been fetched,
to be executed.

fetch cycle: the amount of time for an
instruction or data to be retrieved
from a memory location.

flag: a bit in a register which is used to
keep tract of the state of an input/out-
put device, the state of a register, or
the state of the microprocessor. For
example, a flag can be used to keep
tract of the state of the interrupt
feature by setting the flag tc O for an
uninterrupted state and to 1to denote
an interrupted state.

basic micrzprocessor

program and generally this informa-

tion is a program. One advaitage of
storing information in a
ROM/EPROM is that unauthorized
people cannot tamper with the
grogran.

Harcware such as A/D converter,
D/A ccnverter, drivers, and cther cir-
cuits rmay also be needed in a real-
world application. These and other
Fardware are incorporated into the
systemr depending on the specific
epplication at hand. Because of their
low ccsts, microprocessors are ideal
for dedicated systems which require
“intelligence.”

firmware: software that is stored in
random-access read-only memory.

handshaking: a predefined procedure

for sending information from a
terminal (sender) to & computer
(receiver) or vice versa that informs
the sender that the receiveris ready to
receive.

hardware: computer circuits and

peripheral devices.

hexadecimal: a number with a digit
value ranging from 0 to 15. The 16
hexadecimal numbers are: 0, 1, 2, 3, 4,
56,789 A B, C, D, E andF.

high-level language: a computer
language such as FORTRAN or
BASIC which resembles English. One
high-ievel language instruction is
translated by a compiler orinterpreter
program into. several machine-
language instructions.

The author wishes to acknowledge ihe assistance

of K.R. Wurtzel who read the manuscript and made
many valuable contributions
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IC: (integrated circuit) very small elec-
tronic circuits contained in a single
package which perform sophisticated
functions.

interface: as a noun, a physical circuit
or subsystem which allows two
different types of circuits or systems
to be connected together. As averb, to
perform the above-mentioned func-
tion.

index register: a register whose func-
tion is to store a number which is used
as a pointer to reference a parameter.

instruction: the machine language
words in a computer program that tell
the computer what to do.

170 device: (input/output device) an
input device or an output device:
Examples of input devices are
keyboards, sensors, and switches. Ex-
amples of output devices are displays,
audio indicators, and X-Y plotters.

interrupt: a request to the computer to
service an external device. The exter-
nal device can get the attention and
the service of the computer by
sending an interrupt signal to the
computer. The computer will first
finish the execution of the current
instruction and then it will service the
external device.

keyboard: portion of a terminal that is
used to input information to the com-
puter. A terminal has two separate
logical entities; one is the keyboard
which is used to input information to
the computer. The other is the printer
or display.

LED: (light emitting diode) an elec-
tronic device which sends out light
when it is turned on.

micro-code: the logic-level definition

of the instruction set of a bit-slice
microcomputer or similar type of
machine. Some microprocessors
have a micro-coded architecture.

microcomputer: a computer whose
CPU is a microprocessor.

microprocessor: a micro-electronic
chip which contains an ALU,
registers, input/output ports, and
control and timing circuits. It is
capable of performing arithmetic and
logical operations.

mnemonic: the short-hand symbolic
names or abbreviations which have
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pre-defined meanings, and which
represent instructions in assembly
language.

multiplexer: a circuit which performs
path selection function so that a com-
puter can "“talk” to several external
devices one at a time.

object codes: the binary codes which
are obtained as a result of the transla-
tion done by an assembler.

octal number: a number with a value
ranging from 0 to 7.

operand: the number which follows an
instruction. Example: LDAS. LDA isa
mnemonic which represents an in-
struction that tells the computer to
load the operand into the ac-
cumulator. The operand in this case is
5. When this instruction is executed,
the number 5 is loaded into the ac-
cumulator.

page: a number of consecutive
memory locations, nominally 256. If
the memory of a computer has 4096
locations, the computer has 4096 +
256 = 16 pages of memory.

parity bit: a bit which is usedto detecta
transmission error.

pointer: an address which corresponds
to the beginning address of aprogram
or table.

PROM: (programmable read-only
memory) a random-access type of
memory which can be programmed
once only with a PROM programming
machine.

RAM: (random access memory)
memory devices which can store and
retrieve information in any location in
an amount of time which is indepen-
dent of the memory location selected.

ROM: (read only memory) memory
devices which allow only retrieval of
information. The information in the
ROM is stored during manufacture
before the ROM is put in operation.
The computer can only read informa-
tion out of the memory device,
therefore, aitering the information by
the program is not possible.

register: an electronic device for stor-
ing information. In addition, a register
may perform other functions such as
shifting of bits, selectively clearing
some bits, and selectively setting
some bits.

resident assembler: an assembler that
runs in a system that executes the
object codes which are generated by
that assembler.

sequential memory: memory in which

information storage and retrieval is
done in a sequential manner. For
example, to read the contents of loca-
tion 50, the computer must search
through locations 00 through 49. It
cannot jump from location 00 to loca-
tion 50.

software: computer programs which
are written using instructions,
operands, and labels in a logical
fashion to accomplish the required
task.

source code: the program as it appears
in high-level language or in assembly
language (as opposed to machine
language).

stack: storage and retrieval of informa-
tion in a first-in-last-out fashion, i.e.,
the word that is stored first will be the
word which is read out last. The term
also refers to a collection of se-
quential memory cells which store
and retrieve information in a first-in-
last-out fashion.

stack pointer: a register whose con-
tents correspond to the address of the
top of the stack.

table-driven: a technique of branching
to different subroutines. The starting
address of a subroutine is contained
in a table and in order to branch to a
subroutine, the computer must first
go to the appropriate location in the
table.

terminal: an input/output device
through which a person can “talk” toa
computer.

tristate: a type of logic circuit whose
output can assume three states: a
logical zero, a logical one, or a high
impedance state. In the high im-
pedance state, the operation of other
tri-state devices connected to the
same point is uneffected.

word: a group of bits (the most com-
mon are 8, 16, 32, or 64, dependingon
the computer) which comprises a
single unit of information.

Pat Fasang's biographical sketch and
photograph appear with his article on
microprocessor education programs on
page 71.
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B. Astle|M. Lurie|K. Schroeder

The “berry picking” approach to
computer systems development

A successful development strategy for automating the TK-47

television camera.

Abstract: Development of computer
systems requires extensive interaction
among those involved, unlike picking
berries. Berry picking can be accelerated in
proportion to added manpower, but
computer systems development cannot . It
is also difficult to expand the scope of a
project while maintaining the original time
schedule. If these goals must be ac-
complished, then innovative strategies are
required. Thestrategy illustrated here is an
example of how the bricklaying method
worked in solving an automation problem.
The example which will be used to
demonstrate one useful technique to ac—

complish this is the history of the
development of the RCA TK-47
professional color TV camera. This pro-
Ject was expanded early in its development
to include automation of the camera set-up
adjustments, while retaining the original
schedule. The strategy used to accomplish
this expansion was to partition the
automation feature into an autonomous
processing element (microcomputer) and
to interface it to the existing design by
means of a simple interface. This approach
successfully met the time schedule,
demonstrating its feasibility.

Projects can be divided into several
categories. A perfectly partitionable pro-
ject is one which can be partitioned into
tasks requiring little or no communication
among the workers. Progress in such pro-
jects is essentially proportional to man-
power. Examples, given in reference 1, are
reaping corn and picking cotton. At the
other extreme is the unpartitionable pro-
ject which takes a certain time no matter
how many people work at it. An example
of such a project is tuning a piano. It is not
likely that two piano tuners could
cooperate effectively on one piano and
finish in less time. In fact, the opposite is
more probable. Most projects fall
somewhere between these two extremes.
Some number of people can work together
effectively, as shown by the minimum in
the middle curve in Fig. 1, but there is a
level of manpower beyond which further
increases do not help. In fact, it is possible
that these additional people will serve only
to delay the completion of the project, as
indicated by the rising portion of the curve.
Unlike either berry picking or piano
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tuning, computer systems development is a
complex set of interdependent software
and hardware tasks requiring manpower to
perform the tasks, a plan to coordinate
them, and the tools to support their execu-
tion. The planning of such an effort can
itself be a complex process. It involves the
enumeration of the system development
tasks, specifying both the time and
resources required to accomplish each of
the tasks and their appropriate sequencing.
This plan often is represented on charts
such as a PERT chart that specifies the
magnitude and skills of the manpower
required and identifies the serial or parallel
relationship between the tasks.

Nonlinear effects of
increased manpower in
computer systems

The use of planning tools like a PERT
chart is prone to several common mis-

conceptions. First, there is the belief that
all the tasks will actually follow the
predicted schedule. Maybe this misconcep-
tion exists because of the tendency to
believe what we read. Certainly it is
because we believe that all will go well, or
that tasks will only take as long as they
ought to take.' Anyone familiar with
Murphy’s Law knows this is certainly not
true.

A second common misconception is the
belief that effort is equivalent to progress.
Although cost is usually proportional to
effort, progress often is not. This is partial-
ly due to the tremendous differences in
individual productivity and to the level of
success of the organization of the effort.
The larger the work force the more critical
its orchestration.

Another common misconception is the
belief that people and months of effort are
interchangeable in achieving progress;e.g.,
if one person can do a project in six
months, then six could do it in one month.
This belief is not even approximately true
for software development where addition
of manpower may not decrease the comple-
tion time at all, as indicated by the middle
curve in Fig. 1.

There are several reasons for the lack of
interchangeability of people and months in
a computer systems development project.
Perhaps the most important reason is the
extensive interaction required among the
participants. The amount of communica-
tion among them is almost proportional to
the square of their number (N). More
explicity, the number of interfaces is
N(AN-1)/2. If each interface requires a
time ¢ per month of each of two

Reprint RE-25-3-3
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UNPARTITIONABLE
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Fig. 1. There is a level of manpower, in a
system, beyond which turther increases do
not help.

participants, and each contributes a total
time 7 per month, then the effective work
time per month is NT-N(N-1):. This
reaches a maximum when N=(T+1¢)/ 21
At this point each worker is spending
almost half his time communicating. Of
course, this simple model, in which the
interface time is independent of the total
number of workers, does not normally
apply, but it indicates the problems in-
herent in some types of project
organizations.

Another reason for the nonlinear effects
encountered when using increased man-
power on such projects is increased
overhead due to: more people potentially
leaving during the life of the project,
bottlenecks in the access to a limited
number of development tools, difficulty in
communication due to the size of project
meetings, general increases in management
overhead requirements, and delay due to
people already working on the project
having to train the newcomers.

A consequence of the erroneous belief in
the man-month equivalency myth is the
tendency to address either slippages in
schedule or increases in project scope by
adding manpower. This rarely works in
conventional project approaches. In fact,
Brooks states that adding manpower to a
late software project makes it later.' It is
clear that an unconventional method is
required if additional manpower is to be
effectively used to enhance or speed up
development projects.

The “berry picking”
approach, combining
autonomy with interaction

We would like to report a method by which
one can avoid the communication dilemma
and effectively add manpower to an ongo-
ing systems development project. For want
of a better name we shall call the method
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“the berry picking approach,” since its
objective is to limit the required com-
munication overhead, approximating that
activity’s success at accelerating progressin
proportion to added manpower. To
achieve this objective usually requires
organization of the project so that the
additional system functions can be isolated
into autonomous subsystems reducing the
communication overhead.

The berry picking approach can be used
to shorten the development time normally
required for a system. It canalso be used to
increase the scope of an ongoing systems
development without significantly im-
pacting the completion schedule. In both
cases, more manpower will be required
than would normally be considered
optimal when using conventional tech-
niques, but the berry picking technique
succeeds where conventional ones often
fail.

To use this technique, the system must be
structured in a top-down fashion where the
functions that are to be implemented
autonomously are only loosely coupled to
the other functions within the system.
Coupling is a measure of the strength of
interconnection between the functions, or
software modules, within the system.? If
two tasks within the system are loosely
coupled, then one can design, implement
and debug one function without knowing
very much about any other function within
the system. Also, making a change to one
function within such a system has little
probability of requiring a change to any
other. Loosely coupled tasks tend to have
simple interfaces which contain little data
and almost no control information. This,
however, is an ideal which cannot always
be attained.

Thus, our technique partitions the
system into loosely coupled pieces which
require little communication to implement.
We distribute these pieces among a larger
work force (maybe even in different
locations) without encountering the
potentially massive overhead predicted by
Brooks.'

This technique requires extra hardware,
but has been made economical in many
cases by the availability of inexpensive
microcomputers.

A case history

Let us now examine a case history which
illustrates the effectiveness of the berry
picking approach. This is the development
of the RCA TK-47 color TV camera with
automatic setup, i.e., automatic adjust-

ment of the many controls that are needed
to produce a good color picture.

The TK-47 control functions

The camera head contains three pickup
tubes upon which are focused the red,
green and blue images. The video signals
from the three tubes are processed and
combined to produce a composite color
signal. In order that the final image, as
viewed on a monitor, resemble the original
scene as closely as possible, it is necessary
that the three scanned images be accurate
in an absolute sense (no distortion). They
should also correspond to one another as
closely as possible at every point with
respect to their geometry and signal levels.
Geometrical errors would produce
spurious colors at the edges of objects and,
in extreme amounts, would give visible
distortion. Level errors would produce
color errors that shift as the level of
illumination changed.

To minimize these errors and to produce
the highest quality video output, ap-
proximately 100 setup control functions
are provided on the camera. These setup
functions control such things as the shape
and size of the raster scans, and the levels
and gains in different parts of the images.
Many of the controls have nonlinear
effects, and many of them interact with
each other.

The TK-47 is digitally controlled. The
values of the control settings are stored
digitally in the camera processor, which
can be physically remote from the camera
head, but is connected to it via a cable as
indicated in Fig. 2. To change the values of
the stored control settings, a setup control
unit (SCU) is connected to the camera
processor. The original version of this SCU
had provision to alter any of the stored
digital control values manually. The
automatic version was conceived to be
basically a manual unit with an added
option to make the setup process complete-
ly automatic.

CAMERA CAMERA VIDEO
LENS| |nEap _] PROCESSOR ouT

CABLE:

SET~UP
CONTROL
UNIT

(scu)

(CONTAINS
ney

Fig. 2. The camera processor can be
physically remote from the camera head,
but is connected to it via a cable.
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Manual control

In the manual version, the control
functions are presented in groups of from
one to four to the user who must be an
experienced camera technician. He can
select the controls he is adjusting by
pressing buttons on the panel of the SCU.
The microcomputer inside the unit then
configures the system accordingly and
displays the functions of the control knobs
above each active knob. In addition,
various helpful messages can be displayed.

The setup procedure consists of selecting
a series of control functions and adjusting
them to optimize the image. Unfortunate-
ly, some functions that are performed at
different times interact and so have to be
repeated, often many times. Other
functions interact directly, but the in-
teractions are so complex that it is not
obvious, even to the skilled technician, how
to attain the optimum setting of the con-
trol. For example, there are ten controls for
each color which affect the registration of
the images: horizontal and vertical size,
centering, skew, bow and linearity. It is not
obvious how to adjust them to reduce an
error in one corner. Thus, the manual setup
procedure is quite costly since it requires
experienced personnel and is inherently
time consuming.

Automatic control

The advantages of automating this
procedure are to save time, to increase the
uniformity of the setup from day to day
and from camera to camera, to increase its
accuracy, and to reduce the requirement
for skilled personnel.

The automation can be accomplished by
adding a video detector to the system as
indicated in Fig. 3. This video detector is
under the control of the SCU and measures
different image parameters when the
camera is optically focused on a special
chart, or alternatively on an illuminated
test slide within the lens. The SCU uses
these measurements to calculate the
various control errors.

Extensive software must be added to the
manual SCU to convert it to an automatic
version. In order to assess the extent of this
additional software, let us examine the
automatic set-up procedure in more detail.
When the operator initiates the automatic
set-up procedure, the SCU initializes the
hardware detector and puts it into the
mode for detecting the appropriate infor-
mation from the chart image. The detector
may be required to detect the video levels at

various points on the chart, or the horizon-
tal and vertical positions of various
reference marks on the chart, or the
amplitude of the grating patterns to
determine focus. This information is then
processed by the microcomputer and the
various image errors calculated. These
errors are then converted to the camera
control adjustments required to correct the
errors and are transmitted to the camera
head. The process is repeated until the
image errors are minimized, and then the
next function is tackled. The process con-
tinues until all types of image errors have
been minimized. Then control is returned
to the operator. The SCU and automatic
unit may now be disconnected from the
camera processor and the camera operated
in its normal mode.

Segregation of manual and auto-
matic controls

As you can tell from this necessarily brief
description, there is extensive interaction
between the automation of the setup
functions and the rest of the system. The
automation functions must parallel the
manual ones. They must be designed in
conjunction with the detector hardware
and must interface intimately with the
manual setup program. The methodology
of the adjustments must be closely linked to
the camera design and should reflect, to
some degree, the expectations of ex-
perienced camera technicians.

When the automation project was begun
in earnest, the manual setup system was
still being developed. To have added man-
power to the project to develop the
automatic system, in a conventional way,
would have delayed the completion until
long after its scheduled date, for the
reasons previously stated. Furthermore,
additional manpower was available only at
a different location.

The solution to the problem of develop-
ing the automation function without delay-
ing the project was to use the berry picking
approach. This was accomplished by sever-
ing the automation of the setup in its
entirety from the manual camera system,
and then adding as much duplicate power
to the automatic system as was necessary to
minimize the communications interface
between the two subsystems. This meant
adding an additional microcomputer and
building two interfaces together with a
communications link, as indicated in Fig.
4. The advantages were that development
of the two subsystems could proceed
almost independently, and that most of the
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Lens | CAMERA CAMERA VIDEO
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LENS] | weap PROCESSOR |

VIDEQ
DETECTOR

SET-UP
CONTROL
UNIT AUTOMATIC
(scu) SET-UP UNIT
(CONTAINS AuC)
(CONTAINS
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Fig. 4. To segregate the automation system,
an additional microcomputer and two inter-
faces with a communications link were
added.

problems associated with the development
of the video detector hardware and
automation software could be solved
without affecting the ongoing manual
system development.

The crucial point of the berry picking
approach is to subdivide the project into
tasks so as to minimize coupling. The first
step in partitioning the manual and
automatic operations into two loosely
coupled subsystems was to separate those
functions that were logically and physically
related to the camera itself from those that
were solely for automation. The manual
microcomputer (MuC) became the con-
troller for communication between the
camera and the automation micro-
computer (AuC). The automation
functions for the MuC were placed in a
separate module of its program, reached
only when the camera is in its automatic
mode to minimize coupling to the existing
manual system. The AuC and the video
detector perform all the measuring and
calculating functions, and determine the
required camera adjustments independent-
ly of the MuC.

For this approach to be successful, the
communication interface must be very
carefully and clearly defined. We es-
tablished immediately that the MuC is in
control, with the AuC responding to com-
mands. Communication between the two
microcomputers is on a schedule syn-
chronous with the TV field rate (60 Hz). At
the beginning of each field, the MuC
interrupts the AuC and sends a command
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“Now the whole earth used only one
language, with few words. On the
occasion of a migration from the east,
men discovered a plain in the land of
Shinar, and settled there. Then they
said to one another, ‘Come, let us
make bricks, burning them well.” So
they used bricks for stone, and bitu-
ment for mortar. Then they said,
‘Come, let us build ourselves a city
with a tower whose top shall reach the
heavens {(thus making a name for
ourselves), so that we may not be
scattered all over the earth.’ Then the
Lord came down to look at the city
and tower which human beings had
built. The Lord said, ‘They are just one
people, and they all have the same
language. If this is what they can do
as a beginning, then nothing that they
resolve to do will be impossible for
them. Come, let us go down, and
there make such a babble of their
language that they will not under-
stand one another’s speech.' Thus the
Lord dispersed them from there all
over the earth, so that they had to stop
building the city.

Genesis 11:1-8

Frederick P. Brooks, Jr., in The
Mythical Man-Month tells us that the
tower of Babel, which according to
Genesis was man’s second engineer-
ing undertaking after Noah's ark,
failed for two reasons—

Why was the tower of Babel an engineering fiasco?

communication and organization.
Lack of communication led to poor
coordination and, hence, failure in
the engineering project. Although the
people had a clear mission, plenty of
manpower, sufficient materials,

abundant time, and adequate
technology, they were unable to com-

plete their project due to poor
organization.

Brooks states that, in a large
programming project, “if there are n
workers on a project, there are
(n2-n)/2 interfaces across which
there may be communication, and
there are potentially aimost 2 " teams
within which coordination must oc-

. reduced to a minimum, the need for
' effective communication must be

cur.” Since the purpose of organiza-
tion is to reduce the amount of com-
munication and coordination
necessary, poor organization must
lead to project failure and good
organization will determine its
success.

Communication reaches a low
overhead with a division of labor and
a specialization of function. Using a
tree-like structure of organization
that incorporates division and
specialization of labor will result in a
diminishing need for detailed com-
munication.

Once communication has been

recognized. Three essential com-
munication approaches for the
programming project are: (1) infor-
mal exchange of information; (2)
regularly scheduled project
meetings; and (3) the use of a formal
project workbook.

Although the engineers of the
tower of Babel failed to complete their
project when they lost the ability to
communicate, the efficiency of a
software system development can be
increased by reducing communica-
tion needs to a low level through
division of labor and specialization of
function by task partitioning coupled
with loose interfacing.

B.L.S.

telling it what to do next. This command
might be to begin a particular function or
to continue a calculation in progress. At
the end of each field, the MuC inputs data
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Fig. 5. Atter segregation of the automatic
and manual systems, the systems were
loosely coupled to allow communication
across the partitions.

via direct memory access (DMA) from the
ApC memory. The data includes a status
word and calculated camera adjustments.
Using DMA and interrupt in this way,
programming of the extensive calculations
in the AuC proceeded without concern for
interaction with the camera. The RCA
COSMAC 1802 microprocessor is well
suited to that particular mode of operation
because of its onboard handling of DMA.

When the AuC receives a command to
make a measurement, it outputs a con-
ditioning command to the video detector
and then inputs the results of the measure-
ment. Any required conditioning of the
camera head or processor is performed by
the MuC maintaining the established com-
munication discipline. Figure 5 illustrates
the communications paths.

Conclusion

Faced with the problem of expanding a
system development program with a fixed
deadline, we took the approach of
partitioning the project into two groups of
tasks with minimum coupling, using
separate microprocessors for each, and
establishing simple, well-defined inter-
faces. This allowed additional people to
work on the new parts of the system
without the pitfall of reducing everyone’s
output because of interaction, com-
munications and additional management
requirements.

This article is a revision of a paper presented at the Fifth
Annual Conference on Industrial and Control
Applications of Microcomputers.*
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Once the interface between the camera
(and its associated manual controls) and
the automation system was defined,
development of the two parts proceeded
independently, Furthermore, debugging
was carried out independently for the two
parts, using some hardware simulators
and, for the software, a microprocessor
simulator on the RCA CMS timesharing
computer.’ In addition to the obvious
benefits of the top-down approach, this
allowed the automation group to fix most
of its problems with few demands on the
camera group or its equipment, which was
itself a center of great activity as deadlines
approached. When problems were dis-
covered by either group, modifications
could be tried without interacting with
other parts of the system.

The value of the berry picking approach
was proven when the individual systems
were connected. Few new problems were
found. In spite of our efforts, most were
related to the interface. These problems
were not serious (once discovered), and
were roughly equally divided between
hardware and software. The automation
was completed on schedule and
demonstrated at the National Association
of Broadcasters Show in April, 1978.

It is only fair to point out that the
additional work did indeed require
additional manpower and cost. But
without the approach of partitioning the
project to allow parallel development, the
additional people and money would have
been used less efficiently, and the time
schedule would not have been met.
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K. Karstad

Intelligent controllers for
color-television receivers

The microprocessor brings new and powerful features to
TV-receiver control including a flexibility that previously was

not practical.

Abstract: Microprocessors now make
possible programmable TV-receiver con-
trollers with intelligence . Electronic tun-
ing, implemented with phase-locked loop
Jfrequency synthesis, allows automatic
compensation for unavoidable differences
in tuner characteristics. With a phase-
locked loop system and a microcomputer
under user control, preprogramming of
channels and events can be done at any
time. A battery back—up system is im—
plemented to avoid losing the prestored
information. The software and hardware
interaction that makes all this possible is
described.

Until recently, the number of user-
controllable features on TV sets was quite
limited, both for technical and economical
reasons. Channel selection and indication
were by mechanical means and the remain-
ing features were restricted to sound and
picture control. With the advent of the
microprocessor, electronic tuning became
common. Electronic control opened up the
way for channelselection from a keyboard.
However, there is no clear industry trend
when it comes to applying electronics to
control functions.

In most cases the control electronics
have been standard MSI circuits or custom
MSI/LSI tailored for specific functions.
The availability of the microprocessor is
about to change all this. A sprinkling of TV
models with microprocessor control is
already on the market,”? and opens up
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promises of numerous usefnl and
sophisticated features not previously possi-
ble.

This article describes a microprocessor-
controlled, color-TV receiver with a large
number of features and options. Not all the
features will be commonly found in the
average receiver for a long time to come.
Nevertheless this design, based on the
CDP1802 microprocessor, illustrates the
possibilities. of applying the stored
program concept to implement a variety of
ideas. Microprocessor control offers a
modular design approach. Basic and es-
sential functions such as tuning and station
selection are implemented first and other
features can be added or existing ones
modified for various models or markets.
Important new features can quickly be
brought to the marketplace simply by
program changes or additions without a
long range custom LSI development phase.

The design also highlights the close
coupling between software and hardware,
and how several real-time events are
processed by the CDP1802, orchestrating
all three modes of 1/O techniques:
programmed, interrupt and DMA}

Tuning control

An all-clectronic tuning system is im-
plemented with frequency synthesis. A
phase-locked loop (PLL) selects the correct
local oscillator (L.O.) frequency for a
specific channel and keeps the receiver
tuned regardless of changes in the tuner
due to time and temperature (Fig. 1).
The PLL system differs fundamentally

from the open loop analog system com-
monly employed. In the latter case a
predetermined voltage is applied to the
tuner with the expectation that the
generated frequency will be correct. With
no feedback, as in an open loop system,
changes in components with time and
temperature affect the frequency.
Automatic compensation for unavoidable
differences in tuner characteristics is not
achieved in an open loop analog type
circuit.

Any number on the keyboard, from 1 to
99, is translated into a bit code which sets
the PLL to regulate on a constant L.O.
frequency. The data format is a 16-bit
word; the two most significant bits are
decoded to select 1 of 4 bands (VHF]I,
VHFIII, VHF, Extra). The remaining 14
bits are the binary representation of the N-
number for a specific channel. Fourteen
bits give sufficient resolution to place the
L.O. frequencies as little as 25 kHz apart
for VHF. This makes it possible to select
any channel in the world, as well as
unassigned channels used in cable TV and
master antenna system (MATV) in-
stallations. Additional fine tuning is im-
plemented with the same resolution.

The tuner’s L.O. frequency is measured
and the control voltage necessary to force
the frequency to be correct for a selected
channel is generated by the loop. The
divide-by-N counter, under software con-
trol by the user, therefore, selects the
channel.

A ROM table translates the key depres-
sion into the correct bit code for the PLL
according to international channel
allocations. With a 14-bit code, the PLL
design places the L.O. on the exact

RCA Engineer ® 25-3 ® Oct./Nov. 1979




Memory Adaress Bus

Battery Bac«-Up VRAM l '
32 kHz 3 = |
—al—o | : h
8 8 -0k VoD '
2MHz | + —_— —
I - T
. B : T oo 1 O e !
el B ! o _Ij_t_ﬁ_{:t_?f =
[} Kilt —»— DA1
. Digit Drivers —»—DA2 :
1 Wait Cloct N Addressible Latcy —>—DA3
Phase- . a TFA - g — +—*—DA4 _]
Locked - v Cooooaoal|
Loop lat m- - 1R B R beoteia |
" TA10622 8 |MA i 2% 12 o 3’;7(9
8 2 ' Local kB |2 eys I
] @ 3 I b~ s,
— c —
DMA- nje" —J‘>d Addr + v = ‘
Latch +
RAM ROM CPU | = Control '
| , COP1802 i EF3 ~Hsnint J
= EF2 a— DA2 DA
EF1HES L = e ) — gy~ —=me
= — ¥ =i
EF2M— ) Ak @S !
: Tuner 4 DIA ey == ol
LO. | v BR
DA s 4 Con B
0 8 T verter o Sat |
: RlAM i/ i = — _Analog Cfn!rol T - l
v
Tuning/Scanning i | Options: Teletext .
|< Data Bus 8 '5 Viewdata Expansion i
I = VIS - Games

Fig. 1. The user interacts with this CTV controller via alocal 2 x 12-keyset or a 35-key remote
unit sending IR pulses. Display and feedback are on a 6-digit display showing clock and

program.Exact tuning is through a PLL.

allocated frequency within any channel
and additionally permits direct fine tuning,
over the whole channel. While the
traditional reason for fine tuning (AFT) is
eliminated by the exact frequency synthesis
approach, some users desire it in fringe
areas for improved picture quality. There is
also, in some areas, a need to tune in non-
allocated channels for cable TV and master
antenna systems (MATV). Fine tuning is
implemented in 25-kHz steps for VHF and
100-kHz steps for UHF.

Interrupt

Preprogramming

An important feature of the controller
design is preprogramming of channels. A
program is the set of instructions that the
viewer uses, by depressing the keyboard
keys, to control tuning, channel changes,
and viewing times. Each program may be
assigned to any arbitrarily chosen channel.
In this design, 16 storage locations are
allocated for 16 different programs. Into
any of these locations, any program can be

stored and assigned to any channel. Tuning
now amounts to dialing a number between
1 and 16.

This preprogramming technique re-
quires the channels to be known. For the
more general case where this is not true, a
scanning mode is available. After pressing
the scan key, the search, starting at the
current channel, stops at the first higher
channel available on the air. If the scan
mode is terminated. the frequency channel
is automatically assigned to the currently

— ms—_—:‘-One Frame-—————
Bl U A U Rl U

Cycle 2

Digits: D2, D1

Analogs: D/A1, D/A2, D/A3, D/A4

Period update clock

Cycle 1

Cycle 1 I l
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Fig. 2. Tha system is interrupt driven, with the interrupt service routine split and time
multiplexed. Remote IR control pulses are receivedin real time via DMA without interference

with ongoing processing.
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Fig. 3. This detail of the interrupt service
routine shows time division muitiplexing in
three cycles in order to distribute the reai-
time iload.

chosen program number. Each push of the
scan button makes the tuning system
search for the nearest higher available
carrier. If no station is found, the scan
wraps around (goes back to the current
channel) and stops on the frequency from
where the search started.

In addition to the channel scan discussed
above, a program scan is also part of the
tuning system. This scan searches the 16
prestored programs. The scan starts at the
current program and stops at the nearest
higher program number. Off-the-air
stations are quickly bypassed while valid
stations are given enough time to tunein. A
wrap-around feature is part of this scan
mode also.

A 6-digit display and a 24-hour clock
make it possible to preprogram and
monitor events. This applies for a period
from the current time to 24 hours into the
future. An arbitrary number of memory
locations, eight in this design, are reserved
for event programs. The user, while
watching the display, simply keys in the
time for the set to turn on (or switch if
already on) and the program number to
tune to. This can be repeated until the list is
full, which is indicated by the display

24

flashing 9s. There are no restrictions on the
sequence of entering events. The software
orders the list in time sequence so that thhe
event nearest in time always is on the top of
the list. The software checks every minute
to see if an event is to be activated; if so, the
executed event is erased from the list and
the next in time is moved up. One of the
digit’s decimal points, if lit, indicates an
event is pending. When it is executed, the
period starts blinking until the receiver
acknowledges by pushing any key. If no
acknowledgment is received within $
minutes, the set turns itself off.

What is described above may be termed
a*“‘once” event. It is just as easy to program
an event which is automatically repeated
every 24 hours or one that turns a program
off at a specified time.

The programmed information (time,
program number) can be listed on the
display by a LIST button on the keyboard
to indicate if it is a “once,” “off” or “repeat”
event. 1f the list is empty or exhausted, the
display flashes 8s.

Notice that, with a PLL system,
preprogramming of channels and events
can be done at any time. No stations have
to be on the air. The set can even be off. Itis
now possible for the dealer to preprogram
sets before they are delivered to customers.

Display and keyboard control

Channel and program numbers are shown
on a 6-digit LED off-screen display. Fora
period of time, on-screen display was
popular. It seemed, however, that a
dedicated off-screen display was the
simplest solution. It can be on permanent-
ly, and does not distract the viewer's
attention from the screen.

Six digits are the optimum design
permitting continuous display of clockand
program number. This is the normal or
priority display mode. Upon request from
the keyboard, both channel and program
numbers are shown, the channel number
displacing the clock display. Also, in the
scanning mode, the channel frequencies
assigned to program numbers are
automatically displayed. A 6-digit display
is sufficient for easy programming of
events as well as listing what events already
are programmed.

The local keyboard, with 12 keys and
shift-key, can handle 24 tasks. The basic
ones are program selection, scanning,
analog controls (up/down), mute, on/off
and setting the clock.

The master keyboard is remote with 35
keys and communicates with the receiver

over an infra-red link. Each depressed key
generates a 7-bit unique code as a pulse
position modulated (PPM) pulse train.*
This pulse train, an asynchronous event
with respect to any other task, is processed
by the DMA channel. Hence, the random
real-time event is given required priority.

The presence ofa real-time clock permits
event programming, i.e., a certain program
can be automatically turned on or off ata
specific time. g

The analog values, volume, brightness,
contrast and saturation, are changed con-
tinuously up or down while holding the
appropriate key. A 6-bit word in memory,
providing 64-step resolution, is output ata
predetermined rate and incremented or
decremented by one each time. With the
sample-and-hold multiplexing technique,
one output port is sufficient for serving
four different channels.

Expansion

A modular structure of the software makes
it possible to add options by adding
additional ports to the data bus and
additional segments of code to the
software. Two options of considerable
future interest are Teletext’ and Viewdata.’
If, for instance, a key marked Teletext is
depressed, the software checks for the
existence of this option. If it is present,
certain keys are, from this moment,
redefined and execute different tasks from
the normal TV mode. The latter mode is
recalled by another key, NTV.

A Video Interface System (VIS), which
also is Teletext compatible, is another
option. This system, built around two LSI
CMOS chips,” offers a variety of formats
for displaying and modifying data under
software control with either NTSC or PAL
compatible output signals.

Battery back-up

A battery back-up system is implemented
to avoid losing prestored channel
programs and event programs during
power failure. The outage may last from
seconds to hours and be indefinite if the
user simply pulls the ac cord, accidentally
or planned. Due to an all CMOS system,
continuous operation is economically
possible with four small nickel-cadmium
(NiCd) rechargeable cells.

A two-evel battery mode is im-
plemented. The central processing unit
(CPU) senses if the power fails; the NiCd
cells automatically take over and run the
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Fig.4. The main program loops in a short section, testing to see if a keyboard command was
received. If it is, the appropriate task is called and executed.

whole system for a predetermined period:
one week, refer to the flowchart (Fig. 4).

In order to conserve power, the CPU,
upon detecting power failure, automatical-
ly switches from the 2-MHz crystalto a low
frequency crystal at 32 kHz. The switching
takes place during a few milliseconds
WAIT state, which the CPU also enters
upon detecting power failure. If power is
not restored within the predetermined
number of seven days, the CPU turns off
after shutting down the whole system, with
the exception of the RAM, which stores
user-programmed information. The re-
maining battery power is sufficient for
approximately three months of storage. If
power returns before three months, opera-
tion resumes as normal with stored infor-
mation intact.

Software and hardware
interaction

There are many tasks to be performed in
this real-time controller application, with
strict requirements. The software re-
quirements are: ability to multiplex the 6-
digit display, to multiplex four analog
channels, 10 update the clock, to monttor
the remote and local keyboards for action,
and to execute the keyboard-defined tasks.

The clock must be updated regularly and
frequently enough so as not to lose time.
The display must be refreshed and at arate
high enough to avoid flicker, i.e., at least
50-60 Hz. The analog values must also be
refreshed steadily at a rate high enough to
maintain a dc signal and without excessive
large filter constants.

Karstad: Intelligent controllers for color-television receivers

The keyboards must be checked fre-
quently enough to catch any random key
depressions.  Finally, any command
received (fine tuning, scan, mute, etc.),
must be processed and executed.

These overlapping and partially con-
flicting specifications are resolved by an
interrupt driven system together with a
DMA-channel for the remote keyboard. A
pulse train, derived from the CPU clock,
interrupts the software program every 4
ms. (Fig. 2). A one-second counter in the
interrupt routine 1s incremented, and later
in the same cycle checked. to determine
whether one second has elapsed. If it has,
an update routine (still part of the interrupt
service routine) updates 4 RAM locations
of the clock display. The load is distributed
during interrupt by dividing itinto 3 cycles.
The processing in these cycles is done
according to the flowchart of Fig. 3, which
shows part of the interrupt service routine
between the incrementing of the one-
second counter and the update routine.
The sequence of events is as follows: an
interrupt occurs. The last digit pair is
turned off and the next pair is turned on.
Then, the four analog channels are mul-
tiplexed and refreshed and the clock is
updatad. Control now returns to the main
program. At the next interrupt, the last
digit pair is turned off and the next one on.
The clock is updated again, but in this
cycle, the local keyboard is alsoscanned for
key closure. At the third interrupt, the last
digit pair is handled and the service routine
monitors whether or not a character is
being received from the remote keyboard
and processes the command. Once more
the clock is updated, and the main program
resumes execution. The clock is updated
every 4 ms, and every 12 ms the display and
the /A channels are refreshed. Both
keyboards are monitored, and, if a key
closure took place, the required processing
is done for the main program to act upon

later.
A key depression on the local keyboard

is translated into a command code and
stored in memory for the main program to
process. The software monitors the
presence of a bit stream arriving from the
remote keyboard over the infrared link,
measures the time between pulses, and
assembles the information into a character
which represents the actual command
code. Finally the program tags the received
command code as to what type it is; a single
command (ON/OFF) or a repeat com-
mand (VOLUME UP) for the duration of
the key depression.

When control returns to the main
program in each interrupt time slot, the
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The local keyboard with 12 keys and
shift key can handle 24 tasks. These
are the basic tasks such as program
selection, scanning, analog controls
(up/down), mute, on/off and clock
setting. The master keyboard is
remote with 35 keys and com-
municates with the receiver over an
infrared link. Each depressed key
generates a 7-bit unique code as a
pulse position modulated (PPM)
pulse train. This pulse train, an
asynchronous event with respect to
any other task, is processed by the
direct memory access (DMA)
channel. Hence, the random real-time
event is given required priority.
Four locations in random access
memory (RAM) are assigned to hold
the four clock digits. Another bufferin
RAM, the display buffer, contains
binary coded data (BCD) for the six

A unique hardware and software interplay
for the clock, display and keyboard

display digits. The update routine
transfers data for the four clock digits
from the update buffer.

The configuration of the data in the
display buffer is closely related to the
hardware scheme. Segmentdatafora
digit pair are fed from two separate
latch/decoder circuits. An 8-bit ad-
dressable latch selects the digit pair
or the D/A channel to be sampled.
Another addressable latch provides
scan address for testing key closures
on the local keyboard. The required
16 bits of data are assembled in one
16-bit central processing unit (CPU)
register and output over the memory
address bus with just one instruction.
Four RAM locations store the 6-bit
D/A data.

The software section of the in-
terrupt routine interacts with this
hardware. The program turns off the

last select line for a digit pair and tests
if it was cycle #0. If the answer is yes, a
new frame of events is about to be
repeated and the display pointer is
reset to the top of the display buffer.
Segment data for the next digit pair is
output and the pair is selected. In this
example, the pair is output and
selected. In this example, the answer
totesting cycle #2 is yes. The four D/A
channels are now sampled in a burst
mode after which the routine exits to
the update part. At next interrupt,
since it was not cycle #0, the program
turns on the next digit pair. The
program finds itself in cycle #1 and
the local keyboard routine is
activated. Finally, at the third in-
terrupt (cycle #0), the remote
keyboard routine is sequenced.

program simply checks to determine if a
command was received from one of the
keyboards. If so, that task, i.e., change
brightness, is executed. If no command is
received, the CPU is essentially idle until
the next interrupt occurs. In most cases, the
free time in one of the three cycles is ample
time for processing any task in the main
program; if it is not, the next interrupt
simply postpones the background process-
inginto one or a few more time slots. This is
not apparent to the user.

The flowchart for the main program
(Fig. 4) gives additional information. An
interrupt can occur any time in the main
program. Most of the time, it loops at the
top (goes back to the beginning of the
program), when no keyboard command is
received.

Summary

The microprocessor brings new and power-
ful features to TV-receiver control in-
cluding a flexibility that previously was not
practical to implement. Incorporating a
real-time clock allows event-programming;
the TV set turns itself on or off or switches
stations in a preplanned sequence. User
interaction is via a local keyboard on the
set or a remote 35-key unit. A PLL loop
with its technical advantages forms a major
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system block and has its own LSI con-
troller. With the exception of the ECL
prescaler, the low-pass filter and
operational amplifier, all circuitry for the
PLL loop is integrated on one CMOS chip.
A more compact system is possible, ina
future design, with more of the MIS logic
integrated on larger but fewer chips. Also,
if the CDP1804 microprocessor is sub-
stituted, 2-K bytes of ROM and 64-bytes of
RAM would be absorbed inside the CPU
chip. The modular design approach will
permit other features to be added at later
dates. Once intelligent control is im-
plemented, the features are only limited by
the designer’s imagination and the
economical facts of the marketplace.

References

1. Kleiman, Art, “Programmable Color TV,” Radio-
Electronics (May, 1977).

2. Baum, Wolfgang, “Farbfernschgerat mit
Microprozessor — Steuerung,” Funkschau, Heft 17
1977).

3. User Manual for the CDP1802 Microprocessor,
MPM-201B and COSMAC Microprocessor
Product Guide, MPM-180B, RCA Corp., Solid
State Div., Somerville, N.J.

4, Valvo: Data Sheet SAB 3011.

5. “Teletext — The LSI Solution,” Mullard Technical
Information, TP1606.

6. “Viewdata,” Wireless World (Feb., 1977).

. Data Sheets CDP1869 and CDP1870, RCA Corp.,

Solid State Div., Somerville, N.J.

-

Acknowledgment

The author gratefully acknowledges the
help and contributions of Jerry Fogarty.

— -/—'/”

Kaare Karstad has worked in the micro-
processor field since the product group was
formed in the Solid State Division. His work
has covered applications, engineering, and
marketing support. He is presently doing
microcomputer system designs in the areas
of consumer applications and support
systems. His earlier background includes
CMOS applications and computer-oriented
research at the RCA Laboratories.

Contact him at:

MOS Microcomputer Systems Engineering
Solid State Division

Somerville, N.J.

Ext. 6041

Karstad: Intelligent controllers for color-television receivers




B.W. Beyers|A.J. Suchko

The AutoProgrammer

The AutoProgrammer, which gives the viewer program
sequence control, is a new function spin-off of the 8-bit

microcomputer.

Abstract: The 8-bit microcomputer
provided the option of designing a
programmer for TV-viewing control. How
this new product, the Auto Programmer,
was defined during the design phase, and
how optimum performance vs. low cost
influenced microcomputer selection is
discussed. The software and hardware that
were used in the AutoProgrammer are
described. The future promises a con—
tinuing evolution of microcomputer
Sfeatures.

The evolution of a new component
provides the product designer with two
choices: either to improve the cost perfor-
mance ratio of an existing function or to
provide a completely new function.
Primary emphasis in the design of mature
products is put on the first option;
however, occasionally a technology
evolves which generates a component
whose attributes encourage the second
option. The origin of the 8-bit microcom-
puter provided the option of designing a
programmer for TV viewing. Of course,
such a product could have been built before
the advent of the microcomputer, but the
cost/ performance ratio did not appear
satisfactory until the 8-bit microcomputer
was available at a consumer product price.

Product definition

It was desirable to minimize the develop-
ment expenditure of the programmer, es-
pecially tooling costs, and to have as little
impact on the rest of the TV receiver as
possible. It was also felt that a digital clock
built into the receiver was marketable. So,
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our approach was to use essentially the
same front-panel space as a normal
keyboard-tuned receiver. This was ac-
complished by using a 12-key keyboard
(3x4 keys) instead of the present 10-key
(3x3 + 1 key) keyboard, by controlling
receiver power and volume from the
keyboard, and by replacing the 2-digit
channel display by a 4-digit display which
displays both time and channel.

The next major step in the product
definition was to define algorithms that
allowed the user to enter and review
viewing schedules using only the 12 keys
and the 4-digit display. (Use of the CRT for
display was considered, but because of the
desirability of a continuous clock display
and higher cost of a CRT display, the
product was restricted to a 4-digit, 7-
segment display). In order to interact with
the user, the keyboard was double labelled
and the 7-segment display was used to
create various alphanumeric abbreviations
to prompt the user (Ed —foredit, etc.) and
to display time and channel information.
To simplify operation of the receiver in the
“normal” viewing mode, all programming
input functions are active only when the
TV set is off; thus, in the normal viewing
mode the receiver function is similar to an
earlier model (Direct-Address model).
With the set off, the programming input
sequence is: Start, Day, Time of Day,
Channel, End. Using the Monday through
Friday button for the day selection allows a
single input command to select a channel
each weekday. Other functions such as
Clock Set and Edit rely on similar input
sequences.

Microcomputer selection

Four factors were of major importance in
selecting the microcomputer for this task,

namely: price, amount of Read/Write,
random-access memory (RAM), number
of 1/O ports, and amount of read-only
memory (ROM). At the time our decision
was made, the Mostek 3870 micro-
computer was easily the best choice. The
nearest competition did not have sufficient
1/ O capability, had only one-half the ROM
of the 3870, and cost more. We were not
overly concerned about the machine
organization or instruction set because we
felt the auto-programmer software would
not involve extended calculations or im-
pose serious time constraints. The RAM
size, of course, limits the number of user
commands that can be stored for channel
selection. The emphasis on latched 1/O
results from our desire to drive the display
without multiplexing the digits. In TV
receivers, the multiplexing currents fre-
quently radiate into the “rabbit ear” anten-
na and interfere with the TV picture. It was
uncertain how much ROM would be
needed to realize the desired algorithm, but
we felt the 2048 (two kilobytes), 8-bit words
in the 3870 would be sufficient, whereas
1024, 8-bit words (1 kilobyte) might not be
enough. (Of course we needed all of the 2
kilobytes.) The price of the 3870 has,
unfortunately, increased over the initial
quote. Apparently, manufacturers
overestimated the yield and un-
derestimated the market.

Software

The time and channel change information
is stored in two, 8-bit words: three bits for
day of the week and five bits for hourinthe
first word, one bit for half hour and seven
bits for channel in the second word (Fig. 1).
The system is restricted to operating on the
half hour. The seven bits for channel
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Fig. 1. The time and channel change information is stored in two 8-bit words.
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Fig. 2. Each programming command
begins by pushing the start button and ends
by pushing the end button.

information are kept in a binary-coded
decimal (BCD)-like format with channels
above 79 folded into unused codes (i.e.,
channel 8050 can be coded as 7Aj, 81 as
7Bj6, 82 as 7Ci¢) since hex codes above 9
are unused in BCD representation. The
eighth day code is used for the Monday-
Friday option. The routine that interprets
channel change commands searches the
command list in such a manner that any
individual day command programmed for
the same time as a Monday-Friday com-
mand takes precedence. This allows an
“except” feature for easy implementation
of a Tuesday, Thursday, and Monday,
Wednesday, Friday schedule, if desired.
Channel 00 is interpreted as an off com-
mand.

One of the problems with the 3870 is that
nesting subroutines is difficult. As a result,
we restricted our software to one level of
subroutines.

Interrupts

The interrupt facility of the microcomputer
is used to drive the time-of-day clock from
the 60-Hz power line. In order to save
RAM, no machine states are saved during
an interrupt. (That is, when an interrupt
occurs, the program counter, accumulator
and other information normally used to
reenter a program are not saved). This is
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possible because the tasks to be performed
can be done between interrupts (with but
one exception) and the programs do not
need to be reentered. The idle loop, which
scans the keyboard, also manipulates the
interrupt enable and allows the 60-Hz
clock to interrupt at a time when the
machine state is known. Another advan-
tage of this scheme is that subroutines
associated with the 60-Hz clock can also be
used by the main program without writing
reentrant code. The one task that exceeds
16 milliseconds (the period of the 60-Hz
interrupt) is the channel change command
which requires a long delay (~ 500 ms)
when the TV set power is turned on, and 33
milliseconds between digit outputs to the
synthesizer. This is handled by setting a
flag which directs the program flow to the
channel-change subroutine after a 60-
Hertz interrupt instead of accepting
keyboard inputs. )
Fortunately, it is only necessary to main-
tain the volume level (via a dc voltage)
while the receiver is on and tuned to a
station. In this state, most of the processor
time is spent in the keyboard scan loop with
short interruptions to serve the 60-Hz clock

and occasional loops through the “search™
routine to see if a channel-change com-
mand should be executed. Since none of
these functions is very time demanding, it
was possible to add the 40-Hz variable-
duty cycle rectangular-waveform gen-
erator in the keyboard scan loop. The
processor clock (4 MHz) is divided by an
internal prescaler and counter by a factor
of 10°. The content of the volume register is
compared to the continuously counting
modulo 256 counter to determine the duty
cycle. A “1” is outputted as long as the
content of the volume register is greater
than the content of the counter.

Internal delays are derived from the
counter associated with the volume (100-us
increments), or from a counter associated
with the 60-Hz clock (16 millisecond in-
crements).

Controls for the human factor

“People Proofing” is a major problem in
programming a computer for a consumer
product. The algorithms for the
AutoProgrammer were constrained to
satisfy three major human factor criteria:
(1) symmetrical data entry, (2) no illegal
entries, (3) no penalty for the experienced
user. By “symmetrical data entry”, we
mean that all commands have the same
format. Each programming command
begins by pushing the start button and ends
by pushing the end button (Fig. 2). The

Fig. 3. The 12-key encoded keyboard and a 4-digit phospherescent display are located
adjacent to the tube on the receiver.
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start button is followed by a mode entry
(Program, Edit or Clockset) then a day
entry (e.g., Monday). In the Program- and
Clockset-modes, time is entered next and
followed by channel number, in the
program mode. In the Edit mode, a
programmed time is displayed first,
followed by the channel number to main-
tain symmetry with the programming se-
quence. The display provides visual
response to keyboard inputs.

Illegal entries, that is, entries outside the
meaningful range, e.g. 13 o'clock, are not
accepted. Since there is no response to
keyboard entries outside the desired range,
a partial entry is not affected by an
obviously incorrect key closure.
Programming is restricted to half-hour
increments and entries are rounded to the
half hour and displayed as such as soon as
the last digit is entered. Toavoid penalizing
the user who does not need the visual
prompts, the software allows the user to
override the prompt timing by simply
inputting the correct sequence at the user’s
preferred speed. However, the beginning
user can retain the visual prompts as long
as desired by holding the key down. When
the key is released, the display is main-
tained for 2 seconds and then changes to
prompt the next entry.

Software testing

Testing the software is another major
problem for a consumer product. The
problems one can think of are usually not
the problem. To test for this other set of
problems, a varied set of commands was
programmed by a number of persons with
different educational backgrounds. Fur-
ther test procedures were written for testing
the Auto-Programmer instruments in our
life-test facilities. In this case, careful atten-
tion was paid to details such as correct
timing, execution of commands at correct
time and retention of programmed infor-
mation. The 700-hour test should have
revealed any small cumulative errors.

Hardware

Besides the 3870, the other major com-
ponents in the system are a 12-key encoded
keyboard and a 4-digit phosphorescent
display (Fig. 3). Interfacing the keyboard is
straightforward, but the display is more
difficult because of the large number (33) of
leads involved. In order to reduce the
sensitivity to kine-arc induced voltages
(discharges - of its 30-kV acceleration
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voltage in the CRT) and to eliminate
additional cable and mounting costs, it was
decided to mount the display directly on
the module printed circuit board. Because
of this, the location and size of the module
were constrained. These constraints made
layout difficult and induced some concern
about maximum temperature. Open-
collector hex inverters (7406s) were used to
provide the voltage gain necessary to drive
the display and, because of the size con-
straints mentioned above, ceramic-resistor
networks were used to provide the pull-up
resistors for the inverters.

The power supply was designed to
provide 85 mA to the 3870 at rated voltage
for at least 400 milliseconds after power
line dropout. This was accomplished by
using a half-wave rectifier which charged a
6600-uf capacitor to 15 volts from the
basic-power source and by cutting off the
power to the 7406s during a power
dropout.

With 32 input/output lines, it was still
necessary to share five lines. The
ON/OFF-ontrol line is shared with the
strobe line to the synthesizer tuner and four
display lines are shared with the four data
lines to the synthesizer. In order to do thisa
display digit is blanked during the strobe
output and a delay is added to the On/Off
circuit to keep the receiver on during the
33-millisecond strobe pulse. The delay was
realized as a one shot with discrete com-
ponents.

Hardware testing

The 3870 has special provisions for testing.
Basically, these allow the internal bus of
the computer to be accessed from two 8-bit
ports. A commercial tester is available

which tests the machine by reading the
ROM and comparing the contents to a
reference ROM. The instruction set is
tested by comparison with another
machine, and various parametric tests are
also made.

The testing of the AutoProgrammer
module, however, required a custom tester.
To test the completed module, the micro-
computer is forced to an idle state with all
of its outputs high. The microcomputer
then pulls each output low and checks for
the appropriate level at the module ex-
tremity. For instance, the display outputs
are checked by optical sensors that read the
display. Power-supply voltages and other
module parameters are also checked. This
test has proven satisfactory. We designed
and built a tester using a minicomputer.
The basic philosophy of the tester is to test
the module manufactured, assuming the
microcomputer works correctly. To ac-
complish this test, the microcomputer is
forced to an idle state with all of its output
ports high. The microcomputer than pulls
each port low and checks for the ap-
propriate level at the module extremity.
Display action is checked by optical sen-
sors. Various power supply voltages are
also tested and the microcomputer is ex-
ercised briefly. This test has proven
satisfactory.

Conclusion

In the future, we expect to see a reduction
in the cost per function of semiconductors
that will allow scheduling features to
appear in a larger part of the product line.
We also anticipate a much broader use of
microcomputers for television controlsand
a continued evolution of new features.
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D. Sprague

82-channel, single-touch
TV tuning system

Intelligent tuning and volume-control interfaces for televi-
sion viewers are now possible with analog touchplates and 8-

bit microcomputers.

Abstract: The invention of 8-bit micro-
computers supplied the potential for an
intelligent interface between the user and
the TV the single-touch TV tuning system .
The analog-touchplate design is discussed.
How microcomputers are used to give
intelligence to the interface and provide
ideal performance is described. The
problems encountered in finding the best
algorithm are demonstrated. A descrip-
tion of the advantages of a touchplate
control system provides the conclusion.

The interface between user and device is a
very important part of any consumer
product. A good interface allows easy and
efficient communication while being safe,

reliable, and rugged. There are definite
advantages to be gained from giving the
interface some intelligence through the use
of a microprocessor or microcomputer. An
interface that is intelligent is even more of
an asset to the user and enhances the
product.

The difference betweer
microprocessor and
microcomputer

Before continuing, let’s discuss the distinc-
tion between a microprocessor and a
microcomputer. A microprocessor is a
single-chip processor which can execute
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__——— METAL (LOW-CONDUCTANCE)
SHEET

CONSTRUCTION OF TOUCHPLATE

30

instructions and manipulate data ac-
cording to those instructions. In order to be
considered a computer, a system must
contain not only a microprocessor but also
memory and input/output channels. A
microcomputer is a single-chip computer
which means that it consists of a micro-
processor, some read-only memory
(ROM), some Read/Write random-access
memory (referred to as RAM) and in-
put/output channels all on a single in-
tegrated circuit.

The microcomputer is generally more
limited in computing power and expan-
dability than a microprocessor, however,
its conservative size makes it ideal for
small-scale control applications such as an
intelligent interface.

Fig. 1. A touchplate, modeled here as two
potentiometers, is a solution to a low-cost,
reliable interface.
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Fig. 2. The touchplate is a square-shaped
surface from which the x and y coordinates
of the point-of-touch may be determined.

Touchplate tuning
and volume control

A project was established at the labs that
would provide an evaluation of an idea for
a TV input device. The device would give
the user single-button access to any one of
the 82 TV channels. The interface device
should also feature volume control
anticipating use in remote control systems.
The final criteria for such a product, which
is present in all consumer products, were
low-cost and acceptable reliability.

One solution to the questions of cost and
reliability was found in the use of an analog
touchplate. This device is a square-shaped
surface from which the xand ycoordinates
of the point at which it is touched may be
determined. Since the device is analog, i.e.,
continuous over the surface, we can divide
it, through software, into an array of cells
of any order we choose (4x4, 10x 10, or 5x6,
for example).

There are several advantages to using
this touchplate rather than a matrix of 82
calculator-type keys. The touchplate is
both less expensive and more reliable.
Surface coverings such as teflon or mylar
may be specified to the manufacturer of the
touchplate (I Incorporated of San
Francisco, California) depending on the
ruggedness desired.

A construction diagram and a simplified
circuit model are shown in Fig. la and 1b.

The x and y coordinates of the point of
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contact are measured as follows. When the
active area of the touchplate is pressed, the
resistive material contacts the conducting
plate at the point of contact. By applying a
voltage difference between pins 1 and 3,
while leaving pins 2 and 4 open, a voltage
may be measured from pin 5, which is
proportional to the x coordinate of the
point of contact. Likewise, to measure the y
coordinate, pins | and 3 are open circuited
while a voltage is applied between pins 2
and 4. Now the voltage on pin 5§ is
proportional to the y coordinate of the
point of contact (Fig. 2).

Microcomputer control

A microcomputer could be used to switch
the voltages to pins | and 3 or pins 2 and 4,
measure the voltage at pin 5 using an
analog-to-digital converter (ADC), and
scale these measured voltages (one for x,
one for y) as necessary. Since there must be
at least 82 possible selections from the
touchplate, software will be used to scale
the x and y values to range between 0 and 9.
This gives us the equivalent of a 10x10
array of keys. Some of the extra keys will
be used to control the volume.

A layout of the touchplate surface show-
ing the channel numbers and volume con-
trol area is illustrated in Fig. 3.

In addition to decoding the touchplate,

the microcomputer must also send the
appropriate signals to the tuner to change
channels and output a voltage level for
volume control. The Intel 8746 micro-
computer was chosen as the controller.
Some of the features which influenced this
decision were the 27 input/ output ports, 1-
k bytes of erasable programmable read-
only memory (EPROM) (for program
memory), and 64 bytes of RAM (for the
storage of variables) all on the micro-
computer chip. This proved to be more
than enough memory and 1/ O, allowing us
to get away with using only one chip (the
8748) for the brains of the interface device.

The connection to the tuner requires five
output lines. Four of the lines are used to
send binary-coded-decimal digits (4-bit
binary words of values 0-9) and the fifthisa
strobe. The volume control requires a
voltage level output ranging from 0 volts
(minimum volume) to 6 volts (maximum
volume).

Analcg-to-digital conversion

If the microcomputer is to control the
touchplate and communicate with the TV,
both an analog-to-digital converter (to
decode the touchplate) and a digital-to-
analog converter (to control the volume)
will be required. However, since volume
control isn’t needed while decoding the

ACTIVZ AREA

[ [2]s]a]s]6][7 ]9
Whu'*nz [1a]15]16[17 1819
|20
2

21 |22|23]24]25 |26 [27 24]20
31 [32[33[34]35[36[37 3a (39
I‘O 4) |42(43 44 45 46h47 42 (49
[50] 1 [52[53[54 8826 [57 sase
[0 &1 |62]63]64 /63|66 [e7 63|69
TO| 71 |T2|T3|74 (75 76|77 T8 |79
80|61 |82 (83
" Down VOLUME u»

Fig. 3. There are 82 possible selections from the touchplate. Some of the extra keys are used

to control volume.
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Fig. 4. The analog-to-digital conversion can be accomplished
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using the ADC, a voltage comparator, and a routine implemented in

software.

touchplate, the analog-to-digital conver-
sion could be done using the digital-to-
analog converter (DAC), a voltage com-
parator, and a successive-approximations
routine implemented in software. This is
illustrated in Fig. 4.

The successive-approximations
algorithm works by putting each bit high,
starting with the most significant one. A
change in the output of the comparator
means that the output of the DAC is
greater than the voltage we are trying to
measure. In this case, the bit is reset to the
low state. If, when the bit is placed high, the
output of the comparator doesn’t change,
then the bit is kept high. This procedure is
repeated for each bit, in order of decreasing
numerical significance and the output of
the DAC zeros in on the unknown voltage.
Once all eight bits have been tested, the
resulting binary word being output to the
DAC is proportional to this unknown
voltage.

Digital-to-analog conversion

Now all that’s left to be specified is the
digital-to-analog converter. Because this
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Fig. 5. Digitai-to-analog conversion is implemented by a variabie
pulse-width method.

DAC will be used in decoding position on
the touchplate, accuracy will be an impor-
tant consideration while the speed will be
of lesser importance. For this reason, the
DAC was implemented by a variable pulse-
width method.

As the name implies, the mechanism of
this type of conversion is to vary the pulse
width (or duty cycle) of a periodic square
wave in proportion to a binary input. Then
a low-pass filter is used to remove the
fundamental frequency and all harmonics.
This leaves only the dc content or the
average of the waveform. Thus, we obtaina
voltage level proportional to a binary
input. Figure 5 is a block diagram of the
DAC.

Since the relative accuracy is determined
by the digital part of the circuit, it tends to
be very accurate. The disadvantage to this
method is the limited conversion rate due

to the time constant of the low-pass filter.
As stated before, however, the accuracy,
not the speed, is the important factor in this
application.

Creating linearity
with a microcomputer

After prototyping the circuit, which in-
cluded the microcomputer, a DAC, a
voltage comparator, and the necessary
circuitry for switching voltages to the
touchplate, software experimentation was
started. At this point a major problem was
encountered: the touchplate was much
more nonlinear than expected. To il-
lustrate the problem, equipotential lines
for the touchplate are shown in Fig. 6. The
effect is much greater near the edge than
near the center, but, due to the small size of
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Fig. 6. Expotential lines show the nonlinearity of the
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# SWITCHES ARE MADE UP OF
CMOS BILATERAL SWITCH

INTEGRATED CIRCUTS (4066).

volume-level output control.

Fig. 7. The final design incorporates CMOS bilateral switches for voltage and
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the touchplate, the whole area had to be
used. This nonlinearity greatly increased
the complexity of the routine which uses
the measured values of x and y to
determine which cell (or key) is being
pressed because the x and y values are no
longer independent.

The problem could have been solved by
changing the physical design of the
touchplate, but for this project we chose to
use the available compyting power of the
8748, to make this nonlinear device appear
to the user as essentially linear, though
discrete. The essence of the interface design
is the use of a microcomputer’s com-
putational power to alter the apparent
characteristics of a device, to make the
device appear more ideal.

Finding the best algorithm

Several search algorithms were considered
in trying to find the best method to obtain
the cell number (00-99), given the binary
values of the x and y voltages. Most of the
algorithms considered were unreliable
because the column being selected
depended on both x and y as did the row
being selected.

The final solution, a rather brute-force
one, was determined to be the best choice in
terms of repeatability and computing time.
This algorithm consists of checking the x
and y voltages at the point of contact, in
their binary form, against the x and y
values of the center of eachcell (these latter
values were previously measured and
stored in a look-up table). The correct cell
(the one being pressed) was the one for
which the distance between the x and y
coordinates of the point of contact and the
x and y coordinates of the center of the cell
was a minimum.

A block diagram of the final design is
shown in Fig. 7. CMOS bilateral switches
are used to switch voltages to the
touchplate and to switchthe DAC between
the comparator and the volume-level out-
put. Another comparator, not shown in the
diagram, sends an interrupt signal to the
microcomputer when the touchplate is
pressed.

When the touchplate is pressed, the x
and y voltages are measured, converted toa
cell number, and the new channel number
is sent to the tuner. If the cell number were
greater than 89, meaning that the bottom

row was selected, the volume would be
increased or decreased.

From the user point of view, the opera-
tion is very simple. To select a channel, the
area of the touchplate in the immediate
vicinity of that number is pressed. The
channel selected is tuned within 0.1
seconds. To increase or decrease the
volume, the lowest row is pressed on the
right or left side.

The final solutions

The system was found to function better,
when we evaluated it, than expected, con-
sidering that the size of the touchplate’s
active area is only 4x4 cm, giving a cell size
of 4x4 mm. One problem we did notice was
that, near the edge of the active area, it was
harder to make the desired selection
because of the thickness of the mask. The
solution to this problem would involve
simply using a larger touchplate. This
would make the device as easy to operate as
a matrix of keys.

Another change to the system, for
production purposes, would be to use
another type of digital-to-analog con-
verter. This would have little, if any, effect
on the operation of the device, but would
reduce the number of integrated circuits.
There are two routes that could be taken:
(1) do the digital-to-analog conversion
entirely in software, letting the micro-
computer take the place of the counterand
digital comparator; or (2) use a single-chip
DAC. At first glance, the former method
may seem much more desirable, but a
higher order filter, requiring more com-
ponents, would be necessary to reduce the
conversion time. This would probably
offset most of the reduction in cost ob-
tained by eliminating the counter and
comparator. Thus, the latter method,
utilizing a DAC chip would probably be
the better one.

Conclusion

As a channel input device, this method has
questionable advantages over the memory
type tuning systems (a list of active
channels is scanned using up and down
buttons). However, since the touchplate
may be manufactured in a variety of sizes
with specified impedances and tolerances,

Sprague: 82-channel, single-touch TV tuning system

it has potential uses in other areas. Some of
the characteristics that make the micro-
computer/touchplate  combination a
desirable input device are: (1) through
software the number and configuration of
the keys may be altered quite easily; and (2)
the front cover on which the labels are
placed could be replaceable allowing the
keys to be relabeled. These two
characteristics together would result in a
very flexible keyboard for such
applications as video games, portable data
terminals, and point-of-sales terminals.
Also, since the device is continuous, it
could be used as a digitizer or as an
inexpensive replacement for a joystick.

We have looked at the design of a micro-
computer-controlled input device and dis-
cussed some of the advantages gained by
giving the device some intelligence. The
imporant point is that, because of the
present technology and more specifically,
because of the decreasing price of these
microcomputers, it is becoming possible to
place microcomputers right in small
devices such as the one described to reduce
the amount of circuitry (to do decoding for
example) and to make the device appear
more ideal.

Dave Sprague is a member of the
Microsystem Research Group, whose main
emphasis is microprocessor application, at
the Lavid Sarnoff Research Center. He
started full-time employment with RCA in
June of this year, having worked the
previous summer at the David Sarnoff
Research Center through a co-op program.
It was during this summer employment
period that the work described in this article
was done. Dave's present work is also in the
area ot microprocessor applications to TV
features.

Contact him at:

RCA Laboratories

Princefon, N.J.

Ext. 3178
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H.A. Goldstand

Software techniques for a
microprocessor - based data
acquisition device

The microprocessor-controlled vehicle monitoring system is
potentially applicable to all classes of vehicles —land,
marine, and air — for both commercial and military

applications.

Abstract: A Vehicle Monitoring System
(VMS), based on the RCA 1802 micro-
processor, was developed for recording the
use, condition, and maintenance action
experienced by military vehicles in their
day-to-day operation. Data are collected
over a period of up to one month by an
unattended on-board monitoring unit and
are stored in a highly compacted digital
Sform for later analysis. A multi-tasking
operating system enables the real-time
monitoring of 18 digital and 25 analog
parameters. Data predefined as “non-

significant” are discarded while significant
data are saved in a 15-K byte storage area
in the form of detailed profiles, summary
indicators and histograms. Retrieval of
data is accomplished through the use of an
off-board cassette unit which can also be
used to modify the control software of the
monitoring unit. The data can then be
analyzed by an off-line computer system to
extract information relating to vehicle
design and performance, effectiveness of
maintenance programs and causes or
precursors of vehicle component failures.

Incorporating microprocessor control into
a data acquisition system provides ex-
tremely flexible collection schemes. A
record can be kept of an individual
parameter when it contains some special
significance, or of a result summarizing a
critical relationship among several
parameters. The Vehicle Monitoring
System (VMS),* developed for the Tank
Automotive Research and Development
Command (TARADCOM), was designed
by RCA on the basis of this principle.
The VMS is a research instrument
currently installed in two military vehicles,
the M35 2l-ton truck and the MI13
armored personnel carrier, for the purpose
of collecting data to investigate the high

*Under contract DAAK30-77-C-000k, sponsored by
the Detense Advanced Projects Research Agency
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cost of operating and maintaining the land
vehicle fleet. Data, collected by the VMS,
describe the use, condition and main-
tenance exposure of its host vehicle. The
hardware consists of two on-vehicle and
two off-vehicle units shown in Fig. 1.
The VMS electronics assembly
(VMSEA) and harness assembly are in-
stalled on the vehicle. The harness contains
the transducers and switches installed
throughout the vehicle and is specific to the
vehicle type. The VMSEA consists of an
RCA 1802 CMOS microcomputer system
and signal conditioning hardware. The
functions performed by the VMSEA are
determined by the software and are
redefined for different vehicles by changing
the program. This is achieved by con-
necting the data retrieval equipment
(DRE) to the VMSEA. The DRE contains

two digiswitches and a hexadecimal dis-
play to allow operator communication
with the VMSEA. A digital-cassette unit is
used both to reprogram the VMSEA and
to retrieve the collected data from the
VMSEA memory. Other functions per-
formed by the DRE include determining
the health of the on-vehicle VMS
assemblies and isolating faults, if required,
and recording results of special tests "’
requiring unusual operator/vehicle in-
teraction that would not occur during
normal operation. The DRE is intended to
be used by a special contact team. The
second off-board unit, the maintenance-
action input (MAI), allows a mechanic to
enter data corresponding to any
maintenance performed on the vehicle. The
MALI unit would typically be kept at the
vehicle maintenance shop.

Data storage techniques

The VMS monitors a selected set of vehicle
parameters and records significant events.
The recorded data can then be processed by
an off-line processing center to evaluate a
set of vehicle indicators that describe the
operating history of the vehicle. The
parameters monitored consist of analog,
digital and pulse-train-type signals. All
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Vehicle Monitoring System
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Fig. 1. The hardware consists of two on-vehicle and two off-

vehicle units.

data, however, are encoded in digital for-
mat for on-board processing and storage.
Fifteen kilobytes of memory are dedicated
to storing processed data prior to transfer
to the DRE cassette unit. In order to
compress all of the vehicle data generated
during a nominal thirty-day period into a
memory of this capacity, a scheme was
devised in which a portion of the data,
particularly that surrounding a significant
event, is retained in high resolution format
while a summary indicator of all of the data
is retained in a “binned” format.

High-resolution storage

The high-resolution format consists of
time-tagged data samples entered into
storage at the sampling rate and under the
conditional requirements peculiar to each
parameter. Engine speed, for example, is
sampled at a 0.l1-second rate and, in the
absence of a uniform acceleration, is stored
whenever it crosses one of a set of
thresholds which differ by 200 RPM.
Should a uniform acceleration be detected,
only the end points are recorded.

Data are stored as compressed packets,
as shown in Fig. 2. These packets consist of
a fixed-length packet identifier (PID), a
variable-length time tag, and an optional
parameter value. The PID indicates the
particular parameter and the conditions
under which the data were taken. The time
tag indicates the time at which the measure-
ment occurred, and varies in length ac-
cording to changes in a major increment
(hours, minutes, or seconds) of the time
since the previous packet. If the exact value
of the parameter is of interest, it is also
included in the packet and varies in length

according to the degree of resolution re-
quired.

Bin storage

Since most of a vehicle’s operating profile
can be reconstructed adequately with lower
temporal resolution, data storage capacity
is saved by “binning.” A bin is a reserved
memory segment which records three types
of measurements: accumulated time, event
counts, and parameter values. The
numbers in each bin normally accumulate
for one week, although this period can be
adjusted downward by software. At the
end of the binning period, new bins are
established and the old bins are com-
pressed to minimize storage requirements.

Overwrite

All sampled data are actually entered into
both high resolution storage and processed
bin storage. High resolution data packets
are organized as a circular buffer. When
the memory capacity allocated to high
resolution storage is filled, the memory
contents are overwritten, starting again at
the beginning of the buffer. Bin data for the
first four tinning periods (one month
maximum total duration) are never
destroyed. When more than four binning
periods occur, an additional fifth bin area
will contain data for the most recent
(current) binning period.

The overwrite feature of high resolution
storage is automatically inhibited upon the
occurrence of any of a set of predefined
events. Should an inhibiting event occur, a
predetermined amount of high resolution
data surrounding that event will be
protected. In the absence of any inhibiting
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Fig. 2. Data are stored as compressed packets.

events, data memory will contain the most
recent high resolution data plus all the
binned data.

Maintenance-action data

Allocation of data memory for the
different forms of storage is shown in Fig.
3. In addition to the current and packed
binning and high-resolution areas, there
are areas for maintenance-action data, trip
data and special test data. Maintenance-
action data are composed of entries made
by the mechanic using the MAI, and
include the hour the entry was made, a
component identification code, a
maintenance-action code and number of
man-hours taken to perform the
maintenance. A separate storage area for
MAL data insures that the high-resolution
data overwrite mechanism will not destroy
maintenance data. In the trip-data area,
trip-summary information is recorded. A
trip is defined as an engine srunning with
road speed present for at least two minutes.
Data stored per trip include: the time of
irip completion; duration of the trip;
average and maximum road speed and
exhaust gas temperature; and accumulated
road shock and vibration level data.
Special test results share storage space with
trip data.

Many of the functions relating to the
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Fig. 3. Data memory is allocated for
ditferent forms of storage.
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data storage techniques described are
readily adjustable through software
changes.

VMSEA hardware overview

The VMSEA hardware was designed to
function without modification on any of its
intended host vehicles outfitted with the
proper harness. The hardware is tailored to
a particular vehicle through software
reconfiguration. The VMSEA contains an
RCA 1802 microprocessor, 32 kilobytes of
CMOS random-access memory (RAM)
and a 256-byte programmable read-only
memory (PROM) used to perform the
initial program load via the DRE cassette
unit. The VMSEA weighs less than 10 kg
and is smaller than 13,000 cm.’ It operates
from vehicle power (10 to 32 volts), and
consumes |5 watts while the vehicle is
running. An internal battery maintains the
real-time clock and memory for at least two
weeks in the event that the host vehicle
battery is removed. No vehicle parameters
are monitored, however, in that condition.
Signals from the vehicle harness enter
the VMSEA through 40 input channels.
Dependent upon the nature of the signals,
e.g., switch position, analog voltage, or
pulse train, they will pass through status
register, analog multiplexed A/D con-
verter, counters or interrupt circuitry.

Software approach

The complexity of the data acquisition
function would not be possible without the
high level of control provided by the micro-
processor and the associated software
system. The large number of input
channels and high-synchronous sampling
rates require an approach more
sophisticated than sequencing through the
vehicle parameters one at a time, per-
forming tests on them and storing the
result. The software was, therefore, struc-
tured as six application tasks operating
under the control of a real-time multi-
tasking operating system.

After passing through the VMSEA
hardware, incoming vehicle data go
through four stages of software before
finally being transferred to the DRE
cassette unit. These stages consist of: (1)
acquisition, (2) processing, (3) packing,
and (4) retrieval. These stages are assigned
to four application tasks which com-
municate with each other and with the
incoming data stream via the operating
system. This arrangement allows the ac-
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to cassette.

quisition phase to run in real-time,
collecting up to four seconds of buffered
data.

Figure 4 shows the four stages of data
handling by the software. Data are input
from the hardware by the acquisition stage,
and selected for storage in data memory by
the processing stage. Processed data may
then be compressed by the packing stage
and are finally transferred to cassette by the
retrieval stage. The scan task reads raw
data from the hardware and stores it in the
raw data system buffer. Data are removed
from the buffer by the point processor task
which decides which information must be
saved either in bins or high-resolution
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TASK 1 CONTROL BLOCK (TC8)
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storage. Binning is done directly by the
point processing task, while data to be
packed in the high-resolution area are
passed to the memory management task
via the high-resolution queue. Data from
the queue as well as the current bin area are
packed by this task and stored in the
appropriate packed-data area. Upon com-
mand from the DRE device, the DRE task
moves the data from the data area to the
cassette where they can then be transferred
to an off-board computer system for
analysis.

The remaining two application tasks are
peak detect and mode control. Peak detect
finds the peak-battery current and cor-
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responding battery voltage when the
starter is engaged. A separate task with a
high prierity was assigned to this function
so that an immediate and virtually un-
interrupted response could be made to this
event. Mode control monitors several key
vehicle parameters in order to set a sum-
mary vehicle state indicator, used by other
tasks in interpreting vehicle parameters.

Operating system

Application tasks are selected and ex-
ecuted under supervision of the operating
system. The operating system manages all
system resources (e.g., A/D converter),
intertask communication (e.g., raw data
buffer), and priority control (scheduling).
These functions are performed by system
level subroutines, the scheduler, the in-
terrupt handler, and the extended interrupt
handler.

Scheduling

A key element of the operating system is
the scheduler or priority-control program
which, in conjunction with the interrupt
handler, decides the next function to be
executed. There are ten levels of priority in
the VMS: two operating system levels and
eight levels of application tasks. The
operating system has a higher priority than
all application tasks. The two operating
system levels correspond to: (1) hardware
interrupts disabled (highest priority), and
(2) hardware interrupts enabled. Functions
executing at the lower level can only be pre-
empted by level I interrupt processing (see
Fig. 5). These functions include extended
interrupt processing, system subroutine
calls, and the task scheduler itself.
Removal of items from the interrupt
queue, however, executes at the higher
operating system priority level (i.e., with
interrupts disabled).

The task scheduler is entered whenever
the interrupt queue is empty. It operates on
two lists or rows—the interrupt row and
the active row. Any task which is a
candidate for being run, including the task
currently executing, is considered active.
The task actually running is also called the
current task. All active tasks have a bit,
corresponding to their priority task, set in
the active row. If a task has been in-
terrupted and pre-empted by a higher
priority task, it is placed in the interrupt
row in addition to the active row. Dynamic
information needed for each non-current
task is maintained in either the task control
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Fig. 6. The current task is task 2, given by the current task identifier, which points to the task

control block of the current task.

block (TCB) for the individual task or in
the system stack. The latter applies only to
interrupted tasks.

Figure 6 shows a possible snapshot of the
task status. The current or running task is
task 2, given by the current task identifier
(T1D), which points to the task control
block of the current task. The active tasks
are 2, 5, and 6, as indicated by the
appropriate bits being set in the active row.
Task 5 had been interrupted during execu-
tion, and is, therefore, also listed in the
interrupt row. Its status at the time of the
interrupt is stored in the system stack.

The scheduling algorithm selects the
highest priority task from a combination of
the active and interrupt rows. Figure 7
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describes the algorithm in detail. The
scheduler first checks to see if the current
task had been interrupted and partially
saved on the stack. If so, “don’t reschedule”
has been set and a check is made to ensure
that the priority of the current task is still
higher than all other active tasks. Usually,
this is the case and the current task is
restored from the stack and continues
execution. In the event that some other
active task does have a higher priority than
the current task, the current task must be
fully saved on the stack and placed in the
interrupt row. The scheduler then selects
the highest priority task from the active
row, restores its registers from the task’s
TCB, and makes it the new current task.
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the active and interrupt rows.

Interrupts

The- operating system responds to events
occurring in real-time through a system of
interrupts. Possible interrupt sources in-
clude A/D output available, vehicle
battery disconnected, and 40-Hz timing
pulses. Figure 7 shows how an interrupt is
processed. The response may be either
“short” or “long.” A “short” response has
no effect on priority control (i.e., task
scheduling). After processing the interrupt,
the handler returns control to the task (or
extended interrupt) in progress at the time
the interrupt occurred. If, however, the
interrupt could cause a waiting task to
become active, a “long” response places a
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request for extended processing on the first
in, first out interrupt queue. If the system
flag is set, indicating that the operating
system was in control at the time of the
interrupt, control is returned to the in-
terrupted routine. Otherwise, both the
system flag and “don’t reschedule” are set,
the current task status is partially saved on
the system stack, and control passes to the
beginning of the extended interrupt
handler. “Don’t reschedule” indicates to
the priority control routine that a task has
been partially saved on the stack. The
extended handler removes a request for
extended processing from the interrupt
queue and performs the appropriate ac-
tion. This could include scheduling any
waiting tasks which were readied by the
interrupt. When the queue becomes empty,
control passes to the priority control
program.

Self-test features

1t is not reasonable to be able to repair a
complex electronics system, such as the
VMS, in the field, by a service team, except
by gross replacement of the VMSEA,
backup battery, transducers or harness
assembly. The VMSEA, however, will
conduct routine confidence tests to assess
its own health and that of the vehicle
harness assembly. Test results are acquired
and stored automatically during un-
attended operations.

The results of confidence testing per-
formed during the most recent binning
period can also be displayed on the DRE
unit at the request of the operator. This
enables him to make some on-the-spot
corrections such as replacing a defective
transducer or repairing a cable. A dummy
harness can be substituted for the actual
harness assembly to determine if the fault
persists even while the dummy harness
supplies a known test signal. A self-test
routine used in conjuction with the dummy
harness assists in isolating faults to a
specific analog or digital channel of the
harness.

Conclusion

The Vehicle Monitoring System has been
in operation since 1978 collecting data to
establish a data base for statistical analysis.
It is expected to furnish data impacting the
design, operation and maintenance policy
of military vehicles. As a result of the
analysis, it may be desirable to modify the
nature of the exact vehicle data required

and the conditions under which they are
stored. The ease of reprogramming the
VMSEA assembly makes this a feasible
and reasonable approach. The general
purpose hardware structure linked with
microprocessor-controlled tailoring to
achieve specific goals makes the VMS a
powerful and useful tool. The exploitation
of microprocessor technology provides
adaptability and flexibility through
software rather than hardware redesign.
Although presently implemented on only
two vehicles, the VMS is potentially
applicable to all classes of vehicles — land,
marine, and air — for both commercialand
military applications.
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A. Kaplan|D.L. Sherwood

MASS —a modular ESM

signal processor

Plug-in modules provide flexibility and efficiency for design
evolution during the long development cycle and for future
requirements of military systems.

Abstract: The long development cycle for
military systems, combined with the highly
dynamic environment in which they must
operate, present a major challenge to the
system designer—to design a system which
will not be obsolete before it is fielded and
which can evolve after deployment to meet
Sfuture operational requirements. This
paper presents the architecture of an
Electronic Support Measures (ESM)
signal processor designed to meet this
challenge. The MASS processor (Modular
Adaptive Signal Sorter) features a com-

pletely modular organization in which the
types and number of modules can be
selected to match the specific application.
Growth capability is provided by adding
modules for increased throughput or
developing new modules for increased
JSunctional capability. The internal control
of the processor adaptively monitors the
status of all processing modules as part of a
dynamic resource allocation function.
This, in turn, provides an inherent fail soft
operation.

In addition to the demanding performance
requirements that are imposed on ESM
systems by the very dense and complex
signal environment that exists today and
that can only get worse in the future, the
Modular Adaptive Signal Sorter (MASS)
has some unique requirements which ad-
dress the realities of the military system
development process. Military systems
must undergo a very long research,
development, test and evaluation cycle
before production begins and equipment
reaches the field. For Electronic Support
Measures (ESM) systems, in particular —
in which the operational problem is con-
stantly changing — this long development
cycle creates a problem: Systems can be
obsolete by the time they are fielded. This
poses a challenge to the system designer, to
conceive system organizations which are
inherently capable of being upgraded to
meet a constantly changing threat environ-
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ment. This is one of the primary objectives
of the MASS processor, a state-of-the-art
generic ESM signal processor which RCA
is developing under the sponsorship of the
Electronic Warfare Laboratory of the U.S.
Army Electronics Research and Develop-
ment Command at Fort Monmouth, N.J.

MASS design objectives

Ten years ago it appeared that the required
flexibility could be provided by software
control of ESM systems implemented with
general purpose computers. Unfortunate-
ly, history has proved us wrong. Indeed,
the evolution of technology has reversed
this view. Today software has proven to be
very inflexible and very expensive.
Hardware is becoming less costly, and we
are learning how to use hardware modules
in organizations which provide extreme
flexibility.

The MASS design is a processor
organization featuring plug-in expan-

dability. Throughput can be increased by
inserting more of existing modules.
Functional capability can be enhanced by
developing new modules which are com-
patible with the basic processor organiza-
tion without any redesign. This type of
organization provides an inherent fail-soft
operation. It fosters a variable configura-
tion processor which can be used in many
different applications while retaining
spares commonality. Functional objectives
are: (1) real-time operation in the very
dense signal environment that exists today,
and will get worse in the future; (b) a
comprehensive capability of handling both
time and frequency diversity signals which
will become more common in the future;
and (3) special emphasis on acquiring short
duration pop-up signals. A final objective
in the MASS design is to demonstrate its
capability for technology insertion. To do
this, the processor is being designed for
implementation with custom VLSI devices
to minimize the time required for advanced
technology to be incorporated in field
equipment.

Processor organization

To place the MASS processor in the
context of a total system, Fig. | outlines a
conceptual ESM system with an antenna
set serving a wideband receiver which
measures for each pulse received:
monopulse frequency, azimuth, pulse
width, time-of-arrival, and pulse
amplitude. This stream of monopulse data
is the input to the MASS processor. MASS
reports processed data to the user, receives
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user control and priority information, con-
trols the system front end, and in ECM
applications provides real-time data to a
jammer.

The MASS processor is organized as a
distributed architecture in which a set of
parallel microprocessor-based modules
operates between two data busses. One
carries high speed pulse data, the other
carries control data. Figure 2 presents this
architecture.

Signal sorting and resource alloca-
tion

The first two modules in MASS are the
frequency-azimuth histogram and the
acquisition-control modules. These units
serve two functions in the processor. One is
to provide first-level frequency-azimuth
sorting of the signal data, and the other is
to provide a resource allocation function
for the remaining modules. With a dis-
tributed processing system such as this,
there must be some rationale for assigning
signals to the various modules. In MASS,
the distribution of signals in frequency-
azimuth space is used as a basis for making
this assignment.

With this method of control, the
processor is adaptive to a highly variable
signal environment. The acquisition-
control module monitors the histogram as
it builds. It assigns frequency-azimuth cells
or groups of cells to individual acquisition
processors, based on the pattern which
develops, or, if necessary, to the exotic
processors. In the histogram that isshown,
the group of cells on the left is typical of
what would be perceived for single signals
that are separable using only frequency and
azimuth. The group of cells at the bottom is
a pattern that would be seen for multiple
signals that are close in frequency and
azimuth and which must be deinterleaved
in the time domain. The pattern on the
right is what would be perceived for a
frequency hopper. Based on these patterns,
the acquisition-control module will assign
sorting tags to cells or groups of cells and
pass these sorting tags to the appropriate
acquisition processor or exotic processor.
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Fig. 1. MASS in a conceptual ESM system.
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Once this assignment has been made, the
frequency-azimuth histogram, which has
been storing the data as the histogram
builds, will transmit the data along the
pulse data buss with the appropriate
sorting tag appended to the data block.
Only the module which has been assigned
that sorting tag would accept the data off
the buss and will accept all subsequent
pulses with that sorting tag. The frequency-
azimuth-histogram module also has a
blocking mode to exclude data from cells
that were previously processed and to
prevent high pulse rate signals such as pulse
doppler from saturating the processor.

Signal time-domain analysis and
tracking

The acquisition and exotic processors per-
form time-domain analysis of the signals
which have already been sorted in
frequency-azimuth space. Their functionis
to separate multiple interleaved signals, if
necessary, and to characterize each one in
terms of its time-domain characteristics.
Once pulse trains are separated, the
monopulse measurements of frequency
and azimuth can then be combined to
improve the accuracy of these parameters
when they are reported. The algorithms
selected for these functions are discussed
later in the paper.

The trackers perform several functions
in the processor. A common element of all
of these functions is the separation of
individual signals from the composite
signal received, based on signal
characteristics provided by the acquisition
processors. Once separated, these data can

be used for scan analysis, or for detecting
changes in emitter characteristics that oc-
curred after acquisition (i.e., PRF or scan
pattern). They can also be used to detect
new signals that come up within the
designated frequency-azimuth cell after the
acquisition processor has completed its
function on that cell. The tracker can also
be preset to the parameters of specific
signal types for warning receiver
applications.

Support functions

The overflow buffer and BITE are two
modules that do not contribute to the
functional capability of the processor but
that are essential to its proper operation.
The overflow buffer serves to even out the
data rate to the various processors. A radar
signal environment is highly variable in its
short term data rate. There can be as much
as 4:1 ratio between short-term, peak-data
rate and the average-data rate. The
processor is designed for the average-data
rate and during these short term peaks,
pulses will be captured in the overflow
buffer. When the peak is over, they will be
retransmitted to the modules. Built in test
is an essential feature for any system. In
this architecture, BITE is a continuous
function activated whenever the processor
is less than 509 loaded. The BITE module
generates test-signal data and transmits
them over the pulse-data bus to the module
under test. By monitoring the signal
reports out of that module, the BITE
module can rapidly complete a rigorous
functional go/no go test.

The librarian provides file handlmg
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capability for the processor. It typically has
a file of signal characteristics to use in
signal recognition and also maintains a file
of the current active signal environment.
The supervisor performs high-level control
of the processor, communicates finished
reports to the user, and controls the front
end of the system. It also monitors
processor status. When power is turned on,
the supervisor polls all of the physical card
slots to determine which modules are
installed and operative. This status infor-
mation is continuously updated by the
BITE results. If a failure is detected, the
processor continues to operate with the
remaining modules, providing a graceful
degradation of system capability.

The final two modules in the system are
the two busses themselves. To achieve true
modularity in the system, the buss struc-
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Fig. 5. Time diversity histogram analysis.

tures have to be capable of being upgraded
and evolving to meet future requirements.
The pulse-data buss at the top of the
diagram carries high speed pulse data with
a 32-bit word length and 8-MHz clocking
rate to provide a total data rate of 256
megabits per second. The control buss at
the bottom operates with a narrower word
length and lower clocking speed.

Module hardware organization

Most of the modules have a common
hardware organization. They vary only in
the particular ROM firmware which is
used with the module and in the amount of
memory employed. Figure 3 presents this
organization. These modules consist of
four main elements. They are the pulse data
interface, the control buss interface, a
common microprocessor, and a special
function unit configured to optimize per-
formance for the types of pulse data
processing required for MASS. The pulse
data interface and control interface will be
common to all modules that are used in
MASS. This is a fundamental requirement
of modularity. All of them use the same
microprocessor; however, the amount and
type of memory varies from one toanother.
The librarian has a large but relatively slow
memory. The tracker has a smaller, but
much faster memory. The acquisition
modules utilize the special function unit.

Processing algorithms

In evaluating the various algorithms that
are available for signal acquisition and
measurement, it was concluded that the
extreme flexibility in the hardware
organization must be complemented by
flexibility in processing algorithms. The
most powerful and flexible technique
available and the one which will provide
the most growth capability in the future is
based on histogramming.
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Kaplan/Sherwood: MASS—a modular ESM signal processor

Time- and frequency-diversity
signals

To illustrate the power of this technique,
Fig. 4 presents some typical histogram
patterns of the time difference (delta T)
between successive pulses of various radar
signals A signal with a stable PRF
produces a single line in the histogram. A
staggered signal has multiple lines in the
histogram. A signal with a high degree of
time diversity produces a random, but
bounded pattern.

Note that jitter on the stable signal or the
stagger signal broadens the lines, but they
are still automatically recognizable. Figure
5 shows additional analysis that can be
done on the time-diversity pattern. By
calculating the derivative of delta T and
generating a histogram of these values,
unique recognizable patterns for
triangular, and sinusoidally modulated
PRI can be detected. For signals which
exhibit frequency diversity, this same type
of processingcan be applied to the frequen-
cy data. An important feature of this
method is that it uses the stability of the
histogram to govern its operation. It will
not report a measurement until the pattern
satisfies a consistency test. With a simple
stable PRF, this occurs with only a small
number of pulses. A time-diversity signal
requires a larger number. This feature
provides several important benefits. For
stable signals, which comprise the majority
of the signal environment today, the
algorithm is very fast and efficient. For
complex signals, the algorithm adapts to
the complexity of the signal and continues
processing until it can report a reliable
measurement. Both frequency and time-
diversity signals will increase in importance
in the future. This type of histogram
processing provides the flexibility for deal-
ing with new signals which will enter the
environment in the future.
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A popular conception is that with
enough speed and memory any
problem can be solved by acomputer.
Like any other technology, there are
theoretical limitations on a com-
puter's capabilities. Before any
problem can be solved by acomputer
it must first be translated into an
algorithm. Algorithms are the
necessary procedures that are used
in programming a computer. They are
the set of instructions that tell the
computer how to perform an opera-
tion.

An algorithm is a set of rules that
precisely defines a sequence of
operations in such a way that each
rule is effective and definite and that
the sequence terminates in a finite
time. Many attempts have been made
independently to mathematically
characterize the class of functions
computable by algorithm. There are
problems where mathematicians
have proved that it is impossible to
construct an algorithm for their solu-
tion.

The early descriptions of algorithm
given by researchers can be
categorized in three ways. The first is
abstract computing machines such
as the Turing machine. The second is
a formal construction of computing
procedures such as the Thue system.
The third is a formal construction that
yields classes of functions such as
recursive functions.

The Turing “machine” is an
abstract mathematical model that
gets its name from A.M. Turing, who
introduced the idea in 1936 in a paper
on the theory of computation. The
Turing machine algorithm is com-
posed of rules of a restricted set that

Can any problem be solved by a computer?

are obeyed by a device called a
Turing machine. Since the Turing
machine is operated by a human
being who carries out an algorithm,
the Turing machine may be concep-
tualized as having an infinite paper
tape that is divided into squares that
contain one symbol each from a finite
alphabet of symboils.

The Turing machine can read or
write a symbol onto a square of the
tape by means of a head that is
directly over the square. The head
may be moved right or left, one
square at a time, to place the head
over any square. Aside from the tape
memory, the Turing machine con-
tains one other cell that holds a
symbol called the state of the
machine. This symbol is taken from a
finite alphabet that is different from
the tape alphabet. The algorithm for
the Turing machine consists of a set
of rules that define tape operations,
head movement, and change of state.
The state of the machine tells which
instruction the Turing machine is
carrying out at any given time. The
Turing machine actions are
determined completely by rules that
specify the actions to be taken for
each possible observed symbol and
each possible state.

The Turing machine is a tool for
evaluating whether a problem is com-
putable. The limitations imposed by
noncomputable problems have not
yet hindered the widespread applica-
tion of computers, but like all
technologies, as greater levels of per-
formance are sought, these
theoretical limits will ultimately have
to be faced.

B.L.S.

Al Kaplan, seated, and Dave Sherwood
review a MASS printout.
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Dave Sherwood is a Senior Engineer in
Advanced Programs, GCS Special Systems,
responsible for the detailed system design
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Contact him at:
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Signal deinterleaving

This same type of histogram processing can
also be used for signal deinterleaving as
illustrated in Fig. 6. The first line shows the
noise-like appearance of the histogram of
the delta Ts of multiple interleaved signals.
However, by calculating the second level
difference (the time difference between
every other pulse) and adding it in, then
calculating the third level difference
(between every third pulse) and adding it
in, etc., individual lines emerge in the
histogram which correspond to the most
common delta Ts that are seen. These are
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used as trial values for examining the data
and evaluating single-signal histograms.
These histograms can be built in parallel
for maximum throughput. An extensive
analysis of these algorithms has been per-
formed. They provide both extreme flex-
ibility in deinterleaving multiple time-
diversity signals and efficiency in handling
stable signals.

Summary

MASS is a modular design specifically
configured to support system evolution in

the field. It is a distributed microprocessor
architecture, designed to handle a very
dense signal environment in real time with
particular focus on exotic signal handling.
It features extreme flexibility in both
hardware organization and in processing
algorithms.

The plug-in modularity of MASS is an
effective approach to assuring that our
field forces are equipped with the most
modern processing equipment available,
despite the long development cycle for
military systems.

Kaplan/Sherwood: MASS—a modular ESM signal processor




D.R. Carley

Microprocessors in automotive electronics

Automatic Placement and Routing allows the customer to
design engine-control logic based on standard cells while

reducing development time.

Abstract: Emission and fuel efficiency
requirements have accelerated the use of
electronics in engine control. Analog vs.
digital, and NMOS vs. CMOS devices are
compared for use in engine-control
systems. The RCA integrated-circuit
layout, Automatic Placement and Routing
(APAR), which interconnects standard
logic cells by a computer to provide a
custom design, is discussed. The use of
microprocessors in two system examples is
demonstrated. The conclusion points out
the future expanded usage of micro-
processors in automotive electronics.

Electronic-based systems are becoming in-
creasingly important in automobiles. The
requirements for better fuel efficiency,
mandated emission standards, and the
demand for more sophisticated driver in-
formation and display systems have all led
to a rapid increase in solid state device
usage. The most powerful systems are
based on microprocessors.

Solid state devices were first successfully
used in radios, followed by power control
applications such as breakerless ignition,
alternator diodes and electronic voltage
regulators. Integrated circuits got their
start in seat belt interlock circuits and
automotive clocks. These early
applications showed that solid state devices
are reliable and cost-effective solutions to
automotive problems. The emission and
fuel efficiency requirements in effect in the
United States have accelerated the use of
electronics in engine control. All of the
major manufacturers in the United States

Reprint RE-25-3-9
Final manuscript received Aug. 16, 1979.

RCA’Enginesr ¢ 25-3 eOct./Nov. 1979

will have microcomputers in at least some
models in the 1980 model year. Much more
extensive use is planned in the 1981 model
year.

Engine control systems —
analog or digital

Many of the earlier solid state designs for
engine control used analog techniques.
This was a natural starting place due to the
successful experience in entertainment
applications and the analog nature of many
of the signals needed for the engine to
control the combustion process. Some
analog-based systems for spark timing
control were put into production; however,
most newer systems use digital techniques.
This evolution toward digital is due to a
number of factors:

« Digital LSI technology is evolving rapid-
ly;

« Digital systems are less sensitive to supply
voltage and temperature variation;

« Precision adjustment and timing are not
required; and

e Broader system design tolerances are
possible.

This trend to digital has led to two
system approaches: standard, or more
usually custom, integrated circuits for a
specific well-defined function; and micro-
processor-based systems for more complex
systems.

The basis for use of a microprocessor is
its flexibility. The system capability is easy
to expand by increasing the memory and
occasionally adding additional input/out-
put capability. Different engine needs can
be met by software and Read-Only

Memory (ROM) changes; hardware
changes are not usually needed. In some
systems, the required modifications for
different engine parameters can be done
with Programmable Read-Only Memory
(PRCM).

NMOS vs. CMOS

There are a number of different
applications for microprocessors in the
automobile, each with its own special
requirements. The largest usage in the
United States will be in engine control
applications. To the usual microprocessor
selection criteria of architecture, support
parts and developmental aids, must be
added the difficult environmental and
reliability needs of automotive
applications. Today’s automotive
processors are built using either NMOS or
CMOS technology. Figure 1 shows the
relative LSI capability of the two
technologies; note that NMOS has had a
significant lead in transistor count but the
advent of SOS technology has narrowed
the gap.

The advantages of CMOS

CMOS has several important performance
advantages over NMOS. Table I sum-
marizes the differences. Of particular
significance is that it has the best noise
immunity of any LSI technology, low
power consumption and wide operating
voltage range as well as the ability to
operate from —65to +125°C. These factors
contribute to improved system reliability.
The noise immunity and operating voltage
range make CMOS more tolerant of
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Fig. 1. NMOS leads in transistor count, but SOS technology

narrows the gap.

automotive voltage transients and low
voltage during cold start and make it
resistant to noise pulses. The low power
consumption and high maximum
operating temperature make CMOS
devices cooler and typical operation is
further away from the maximum permissi-
ble temperature for any ambient
temperature. This reduction in maximum
junction temperature contributes directly
to improved long term reliability; it also
allows location of CMOS systems in the
engine compartment rather than the
passenger compartment or somewhere in a
body cavity. This alleviates problems with
ground loops and simplifies connector
construction as well as minimizing lead
lengths. Mounting the electronic packages
in the engine compartment also minimizes
packing redesign due to body styling
changes.

A second order advantage of the wide
temperature and voltage range is the
capability to operate devices during life
testing and burn-in at accelerated con-
ditions. Acceleration factors of 50-100
times can be obtained by the combination
of increased voltage and temperatures.
This acceleration allows quick reliability
evaluation of new processes and designs.

A CMOS microcomputer

The most advanced CMOS microcom-
puter developed by RCA isthe 1804 micro-
computer. Itisan 8-bit CMOS/SOS device
that has a powerful instruction set, 2-K
bytes of ROM and 64-bytes of RAM; the
total transistor count is approximately
32,000 (Fig. 2). For most engine control
systems only two LSI circuits will be
needed, the 1804 microcomputer and a
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Fig. 2. The COP 1804 is the most advanced CMOS microcom-
puter developed by RCA.

custom 1/O circuit. Expansion is easily
accomplished since additional memory
may be added with no interface circuits
(Fig. 3).

Custom 1/0 development

For most engine control systems it will be
necessary to. develop a special purpose
interface circuit for added logic capability
and to provide adequate real-time response
and an interface to the various sensors and
outputs. In general, this interface circuit is
different for each customer and incor-
porates special features and circuitry that
are proprietary to each user. RCA has
developed an automated integrated circuit
layout capability that has proven to be very
successful in producing custom LSI cir-
cuits.

APAR layout

This technique, called Automatic Place-
ment and Routing (APAR), is based on a
large number of standard logic cells that
are placed and interconnected by a com-
puter. The advantages of this technique
are: (1) the customer can design the logic
based on the standard cells much the way
he would produce a breadboard with
packaged ICs; and (2) the total develop-
ment time is significantly reduced with a
high probability of working samples on the
first pass.

The present standard cell library consists
of over 60 cells of logic functions, layout
geometries such as interconnecting
tunnels, bond pads, high current drivers
and some special cells for automotive
applications such as voltage comparators
and analog switches. Each logic cell has a

Table I. Comparison of NMOS and CMOS performance.

Characteristic CMOS NMOS

1. Quiescent power 1 — 100 uwatts 100 — 1500 milliwatts
SSI to LSI MSI—LSI

2. Operating power @ 1 MHz 1 — 100 milliwatts 100 — 1500 milliwatts
SSI—LSI MSI —LSI

3. Noise immunity

5+ 20%
8 £ 50%
3—2

4. Supply voltage range

S. Temperature range

30% of supply voltage

—55°C to 125°C

10% of supply voltage

5+5%
5+ 10%

0—70°C
—55° to 125°C special selection
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Fig. 3. Expansion of the 1804 microcomputer-based engine control system is accompiished

easily.

fixed height of 315 microns, the width of
the cell depends on the complexity of the
logic function and varies from 60 to 400
microns. The connections to the cell are
made at the top and bottom of each cell.
Figure 4 shows a typical cell layout.

APAR design process

The design process, using the library, is
straightforward. There is a data sheet for
each cell (Fig. 5) that gives the logic
function, cell interconnection data, and
basic performance. The integrated circuit is
then configured using the cell library by the
logic designer. The next step in the process
is to enter information defining the cells
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Fig. 4. The connections to the APAR logic
cell are made at the top and bottom.

and their interconnections into the com-
puter data base. This common data base is
used for logic simulation, cell placement

and interconnection and generation of the
test program.

The output of the APAR run is checked
for design rule violations and a check plot
is prepared. There are generally some
manual modifications made to reduce the
overall die size using interactive graphic
equipment. The final file is used to drive
electron beam mask-making equipment to
produce the required photomasks. Follow-
ing conventional wafer processing, the test
program generated via the data base is used
to check functionality.

Since the process is fully computerized
after generation of the logic diagram, the
process is fast and error-free. The
throughput time is largely determined by
queuing and is approximately 1/4 of the
time required for a layout using con-
ventional drafting procedures.
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CELL NO. 1140
Devices = 8
Pads =5
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§2.55 = !N--z.ss -15 2.95 -’,E 2.65
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Fig. 5. A data sheet, for each APAR cell, gives the logic function, cell interconnection, and

basic performance.
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Fig. 6. Block diagram of Bosch engine-control system.

APAR device simplicity

CMOS is anideal technology for computer
layout. All static circuitry is used; dynamic
clocking and multiphase logic design
procedures usually used in NMOS are not
necessary. The current levels are low, and
race conditions are avoided so that cell
placement and node loading do not affect
the logic functionality. Maximum clock
frequencies of approximately S MHz may
be used at 5 volts.

The upper limit of device complexity
using this technique is currently ap-
proximately 3000 transistors in a random
logic configuration. The size consumed per
transistor is approximately 10,000
microns, about 1.6 times that needed ina
hand-packed layout in the same
technology. Thus, the die cost is somewhat
higher.

Completed circuits are then used to
check out the design in the automobile.
Generally, there is substantial time
between design verification and the start of
production; however, if there is not, APAR
circuits can be produced in substantial
quantities for production.

If time allows, the fully proven APAR
circuit may be redone using manual tech-
niques to achieve smaller die size. This
manual layout is done using the APAR

circuit as a guide and is, therefore,
simplified.

System examples

Microprocessors are now used in several
production engine control systems. Figure
6 shows a block diagram of a system
developed by Robert Bosch GmbH used by
Bayrische Motoren Werke AG (BMW),

This system controls both fue! injection
and the ignition. It is based on the RCA
1802 microprocessor with standard
program and read/ write memories, and an
APAR input/output chip designed jointly
by RCA and Bosch. The precise amount of
fuel and the correct spark timing are
determined by the information received
from the sensors.

A second example is a system developed
by Chrysler Corporation to control spark
timing based on six different inputs. The
system uses only four LS1 parts, the 1802,a
standard RAM and ROM and a custom
APAR chip. An interesting feature of this
system is that it contains a small PROM
that can handle 4, 6 and 8 cylinder
applications as well as allowing for some
change in engine control constants. The
system is mounted in the air intake to the
air cleaner under the hood.

Conclusion

The present needs of engine control
systems vary from 25,000 to 50,000 devices
which are usually contained in several
packages. As more functions are added, for
instance anti-knock, cruise control, idle
speed and transmission control, the
number of transistors needed will be in-
creased toward 100,000. In such systems
most of the transistor count is concentrated
in the memory with one transistor per bit in
the program memory and five or six per bit
in the read/write memory. As an example,
with program memory of 7-K words and
256 bytes of read/write memory, a total
memory transistor count of about 70-K
transistors would be needed.

The continual improvement in LSI
technology will be used to increase the
reliability of the system. Automotive users
will not continue to be at the leading edge
of LSI complexity in terms of number of
transistors.

-

Don Carley joined RCA in 1957 and initially
had responsibility in rf power transistor
development. In 1971, he moved into
integrated-circuit operations and subse-
quently held a number of positions in that
area, including Manager, CMOS Engineer-
ing and Manager, Microprocessor
Applications. He is presently involved in
automotive IC development.

Contact him at:
Solid State Division
Somerville, N.J.
Ext. 6810
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W.D. Henn

Alarm status monitoring and reporting:

Globcom solves communication alarm status monitoring by
incorporating an easy to maintain microprocessor-

controlled system.

Abstract: Globcom needed to improve
and update its alarm status monitoring
system. This paper describes how this
problem was solved by using a u P-
controlled system. It points out the types
of tasks and requirements that were
necessary for improvement and updating
and why a uP was the logical solution to
the problem. The features and capabilities
of the system that was implemented are
described. The simplicity of software and
hardware maintenance is revealed.

This design of a uP-controlled Alarm
Status Monitoring System is based on the
knowledge gained through the implemen-
tation of two prototype systems presently
in use at Globcom.

The first system, a basic Alarm Point
Scanner without operator interactive
software, proved the feasibility and
usefulness of such an approach and has
been in operation for almost two years in
the main operating area in New York.

The second system, designed with built-
in sensors for alarm testing of government
circuits and including operator interactivi-
ty, was installed at the company’s
operating center at Piscataway, New
Jersey, in August of 1977,

The system design to be discussed incor-
porates concepts from both of these
systems and will be installed at both
locations in October of this year.

The problem

In order to maintain its leadership as an
international record carrier, Globcom
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must of necessity maintain its many com-
munications circuits at a high level of
operating efficiency. These circuits may
comprise many individual links, consisting
of the communications channel and the
necessary data transmission equipment
such as time and frequency division mul-
tiplexers, high-speed modems, etc. This
equipment contains a certain amount of
circuitry dedicated to monitoring the
operating status of the equipment itself or
the quality of the data being received from
the distant end. The outputs from these
circuits are brought out to front-panel
indicators called alarms.

The major portion of the data-
transmission equipment is located in an
operating area called a “Technical
Operating Control Center” or TOCC.
These TOCCs are located throughout the
Globcom system at such places as San
Francisco, Washington, Miami and
Piscataway, with the largest presently in
New York.

In an early effort to centralize these
alarms, the larger TOCCs extended the
alarms to an indicator panel where the
operating staff could monitor them.

This arrangement was viable in the early
days when the volume of traffic was low
and the operating staff could take the time
necessary to monitor this display paneland
log in the equipment problems as they
occurred. Unfortunately, the pressure of
today’s communications world does not
allow for all the the time necessary to
properly observe the information
presented in these tabular displays. To
further complicate the situation, the circuit
designators associated with each alarm
might be in error due to the frequent
changes in circuit configurations which are
commonplace today as our customers up-

grade or reconfigure their own data com-
munications networks. The resulting con-
fusion only served to further reduce the
circuit operating efficiency by virtue of
increased down time. There had to be a
better way.

The solution

The solution to the problem is well within
the realm of uP capability since, in an
overall view, the task definition seems
relatively simple from a functional stand-
point.

The requirements for a system that will
be able to efficiently handle the reporting
of alarm status information both for the
present Globcom operating system and the
forseeable future are as follows:

1. The system must be capable of monitor-
ing the alarm outputs of the present
equipment and report changes of alarm
status to one or more locations on a
selective basis.

2. The report must include the new status,
the identification of the alarm by circuit
identifier; the time and date of status
change and perhaps the physical loca-
tion of the equipment being monitored.

3. In order to assist in overall management
of the network, certain alarm points can
be grouped together to form a major
status message which would be routed
to a circuit management group to in-
dicate the status of a major com-
munications facility such as a submarine
cable or a satellite channel.

4. The system should be able, at some later
date, to be interconnected via a large
computer network to similar systems in
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other TOCCs. This would enable an
overall survey of the operating system
status to be made on a real-time basis
and correlation of circuit faults between
TOCCs to assist in fault-finding
operations.

Since the requirements include a high
degree of flexibility in configuration in
order to maintain compatibility with future
alarm monitoring systems, a hard-wired
logic approach was not taken. The decision
to base the development of the system on
uP technology was made as a solution.

System capability
and features

This alarm status monitoring and
reporting system has the capacity to
monitor up to 512 alarm points in expan-
sion increments of 64 points. The expan-
sion is accomplished by simply adding
input multiplexer cards, providing the
external alarm point wiring and entering
the additional alarm point identifiers via
the system console.

The file containing the alarm point
identifiers is located in core memory in
order that no data will be lost in the event
of a power outage. In addition to this ID
file, a power down software routine saves
all the system registers, status tables and
ram scratch pad areas in core to insure data
integrity upon restoration of power.

As a double safety feature, provision is
also made to save the ID file on magnetic
tape cassette by means of a service routine
available to the operator and a cassette
transport which is a part of the control
console. By this means, the ID file is saved
for later reloading should a system
malfunction cause a complete or partial
loss of data.

The alarm status reports can be output
to any one or combination of four data
stations including the control console.
Each data station consists of a hard-copy
printer and keyboard. Information is 8-bit
ASCll-encoded data, serially transmitted
at a 300-bit per second rate over a 20 ma
loop.

System functional
description

The Data Transmission equipment alarm
points for the area to be monitored are
extended to a common point where they
are scanned or sampled in sequence by a
digital multiplexer under software control
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Fig. 3. The system is contained in two rack-
mounted chassis.

(Fig. 1). The system program (Fig. 2)
provides the “intelligence” necessary to
determine if the status of each particular
alarm point has changed since the last
sample. If the status is the same, the next
point is sampled. If the status is now
determined to have changed, the direction
of change is noted and the appropriate
message is output to the proper data
terminal or terminals as the case may be.
For example, if the alarm point now
indicates a failure, when on the previous
sample it had displayed a normal state, a
programmed wait cycle is entered, during
which time the alarm point is sampled ona
regular basis. If upon exit from this cycle,
the alarm point still indicates a failure, a
message consisting of the word *failure,’ the
date and time, the alarm point identifier
and the equipment location is sent to the
appropriate data terminal.

At the time when an alarm point in-
dicates a return to normal, a similar
sequence is initiated resulting in a message
indicating a ‘restoral’ for a particular alarm
point together with the time and date of
restoral and the number of minutes elapsed
since the failure occurred.

For those alarm points that are also
members of a_group for circuit manage-
ment pyrposes, a separate record is kept of
their status and if all members of that
group indicate a failed status, a message so
indicating is output to a data terminal in
the circuit management area.

In addition to these spontaneous
reports, an overview of the system status is
available at any time upon request from
any of the data terminals. This report lists
all of those alarm points presently in a
failed state together with the number of
minutes that have elapsed since detection
of a failed state.

Henn: Alarm status monitoring and reporting

System implementation

Because of the low-volume nature of this
application and the need for ease of system
expansion and readily available spare
parts, the system was implemented on a
modular basis using, for the most part, off-
the-shelf hardware.

The system uses only four module types:
CPU, 1/0, Memory and an in-house
designed input multiplexer, housed in two
rack-mounted chassis (Fig. 3).

These modules are interconnected via a
data bus for which many manufacturers
are presently supplying cards to support
various functions such as serial and parallel
data 1/0, disc controllers, A/D and D/A
interfaces, etc.

Software maintenance

It was previously mentioned that an alarm
point, once given an identifier, does not
necessarily keep that identifier forever.
Due to changing customer requirements,
which necessitate the reconfiguring of the
data communications links, it becomes
necessary to re-identify the alarm points.

The prime factor in determining the
usefullness of a system once it has been put
into operation is the ease with which the
operating personnel can interact with the
system so that it can be modified to keep
pace with changes in the operating con-
figuration.

For this system, we have chosen to
implement this man/machine interface
through the use of an English-language
interactive operating system. This system
leads the operator through the necessary
steps to update the dlarm point identifier
file, to set the real-time logging clock, to re-
group alarm points and to determine the
destination of the status messages. Even
the uninitiated can call up a synopsis of the
entire system operating procedure by
entering the letters *H E L P” from the
keyboard of the control console.

Hardware maintenance

The hardware may be maintained at least
down to the card level in the field by means
of low-cost, commercially available
automatic test equipment. Diagnostic
software for this equipment is readily
written at the engineering level allowing
many aspects of the system to be tested via
a single interconnection through the CPU
socket of the system under test.

Summary

In retrospect, this problem lent itself to
solution by a uP-controlled system because
a large amount of flexibility was required
in system operation by virtue of necessary
changes in the alarm point ID file.

A spin-off benefit of the system data bus
architecture is the avoidance of system
obsolescence. The system hardware can
readily be used as part of a future expan-
sion program or supplemented with other
available module types for an entirely new
configuration.

Equipment alarm systems that were
previously impractical to design because
they wereeither too complicated to be cost-
effective, or so rudimentary in their
reporting capability as to be almost
worthless are now possible for the design
engineer to implement due to the availabili-
ty of uP technology.

o
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ment & Design Group, RCA Global Com-
munications, Inc., New York, N.Y. From
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City, when he joined the Advanced Design
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A. Abramovich|A.K. Patel

Microcomputer system design
for remote process control

Microcomputer-controlled energy management provides
efficient use of energy-related resources, reduced downtime
for maintenance and unlimited flexibility in terms of
functional implementation, interface requirements and a

simpler design.

Abstract: A microcomputer-based Energy
Management System has been incor-
porated at the RCA Service Company
Sacility in Cherry Hill. The operating
requirements for such a system and the
hardware that is used for its implementa-
tion are described. A central micro-
computer is the heart of the system and is
based on an Intel SBC 80/ 20 single-board
computer. The remote processor, which
communicates climate-control data to the
central microcomputer and implements its
commands, uses an Intel 8748, single-chip
microcontroller. Work is being continued
to replicate the remote processors for
computer control of the remaining
buildings in the Service Company facility.

A microcomputer network for energy
management now controls building 203 at
the RCA Service Company facility in
Cherry Hill, New Jersey. The Service
Company’s facility consists of a seven-
building complex, each one having its own
heating, ventilation, and air conditioning
(HVAC) equipment. Prior to automation,
each building’s environment was regulated
by a pneumatic control system. This system
provided zonal-temperature regulation
based solely on feedback from local ther-
mostats. Other equipment, such<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>