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OUR COVER 

The interconnection platter being held by Jo hn 
Surina of DEP Advanced Technology demo n- 
strates the dramatic improvements achievab 
with today's packaging technology; a platter 
of this size could contain the circuits and inte r- 
connections necessary to perform the sa me 

function as the latest Spectra 70/45 process or 
occupying the two cabinets shown next to Bert 
Walker, also of Advanced Technology. An i m- 

portant companion to the improvement in pac 
aging is the continuing advance in device tec 
nology: less than a decade ago, the transistor 
(upper left) started a new era of packaging; 
soon, multiple- circuit arrays (lower right) w 

contain hundreds of transistors as well as se v- 

Computer Technology 
RCA is immersed in the third generation of computer technology and is planning for 

the fourth generation. The transition to arrays from integrated circuits is similar in 

nature to the transition to integrated circuits from transistors. Technical decisions at 

every design level must continue to be made with full awareness of system architec- 
ture, software capability, interconnection philosophy, maintenance and test philosophy, 
and device performance. The degree of transition, however, is extreme. Firm disci- 

pline must be maintained throughout the design cycle, since the design will be trans- 

formed into relatively immutable semiconductor and multilayer boards. ECN's will 

be very expensive in dollars and time. 
Computer design aids will be an absolute necessity for the fourth generation. The 

large number of functions on an array and the great number of possible states of the 

array demand large scale computer simulation for complete exploration of the design 

-computer breadboarding. The method for testing the array must be considered not 

only in the array design, but in the logic partitioning. Design decisions must be com- 

mitted to the computer to permit error detection and automatic generation of array and 

interconnection artwork. 
RCA has been doing its homework for the fourth generation -in semiconductor 

technology, advanced interconnection techniques, computer aided design and logic 

simulation, automated routing and artwork generation, and machine organization. 
Much more remains to be done, however, and the existing capabilities of several divi- 

sions of RCA must be successfully integrated to achieve winning strength. You can 

help this integration process by increasing your awareness of the role and contribu- 

tion of companion organizations and disciplines. You can make a good start by read- 

ing the articles in this issue of the ENGINEE.a. 

ti 

D. J. Parker, Manager, Advanced Technology, 
Defense Engineering, 

Defense Electronic Products 
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Because the defense /aerospace market is a technical one 

engineering is central; it is a business in which planning is 

paramount -and that is marketing's function -linking the 

business with the customer. Defense /aerospace and com- 

mercial marketing organizations contrast sharply both in 

major objectives and in commitments. This paper describes 

the planning necessary for a successful marketing function 

and covers the interfaces between the customer's buying 

agencies and the contractor's engineering function with 

special attention to marketing's role in this interface. 

THE ROLE OF MARKETING 
IN DEFENSE /AEROSPACE 

W. B. KIRKPATRICK, Vice- President 
Marketing Department 

Communications Systems Division, DEP, Camden, N. T. 

IN INDUSTRIES other than defense /aerospace, the marketing 

function is a fundamental management responsibility about 
which the business is focused. In civilian and commercial 
industries, marketing personnel analyze markets, develop 
statements of customer requirements, specify products to fill 
those requirements, participate in (or direct) the styling of 
that product, and promote its sale. In broad terms, the market- 
ing organization represents both a translation function and a 
distribution function. To perform the translation function, 
marketing synthesizes a market requirement- sometimes even 
before the customer is aware of his need -and translates it into 
a product specification for the benefit of the engineering and 
manufacturing. As a distribution function, marketing identifies 
and cultivates customers that buy the output of the factory at 
a profit to the company. 

In this non -government marketplace and in these days of 
highly developed manufacturing technology, a keen marketing 
sense is crucial to management. Each market has its own 
peculiar requirements which must be understood fully by 
executive management. 

On the other hand, executive management's understanding 
of the engineering and production functions is less crucial. 
Within the range of their product area, engineering can develop 
and manufacturing can build almost any product; engineering 
and production uncertainties usually can be reduced to a finan- 
cial risk within comparatively narrow limits. However, the 
marketing risk -Has the proper product been specified ? -is 
not definable within such narrow limits. For example, different 
automobiles, even though very similar, sell at wildly different 
rates. Production will be increased heavily on some models 
and other manufacturers will attempt to duplicate those 
models ; another model that does not sell may be dropped 
from production. In both cases -the model with high volume 
sales and the model that was discontinued -engineering and 
manufacturing presumably did their job, since both models 
functioned relatively equally. The critical difference in the 
two cases is attributable to the depth and accuracy of the 
market research and the product specifications. 
Final manuscript received October 11, 1966. 
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SOME DEFENSE /AEROSPACE MARKETING LIMITATIONS 

In the defense /aerospace industry, a large part of the tradi- 
tional marketing role is played by the buying agencies. 
Agencies such as the Army Electronics Command, the Air 
Force Systems Command, the Bureau of Naval Weapons, and 
the Manned Spacecraft Center, analyze the "market" and 
develop statements of customer's requirements, specify prod- 
ucts to fill those requirements, and promote their sale by 
getting procurement approval from headquarters. Industry 
may supplement some of these functions in certain respects, 
such as aiding in the developing of customer requirements or 
specifying products, but it is always done as a supporting 
function to the buying agency. The decision is never the con- 
tractor's ; it is always retained by the government. 

Marketing often assists the customer in identifying 
products, and even may canvass customers (buying agencies) 
to determine market potential for new developments, but 
this should not obscure the fact that Marketing does not 
have the power of decision in developing statements of cus- 
tomer requirements, of specifying products to fill those 
requirements, nor of promoting their sale. Defense /aerospace 
industry marketing organizations can translate to engineering 
and manufacturing the projected needs of the customer. They 
can use their resources and insight to determine which of a 
wealth of competing programs to pursue. But they cannot 
formally specify what engineering will develop nor what 
manufacturing will build, nor what the customer will use - 
these are all buying agency functions. 

RESPONSE OF DEFENSE /AEROSPACE MARKETING 

To counterbalance the large technical risks that industry 
must take to compete in the defense /aerospace market, firm 

contracts are required by government contractors before 
large commitments are made. This effect is exactly opposite 
to that in non -government businesses where the technical 
risk is more under control, but the business risk is great. 
These companies risk large commitments of their resources 
in the firm expectation that buyers will be waiting when the 
products come off the assembly lines. In doing business with 
the government, however, contractors demand that their 
buyer make the major financial commitment before the work 
is started. The pre -proposal funds spent by a defense con- 

tractor in competing for an award, although significant, are 
never of the magnitude of those required in purely civilian 
industry to launch an entirely new product line, such as a 

color TV or a compact automobile. The major risk in the 
defense /aerospace industry is a technical one: Can a con- 

tractor build what he claims within the price and budget he 
defines? In contracting with the government, each contract 
must stand or fall on its own merits; one cannot assume that 
further orders will be available over which to amortize tool- 
ing or engineering, or to adjust price and value. In the 
civilian market, however, all these alternatives are open so 

that mistakes or miscalculations can be corrected. In both 
cases, the risk is carefully considered, but in the 
defense /aerospace industry, technology and technical 
management are, in general, the limiting factors - not the 
depth and accuracy of the market analysis. 

Just because the contractor cannot directly specify the 
product he hopes to develop and build does not mean he is 

without power to affect its specifications. When the require- 
ment is first defined by the using agency, the contractor is 

encouraged to contribute technical ideas on equipment that 
can fill the requirement. A specification is then prepared by 

the buying agency that reflects the best ideas of industry and 
the laboratories of the buying agency. To the degree that 
the contractor's ideas represent the most valid means of solv- 
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ing the problem, he is the "favored" bidder (i.e., he under- 
stands the problem and has a solution that fits the specifica- 
tion). The most successful way of affecting the specification 
is to get the technical experts from the contractor's engineer- 
ing organization to meet with the customer's technical ex- 
perts. In this way, the contractor's people may get a clear 
technical understanding of the customer's problems. The 
contractor's engineers can apply their broadly based tech- 
nical knowledge to the specific requirement and postulate 
feasible alternatives. The technical story that results should 
include not only an accurate statement of the technical ob- 
jectives and the functional requirements for the product, but 
should also contain an accurate estimate of the customer's 
technical preference and motivations. Ideally, the story 
should be complete to the level of 1) what is the customer's 
technical staff working towards, 2) how can the contractor's 
proposed product help advance the customer's people to 
their goal, and 3) how can the proposed product completely 
reflect the customer's needs? In other words, how can the 
contractor's people make themselves essential to the cus- 
tomer's success? This role of technical interfacing, although 
set -up by marketing, is definitely an engineering function. 
If this role is performed only by marketing people, there is 
a natural biasing of the facts to both the customer and to 
engineering that can be disastrous at worst and time -wasting 
at best. When a man has no easily definable product to sell, 
he is likely to over- represent the engineering forces he sells, 
on the one hand, and under -represent the difficulty of the 
design task to engineering on the other. Marketing's role in 
selling an engineering effort is interfacing and selecting - 
to bring together the customer (with his requirements) and 
the engineer (with his technology) on programs that have 
a high probability of reaching operational status. 

Simultaneously, the contractor's marketing personnel can 
meet with the customer's organization. Marketing should be 
getting an accurate idea of the funds available for the product, 
where the product stands in the government programming 
cycle, and, to the extent possible, determine if the product is 
potentially an APOLLO or a DYNA -SOAR, a MINUTEMAN Or 
a SKYBOLT. 

These are the marketing roles: 1) the selection of high - 
potential programs, and 2) the collection, integration, and 
definition of the interface, business, financial, and manage- 
ment climates of these programs. Marketing then can develop 
the profile of the product to present to engineering and 
manufacturing; the decision is then theirs whether they can 
or cannot economically meet the requirements. But it is a 
marketing function to develop the product profile - the 
definition of the winning bid. The "homework" cycle con- 
tinues and inputs are refined, but the critical effort is in 
fully comprehending the customer's total needs and in mold- 
ing the response to fit. This period is one of interaction, 
for the customer can, in some ways, mold his specification of 
the requirements to include special features or techniques 
that he feels offer potential advantages to the user. The 
astute contractor should try to convince his customer to 
include feasible requirements of this kind so as to enhance 
his chances of winning. 

The product specification is not constrained by the capa- 
bilities of a particular engineering organization - the buying 
agency can select or specify the engineering organization best 
qualified for each development job. Hence, the product 
specifications need not be conservative, nor even realistic; 
the penalty of failure lies primarily upon the industry engi- 
neering organization, not upon those within the buying 

agency who may too rigidly or inadequately specify the 
product. In the event of an unsuccessful development, the 
buying agency suffers a penalty also, but it is a second -order 
effect only - one that takes place only after the industry 
engineering organization has exhausted a considerable 
amount of its own resources. In a non -government industry, 
the marketing group who specifies a product has a real stake 
in the success of its development within cost and schedule 
because they are organizationally and financially bound to 
their own engineering organization: failure of a product 
development leads directly to failure of those who specified 
the product. This immediate check and balance effect simply 
does not operate in the government market. At best, in the 
defense /aerospace market, the contractor, through his mar- 
keting organization, must make an astute choice of which 
programs to pursue. To an equal extent, engineering and 
production organizations must be accurate in projecting the 
schedules and budgets they can meet. 

Additionally, the cost of engineering is traditionally a 
loading applied to products in production. A fortuitously 
selected product specification results in high production, 
thus multiplying the opportunities for profit while reduc- 
ing the cost of engineering per unit produced. In the 
defense /aerospace industry, however, engineering and pro- 
duction are often separated, each is funded individually, and 
successive production orders are not only funded individually, 
they may also be placed in different manufacturing facilities. 

PRODUCT PLANNING 
The setting of the business perspective and the definition of 
its goals are the objectives of planning. The formal plans are 
regularly of two types: operating plans (short -range plans 
and long -range plans) ; and product -line plans. 

Operating Plans 
Operating plans are the overall business plan and budget 
that detail the expected operating expenses and income and 
show the measure of success (return on assets. profit after 
taxes, etc.) that the operating unit expects to achieve for 
the time period involved. These are prepared by integrating 
the budgets prepared by each operating unit and are the 
final product of the financial units of the organization. 

WILLIAM B. KIRKPATRICK received the BS degree in Electrical Engineering 
from the University of Pennsylvania in 1942. From 1942 to 1946, Mr. Kirkpatrick 
served with the U., S. Army Signal Corps and Air Force. With the Air Force, 
he was a Project Officer responsible for the design, development, and testing 
of airborne radar equipment at Wright Field, Ohio. Following his discharge 
from military service with the rank of Major, he joined Curtiss -Wright Corpo- 
ration. Mr. Kirkpatrick was appointed Division Vice President, Marketing 
Department, Communications Systems Division, on August I, 1966, with re- 
sponsibility for all marketing activities, including planning, new market devel- 
opment, sales, contract negotiations, and administration for the division. 
Previously, Mr. Kirkpatrick had been Marketing Manager of RCA's Communi- 
cations Systems Division, and prior to that he was Manager of Business Plan- 
ning for the division. Earlier, he had been Manager of RCA's Defense Mar- 
keting for Air Force and National Aeronautics and Space Administration 
programs, and had held various other managerial and marketing positions 
since joining RCA in 1947. 

W. B. Kirkpatrick conducts staff meeting. Clockwise are: J. C. Donofrio, 
F. H. Stetler, Jr., J. L. Owings, W. B. Kirkpatrick, J. C. Belanger, 
R. McGough, C. L. Dodd and T. D. Finley. 
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The short -range plan, or operating plan for the year, is 

based on the total sales forecasts from the product -line plans 
and is an amalgamation and reconciliation of the program 
plans for each product or contract, the new technology or 
independent research and development plan, the marketing 
or project analysis plan, and the planned allocation of over- 
head and administrative resources. The utility of the operat- 
ing plan for the year is directly related to how well it is 
followed. Since the corporation depends on the ability of 
each independent operating unit to meet its commitment, the 
problem facing operational management is to attain the 
objectives of the plan. 

The long -range plan is similar in structure and content 
to the short -range plan, except that it projects over a longer 
time span; consequently, it becomes less quantitative with 
time. Although it is less exact than the one -year plan it is 

by no means less important; this plan sets the basic struc- 
ture of the business for the future by defining goals in terms 
of business objectives: e.g., profit and return on assets. Its 
value and accuracy are directly related to the quality of the 
product -line plans upon which it is based. 

It is important to understand the utility of these plans. 
Long -range planning is sometimes misunderstood; it does 
not deal directly with future decisions (a future decision 
can only be a postponed decision which in itself is a current 
decision) . It deals with the impact on the future of present 
decisions. It is concerned with what has to be done now so 

that the future can be met with success. Important decisions 
permanently and irrevocably set the course of events for the 
future. The pertinent questions that long -range planning 
tries to answer are: 

1) What considerations (facilities, technology, access to talent, 
economic conditions, etc.) of the future must be worked with 
today? 

2) What time -cycles are important? 
3) What effect do these have on a decision today? 

Product -Line Plan 

The product -line plan is a multi -year plan for the market 

area that purchases that product -line. Based upon the cus- 

tomer and his needs, it defines the product he will buy. The 
product -line plan is market -oriented and views the product 
as a function of the market; in this way it differs totally 
from the operating plan which is company- oriented and 
views the business as a function of the products being sold. 

Because of this essential difference in outlook, the product - 
line plan is a primary marketing responsibility. The product - 
line plan combines elements of both long -range and short - 
range planning. It is directly related to the operating plan 
for the year and is based upon market projections for each 
product -line. These market projections represent an attempt 
to forecast the probable dimensions of a particular market: 
Who will buy how much of what kind of product and for 
how long? The purpose of the forecasting is to set up a 
range of probabilities that reasonably describe what is likely 
to occur; however, forecasting is used to isolate constraints 
that limit one's opportunities in the future. Once these 
are identified, work (planning) can be directed at reducing 
those constraints through development of new techniques, 
application of advanced technology, introduction of new con- 
cepts, etc. The product -line plan is largely based on a series 
of discrete opportunities: the contracts awarded by the gov- 
ernment. Each milestone is marked by the success or failure 
of a technical proposal, and each success or failure redirects 
or constrains the product -line plan. 
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THE PROPOSAL 

The operating plans and product -line plans are common to 

both defense /aerospace and commercial marketing; there is, 

however, one other type of plan that is imposed mainly by 

the defense market, and it is peculiarly a marketing docu- 
ment - the proposal. Proposals, particularly those for 
major procurements, are complete plans - technical, 
management, production, facility, personnel, fiscal, etc. - 
for the conduct of a program which has been carefully and 
distinctively defined by the buying agencies. It encompasses 
every activity that will be applied to a program and details 
exactly how each job will be done and how contingencies 
will be handled. The product that is finally bought in pro- 

duction quantities is the physical embodiment that results 
from the series of detailed plans, that began with the 
advanced technology proposals, that led to the development 
proposal, that in turn led to the first production- quantity 
proposal, that ultimately led to the volume manufacturing 
quote. It is through these plans that executive management 
guides the company to new business opportunities. 

When marketing begins to develop a customer who is work- 

ing towards the specification of a product, it is done within 
the confines of the long- range, short range, and product -line 

plans. If the potential product does not fit within the range 
of planned activities, it is determined whether 1) the plan 
should be changed or 2) the interest in the potential product 
should cease. The formalized review of these factors usually 
occurs during a pre -bid review or bid -review meeting. The 
questions that must be applied to render a bid /no -bid decision 
are: 1) Is it a job the company needs to win? 2) Is it a job 
the company can win? Both questions with all their implica- 
tions must be answered affirmatively in order to bid. 

After the bid decision, the collection of information con- 

tinues in accord with the goals of the planning and the pro- 

posal. As these formal plans - long- range, short -range, and 
product line - are refined and detailed to reflect the various 

customers' needs and their specific requirements, the natural 
results are the detailed business plan - a series of proposals 
in each product area. As specific jobs are won or lost, the 

areas of feasible action for the future are further constrained. 
This information is used to modify the plans and represent 
the feedback loop that makes planning self -correcting. When 
marketing is engaged in this product and business planning, 
it is acting in its highest capacity as an arm of executive 
management. 

Marketing's efforts culminate with the proposal - it is 

the central marketing document. Although engineering, in 

fact, usually writes the bulk of the proposal, the guidance 
and direction of the overall effort is a marketing function. 
(As discussed previously, the marketing function is not res- 

tricted to the Marketing Department.) 

CONCLUSIONS 

Marketing's role in defense /aerospace industry is to develop 

a product profile and business and management plan that 
responds to the customer's total requirement. (The cus- 

tomer's total requirement encompasses more than is con- 

tained in the formal bid package.) The plan must be devel- 

oped in consonance with the contractor's one -year plan, five - 

year plan. and product -line plan. At key milestones during 
its development, it should be reviewed with executive -level 

management for their concurrence or redirection. 
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A SURVEY OF THE LAST DECADE 
OF COMPUTER DEVELOPMENT 

In the last ten years, the computer industry has seen two generations of com- 
puters. Initiated by the transistor and improvements in memory devices, 
computers have become dramatically faster and more powerful. Developments 
in machine organization, the use of time sharing, and the introduction of micro- 
programming have served to reinforce these hardware developments. With 
large -scale integration now becoming a reality, large (capacity) computers 
using monolithic integrated circuit arrays of hundreds of logic gates will provide 
our next generation. 

HIS SURVEY covers the period from I about 1957 to the present; an excel- 
lent survey of the period up to that time 
is contained in Bauer.' The paper by 
Bauer is a reasonably thorough discus- 
sion of the development and the state 
of the computer art up to the time of the 
introduction of the first transistorized 
computers and represents an accurate 
view of the computer world as it ap- 
peared to a knowledgeable observer in 
1957. However, since Bauer addresses 
himself to large -scale systems, he 
neglects to mention such important (his- 
torically) machines as the IBM -6502 
which was the first really production -type 
model of a full -sized computer. It was 
first introduced in 1954, and at its peak, 
there were well over 2,000 installations. 

HARDWARE DEVELOPMENTS 

Transistors 

The first major change in hardware in 
the period since Bauer's report was the 
introduction of the transistor. It was a 
great boon to the computing field for 
three main reasons: 

1) It required much less power than the 
vacuum tube; 

2) It was physically much smaller in size, 
and 

3) It was a considerably longer -lived 
device. 

These three factors, combined in various 
proportion, made possible the existence 
of far more powerful computers (many 
more logic elements) than could ever 
have been possible with the vacuum -tube 
technology. There was, of course, prog- 
ress in transistors as circuits were made 
faster, but during the period in which 
the discrete transistor circuit was the 
mainstay of the computer logic (a period 
of only about six years 1960 to 1966) 
most of the improvements in computer 
performance were due to improvements 
Final rnanuxeript received June 27, 1907. 

SAUL LEVY 
Data Processing Research 

RCA Laboratories, Princeton, N. J. 

in memory - magnetic core memory in 
particular. 

Memory Devices 

Core memories became larger (1(r-bit 
memories were standard for any mod- 
erately large computer installation and 
some of the larger installations included 
10' bits). Speeds increased to where 
cycle times approaching 1 µs were corn - 
mon, and through the use of interleav- 
ing of independent banks of memory, 
effective cycle times measured in hun- 
dreds of nanoseconds were realized. The 
core memory has proved a remarkably 
durable device. It was first introduced 
into the computer in the early to mid 
1950's and has remained the major mem- 
ory device from that time to the present. 
Only in the current generation of ma- 
chines (and only in a small number of 
machines) is there any suggestion of a 
replacement for the core. 

Univac, in its 9000 series machines' is 
including a plated wire memory which 
can operate in the non -destructive read 
mode at 600 -ns cycle time, Burroughs 
has a 500 -ns flat -film memory for its 
super -large 8500 system, and IBM has 
taken orders for the 360/955 -a super 
high speed computer with magnetic -film 
main memory which operates at 125 -ns 
cycle time. However, at the date of this 
writing (June 1967) no one has yet 
delivered such a device to a customer. 
At present, core memories which oper- 
ate at 750 to 850 ns are common and 
CDC has demonstrated full scale core 
memories operating at 250 ns. It would 
appear, however, that the discrete core 
memory has seen its peak as a main 
memory. 

Logic Elements 

In third generation computers, inte- 
grated circuits have become the stan- 
dard logic device (monolithic circuits 

for most manufacturers -hybrid cir- 
cuits for IBM) and logical speeds have 
started to increase markedly: circuits 
with pair delays of under 5 ns are corn - 
monly available from semiconductor 
manufacturers and are beginning to ap- 
pear in machines. Within the next few 
years, large -scale integrated arrays of 
gates (100 to 300 on a single wafer) will 
become commonplace, and at that time 
and for the same reasons, the integrated 
array will be as much an improvement 
over the discrete transistor as the tran- 
sistor was over the vacuum tube. The 
RCA LIMAC° computer will be one of the 
first computers constructed from the new 
Lst technology and should contribute a 
great deal to RCA's standing as an inno- 
vator in the computer world. 

Scratchpad Memories 

In the 1960's the scratchpad memory, 
which is a small auxiliary memory oper- 
ating about an order of magnitude faster 
than main memory speed, became quite 
common. At first, these were small core 
memories which could be made very fast 
because of their size - they have been 
replaced by small flat -film memories in 
some machines and by arrays of tran- 
sistor registers in others. The scratchpad 
seems an ideal place to introduce Lst; in 
the sus -7 machine the memory is built 
from integrated arrays containing eight 
bits of transistor flip -flop storage.' 
Since this is such an obvious area to 
apply the large arrays, fully integrated 
solid -state scratchpad memories will 
probably appear before 1970 and will 
surely be a standard feature of the next 
generation of computer. 

Another argument for using solid - 
state devices rather than magnetics for 
scratchpad memories stems from the 
requirements for a disproportionately 
large quantity of electronics just to make 
the magnetic memory electrically com- 
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SAUL LEVY received the BSEE in 1956 from 

Rensselaer Polytechnic Institute. In 1959, he re- 

ceived the MS in Mathematics from New York 
University. He is currently working towards the 
PhD in mathematics at Yeshiva University, where 
he is studying mathematical logic and foundations 
of mathematics. In 1956. he joined ITT Laboratories 
where he worked on all phases of the design, 
construction, and installation of a large special - 
purpose computing system. In 1959, he became a 

member of the computer theory group at RCA 
Laboratories. At RCA, he has worked extensively 
in switching theory and has studied problems asso- 
ciated with logical synthesis using flexible logic 
elements, redundancy techniques to improve the re- 
liability of switching networks, and machine organ- 
izations that would be better suited to construction 
in a batch process technology. 

patible with the logic (e.g. line drivers, 
sense amplifiers, level shifters, etc.) . 
The semiconductor memory can be made 
compatible with the logic devices with- 
out the aid of additional interface elec- 
tronics. 

MACHINE ORGANIZATION 
Instruction Words 
In the earliest machines (such as SEAL), 
the size of storage, and consequently the 
address size, were small. This made it 
convenient for a single instruction word 
to contain several addresses. In the 
early drum machines, the modified 
single address or (1 -I- 1 address) struc- 
ture was quite common. In this form, an 
instruction word contains an op -code and 
an op- address as in a single address 
instruction, but it also contains the ad- 
dress of the next instruction to be exe- 
cuted (Fig. 1) . Thus, instructions could 

be distributed around the drum to mini- 
mize expected waiting times between 
instructions. With the advent of ran- 
domly accessible main memory this is 
no longer necessary and successive 
instructions are normally considered to 
lie in successive memory locations. As 
the size of memories increased, longer 
addresses were required to access a 

piece of data and this tended to make 
it difficult to fit several addresses into a 
single instruction word. Most current 
machines have either a double address 
(two operands specified) or a single 
address (one operand and the accumu- 
lator) with one noteable exception, the 
CDC 6600v. Addressing for large data 
bases is generally broken into two com- 
ponents: a base value stored in a full - 
length register which generally is set 
and holds a single value over a portion 
of computation, and a displacement value 
(typically 12 to 16 bits) which is shorter 
in length than the base and is the portion 
of the address carried along in the in- 

struction (Fig. 2) . An instruction which 
needs to access main memory specifies 
the base address register (one of 8 or 
maybe 16) and a displacement, and the 
address in memory is computed by add- 
ing the displacement to the contents of 

the base address register (plus whatever 
address modifiers are specified) . 

GENERAL COMMENTS 

The progress in the early 60's was very 
much evolutionary. Main memories be- 

came faster and larger, electromagnetic 
devices made billions of bits of storage 
available in millisecond access times, 
and the basic logic gates became faster. 
The small machine became very popular 
spearheaded by the unbelievable success 
of the IBM 1400 series: nearly 15,000 of 

these were sold either as small stand- 
alone units or as peripheral processors 
for the larger 7,000 series. (RCA's 
small computers -the 301 and 501 - 
together accounted for about 750 

machines.) 
The upper -middle -size machine was 

dominated substantially by the IBM 

Fig. 1- Instruction words. 

OP CODE MODIFIER OPERAND ADDRESS 

A SINGLE ADDRESS FORM 

OP CODE MODIFIER OPERAND ADDRESS NEXT INSTRUCTION ADDRESS 

B MODIFIED SINGLE ADDRESS (1+1) 

OP CODE MODIFIER OPERANDI ADDRESS OPERAND II ADDRESS 

C TWO ADDRESS 
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709 -7094- 7094I1. However the most 
interesting progress occurred in the 
development of large -size machines. Both 
the LARC and the STRETCH' were failures 
both technically and financially: neither 
met its design goals and neither was 
produced for anywhere near its selling 
price (although IBM claims that much 
of its loss was in effect recovered by 
incorporating much of the STRETCH 

design- hardware mostly -into the 
7090 series) . However, only the CDC 
6600 shows serious potential for becom- 
ing a financially successful large corn - 
puter. The basic organization of this 
machine represents a departure from 
conventional machines. There is a single 
central processor which has ten function- 
ing instruction units (i.e. multiplier, 
divider, shifter, etc.) capable of parallel 
operation. The central processor which 
operates on 60 -bit words is a very high 
speed unit with typical arithmetic opera- 
tion times running from a 300 ns floating 
add to a 3µs floating divide. "Sur- 
rounding" the central processor are ten 
small complete computers each with its 
own 4096 -word memory (12 -bit words) . 

These peripheral processors control t/o 
and handle the general functions of data 
preparation for the central machine 
(which stores 131,000 60 -bit words). 

The machine, first delivered in 1964, 

has the major bugs worked out of it and 
now seems on its way to general accept- 
ance as the big machine. The memory 
which has a cycle time of 1 tts (fast for 
1964) is overlapped 32 ways, although 
the machine cycle is such that only 10 

memory accesses may be made in 1 As. 

The basic memory module is 4096 words 
by 12 bits. These are stacked 5 high 

and arranged into 32 banks to make the 

main memory, and are used individually 
as peripheral processor memories. 

The central processor has a set of eight 
60 -bit high -speed registers, Xn, Xs, , 

X, which are used for holding operands 
and results. Associated with these regis- 

ters are eight 18 -bit address registers Ax, 

A , A,. A change in the contents of 

any one of registers A, through A. results 
in new data being fetched from the main 

memory location (as specified by the 

contents of that register) and placed in 

the corresponding X register. In a simi- 

lar manner, changes in A. or An result 
in the contents of the corresponding X 

register being stored. (There are also 

eight 18 -bit registers (Bo, ,B,) used 

to hold modifiers and tallies. These are 

used in the conventional way.) Most cen- 

tral processor instructions are three ad- 

dress instructions specifying two operand 
registers and a result. There is an 

elaborate look -ahead mechanism includ- 
ing an instruction stack holding up to 
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32 instructions which is used to keep 
the appropriate operands in the high 
speed registers when they are needed. 
The ten peripheral processors are used 
mainly for general overhead and i/o 
processing. 

Much attention to machine organiza- 
tion has been focussed on array or cellu- 
lar computers. These computers are 
composed of a matrix of small individual 
computers, each communicating with 
some restricted set of "neighbors" and 
each doing its own processing. Examples 
of such machines are 1) the Holland" 
machine where each processor worked 
independently of the others with no cen- 
tral control and 2) the Solomon10 where 
the processors worked in parallel but 
under the control of a single central pro- 
cessor. Of the two types, the difficulties 
of programming the Holland machine 
were never overcome and the machine 
was never built. An early scaled -down 
version of Solomon was built for RADC, 
but severe restrictions in connectivity, 
difficulty of programming, etc. resulted 
in its being set aside. A strong argument 
against the approaches taken in the arráy 
machines described above is stated in 
"Grosch's Law ". Grosch's Law11 is an 
element of the folklore of computers 
which has been verified empirically and 
which states roughly that computing 
power increases as the square of cost. 
This holds within the bounds of the cur- 
rent technology. But this says, in effect, 
that putting together multiple simple 
computers to do a larger job is not as 
economical as building a more complex 
single processor. The current effort to 
build a Solomon' is more reasonable in 
that each of the basic processors, instead 
of being a simple device, is a computer 
which is at the edge of the technology. 
It is being built by Burroughs for the 
University of Illinois and funded by 
ARPA. The memory is to be 250 -ns thin 
films and the logic, which will be built by 
Texas Instruments, Inc., will approach 
large scale integration. In general, the 
array machine appears to be effective 
for the type of problem which can keep 
many processors busy. This is a re- 
stricted, but apparently large, class of 
problems; it now remains to be seen how 
effectively the machine can be used. 

Another approach to the super- 
computer is a multi- computer system 
where the computers, instead of being 
identical, are specialized to the task. An 
example of such a machine is the CDC 
6600 mentioned above and the more 
recent IBM 360/906 machines. The 
360/90 contains special i/o processors, 
a special fixed -point processor, a special 
floating -point arithmetic unit, and a 
special processor whose main job is to 

look ahead in the program and schedule 
the execution of instructions so as to keep 
the floating -point- arithmetic unit busy. 
There is a great deal invested in the float- 
ing point unit ; in fact, it alone is bigger 
(more gates) than the largest computer 
IBM has built previously13. Similar to 
the 6600, it has autonomous computation 
units, but they are of a type known as 
pipeline units. In the multiplier for 
example (which is an almost combina- 
tional 64 -bit floating point -about 
20,000 gates) the time for a multiplica- 
tion is 180 ns, but it is operated in three 
cycles of about 60 ns each. A new mul- 
tiply can be entered each 60 ns, so that 
at any given instant three multiplications 
at different stages of activity can be in 
process in the single multiplier. The 
floating -point unit contains its own set 
of hardware registers, and the main task 
of the special processor is to see that all 
the operands required in the floating - 
point instructions are available in the 
registers at the time they are needed so 
as to ensure that the floating -point unit 
is not kept waiting for a piece of data 
to arrive from main memory. The ma- 
chine is programmed in the conventional 
way (in fact it is compatible with the 
rest of the 360 line) and any alterations 
in sequencing, etc. are handled in the 
special processor. 

TIME SHARING 

The biggest stir in the computer field has 
been caused by time sharing. The first 
major endeavor in that field was in MIT's 
project MAC" using an IBM 7094 spe- 
cially adapted to work with an extra - 
large core memory. The system was vir- 
tually all in software with the exception 
of additional i/o buffers and, of course, 
the terminals. Since the initial project 
MAC experience, all the major manufac- 
turers are constructing computers with 
special hardware to facilitate time shar- 
ing : the GE 645 came first and is replac- 
ing computers at project MAC and Bell 
Labs New Jersey locations, among 
others. The SDS X -7 is a smaller ma- 
chine that has won acceptance at sev- 
eral smaller users. IBM announced a 
machine, the 360/67 which is intended 
for time sharing and which immediately 
swept the large time -sharing market 
selling to MIT Lincoln Labs (not project 
MAC), Bell Labs midwest, and almost 
everyone else interested in large ma- 
chines. There are also other machines 
like the Honeywell 8200, the CDC 6500, 
and the Univac 1108 multiprocessor 
system. 

RCA is making a moderate -scale time- 
sharing system, the 70/46, which will 
compete with the SDS machine and 
others of that size. Though there are 

OP CODE I R I X2 B2 I D2 I 

RI names fast access register which 
contains first operand 

82 is the name of the base register 
used in forming the address of 
operand two 

X2 names the index register used in 
computing the address of operand 
two 

D2 is the displacement used in 
computing the address of operand 
two 

OPERANDI is in the register RI 

OPERAND2 is in the address computed by 
adding the contents of base 
register 82, and the contents 
of index register X2,and D2 

Fig. 2 -Third generation computer instruction 
(Re format) . 
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Fig. 3 -Page addressing scheme. 
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Fig. 4- Spectrum of memory devices. 

www.americanradiohistory.com

www.americanradiohistory.com


many time -sharing systems now in opera- 
tion from the very modest GE265 (GE 
235 and model -30 buffer) up to the DEC 
PDP 6 at Applied Logic or the SDS 940 
(with 11 languages) at Berkeley, and of 
course, project MAC; all of these are 
essentially software systems -no special 
hardware to assist in such difficult tasks 
as management of a storage hierarchy; 
consequently there is inefficiency in- 
troduced when they are operated in a 

time shared environment. The `typical' 
on -line user expects rapid (at most a few 
seconds) response from the computer. 
Then, the only way for the machine to 
satisfy many users is to alternate in some 
reasonable order among them with a 
cycle time which is very short. If the 
main memory of the machine were 
infinite, each user could fit his whole 
program in memory ; in each time slot, 
the machine would execute a piece of 
the stored program for the appropriate 
user. But memories are not infinite, and 
in general, the sum of the memory 
requirements exceeds the capacity of the 
main memory. This must be hidden 
from the user -he should not have to 
worry about limiting his program size in 

accordance with the needs of other users. 
So something must be done to make the 
main memory appear "as big as it must ". 

PAGING 

This is a general description of paging 
( Fig. 3) : most manufacturers have 
adopted some variation. About 1960, 
the computer group at the Univer- 
sity of Manchester16 was faced with the 
problem of building a high -speed com- 
puter with only a small core memory and 
a reasonably -sized drum memory for 
back up. They attempted to build a sys- 

tem where the entire memory (core and 
drum) was addressed as if it were in core. 
The technique worked essentially as fol- 

lows (the numbers are approximate) : 

memory was divided into 512 word units 
called pages, the core memory held 32 

pages. The drum storage was 96K 
words. There was a special set of 32 

page registers which held the addresses 
of the 32 pages contained in the core 
memory in addition to some simple 
housekeeping information (e.g. when a 

particular page was last addressed). A 

memory address could be thought of as 

consisting of two components: 

1) A 9 -bit page name specifying in which 
page the address was located; and 

2) A 9 -bit address specifying which of the 
512 words in that page was specified. 

When a reference to memory was re- 
quested, the page portion of the address 
was checked against the table; if the 
page was shown to be in memory, the 
reference continued; if not, it had to be 

8 

brought in from the drum. If there was 
no vacant page on the drum, this would 
have to wait until a page was dumped 
from core onto the drum. One of the jobs 
of the system was to see that there was 
always an empty page in core when it 
was needed. To assist in this process, the 
page table stored special usage informa- 
tion ( for example, has this page been 
written into? ) as well as the location of 
pages in core. 

In time -shared computers, paging is 

used to make large core memories appear 
enormous. Certain variations on the 
paging scheme are quite common; the 
most significant of these is segmentation 
which is, roughly, an extra level of 
paging. The pages are arranged in seg- 
ments in much the same way as words are 
arranged in pages and the address is 

thought of as containing three compo- 
nents: the segment number, the page 
number, and the word number. But es- 

sentially the technique is the same as 
paging. 

MICROPROGRAMMING 

In 1951, Wilks first suggested that the 
control sequence for a computer might 
be put into a read -only memory -asso- 
ciating with each of the lines in the 
processor to be controlled, a bit or set 
of bits stored in words in the read -only 
memory.'° A sequence of words would be 
associated with each command. Thus, a 
certain flexibility is introduced into the 
control of the computer that is not pres- 
ent when Lhe control sequence is gener- 
ated by wired -in gates. To build a micro- 
program control, the memory used must 
be 1) low cost and 2) very fast. The 
current generation of machines -at least 
the IBM system 360 and the RCA 
Spectra 70 have microprogram controls 
for the lower -speed members of the 
family. Both manufacturers (RCA in 
the 70/55 and IBM in the 360/75 and 
360/90) find that to get the -speed re- 
quired for fast machines at an econom- 
ical price, wired logic is necessary. 
RCA's read -only memory is in two over- 
lapped memory banks each with a 960 -ns 

cycle time giving an effective read time 
of 480 ns /step. IBM has read -only 
memory in the 360/65 operating as fast 
as 125 ns. The microprogram control 
also enables both manufacturers to pro- 
vide emulators with their computers. 
An emulator is essentially an additional 
read -only memory which enables the 
computer to interpret and execute an 
additional set of instructions, typically 
for a second generation computer. In 
this way, a user can run without any 
rewriting or preparation a program writ- 
ten for his old machine and much faster 
than he could have run it with a soft- 

ware simulator. Emulators are available 
to run IBM 1401, RCA 301, and RCA 
501 programs on the Spectra 70/45 and 
70/35; IBM has emulators enabling to 
run 1401 and 7000 series programs on 
the appropriate 360 machines. Read - 
only memories are generally only me- 
chanically alterable although the Honey- 
well 8200' will have a read -only memory 
which will be electrically alterable by 
the manufacturer. 

INPUT- OUTPUT EQUIPMENT 

Surprisingly enough, the progress in t/o 
equipment has been very slow as com- 
pared to the electronics. High -speed 
line -at -a -time printers operating at 1000 
to 1200 lines /min. were common in 1960 
and are still at the upper limit for me- 
chanical printers. Console typewriters 
which punch and type at a maximum 
speed of about characters /sec. are also 
the rule now as they were in 1960 (or 
even earlier). Punched -paper -tape read- 
ers similarly have remained at virtually 
the same performance level since 1960 
(about 1000 characters /sec. -read, 
about 100 characters /sec. -punch) . Card 
readers have almost doubled in speed; 
but if one considers that computer speeds 
have increased by 1 to 2 orders of magni- 
tude, then it is not very significant. How- 

ever, there have been major improve- 
ments in magnetic recording techniques 
resulting in very high bit densities on 

magnetic media. This results in high 
speed magnetic tapes (120 to 240 kilo- 
bytes /second for high -speed units) and 
high -speed high- density magnetic drums 
(1 ps read or write times with capacities 
of 10' bits and access times of 10 to 20 

ms). 
New random -access storage devices 

with capacities far exceeding drums and 
access times measured in milliseconds 
have appeared. The primary device of 

this type is the magnetic disc memory 
which stores data on a stack of magnetic 
discs. A typical disc memory stores 
about 7,000,000 bytes which may be 

accessed in about 100 ms and then read 
at a 150 -kilobyte rate. It is not uncom- 

mon for a computer to contain as many 

as eight of these devices. Another class 
of random -access device involves data 
stored on magnetic cards which must be 

selected from a file and brought under 
the read /write heads. These include the 
RCA RACE, the NCR CRAM, and the IBM 
Data Cell. Access times average about 
200 to 250 ms and data is then read at 
70 kilobyte rates. The attractive feature 
of this device is that its capacity is large 
-almost 600 million bytes /unit with 
each RCA or IBM machine having a 

capacity to handle up to eight units with 
a single controller. Because of the rela- 
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tively long times taken to access the first 
piece of information (Fig. 4) these de- 
vices find their primary application as 
block storage devices; one does not nor- 
mally go to them to acquire a single 
piece of information, but rather to 
acquire a relatively large sequence of 
adjacent pieces of data. There are sev- 
eral new special devices for handling 
communications between computers and 
the outside, including such special -pur- 
pose devices as those which assemble 
voice messages. Communications buffers 
and data gathering devices are standard 
in every product line. 

A device which has become more com- 
mon in present generation machines, to 
a large extent as a result of time sharing, 
is the graphic console. This enables the 
user to communicate with the computer 
in a picture language much as he him- 
self would use in order to solve problems 
with pencil and paper. 

SOFTWARE 

At about the time that Bauer's report 
was written (1957) IBM introduced the 
first FORTRAN compiler. There had been 
other user -oriented languages (even com- 
pilers) before but FORTRAN was the first 
designed to produce "good" code that is 
comparable in quality to that produced 
by hand by a "good" programmer. 
FORTRAN became the first widely ac- 
cepted programming language to be 
adopted for use on the machines of sev- 
eral manufacturers. At present, better 
than 100 processors have been prepared 
for the FORTRAN language and it is avail- 
able for nearly every computer intended 
for scientific use which is available in 
this country. After FORTRAN, COBOL 

(a Business -oriented counterpart) was 
introduced; then another scientific lan- 
guage ALGOL in its several versions be- 
came very popular in Europe and at cer- 
tain universities. Most recently, IBM has 
announced ?di which is a kind of super- 
set of all the others. These languages all 
fit into the category of problem- oriented 
languages (their instruction repetoire is 
closer to the needs of the problems to 
be handled than the languages of the 
machines on which they are to be im- 
plemented) . These languages have been 
joined lately by a host of special pur- 
pose languages such as Cocoie which is 
suited to the problems of civil engineers, 
SKETCHPAD" which is a pictorial lan- 
guage for use with graphical i/o devices, 
etc. But FORTRAN remains the most 
widely used of all computer languages. 

At present, the machine -oriented lan- 
guage is used primarily by two classes 
of user: 1) systems programmers and 
2) others for whom there is no problem - 
oriented language suitable for their 
particular class of problem. 

As the number and variety of problem - 
oriented languages increases, the frac- 
tion of computer users for the machine 
language will continue to decline. The 
use of problem- oriented languages car- 
ries with it a compatibility not carried 
by the machine language. 

Compatibility at the machine language 
level is an important feature of third 
generation computers. IBM, RCA, 
Univac, and Burroughs have introduced 
compatible families of machines where 
machine -language programs written on 
one member of a machine family can be 
run on other members of the same family 
(with some restrictions on system con- 
figuration) . RCA has designed its 
Spectra 70 to be language compatible, 
generally, with the IBM 360 -series; 
Univac has apparently done the same 
with its 9000 -series. But the most sig- 
nificant compatibility lies in the com- 
mon user -oriented languages. 

PREDICTIONS FOR THE NEAR FUTURE 

The next generation of computer will 
surely be constructed of monolithic in- 
tegrated circuits, although the number 
of gates on a single circuit will probably 
range from 4 to 300. The largest arrays 
to appear will most probably be in 
scratchpad memory. Monolithic memo- 
ries, probably magnetic, will overtake 
the core memory as the main memory 
for computers. However, as the batch 
fabrication technology improves, solid - 
state scratchpad memories on the order 
of a few thousands of words at very high 
speeds should become common, and 
what is now the main memory will be- 
come less significant in the scheme of 
operation of the computer. 

The current generation of computers 
is better oriented to multi -processor 
operation than the preceding generations 
and this trend will undoubtedly continue. 
There are provisions for sharing memory 
banks as well as i/o channels; in fact, 
several systems such as the time sharing 
machines are designed and sold as multi- 
processors. (These include GE 645, IBM 
360/67, CDC 6500, Honeywell 8200, and 
Burroughs B8500.) 

The pipeline -type processor described 
briefly above in connection with the IBM 
360/90 will achieve more general accep- 
tance. Time sharing will surely have a 
great impact on the fourth generation of 
machines. The market for small consoles 
(like the teletype and the graphic con- 
soles) will increase by orders of magni- 
tude. Machines for time sharing of two 
main types will be marketed. The first 
(like the PDP 10, the RCA 70/46, and 
the SDS I -7) will serve those users who 
envision the running many small -to- 
medium size problems in a generally 

restricted environment -requiring fewer 
than, say, a dozen languages (e.g. 
FORTRAN, SNOBOL, COBOL, and a debug- 
ging language). 

The large machines (the GE 645 or 
the project MAC system) would be used 
in what is commonly called the "com- 
puter utility" mode. This would involve 
the maintenance of large special files for 
many of the users as well as a capacity 
for each of the users to contribute to the 
system the work he has invested in the 
machine. Then a new language or set 
of routines developed by one user for the 
system can be immediately made avail- 
able to the other users. (Naturally, if 
desired, privacy could be maintained.) 
There is a current market for both types 
of systems, and this market should 
continue. 
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THE ALGEBRA OF CLASSES 

The algebra of classes is a descriptive name of a Boolean algebra and is similar 
in most respects to set theory which is taught to some extent in elementary and 
high schools as "the new math." This article introduces several tangentially 
important aspects of this subject as it applies to computer design for those 
readers who may not have had contact with it before. A bibliography is fur- 
nished for those whose interest leads them to pursue the subject in more detail. 
Because the algebra of classes and the algebra of sets are isomorphic forms of 
Boolean algebra, their terms will often be used interchangeably. 

C. M. WRIGHT received the BS in 1951 from the 
US Merchant Marine Academy, and sailed as Third 
and Second Mate aboard US Merchant Marine 
vessels. He served on active duty in the US Navy 
for four years as a Lieutenant in the Submarine 
Service. In March, 1959, he joined RCA Service 
Company as a computer engineer in the newly - 
formed EDPS division, where his first assignment 
was with the RCA 501 Project Development group. 
Later he assisted in the installation and mainte- 
nance of the first RCA 501 Data Processing System. 
He was manager of the CIA installation; later was 

promoted to EDPS Area Manager; and, in January, 
1962, was promoted to EDPS District Manager. Dur - 
'ng this time he earned a diploma in automation 
electronics and studied physics, statistics, and oper- 
ations analysis at George Washington University. 
In 1963, he worked at RCA, Van Nuys, on special 
assignment designing the engineering logic of the 
RCA 3488 Random Access Unit. He returned to the 
Cherry Hill offices in December, 1965, as manager, 
EDPS Special Projects. Mr. Wright has had a 

patent granted for a logic circuit design and cur- 
rently has two patents pending. In August, 1967, he 

transferred to the patent operations staff of RCA 
Patents and Licensing. He is studying for a JD de- 
gree at Temple University and belongs to the 
Operations Research Society of America and the 
American Bar Association (student member). 
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DIGITAL CIRCUITS and networks can be 
classified in many ways, e.g., com- 

binatorial versus sequential, synchronous 
versus asynchronous, inverting versus 
noninverting. Digital circuit inputs are 
usually two -valued but an infinite num- 
ber of multi -valued logics can be system- 
ized. This article will be devoted to two - 
valued, combinatorial logic using both 
inverting and noninverting gates. [Edi- 
tor's note: The paper by A. Turecki in 
this issue describes a three -valued logic.] 

The first encounter with Boolean al- 
gebra is usually in the form of equations 
such as 

AB' + (BC)' + AC = 0 

where the prime (') denotes not. The 
juxtaposition of variables is understood 
to be the AND operation, called also the 
intersection, logical product, conjunction 
and cap. The plus sign represents the 
OR function and has other names such as 
the union, logical sum, disjunction, and 
cup. 

When an expression is true, it is 
equated to 1 and when false, to 0; how- 
ever, voltages in digital circuits are sel- 
dom assigned unique polarities for true 
or false. For example, in the RCA 301, 
an input to an AND gate is true when low, 
but to an oR gate, high is true. (This 
can depend on the point of view as will 
be seen later in the article.) Since the 
notation is used with known circuits, 
there will never be any ambiguities. 

Final manuscript received October 80,1967 

VENN DIAGRAMS 

To visualize the logical shorthand of 
George Boole (1815- 1864), Venn dia- 
grams were found useful. Fig. 1 shows 
a Venn diagram for one variable. The 
shaded area inside the circle is the 
class denoted by A; what is meant 
specifically by the class of A is not im- 
portant. The box in which the circle is 
enclosed is considered the universe, 
represented by 1. The area outside the 
box is in the null class symbolized by 0 

Fig. 1- One -vari- 
able Venn 

diagram. 
A 

The area inside the box but not enclosed 
by the circle is the class of not -A or A'. 
If the universe shown is considered to be 
all humans, then let A be the class of all 
male. Obviously then, A' is the class of 
all females. 

The following relations can be seen 
immediately from the diagram: 

A +A' =I =1 
AA' =0 =0 
A +A =A 
A " =A 

Fig. 2- Two -variable Venn diagram. 
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Fig. 2 is a Venn diagram of two variables. 
If the universe is considered a set, two 
variables generate four subsets: 

AB' (left shading) 
A'B (right shading) 
AB (cross- hatching) 
A'B' (unshaded area) 

Note that the OR function is the EITHER 

... OR ..., OR BOTH (called the INCLUSIVE 

OR as opposed to the EXCLUSIVE OR) SO 

that A includes AB' and AB. Therefore, 

AB + AB' + A'B + A'B' =1 =1 
and 
(A +B) (A+B') (A' +B) (A' +B') = 0 

The first equation is in a form called the 
sum of products and the second, the 
product of sums for the complete set. 
They contain only canonical terms: all 
terms contain all the variables. If the 
following equation were expressed in 
canonical form 

AB +AC'+B'C =D, 
it would be 

ABC + ABC' + AB'C' + 
A'B'C + AB'C = D 

The sum of products for the complete 
set of subsets formed by two variables 
can be used to simplify the following 
equation shown schematically in Fig. 3: 

ABC + AB'C + A'BC 
C (AB + AB' +A'B). 

A B A B A B' 

ABC ABC ABC 

IAI BI 

Fig. 3- Schematic representation of 
the sum of products for the set of 
subsets formed by two variables. 

Referring to Fig. 2 (AB + AB' + A'B) 
is the entire shaded part and, when re- 
moved, leaves only A'B'. It follows then 
that 

AB + AB' + A'B = (A'B')' 

and the equation reduces to 
(A'B')'C. 

DeMORGAN'S THEOREM 

De Morgan's Theorem can be introduced 
at this point to simplify the expression 
further: A primed function is equal to 

the same function with the AND and oR 
operations replaced by OR and AND oper- 
ations respectively, and the elements 
primed. In other words, 

(A'B')'= (A')'+ (B')' =A +B 
So that the circuit simplifies to (A + 
B)C as shown in Fig. 4. 

Fig. 4- Simplification 
as a result of DeMor- 
gan's theorem. 

A B 

A more complex application of De 
Morgan's Theorem is 

(AB' + A'B)' = (AB')' (A'B)' = 
(A' +B) (A +B') 

and if the last expression is multiplied 
out according to the laws of algebra 
(cross -multiplied) : 

A'A +A'B' +AB +BB' = A'B'+AB 
so that 

(AB' +A'B)'= A'B' +AB 

which can be verified from the Venn dia- 
gram in Fig. 2. 

De Morgan's Theorem also explains 
how a positive (or negative) input AND 

gate and a negative (or positive) input 
OR gate can be the same circuit. 

Figs. 5 and 6 show Venn's original 
diagrams for three and four variables 

Fig. 5- Three -vari- Fig. 6- Four -vari- 
able Venn diagram. able Venn diagram. 

respectively. Fig. 6 has the following 
expressions shaded: 

A'B'CD' (left shading) 
A'BC'D (right shading) 
ABC'D (horizontal shading) 
AB'CD' (vertical shading) . 

The diagram illustrates that 

A'B'CD' + AB'CD' = B' CD' 
and 

A'BC'D + ABC'D = BC'D 

These simplifications can be seen directly 
from the equations since 

A'B'CD' + AB'CD' _ 
(A' + A) B'CD' = B'CD'. 

However, the following equation is not 
easily simplified without the diagram: 

A'BD + A'B'C'D + ABC'D + 
ACD + B'D. 

Fig. 7 is a blank four -variable Venn dia- 
gram provided for the simplification of 
the above equation. 

Fig. 7- Blank four -variable Venn 
diagram. 

KARNAUGH MAPS 

As the number of variables increases 
beyond four, Venn diagrams become 
quite burdensome and hard to use. 
Veitch diagrams were an improvement 
over Venn's but Karnaugh' developed a 
mapping system which is simpler to use. 
Karnaugh maps can be used to analyze 
expressions containing up to eight vari- 
ables. 

In the notation that follows, expres- 
sions will be understood to be in canoni- 
cal form with A first, B second, and so 
on. However, if A' is meant, 0 will be 
used and if A is meant, 1 will be used 
so that AB'C'D will be written 1001. 

Gray Code 

For use in explaining the Karnaugh Map, 
the Gray code will be introduced. Var- 
ious error -correcting and sequential 
codes have been developed for specific 
uses. One in which only a single variable 
changes between steps is called a Gray 
code. The following tabulation shows 
how one such code can be constructed. 

Binary 
Decimal (weighted) Gray 

0 0000 0000 
1 0001 0001 
2 0010 0011 
3 0011 0010 
4 0100 0110 
5 0101 0111 
6 0110 0101 
7 0111 0100 
8 1000 1100 
9 1001 1101 

10 1010 1111 
11 1011 1110 
12 1100 1010 
13 1101 1011 
14 1110 1001 
15 1111 1000 

While a Gray code cannot be used for 
arithmetic purposes because each posi- 
tion does not have a specific weight (or 
radix exponent) , it is useful for count- 
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ing circuits and analog -to- digital (A /n) 
conversion. For instance, a shaft encoder 
using weighted binary numbers must 
change all four bits going from position 
7 to position 8, and if the motion is 
slight there is a chance that some con- 
tacts will not be made while others will. 
Therefore, going from 7 to 8 could be 
incorrectly decoded as going to position 
9 if the least significant digit were 
slightly lagging. With the Gray code, 
any change indicates a new position with- 
out ambiguities. Note also that the Gray 
code "folds over ", that is, changing one 
bit of the last figure will result in the 
first figure again. 

When A/D conversions are made, it is 
usually desirable to perform arithmetic 
on the results. Therefore, the conversion 
is made utilizing a Gray code which is 
then decoded into weighted binary. The 
simple rules used for decoding are: 

1) The most significant digits are the 
same; and 

2) The subsequent Gray code bits are 
exclusively OR'd to the previous bi- 
nary bits to give the corresponding 
binary digits. 

Three Variables 

Fig. 8 shows a three- variable Karnaugh 
Map. The values of AB are in Gray code 
across the top and the two values of C 
are along the side. The eight cells formed 
by the two rows and four columns corre- 
spond to the eight possible canonical ex- 
pressions using three variables. Each 
cell is arranged so that each adjacent 
cell horizontally or vertically is reached 
by changing only one variable. Note that 
the left edge should be visualized as fold- 
ing around to meet the right edge so that 
the first and fourth columns are consid- 
ered adjoining. 

Fig. 8- Three -variable Kar- 
naugh map. 

o 
C 

AB 

00 01 11 10 

To use the map, the expression to be 
simplified is expanded into canonical 
terms and each corresponding cell in the 
map is labelled with a 1 and the rest with 
a 0, except as discussed later. If two l's 
are in adjacent cells, the variable that 
changes from 1 to 0 between the cells 
can be eliminated from the term. If 
four l's are in adjacent cells, the two 
variables whose values change from 1 to 
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0 can be eliminated in the term covering 
them. 

The following example will show how 
this 

, 
works. It was already shown that 

AB + AC' + B'C = ABC + ABC' + 
AB'C' + AB'C + A'B'C. 

This can be simplified by 

A(BC + BC' + B'C' + B'C) d- A'B'C = 
A + B'C 

because the expression in parenthesis is 
equal to 1 and A implies AB'C so that 
A + A'B'C = A + B'C. This should be 
equally capable of simplification using a 

Karnaugh Map. Fig. 9 shows the origi- 
nal equation in the following way: 

1) AB (left shading) 
2) AC' (right shading) 
3) B'C (horizontal shading) 

Fig. 9-Simplification using 
a three -variable Karnaugh 
map. 

o 
C 

The overlapping subset caused by the 
intersection of AB and AC' is cross- 
hatched. In Fig. 10, the shaded squares, 
corresponding to the canonical terms of 
the expression, are labelled with 1 and 
the rest with O. 

Fig. 10 - Elimination of 
terms using the Karnaugh 
map. 

o 
C 

AB 
00 01 11 10 
0 0 

-11 0 '1 

In Fig. 10, the l's in 001 and 101 are 
adjacent to each other; thus, A, the vari- 
able that changes from 1 to 0 between the 
cells, can be eliminated and the term 
B'C includes both of the cells. Four l's 
are seen to be adjacent in such a manner 
that each is adjacent to two of the others. 
This can occur in squares or in a line so 
that two variables can be eliminated. In 
Fig. 10, both B and C go from 1 to 0 in 
the adjacencies so that the constant vari- 
able, A, encompasses all four canonical 
terms. 

Note that the 1 of the term AB'C is 
covered twice which is valid and also de- 
sirable since it permits a reduction in 
hardware. In fact, if a gating scheme is 
chosen so that each term is covered twice, 
a gate can fail without affecting the func- 

tion. If the expression BC + AC' + A'B' 
is gated as shown in Fig. 11, any one of 
the gates can fail without the circuit be- 
coming inoperative. From this simple 
example, it is apparent that selective re- 
dundancy can be provided. The question 
may arise at this point, "Why not use two 
gates for each of the original functions ?" 
If the probability of failure depends only 
on the gates, it would make no difference. 
The scheme in Fig. 11, however, provides 
some immunity from source failures be- 
cause the gates' inputs are better dis- 
tributed. 

B' B' C' A C' A B B C A C 

Fig. 11 - Redundant gating 
scheme. 

Four Variables 

A four -variable Karnaugh Map is shown 
in Fig. 12. In this map the left and right 
edges are adjacent and so are the top and 
bottom edges. The map should be visual- 
ized as being toroidal in shape, i.e., as if 
it were drawn on a doughnut or inner 
tube. 

00 
Fig. 12-Blank four- 

variable Karnaugh 01 
map. C D 

11 

10 

AB 
00 01 11 10 

Before working an example on a four 
variable map, don't care conditions 
should be discussed. Many times there 
will be input combinations which will 
never occur during normal operation. A 
term based on such a combination would 
never have the value of 1, otherwise 
there would arise the dilemma of design- 
ing a circuit capable of doing what need 
never be done. The values of 0 need only 
be assigned to terms which can arise but 
for which no output is desired. The terms 
which cannot occur could be designed to 
give an output without invalidating the 
circuit's task. On the other hand, such 
terms need not be decoded either. The 
rule is to use don't care conditions, de- 
noted by X, to reduce the required gat- 
ing. For example, suppose a circuit is 
to be designed to give an output when the 
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number in a scale -of -ten counter is divisi- 
ble by three. A scale -of -ten counter usu- 
ally employs feedback in a four bit 
binary counter to reset the count to 0 
after a count of 9 has been reached. 
Therefore, the following tabulation gives 
the characteristics of the required cir- 
cuit (the X values will never occur). 

Input 
ABCD Output 

0000 0 
0001 0 
0010 0 

0011 1 

0100 0 

0101 0 
0110 1 

0111 0 
1000 0 
1001 1 

1010 X 
1011 X 
1100 X 
1101 X 
1110 X 
1111 X 

Fig. 13 is the required Karnaugh Map 
showing the desired outputs in the cells. 

00 
Fig. 13- Applica- 

AB 
00 01 11 10 

0 0 X 0 

tion of a four -var- 01 
fable Karnaugh CD 
map. 

1 1 

o o X 1 

1 0 X X 

10 1 X 

The term 0011 has a value of 1 which 
can be combined with the X (taken now 
as 1) in the cell 1011 so that it simplifies 
to B'CD. The 1 in the cell 0110 combines 
with the X at 1110 so that it reduces to 
BCD'. The 1 at 1001 is adjacent to the 
X in 1101, and these two are adjacent to 
1111 and 1011, so it reduces to AD. Since 
it is only necessary to include all the l's, 
the complete solution is B'CD + BCD' 
+ AD. Without the don't care condi- 
tions, three four -input gates would be 
required. 

Six Variables 

Fig. 14 shows a six -variable Karnaugh 
Map. Besides the adjacencies of the 
edges, cells equidistant from the vertical 
and horizontal center lines are to be con- 
sidered adjacent, i.e., if the map is folded 
along the vertical or horizontal center 
line, adjacent cells will overlap. For ex- 
ample, 111011 is adjacent to 011011 and 
to 111111. 

As a sample problem, design a circuit 
which gives an output only when a deci- 
mal number is providing the inputs using 
RCA 501 code. The RCA 501 uses an 

excess -three code and the decimal num- 
bers are 238 to 348. There will be no 
dont' care conditions. 

Fig. 15 shows a completed map and 
the simplest circuit equation can be seen 
to be A'B(CD' -}- C'D + D'EF + 
DE'F'). If the alphabetics are 408 to 718 

inclusive and they are the zero terms 
(everything except numerals and letters 
are don't care terms), it is easily verified 
that the circuit output is simply A'. 

Multi- Output Functions 

The Karnaugh Map permits minimiza- 
tion of multi- output functions, too. This 
can be most easily accomplished, for a 
few outputs, by writing the ones and 
zeroes in their respective cells using one 
map. For example, the following func- 
tions 

F1 = ABC' + CD' + BCD + B'C'D' 
F3= AB + A'B'C + BCD + A'BCD' 
F3 = A'CD +A'B'I' +A'BCD'+AB'D' 

are mapped in Fig. 16. Fig. 17 shows 
the simplest gating to generate these 
three functions. The method of arriving 
at a minimal solution is to group output 
l's together to form as few products as 
necessary. Referring to Fig. 16, the term 
A'BC is common to all outputs as is 
A'CD'. It is better, however, to look for 
groupings of four l's. 

The term AB is used in outputs 
1 and 2. The four corners -which are 
adjacent, remember -give B'D' and are 
used in outputs 1 and 3. The term 
A'C is used in outputs 2 and 3 and BC 
is used in outputs 1 and 2. These four 
terms include all the output l's and 
furnish a complete solution. 

Inverting Logic 

Another advantage of Karnaugh maps 
is their use to bring out the advantages 
inherent in inverting logic: Inverting 

logic consists of either NAND gates, whose 
outputs are low when all inputs are high 
(not -AND), or NOR gates, whose outputs 
are low when any input is high (not -OR). 
In non -inverting logic, the complement 
of a variable (A' is the complement of 
A) is usually required as often as the 
uncomplemented variable so an inverter 
using active circuit elements is needed. 
Using inverting logic, all combinations 
can be generated using only uncomple- 
mented variables. This is advantageous 
when complements are not so readily 
available as they are with flip -flops, such 
as when bussing signals or where pin 
limitations exist on plug -ins. 

With several levels of gating, each 
gate's output forms an inhibit on the 
inputs to following gates. A simple ex- 
ample of how this is useful is the sim- 
plicity with which AC'D' + BC'D' can 
be generated with NOR logic as shown in 
Fig. 18. This general type of circuit can 
be taken from a map by encoding loops 
of l's and 0's and inhibiting the 0's with 
higher level gates. A map for the func- 
tion generated by the logic diagram in 
Fig. 18 will show how this rule is applied. 

The versatility and power of inverting 
logic gates can be seen in the implemen- 
tation of a seven -variable parity checker 
where the complements are not available 
(as on a bus or transmission line) . Fig. 
19 shows a parity checker using NAND 

gates. 

MULTILEVEL. LOGIC 

Multilevel gating can decrease the num- 
ber of gates required to generate a given 
function. Such circuits are designed for 
non -inverting logic using decomposition 
methods, whereas with inverting logic 
the method is referred to as transforma- 
tion. Fig. 20 shows a multilevel logic 
schematic for (A'C + B'C + A'C'D + 
B'C'D). A hum-of-products generation 
would require four gates and two in- 

DEF 
000 

001 

011 

oto 

110 

111 

101 

100 

ABC 

000 001 011 010 110 111 101 100 

Fig. 14 - Blank six -variable Kar- 
naugh map. 

ABC 

DEF 000 001 011 010 110 111 101 100 

000 

001 

011 

010 

110 

101 

100 

0 0 1 0 0 0 0 0 

o o 1 o o o o o 

o o I I o o o o 

o o 1 o o o o o 

o o o 1 o o o o 

o o o 1 o o o o 

o o o 1 o o 0 o 

0 0 1 1 0 0 0 0 

Fig. 15 - Completed six -variable 
Karnaugh map. 
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verters. A product -of -sums circuit re- 
quires three gates and two inverters. 

The technique described here is only 
one of many that a logic designer should 
be familiar with so as to be able to design 
the best circuit for a given function. For 
instance, multilevel logic, while more 
economical to use, may result in enough 
accumulated delay through each stage 
to render it too slow for some applica- 
tions. However, designing every circuit 
to work as fast as possible is equally bad 
judgment. Also, graphic techniques are 
neither suited to automated design meth- 
ods nor useful for large numbers of input 
variables and output functions. Methods 
developed by Quine, McCluskey, Hoff- 
man, Ashenhurst, Ledley, and others can 
be used as necessary depending upon 
system requirements. Boolean matrices 
provide a mathematical approach to the 
design and analysis of large network ar- 
rays and sequential networks. 

CONCLUDING REMARKS 

It should be stressed that Boolean alge- 
bra will not give any answers that clear 
and concise mental reasoning can not 
provide. Its values are that it forces an 
organized approach to the problem at 
hand and furnishes a memory aid. 

The engineer's basic job is to solve 
problems. He must bring the knowledge 
of several years training and experience 
to bear on each task. He must also have 
an organized approach which is not un- 
like the function of a data processing 
machine. 

Fig. 16 -Kar- 
naugh map 

for minimiza- 
tion of multi - 

output 
functions. 

Fig. 17- 
Implementa- 

tion of the 
functions 

mapped in 
Fig. 16. 

00 

01 

10 

AB 
00 01 11 10 

101 000 110 101 

000 000 110 000 

011 111 110 

111 110 

000 

A B B C A'C B'D' 

F1 F2 F3 

1 -1 

The steps involved in problem solving 
are 

1) Getting correct input in usable form; 
2) Rearranging the data with facts al- 

ready known in accordance with the 
laws of thought (formal logic) ; and, 

3) Arranging the deductions in usable 
output form. 

The knowledge of the engineer consti- 
tutes the major premise in step 2) above 
and the parameters of the problem fur- 
nish the minor premise. 

In assimilating the input information, 
it is necessary to take steps to insure that 
it is correct. Logic consists of tautolo- 
gies, that is, relations that are valid in- 
dependently of the truth of the proposi- 
tions involved. 

Alternatively, if the reasoning process 
is faulty, the correctness of the input will 
not insure a true result. There are two 
major fallacies that are committed fre- 
quently, even among expert researchers. 
Scientists and engineers should be wary 
of them because they can cause much 
wasted effort. 

In the proposition if A. then B (or A 

implies B) , A is called the antecedent 
and B is the consequent. The fast fal- 
lacy is called affirming the consequent; 
it is stated, if A implies B, then B implies 
A. That this is wrong can be seen from 
the following proposition: if the auto- 
mobile has no gasoline, then it will not 
run. It is not valid to reason: it is not 
running, therefore, there is no gasoline. 
The automobile may not be running be- 
cause the ignition switch is off. 

The second fallacy is called denying 
the antecedent and is stated: if A implies 
B, then A' implies B'. Using the example 
proposition above, it is not valid to con- 
clude: the automobile has gasoline, there - 
fore it is running. 

Another example of the first fallacy is 
based on the following proposition: It is 
generally true that the larger a river, the 
larger the city at its mouth. Building a 
bigger city will not increase the size of 
the river. 

No engineer should make the mistakes 
in the above examples but these fallacies 
creep into reasoning in more subtle ways. 
Personal bias and desires, or conve- 
nience, or lack of complete knowledge 
about a subject will often lead the un- 
wary thinker awry. 

1 f two numbers are not equal, one must 
be greater than the other appears to be 
a self- evident truth. It is, however, not 
true' 
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THE TERNARY NUMBER SYSTEM 
FOR DIGITAL COMPUTERS 

The most efficient radix for a number system is e, the base of the natural 
logarithm. Since 3 is the nearest integer to e, it is reasonable to investigate 
the possibility that a ternary computer should be more efficient than a binary 
computer. For example, a 10 -digit decimal number needs 40 bits in binary 
coded form, 33 digits in straight binary translation, and 21 digits in ternary 
representation. Provided a ternary- register element costs the same as a binary 
element, a ternary computer appears to be very attractive. In present com- 
puters, the numerical systems are either binary or binary coded because most 
of the available switching elements are of binary nature. In this paper, a ternary 
number system is shown to be more efficient than a binary system provided that 
the ternary -element costs are not more than 1.5 times greater than the cost of 
a binary element. A ternary algebra is developed, and a ternary switching 
system is described. 

A. Turecki 
Palm Beach Operations 

Electronic Data Processing, Palm Beach Gardens, Florida 

Editor's note: In our discussions with the 
author, an interesting algorithm for convert- 
ing from the base -three number system to the 
base -ten system came to light; this is pub- 
lished as an Engineering Note in this issue. 

Readers with a limited background in the 
formal structure of arithmetic (set theory, 
algebra of classes, Boolean algebra, etc.) 
may find the paper in this issue by C. Wright, 
"The Algebra of Classes," a useful introduc- 
tion to this paper by A. Turecki. 

IN DIGITAL COMPUTERS, all the arith- 
metic operations, fixed or floating 

point, are carried out on integers. The 
sign of a quantity and its magnitude in 
the floating -point system are operated by 
a sign logic and an exponent logic re- 
spectively. Hence, in the number repre- 
sentation for computers there must be 
methods for indicating sign and expo- 
nents of the operand quantities. Most 
digital computers use positional nota- 
tion with fixed radices of 2, 8, 10 or 16. 
At least one mass -produced computer 
uses a notation with radixes of 2 and 5 

(the bi- quinary notation which was used 
the first time in one of the earliest digi- 
tal computing devices, the Chinese suan 
pan) . 

THE COST CONSIDERATIONS 
OF VARIOUS RADIX SYSTEMS 

Let us assume that to represent each 
symbol in a given numerical system we 
need one logic element, and that the 
maximum numerical quantity to be han- 

Final manuscript received April 25, 1967. 

died is N. If r is the radix of the system 
the number of the required elements is 
r log, N for log, N>>1. 

For the evaluation of different numeri- 
cal systems we introduce a function, f r, 
the ratio of the required hardware for 
the r -radix system and for the binary 
(2- radix) system: 

f, = r log,N /2 = r /2logo- 

Setting the derivative of f, equal to zero, 

d f /dr = (log,r - log,e) /2 (log r) - =0 

the minimum occurs at r = e. Thus, if 
the logic and memory elements with 
r- stable states were only r/2 times more 
complex than the presently used ele- 
ments with two stable states, the r -radix 
numerical system would be the most eco- 
nomical. 

Let us now consider the case where the 
numerical systems of the base r >2 are 
binary coded. For the comparison of the 
required hardware we should use the 
function 

g, = 1,/log2r 

where I, is an integer and is the mini- 
mum required number of binary bits for 
the representation of one digit of the 
r -base. The magnitude of g, for some 
values of r is as follows: 

r l 2 3 4 5 6 

Jr 1.000 0.946 1.000 1.078 1.148 
gr 1.000 1.282 1.000 1.294 1.148 

r 7 8 9 10 100 

Jr 1.247 1.333 1.420 1.505 7.526 
gr 1.069 1.000 1.262 1.204 1.053 

Note that: 
1) Forr>2,g, >1; 
2) for r equal to the positive powers of 2, 

gr = 1; 
3) For r = 5, g, reaches the maximum 

value; 
4) For r= 6,gr= fr;and 
5) For r »1,gr= 1. 

Thus, using two -stable -state logic ele- 
ments, the most economical numerical 
systems are of the base of 2, 4, 8, ... , 

2 "; the decimal system is only 20% more 
expensive than the binary. If one could 
develop sufficiently reliable three- stable- 
state logic elements which would be only 
3/2 times more expensive than the cor- 
responding binary element, the saving 
of 5.4% [(f,- 10/15.= 0.054] in the 
arithmetic unit hardware would be ac- 
companied by an increase in the mem- 
ory cost by 26% [ (g3 - g2) /g2 = 0.26] 
if the memory used were still 2- state. 
Hence, the ternary system would be 
justified only if both 3 -state logic ele- 
ments and 3 -state memory elements were 
available. 

These comparisons for different nu- 
merical systems have not considered the 
variations in the complexity of required 
logical schemes since this can be seen 
only after a scheme is developed. There- 
fore, the commonly used argument, that 
present availability of two -state logic 
elements warrants the use of the binary 
numerical system in computers, can be 
accepted only conditionally. 

One argument for the binary system 
is its claimed simplicity in performing 

15 
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arithmetical operations. However, the 
occurrence of carries in the ternary addi- 
tion is 41% lower than in binary addi- 
tion, while the multiplication table is of 
the same order of simplicity. 

SOME TERNARY CODES AND ALGORITHMS 

We shall investigate in detail two ternary 
codes. For a lack of a better name, the 
ternary code with digits 0, 1, and 2, will 
be referred to as a straight ternary code, 
and with digits -1, 0, +1 (or simpler -, 
0 and +) as a symmetric code: 

Decimal 
Equiv. 

Straight 
Code 

2 31 30 

Symmetric 
Code 

2 31 30 

o 

2 

3 
4 
5 

6 
7 

8 
0 

10 
11 

12 
13 

26 

Decimal 
Equiv. 

o o 
o 1 

0 2 
1 o 
1 1 

1 2 
2 0 
2 1 

2 2 
o o 
o 1 

0 2 
1 0 
1 1 

2 2 

Symmetric 
Code 

31 30 

o 
-1 
-2 
-3 
-4 
-5 
-6 
-7 
-8 
-9 

-10 
-11 
-12 
-13 

0 0 

o 

+ 
+ 
+ 
o 

+ 
o 

+ 
o 

+ 
o o 
o 

+ 
o 

Note that the decimal range of the 
straight ternary code for n digits is 

n-1 
2E3P, 

r - o 

while the range of the symmetrical code 
is 

n- 1 E 3P. 

p =o 
Since the former code requires an addi- 
tional digit for the sign designation, the 
range of the latter code is greater (for 
the same number of memory elements) 
by 

n -1 
3" - E 3P. 

P = o 

Ternary addition in straight code follows 
the sum and carry tables given below: 

B A 

1 0 2 2 
1 1 2 0 1 

2 2 0 1 2 

Sum Carry 
0 1 2 \A 0 1 2 

0 0 0 
0 0 1 

o 1 1 

The percentage of the carry occurrence 
for a ternary full adder is 50% and the 
same is for a binary full adder. The 2's 
complementing of this code follows the 
truth table of the ternary logical con- 
nective of cycling: 

Number 
2's Comps 

0 1 2 

2 1 0 

Subtraction, following the commonly 
used technique in digital computers, is 
performed by adding the subtractive 
complement of the subtrahend to the 
subtractor. The subtractive complement 
of an integer N to the base r and of n 
significant digits is defined as N = r" - 

N. Let ( ±A)- (-}-B) _ ( ±C) ; the 
complete algorithm for add /subtract is 
as follows: 

1) Assume the sign of the result C to 
be the same as the sign of the operand 
A. 

2) If there are unlike signs of operands 
in add, or like signs in subtract, gen- 
erate 2's complement of the B operand 
and inject a carry to the least signif- 
icant stage of the adder. The carry 
will be referred to as the initial carry, 
and this carry together with the 2's 
complementing of the subtrahend gen- 
erates the subtractive complement. 

3) If the condition described in 2) above, 
exists and the most significant stage 
of the adder generates a carry, which 
will be referred to as the final carry, 
the result at the output of the ternary 
adder is correct. 

4) If the condition described in 2) above, 
exists and there is no final carry, the 
result is wrong. This case requires the 
subtractive complementing and sign - 
change correction of the result. 

5) If there are like signs of operands in 
add or unlike signs in subtract, the 
result ( as generated by the adder) is 
correct. In this case, the final carry 
indicates an overflow, i.e., the result 
exceeds the precision of the adder. 

Note that the algorithm is the same as 
one used for binary add /subtract. The 
addition in the symmetric code follows 
the rules given in the sum and carry 
tables: 

\A 
a 

0 

0 

Sum 
+ \t 

0 
+ - 

0 

Carry 

+ - 
o 

± 
+ 
0 + 

0 
o 
o 

0 0 

+ o 
o - 

As can be seen from the carry table, the 
percentage of the carry occurrence is 
100 8/27 = 29 %. This is 41% lower 
than in the binary code. 

The subtraction in this code is ex- 
tremely simple. It is performed by add- 
ing the subtrahend with the reversed 
sign to the subtractor: 

Example: 

For A>B, let A = 5 and B = 2, 

5 + - - + - - 
-2 -> -0+- -> +0-+ 

3 0 + 0 

For A<B, let A = 3 and B = 5, 

3 0+ 0 0+ 0 

-5 -> -+ -- + -++ 
-2 0 -+ 

For A<B, the subtractive complement- 
ing path (which usually takes double 
the time of the add /subtract execution) 
is not required. This property of the code 
will also produce some saving in the 
hardware of the arithmetic unit. 

The multiplication in symmetric code 
follows the algebraic rule for signs: 
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\ A B\ 
+ 
oI 

Product 
0 + 

0 o 

0 
0 

0 - 
Note that the multiplication in this code 
does not generate a carry, while the 
straight ternary code does for 2 X2 = 11. 
Example: 2 X 8 = 16 

(0+-) X (+0-) 
0 -+ 

0 0 0 0 

0 + - 0 0 

+ --+ 

0`k partial product 

1 "` partial product 

2 "' partial product 

final product 

DEVELOPMENT OF A TERNARY 

SWITCHING ALGEBRA 

The extension of the Boolean algebra to 
the ternary switching circuits will be 
modeled mainly after the many -valued 
propositional logic introduced by Post. 

The three basic Boolean operations 
are union, intersection, and complemen- 
tation which are mechanized by or, and, 
and invert logic elements. These con- 
cepts, with certain modifications, will be 
used in the development of the ternary 
logic. 

A Post algebra P is a class C of ele- 
ments p, q, r, with two basic opera- 
tions; p q (product) and p' (cycling). 
Assuming three truth values (0,1, and 2 ) 

for the elements of C, the above men- 
tioned operators are defined by the fol- 
lowing truth tables. 

Product Cycling 

0 pi 2 P P' 
0 0 0 0 0 1 

1 0 1 1 2 
2 0 1 2 0 

As defined here, p q = min (p, q) ; that 
is, the product of p and q equals the 
smallest truth value, and represents a 
ternary and function. 

Many mysteries of multi -valued logics 
will be cleared up when one realizes that 
the words and, or, and not have at best 
only tenuous analogy with their mean- 
ings in natural languages. A three - 
valued logic function means nothing 
more than the particular matrix pattern 
of the truth table that is permitted by 
that relation. If instead of saying A im- 
plies B in a ternary system, we said A 
galumphs B, considerable clarity might 
result. 

In this paper, though it is recognized 
that there are significant differences in 
the structure of two -valued and many - 
valued logics, the analogies between the 
systems will be stressed and the binary 
logic will be considered to be a special 
case of multi -valued logic. For instance, 

if in the truth table defining the ternary 
and the truth value of 2 is excluded, it 
becomes the truth table for the familiar 
binary and. The same applies for the 
cycling concept, after eliminating 2, it 
becomes a binary not. In the binary 
logic, the double not of a variable is 
equal to the variable. It follows then 
that if a double not of a variable yields 
the variable, then a triple cycling in ter- 
nary logic should yield the same result. 
Hence Post's cycling was defined ac- 
cordingly. 

Fundamental to any logic algebra is 
the existence of an algebraic form of any 
function which explicitly gives the value 
of the function for every combination of 
variable values; this is the canonical 
form of the function. Closely associated 
with the canonical form is the expansion 
theorem which expands any function in 
a series about any of its variables. The 
canonical form is a result of expanding 
about all variables of a function. This 
form is the essence of synthesis; apply- 
ing the expansion theorem in reverse is 
the first major step in minimization. 

A logic switching algebra, to become 
a useful tool for the analysis and syn- 
thesis of switching networks, should 
operate with connectives which are com- 
plete functionally. The completeness of 
a connective or a group of connectives 
can be described for 3- valued logic as 
follows: there are 33" different functions 
of n variables, and a given connective is 
complete if it is possible to express all 
the 32" functions with only that connec- 
tive or a group of connectives. 

There are several ways of proving the 
completeness of a given connective or a 
group of connectives; one way is to prove 
an expansion theorem, while another is 
to establish an isomorphism (one -to -one 
relationship that preserves the operations 
of addition, multiplication, and the order 
relationship) between the algebra to be 
tested and another algebra which is 
known to be complete. 

By definition a Post function is any 
element of a finite set P built up from 
elements of an arbitrary set C by a finite 
number of combinations of product and 
cycling operations. Since the ternary 
switching functions as defined by tables 
of logic values are themselves Post func- 
tions, there is a canonical expansion of 
the functions in terms of the product 
and cycling operation. Hence, the ter- 
nary switching logic, as presented here, 
is complete. 

To simplify the analysis and synthesis 
of the ternary functions, some auxiliary 
operations will be introduced. These are 
sum (p + q) and negation (p and J) 
operations. 

P 

0 
1 

2 

(p + q) 

q p 
0 1 2 

0 0 1 2 
1 1 1 2 
2 2 2 2 

F Jo(p) J1(p) J2(p) 

2 2 0 0 
1 0 2 0 
0 0 0 2 

As defined here, p + q = max (p, q) and 
Jk(p) = 2,ifk =p; Jk(p) = Oifk /p. 

Note that the J operation, reduced to 
the binary logic, becomes the binary ne- 
gation. According to the definition, J0(1) 
= J1(0) = 0 and J1(1) = Jo(0) = 1. 

Therefore, if J1(p) = p, then Jo (p) = FT; 

the bar signifies binary negation. 
In the ternary switching logic, there 

are 33 = 27 different functions for one 
variable. The table of all 27 ternary func- 
tions can be reduced to the four binary 
functions for one variable, once again 
showing that the binary as well as the 
ternary logics are special cases of the 
general m- valued logic system developed 
by Post. 

p 0 1 2 Ternary Functions 

fo 
12 
121 

0 0 0 
0 1 2 
2 1 0 

Jo(p) h(p) 
2(P) + h(p) 1 = p 
Jo(P) + J1(P) 1 

120 2 2 2 Jo(P) + J1(p) + 2(p) 

p 0 1 Binary Functions 

Io 0 0 Jo(p) J1(P) = p P 
15 0 1 

121 1 0 Jo(p) = 
12e 1 1 Al(P) + h(P) = P P 

In determining logical functions from 
given truth tables it is necessary to be 
familiar with some systematic tech- 
niques. However, one should not over- 
look the importance of the truth table 
inspection before general methods are 
applied. If a special pattern is noticed, 
the required function can be written di- 
rectly from the truth table. 

A general method for determining 
logic equations in terms of J operators, 
defined by truth tables, is as follows: 

1) Write down separate J minterms (a 
minterm of n variables is the Boolean 
product of these n variables with each 
variable present in either its true or 
complemented form) for each non -zero 
term of the function, making the order 
of J operators equal to the truth value 
of the corresponding variables. If this 
term is 1, multiply the generated min - 
term by 1. 

2) To produce the complete equation, 
realizing the given function, add all 
the J minterms. 

3) Simplify the equation. 

Example: 
Determine the logic equation for the func- 
tion f defined by the truth table as shown 
below. 

P q I .1 minterms 

I 1 1 11(P) 11(g) 1 

1 2 1 1(P) J2(q) 1 

2 t 1 2(P) 1(g) 1 

2 2 2 2(p) J2(g) 

The portion of the truth table not shown 
contains all zeros under J. 

17 
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f=Jt(p) Jr(g) 1+JI(P) J2(4) I+ .12(p) Jt(q) 1+J2(p) J2(q) 
=Jl(P) 1 [Ji(q)+J2(4)l +J2(p) 

[J].(4)1 + J2(4)l.. 
=J1(P) 1.4+J2(p) q 
=[Jl(p) 1+J2(p)l q 
=pq 

To simplify the binary logic functions, 
the Veitch diagram technique is often 
more convenient and faster than alge- 
braic manipulation. It was found that 
the Veitch diagrams can be extended, to 
ternary logic: 

Ve 
Binary 

ch Diagrams 
Ternary' 

a p p' p" 
3 4 ME MEN 
2 o 4' 

4" WE©CI 
The Veitch diagram rules for ternary 
logic, compared to those for binary 
logic, are as follows: 

1) In binary Veitch diagrams, the truth 
values assumed are a = 1 and á = 0; 
similarly in the ternary diagrams p = 
2, p' = 1, and p" = O. The most sig- 
nificant variable in this example is at 
the top of the diagram for both ter- 
nary and binary diagrams. 

2) Any binary function transferred from 
the truth table to the Veitch diagram 
is marked by l's in the corresponding 
cells. Since the ternary function is de- 
fined in its truth table by either 2's 
and /or l's, the corresponding cells are 
also marked by either 2's or l's. 

3) If a cell in the binary Veitch diagram 
can be either 1 or 0 (i.e., a correspond- 
ing minterm is redundant) the cell is 
marked by X. The cell is redundant 
in the ternary Veitch diagram only if 
it can be either 2 or 1 or 0; in this 
case, similarly, it will be marked by X 
(i.e., the cell can take any convenient 
truth value for the function simplifica- 
tion purposes). Any cell of the ter- 
nary Veitch diagram can assume only 
one truth value or be redundant. 

4) For any mechanized binary function, 
the existence and the non-existence of 
the output corresponds to the truth 
values 1 and 0 respectively. In the 
case of the ternary function, the ex- 
istence of the output corresponds to 
either 2 or 1, and the non -existence of 
the output to O. A function producing 
2 or 1 output will be denoted by f2 
and /1 respectively. If the truth table 
defining a function contains 2's and l's, 
the total expression for the function 
will be f = f2 + fi. 

Example: 
Use the Veitch diagram for the minimiza- 
tion of the function defined by the truth 
table in the previous example. 

p 4 I f 

4 

4" 

p p' p" 
1 

1 

2 
2 

1 

2 
1 

2 

1 

1 

1 

2 

0 

o 

o 0 o 

Inspecting the Veitch diagram one can 
see that the pattern is the same as of the 
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matrix defining the ternary intersection. 
That is, f = f1 +f2 =p q. 

To become proficient in ternary Veitch 
diagram techniques, one should first be 
able to recognize as many different ter- 
nary Veitch patterns as possible. 

To translate a ternary Veitch diagram 
into a disjunctive form consisting of J 
minterms, proceed in the following man- 
ner: 

1) If a pattern can be expressed in terms 
of intersection, union, and /or cycling 
connectives such that 

f=f(P,4 ,$) 

then f=J2[f(P,4> s)l+ 
Jt[f(p,q,'s)] 1 

Example: 

q 

q' 
4" 

Since the Veitch diagram is of the function 
J =p+ 4,112(p +4) +J2 (p +4)1 

2) If the pattern of a function is not 
readily recognizable, combine 2's and 
l's separately into the simplest expres- 
sions using the same technique as in 
the use of the binary Veitch diagrams. 
If f2= f2(p,q,,$) and f1 =Ii(P, 
q, ,$) then f= J2[f2(p,q,,$)] 
+12[í1(p,4,. s)] 1 

Example: 

p p' p" 
©©© ©m. ©0U 

4 
4' 
q" 

p p' p" 
2 

2 o 

2 o o 

From this pattern, we get 12= p and f1 = 
4(p° + p"), f = J2(p) + J2[4(p' + p")] 

3) For expressing fl, consider any cell 
with 2 to be a redundant term since 
2 +1 =2. 
211 200 111 
200 = 200 + 000 
2C0 200 000 
Using this property for the above 
example, 
f = J2(P) + J2[4(P' + p ")1 .1 
= J2(p) +J2(q) 1 

All the described methods of generating 
logic equations for the functions defined 
by truth tables can be used for any num- 
ber of variables. The complexity of han- 
dling a _nigher number of variables does 
not appear to be greater than the equiva- 
lent problem in the binary logic. The 
fact that the number of different ternary 
logic functions is much greater than for 
the same number of binary logic func- 
tions does not make the ternary tech- 
niques proportionally more compli- 
cated. 

THE TERNARY 
CONDITIONED -DISJUNCTION 

In computer manufacturing, it is more 
economical and convenient to use only 
one type of circuit as a basic logic ele- 
ment. For instance, in the present digital 
computers, to mechanize three basic 

logic connectives -and, or, and not -we 
use either nor or nand logic elements. 
All the ternary functions can be mecha- 
nized by a single logic element' This 
basic element is a conditioned- disjunc- 
tion. The notation symbol for the ter- 
nary conditioned -disjunction is 

T(p,q,r;s) 
and its functional definition can be stated 
as p, q, or r if s = 0, s = 1, or s = 2, re- 
spectively : 

p q r 

s T(p, q, r; s) 

0 

2 

p 
4 
r 

T(p, q, r; s) 

The general expression for the ternary 
function of n variables in terms of T 
operators is: 

f (P, 4,r,. s) =T [f (0, 4,r,.,$), 
f (1,q,r,.,$), f(2,q,r,,$) ;P] 
where f (0,q,r,,$), f(1,q,r,,$) 
and f (2, q, r, , s) are the ternary 
functions of (n - 1) variables. This re- 
sult follows directly from the Post alge- 
bra and the definition of the T operator. 

A simple method has been developed 
for mechanizing ternary functions using 
T operators. To the author's knowledge, 
the method appears to be novel since no 
reference describing it had been found. 
The procedure is as follows: 

1) Translate a truth table, defining a 
ternary function, into its equivalent 
Veitch diagram; 

2) Write all the n! possible equations in 
terms of T operators, where n is the 
number of variables; and 

3) Select the equation of the minimal 
form. 

For example, a general Veitch diagram 
for a ternary function with two variables 
is shown below: 

4 

q' 
q" 

4 

p p' p" 
a a,_ a13 

a;,, a,., 

J(4 p) 
p p' p" 

FINE El 
LIMNER uZtaKa 
f(p (1) 

p p' p" 
q 
4' 4 112M 0=1 

The two forms of he function can be 
written: f (q, p) = T [T (ate, a23, a,3 ;q), 
T (a, ,a,,a,2; q),T (a31, an, a,1; q) ; P] 
f (p, q) =T [T (a3s,a.,a3,;P), 
T (a23, a2:, a.,; p), T (a,3, a,2, a,,; p) ; q] 
The above functions, in logic diagram 
form, are shown in Fig. 1. 
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M M M MNr 
m m m 

N N N 
M N e- 
m m m 

Cl N a- 
m m m 

flq,p) 

Fig. I -Logic diagram for mecha- 
nizing the ternary functions using 
T operators. 

As can be seen in the Veitch diagram 
and the determined equations, writing 
down the required equations is very 
simple. Starting from the right bottom 
corner of the Veitch diagram (i.e., from 
the minterm designated by the ternary 
zero) one may proceed either up or to 
the left producing f (q, p) or f (p, q) , 

respectively. Since f (q, p) = f (p, q) 
the one of the simpler form is selected. 
With some experience in this technique, 
it will not be necessary to try all the pos- 
sible solutions, since some Veitch dia- 
gram patterns suggest the factoring 
ways producing a minimal form. 

CONCLUSIONS 

Essentially, the system of the ternary 
logic is characterized by a rather close 
analogy to the systems of Boolean alge- 
bra, normally used for the case of the 
binary logic. One of the more outstand- 
ing differences is that in the ternary sys- 
tem the number of the different equa- 
tions is considerably higher than the 
number of the binary equations for the 
same number of variables. 

Also, the number of possible ternary 
operators is higher than the number of 
binary operators, but in both cases 
there are single operators which provide 
complete logic systems. As a whole, the 
difference between the two logics are 
predominantly of quantitative nature. 

MNr 
MCIM 
m m 

f")N,- 
N N N 
m m m 
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After one becomes familiar with some 
fundamental principles of a multi -valued 
logic, the ternary logic does not create 
any conceptual difficulties. However the 
manipulation of the ternary logic is more 
complex than that of the binary logic, 
and probably will remain so regardless 
of what new switching algebra tech- 
niques are developed in the future. 

The commonly accepted opinion that 
the number of components in a ternary 
computer will be smaller than that used 
in a binary computer is based on con- 
siderations related to the storage of data 
by ternary elements. Therefore, the use 
of the ternary numerical system in digi- 
tal computers would be justified only if 
both 3 -state switching and memory ele- 
ments were available. With the recent 
technological advances in various semi- 
conductor devices, magnetic cores, and 
cryogenics, there are indications that 
the circuit design of simple and reliable 
ternary devices is feasible. 

The author has completed the logic 
design of the following ternary func- 
tions: a tri- stable memory element ( "tri- 
flop") for store, trigger, and shift- regis- 
ter applications, timing -pulse generators, 
comparators, adders, and data transfers 
between registers. A T operator was 
used as a basic switching element 
throughout the exercise for the applica- 
tion of the described ternary logic, and 

no unusual problems were encountered. 
The same T operator can be used as 

either a 3 -state or 2 -state switching de- 
vice, this property being controlled by 
truth- functional constants associated with 
T operators. It is an extremely useful 
property of T operators since some con- 
trol signals should exhibit two states 
only. 

Although an optimum mechanization 
of the ternary full -adder has not been 
achieved, the ternary adder compares 
very well with the binary adder (ten T- 
elements versus nine nor -elements) . This 
is significant because the increase in 
range in changing from binary to ter- 
nary notation with the same number of 
digits, n, is (3/2)n. 

In selecting a numerical system, one 
should also consider the cost and speed 
of conversion to and from the decimal 
system. Any binary conversion algorithm 
can be modified for the ternary conver- 
sion, and, in most of the cases, the exe- 
cution of ternary conversion is faster. 

There exists a ternary code, referred 
to as a symmetric code in this paper, 
which does not require the designations 
of algebraic signs. The full adder for 
this code is more expensive than the 
adder for the straight ternary (14 versus 
9 elements). However, the arithmetic 
can be performed without sign logic or 
subtractive complementing and sign 
change correction. 

In recent years, many papers have 
been appearing on ternary logic. The 
subject is becoming of greater interest 
to the logicians recognizing many ad- 
vantages of the system. It is still too 
early to speculate whether the computer 
industry will ever switch from binary to 
ternary logic. An extensive evaluation 
program is necessary to determine 
whether the use of the ternary system 
for digital computers would be justified 
economically. 

Although an engineering team design- 
ing their first ternary computer today 
could have some problems, these would 
be considerably simpler than the prob- 
lems encountered by the team designing 
the first electronic digital computer a 
mere 20 years ago. 
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COMPUTER SOFTWARE CONTROL SYSTEMS 

The development, present uses, and future applications of computer control 
systems are described. Starting with a definition of the control system itself, 
several other terms related to computer software are defined. Both batch - 
processing and time -sharing systems are covered with particular attention to 
extending their usefulness for future, more complex systems. 

IN COMPUTER TERMINOLOGY, a control 
system is a program that produces an 

environment for user programs to oper- 
ate in a computer. Generally, the pur- 
pose of a control system is to make the 
use of the computer easier and more 
efficient. Such a system constitutes a 
dynamic interface between hardware 
and user program. These systems are 
also sometimes called operating systems, 
monitors, supervisors, or executive pro- 
grams. Control systems are as old as 
computers, and vary in size from a few 
simple routines to very elaborate soft- 
ware systems containing several hundred 
thousand instructions that may represent 
an investment of hundreds of man years 
of effort. 

The term operating system today usu- 
ally implies all general software supplied 
by the manufacturer with a line of com- 
puters. Rudimentary beginnings of oper- 
ating systems were sub -programs for 
floating point arithmetic, sets of library 
routines, special print routines, and com- 
plete interpretive systems that provided 
the user with a new set of simple and 
easy -to -use commands. 

Compilers transform defined source 
languages (such as FORTRAN) into a 
set of machine instructions, and are not 
considered as part of the control system. 
Language systems form an entire class 
by themselves in the computer sciences. 

FIRST GENERATION COMPUTERS 

First generation computers could operate 
only on one program at a time. As com- 
puters became more expensive, machine 
operators could not efficiently schedule 
the machines, and control systems began 
to assume some of the tasks of the opera - 
Final manuscript received September 13, 1967. 

20 

DR. H. M. SASSENFELD, Mgr. 
Control Systems, Systems Programming, 

Electronic Data Processing, Cherry Hill, N. J. 

tor: accepting jobs for processing, initi- 
ating the loading procedures for each 
program in sequence, and providing for 
diagnostic memory print -out in case of 
unexpected user program failure. 

SECOND GENERATION COMPUTERS 

Second generation computers made it 
possible to operate input and output con- 
currently with execution of instructions 
that use high -speed memory only. Con- 
trol systems assigned and scheduled buf- 
fers for the input and output, initiated 
the input output operation, and signaled 
its completion back to the using program. 

Frequently, it is not possible to do 
worthwhile work, such as arithmetic in- 
volving high -speed storage only, during 
the input and output cycle in a given 
program. Better use of a computer with 
respect to concurrent input /output can 
be made if several programs are at hand 
for operation. The basic philosophy is 
to have two or more programs loaded in 
memory. The first program operates 
until it has to perform input or output; 
after initiation of input or output, the 
control is transferred to the second pro- 
gram while the first program waits for 
its input or output to complete. It is 
obvious that with a good mix of pro- 
grams, the total time of completion for 
these programs, multiprogrammed, is 
less than that of executing them in 
sequence. 

THIRD GENERATION COMPUTERS 

Third generation control systems provide 
the management of concurrent input and 
output, the switch between multiple pro- 
grams and the allocation of resources 
with respect to time, memory, and input 
or output devices. A further major fea- 

ture of third generation software is the 
availability of a data management func- 
tion, that facilitates the use and access 
of files to the user. Files are sets of in- 
formation stored on auxiliary devices 
such as tapes and discs. Files may be 
divided into a number of records which 
are individually accessible. The more 
comprehensive systems allow the user 
to work with his files on a logical level; 
that is, he can refer to his files by name 
regardless on which storage medium 
they reside and how they are physically 
recorded. 

Third generation hardware and soft- 
ware have become so complex that "stand 
alone" user programs are practically im- 
possible and very uneconomical. A cer- 
tain basic amount of software for the 
control system is a prerequisite for oper- 
ating a computer facility. 

Control systems divide into two major 
categories: Batch -Processing Systems 
and Time -Sharing Systems. The con- 
ceptual distinction comes from their dif- 
ference in access methods, scheduling, 
and resource allocation. The practical 
distinction lies in the higher complexity 
of time -sharing systems caused by new 
types of equipment and software tech- 
niques. 

BATCH- PROCESSING SYSTEMS 

In a batch -processing system, jobs are 
accepted and scheduled to run to corn - 
pletion in the sequence in which they 
arrive. If the system provides for multi- 
programming, several programs may be 
loaded into the computer and then exe- 
cuted in the order of their assigned pri- 
ority and within the constraints of the 
available resources (such as memory and 
storage devices). 
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Task Management 

The control system lets the first program 
execute until it starts an input /output 
operation, then it transfers control to the 
program with the next highest priority 
until either it initiates input or output or 
the first program has completed its input 
or output. At that time, control goes 
either to a program with lower priority 
or to the first program with the highest 
priority. A program that is either run- 
ning, or scheduled to run, is called a 
task. Tasks may perform several jobs 
such as compile, load, or execute. De- 
scription of the jobs are expressed in a 
job control language; the information 
about the jobs is accumulated in the so- 
called job stream. 

The task management of the control 
system allocates the necessary amount of 
high -speed memory, calls in overlays of 
programs, and provides for memory pro- 
tection to prevent destruction of infor- 
mation of a task by another task. 

Data Management 

Data management gives the user two im- 
portant facilities: file handling and rec- 
ord processing. When a user wants to 
work with a file, he "opens" the file by 
means of a command to the data manage- 
ment system. The data management 
checks the allocated peripheral devices 
on which the file is located, and if they 
are detachable storage media, such as 
tapes, it issues mounting instructions to 
the operator. Detachable storage media 
have tables of contents and labels that 
are checked by the system to insure that 
the proper file is mounted at the input 
or output device. The data management 
further checks the type of file and in 
which manner it can be accessed. 

In most systems, files can be organized 
and accessed according to either the 
direct -access method or the sequential - 
access method. The basic direct -access 
method allows the user to address rec- 
ords and tracks on storage devices di- 
rectly. The user specifies how the records 
are arranged on the device and he, in 
essence, provides the searching, read, 
and write instructions. Data manage- 
ment provides the dynamic allocation 
of buffer space. The sequential- access 
method facilitates the reading and writ- 
ing of records which are strictly in 
sequential order on a physical device 
such as magnetic tape. The indexed 
sequential method associates a key with 
each record of the file and recognizes 
the logical order of the keys or records. 
It is therefore possible to read, write, in- 
sert, or delete records by referring to 
their keys. The system will perform the 
operation regardless of where the rec- 
ords are physically placed. It is not 

necessary for the user to utilize the space 
that becomes free after deletions or con- 
cern himself with procedures to handle 
overflow incidents that occur by inser- 
tions into a full track. Notice that logical 
order and physical order of records on 
the storage device generally do not 
coincide. 

It is mainly the development of data 
management functions and multi- tasking 
that third -generation batch -processing 
systems have achieved for the user. 
Newer systems also provide emulation as 
concurrent tasks in the system opera- 
tions. Emulation is the simulation of 
another computer and is usually accom- 
plished by using special hardware and 
software. 

The functions that batch -processing 
control systems provide to ease the user's 
work are not without cost and must be 
paid for with a certain amount of over- 
head. The overhead shows in two ways: 

1) The more functions the control system 
provides, the more space is needed. 
Present systems occupy anywhere from 
5% to 25% of high-speed memory dur- 
ing operation. 

2) The control system needs time to check 
on legitimacy of accesses, search for 
records, and switch between tasks. 

If the tasks are well balanced with re- 
spect to input /output, the switch between 
them produces additional machine capac- 
ity through parallel operation far in ex- 
cess of the time used by the control sys- 
tem. There are certainly cases where 
systems use an undue amount of time for 
unproductive work, but generally speak- 
ing, present batch -processing control 
systems provide effective computer use 
that would not be possible if jobs were 
processed in the old- fashioned manner of 
running only one job at a time and 
under the exclusive control of a human 
operator. 

TIME -SHARING SYSTEMS 

Time -sharing control systems have been 
developed during the last two or three 
years. They represent the most complex 
control systems to date because they per- 
form most functions of the batch- process- 
ing systems in addition to the interactive 
time -sharing functions. Time -sharing sys- 
tems provide: 

1) Remote access to the computer simul- 
taneously for a large number of remote 
users; 

2) A scheduling technique that favors 
short jobs for fast turn- around; 

3) On -line files privately or generally 
accessible to users at the terminals at 
all times. 

Very often during the program- building 
and checkout phase, only small correc- 
tions or additions are made to a program. 
Changes punched into cards, submitted 

70/15 PROGRAMMING SYSTEMS 

Loader Routines 
Input /Output Control 
Utility Routines 
Test Routines 
Report Program Generator 
Autoflow 
Assembly System 
Sort /Merge Generator(s) 
Library Maintenance Routines 

70/25 PRIMARY OPERATING SYSTEM 

Executive 
File Control Processor 
Peripheral Control System 
Job Control 
Report Program Generator 
Macro Assembly System 
Sort/Merge 
1401 Simulator 
Diagnostic Routines 
Library Maintenance Routines 

70/35 -45 -55 PRIMARY OPERATING SYSTEM 

Executive 
File Control Processor 
Peripheral Control System 
Job Control 
Report Program Generator 
COBOL (32K) 
Macro Assembly System 
Sort/Merge 
Library Maintenance Routines 
Diagnostic Routines 

70/35 -45 -55 PRIMARY COMMUNICA1 IONS 

ORIENTED SYSTEM 

Supervisor, including macros for multi -channel 
communications program linkage 

Peripheral Control 
Snapshot macros 
Program loaders 

70/35-45-55 TAPE OPERATING SYSTEM 

Executive 
File Control Processor 
Media-to -Media Conversion Programs 
FORTRAN IV 
Macro Assembly System 
Monitor Control 
Report Program Generator 
COBOL 
AIDS- Automatic Integrated Debugging System 
Sort /Merge Generator 
Library Maintenance Routines 
Diagnostic Routines 

70/35 -45 -55 TAPE /DISC OPERATING SYSTEM 

Executive 
File Control Processor 
Media -to -Media Conversion Programs 
FORTRAN IV 
Macro Assembly System 
Monitor Control 
Report Program Generator 
Communications Control (multi-channel) 
COBOL 
Sort/Merge Generator 
Library Maintenance Routines 
Diagnostic Routines 
AIDS- Automatic Integrated Debugging System 

70/45 BASIC TIME SHARING SYSTEM 

Control Program 
Command Language 
Edit Language 
Interactive FORTRAN 
Desk Calculator Mode 
FORTRAN Syntax Checker 
Switching Module 

70/46 TIME SHARING OPERATING SYSTEM 

Executive 
Data Management System 
Diagnostic Routines 
Job Control 
Command Language Processor 
FORTRAN IV 
COBOL 
IDOL Interactive Debugging -Oriented Language 
Report Program Generator 
Assembler 
Conversational FORTRAN 
Conversational FORTRAN Syntax Checker 
Conversational COBOL Syntax Checker 
Conversational Assembler Syntax Checker 
Conversational Desk Calculator 
Conversational Text Editor 
Linkage Editor 
User File Maintenance Routines 
System File Maintenance Routines 
Sort /Merge 
Test Data Generator 

MANAGEMENT SCIENCE SYSTEMS 

APPLICATION PROGRAM PACKAGES 

Systems Flow Simulator 
Multiple Project Planning and Resource Allocation 
PERT 
APT Numerical Control Language 
EXCEL Civil Engineering System 
Statistical System 
Matrix Operations 
Square Root and Transcendentals 
Linear Programming System 
Market Forecasting System 
SSS -70 Scientific Subroutines Strident 
Decision Table Program 
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to a batch- processing system usually 
causes delays for hours in a busy instal- 
lation despite the fact that actual ma- 
chine time needed for the job may only 
be a few seconds. In time -sharing, the 
user enters commands from his terminal 
which may be either a teletype or a video 
display: The system accepts the com- 
mand and gives the user a few hundred 
milliseconds of processor time. If the 
user's job is short and finishes in that 
time, he will receive the answer within 
seconds at his terminal. After receipt of 
the computer response, the user will pre- 
pare for the next request. Considering 
that users normally take from 10 to 30 
seconds "think" time between entering 
commands and assuming that the average 
command takes only a fraction of a sec- 
ond to execute, it is possible to service 
a good number of users simultaneously. 
Internally, of course, the requests are 
taken serially, but due to the actual 
short execution time, responses occurring 
within seconds give users the impression 
that they have simultaneous access to the 
processor. 

From a control system point of view, 
time -sharing systems differ from batch - 
processing systems by their typical num- 
ber of active tasks. In a batch -processing 
system, one usually thinks of three to six 
concurrently active tasks, whereas in a 
time -sharing system, 30 to 100 users are 
considered typical. 

Relocation of Memory 

It is obvious that all user programs can- 
not share memory at the same time with- 
out making the allowable program size 
prohibitively small. To permit use of any 
sensible program size requires swapping 
of programs between auxiliary storage 
and high -speed memory. This demands 
fast input and output to and from a high 
capacity storage device and also an effi- 
cient means for relocating programs. 
Efficient relocation is significant because 
the control system cannot easily assign 
the same place in memory for each of so 
many programs every time a swap takes 
place. 

The difficulties of relocation can be 
partly overcome through software and 
by restricting maximum program size 
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and limiting the language- processor cap- 
ability. In currently available restricted 
systems, programs may not exceed from 
about 4,000 to 8,000 bytes. Restricting 
the capability to one or two language 
processors saves space because all users 
can share the same copy of the language 
processor in memory. Language proces- 
sors in these systems are considered part 
of the system and not of the user 
program.' 

The Translation Table 

In general, users of time -sharing systems 
must have the flexibility to use any 
language processor, any program pre- 
pared at the terminal, or any executable 
object module, regardless of origin. A 
better and advanced solution to the relo- 
cation problem is a combined hardware 
software system which works as follows. 
Memory is divided into blocks of equal 
size; each program will always consist 
of an integral number of such blocks. 
Every effective address generated in an 
instruction goes through a table look -up 
process by the hardware before the data 
is fetched from physical memory. The 
machine uses the first digits or bits of 
the address foi look -up in this translation 
table. For example, if blocks are one 
thousand characters long, the address is 
taken with the exception of the three 
rightmost digits which signifies the block 
number. The table contains, for each 
logical block number, the actual physical 
block number where the control system 
has placed the block of the program. 
The control- system software sets the 
table according to the correspondence 
between logical block number as the user 
program sees it and the physical block 
number as the system has assigned it at 
the time of execution. 

To relocate a program necessitates only 
resetting the block numbers in the table. 
The hardware automatically performs 
the translation by look up in the table 
for every address encountered. By this 
method, blocks of a program may be 
placed in memory discontiguously be- 
cause every address is analyzed and 
translated, and it does not matter where 
a particular block is located in physical 
memory. 

Dr. Sassenfeld was Manager of the Computer Cen- 
ter at the Marshal Space Flight Center in Hunts- 
ville, Alabama, and later became general manager 
of information processing business with General 
Electric. He joined RCA in 1965 as manager of pro- 
gramming planning and is presently manager of 
control systems in charge of software development 
for the Spectra 70/46 time sharing system. 

By means of the translation table, the 
user can address in his own world, and 
the system can place the program any- 
where in memory it sees fit. A table 
serves only one user. When another user 
obtains execution, the machine works 
with his table. This protects users mu- 
tually since their translation table set- 
tings do not contain any block number 
assigned to another user, and therefore 
it is impossible to accidentally (or 
maliciously) destroy information of an- 
other user. 

Paging 
This method yields one other advantage. 
The size of memory that a user may 
address depends only on how many 
block entries are allowed in the transla- 
tion table. Because a program can never 
address all blocks at once during execu- 
tion- strictly speaking it needs only one 
block at a time -only a small portion of 
the total program needs to be physically 
present in memory for the duration of a 
processing period of a few hundred milli- 
seconds. Therefore, the control system 
may load only a few blocks of the pro- 
gram, but set a warning control bit in 
the translation table for blocks not pres- 
ently loaded in memory. Any time the 
program in execution tries to access a 
block not in memory, an interrupt will 
result. The control system may then 
obtain the missing block from auxiliary 
storage and processing of the program 
can continue. 

This method of handling memory allo- 
cation of programs is called paging, and 
the above mentioned blocks are referred 
to as pages. The fictitious large address 
space that the user may have is called 
virtual memory. If a user operates in a 
virtual memory that is larger than the 
physical memory available in the equip- 
ment, no more than a fraction of his pro- 
gram will be loaded in physical memory 
at any time. The virtual memory concept 
practically replaces the need for over- 
lays. The user just extends the address 
space and leaves it to the system to per- 
form overlays automatically by paging. 

Task Management 
Task management in a time sharing sys- 
tem must accommodate a large number 
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of users, provide protection, and allocate 
resources dynamically. The resource 
allocation is further complicated by the 
paging mechanism since input and out- 
put to other peripheral equipment must 
be coordinated with the swapping of pro- 
grams. Blocks of user programs that are 
receiving input cannot be swapped even 
if the rest of the program is made inac- 
tive during execution of another user pro- 
gram. Some implementations of paging 
mechanism have run into significant dif- 
ficulties from an efficiency point of view' 
The answer to efficient paging lies in 
proper choice of algorithms and auxiliary 
storage devices. Devices such as discs are 
not feasible for paging. 

The scheduling of tasks is an impor- 
tant factor in time sharing. As men- 
tioned earlier, one of the purposes of 
time sharing is to give short jobs prefer- 
ential treatment. A common method is 
the so- called round -robin. In the round - 
robin scheduling system, the servicing 
processor grants a certain quantum of 
time -in the order of half a second -to 
each requesting task or user. If the re- 
quest is less than the time quantum, the 
request is completed and the user re- 
ceives a response. If the request cannot 
be finished within the time quantum, it 
is interrupted and the next user gets a 
time quantum, and so forth. A long job 
is obviously delayed since it is done in 
installments of time quanta and time 
elapses between installments for time 
quanta given to other users waiting. 

In practice, the round -robin schedul- 
ing is always modified since programs 
may not be able to use their full time 
quantum, either because they need in- 
put /output or because part of their pro- 
gram is not immediately available in 
memory due to paging. Relatively com- 
plicated scheduling algorithms result by 
considering optimization of time, space, 
and transmission to auxiliary storage. 
Further, certain parameters (such as 
the number of active users leading to 
adaptable scheduling algorithms) may 
change with time:` 

Data Management 

The data management of a time -sharing 
system maintains a catalog for all user 
files, protects them when they are private 
and guards the procedures of file sharing 
for files that users have declared as shar- 
able. All file creating, accessing, and 
updating can be done either directly 
from a terminal by specific commands 
or by executing programs in the form of 
specific instruction sequences (macro 
calls). All access methods implemented 
for batch -processing systems, predomi- 
nantly the sequential and indexed se- 
quential, are available in time sharing. 

Larger Systems 

Valuable program debugging features 
are implemented in larger time -sharing 
systems. Interactive compilers facilitate 
source -language debugging by allowing 
1) to compile a statement at a time, 2) 
to execute a statement at a time, and 3) 
to display or print specific variables on 
demand.' 

Special Commands 

Special commands help to debug running 
object programs. By entering commands 
from his terminal, a user may stop the 
execution of a program at any particular 
time and at any particular location; he 
can then make changes to the program, 
display or print contents of registers or 
values of variables, and resume the exe- 
cution of the program. Conditional stops 
can be placed into the program such that 
the stop occurs after a certain point has 
been passed a specified number of times 
or a certain variable has obtained a given 
value. All these commands can be given 
in absolute or symbolic if symbol tables 
are available to the system.- 

The Text Editor 

One major language processor, the text 
editor, is implemented for almost all 
time sharing systems. The text editor 
allows to enter and modify text, or more 
precise, character strings. Commands 
facilitate the insertion, deletion, move- 
ment and replacement of character 
strings. Locations in the text can be 
specified by line number, character num- 
ber in lines and by content. Text editors 
are the major tool for changing source 
language during the process of de- 
bugging. 

FUTURE TRENDS 

From past experience, it is evident that 
software control systems will be even 
more critical for the performance of 
future computer systems than for present 
ones. As hardware becomes more com- 
plex, a single user can neither use a sys- 
tem efficiently by himself nor can he 
acquire the necessary skill to run a sys- 
tem without a control system supplied 
with the hardware. 

Future systems will emphasize more 
parallel operation using multiple proces- 
sors for more efficiency and higher 
through -put. Processors and blocks of 
high -speed memory will be considered 
resources like any other device. The 
concept of the all- knowing central super- 
visor will change to a concept of multi- 
ple resources that are scheduled accord- 
ing to availability and ability to perform 
a certain task. Practically every system 
will have some kind of remote access de- 
vices attached, challenging the domi- 

nance of card -handling devices in today's 
computer installations. Systems will be 
required to operate 24 hours a day, seven 
days a week. There will be multiples of 
each component to allow the system to 
fail soft by maintaining the basic func- 
tion in case some components are tempo- 
rarily disabled. Better methods and 
equipment will be required to guarantee 
safety of on -line files that are vital to 
individual users and businesses. Auto- 
matic file backup and redundant record- 
ing, the two possible solutions to this 
problem. demand significant develop- 
ment and consideration in future system 
design. New concepts such as the inclu- 
sion of files into virtual memory are con- 
sidered in some advanced systems." 

Briefly, the user references a location 
in a segment or file. He has a large num- 
ber of segments available to him, maybe 
a million, and each segment may have 
up to a million words. The user can 
address in a two -dimensional way by 
specifying the segment and the location 
in the segment. Any time he refers to 
another segment (file) the system will 
automatically link and load that segment 
to allow execution of his program. This 
is different from the conventional con- 
cept where the user thinks of files as in- 
active information in storage and where 
programs in execution must "read" files 
to use them. In the above concept, one 
simply addresses anything in the seg- 
ments (files) and the system accesses it. 
This puts a heavy burden on the system, 
but it is logically, and from the user's 
viewpoint, much superior to the conven- 
tional file concept. 

For improved speed, parts of control 
systems will be programmed in micro- 
instruction using read -only memory tech- 
niques. Micro instructions in read -only 
memory are usually three to five times 
faster than normal instructions due to 
simplification in statiscizing and reduc- 
tion of main memory accesses. 

Generally, the emphasis in future de- 
velopment of software control systems 
will be to serve the main objectives of 
attaining higher speed, reliability, and 
maintainability, which present quite a 
challenge to today's designers. 
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INTEGRATED CIRCUIT PACKAGING FOR ADVANCED COMPUTERS 

The new chip technology has focused equipment designers' attention on pack- 

aging techniques for modern computers. Protection, interconnection, and 

configuration concepts for integrated circuits are evolving to meet changing 
performance demands. This article presents several solutions already in 

development to solve the varied problems of this discipline. 

THE GOAL of the packaging engineer 
is to protect, connect, cool and 

house the circuits that make up a com- 
puter. His effectiveness can be mea- 
sured directly in the cost, performance, 
maintainability, and reliability of the 
completed machine. The relative impor- 
tance of proper packaging can be seen 
from an examination of the central work- 
ing portion of a modern high -speed com- 
puter. All of the integrated circuits 
required to build a Spectra 70/45 proc- 
essor will fit in a thimble; the 50,000 - 
to-1 increase in volume is required by 
today's packaging limitations. 

ELECTRO- MECHANICAL PROBLEMS 

The mechanical design of the equipment 
package has a direct bearing on elec- 
trical performance. The newer high- 
speed circuits are now fast enough to 
have the propagation delay of a foot of 
cable represent a large percentage of the 
circuit switching speed. This delay can 
no longer be tolerated; cable lengths 
must be reduced. The fast risetime 
pulses and the minimum signal levels 
make the circuits more susceptible to 
noise and crosstalk. Transmission line 
interconnections are used to reduce the 
noise and crosstalk. The integrated cir- 
cuits are sensitive to maximum tempera- 
tures and to temperature differences; 
thus, an adequate and constant -cooling 
system is an integral element of a high 
speed computer. 

Maintainability and reliability are es- 
sential considerations in the proper 
design of a high speed machine. In gen- 
eral, maintainability is promoted by hav- 
ing easily removed modules. The logic 
contained on a module should be readily 
isolated and identified as working or not. 
The module should be small enough to 
be repetitive and available as a spare 
part. If the module is expensive it 
should be capable of being readily re- 
paired and returned to stock. Maximum 
reliability requires nonpluggable con - 
Final wnnu,cript received September 1, 1967. 
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nections, all joints soldered or welded, 
and circuits spread out to minimize 
thermal problems. 

The design techniques that would re- 
sult in maximum performance usually 
conflict with those that would reduce 
cost. For example, a large module im- 
proves reliability and maintainability, 
but the larger the module the more 
likely it is to be unique. This approach 
leads to 100% stocking of replacement 
parts. With high reliability systems, a 
surprising problem arises: maintenance 
calls become so rare that adequate train- 
ing of troubleshooters is impractical. 
Thus, there must be a trade -off between 
1) the use of large plug -in modules 
where fault isolation time can be re- 
duced, and 2) increased down time while 
inexperienced troubleshooters search for 
the problem in a nonmodular system. 

CIRCUIT PROTECTION 

Throughout the packaging of a computer 
system, the packaging engineer must 
evaluate the effects of one design choice 
on the other machine parameters. The 
design of a very high -speed machine will 
require the highest speed circuits. These 
circuits will generate more heat, be more 
sensitive to temperature differences, and 
will require the use of transmission lines 
for interconnections. Similarly, attempts 
to reduce the number of types of spare 
parts will result in inefficient use of the 
building blocks and a physically larger 
system. 

Design compromises are reached by 
handling five interrelated levels: com- 
ponents, circuits, functions, subsystems, 
and systems. Integrated circuits have 
removed the component compromises 
from the jurisdiction of the equipment 
packaging engineer. All the components 
required for computer circuits are dif- 
fused into flakes of silicon and inter- 
connected to become circuits by vapor 
depositing aluminum conductors on the 
silicon surface. 

The aluminum metalization is vapor 
deposited approximately 6,000 ang- 
stroms thick and 2 mils wide. The con- 
ductors are about 2 mils apart. The 
aluminum which is deposited on top of 
the silicon chip is unprotected from cor- 
rosive atmosphere in this state. The 
accepted method of providing protection 
from chemical attack has been to seal 
the silicon chip in an atmosphere of pure 
nitrogen. To verify that the package is 
properly sealed, the unit is exposed to a 
high pressure atmosphere of helium or 
a radioactive tracer gas. The gas is then 
detected when it leaks from a faulty unit 
under low pressure. These leak detec- 
tors are capable of detecting leaks as 
small as 10-'° cc /sec. The established 
acceptable leak rate for the integrated 
circuit packages is 10-° cc /sec. 

The early attempts to provide a plastic 
package in place of the ceramic package 
met with failure because of the testing 
methods used. The absorption of the 
helium by the epoxy makes it difficult 
to determine whether there really is 
a leak. 

There have been attempts made by 
various means to provide a glass coating 
over the surface of the chip. Sputtering, 
vapor deposition, and chemical reactions 
have been tried with various degrees of 
success. The method developed by the 
RCA Laboratories and announced as the 
"Decal Chip" seems to solve the deposi- 
tion problems, provide adequate her- 
metic seal, and completely avoid prob- 
lems created by differences in thermal 
expansion characteristics.' 

CHIP PACKAGING 

TO -5 Package 
The integrated circuit chips are placed 
in a ceramic package 500 times their 
volume to bring connections (which were 
6 or 7 thousandths of an inch apart) 
to a widely spaced grid more compat- 
ible with normal printed- circuit dimen- 
sions. The package also provides an 
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environmental seal and a means of han- 
dling the circuit. The TO -5 package 
(Fig. 1) was an early contender for inte- 
grated- circuit packaging because of past 
experience sealing transistor cans. How- 
ever, with the leads all existing on one 
hidden surface, aligning the pins with 
holes for mounting and for the simul- 
taneous unsoldering of all joints for 
removal was extremely difficult. Also, 
the tight circle of leads prevented 
printed connections through the pat- 
tern and forced layouts with packages 
widely spaced. 

Planar Flat -Pack 

Fig. 2 illustrates the planar flat -pack 
with leads along two opposing sides 
spaced on 0.050 -inch centers. These cir- 
cuits can be surface mounted, or by re- 

forming the leads, they can be mounted 
through plated holes in the printed 
boards. The integrated circuits can be 
removed from this form either by un- 
soldering each lead or by clipping all 
the leads. The flat -pack also permits 
connecting leads to run through the pat- 
tern in one direction. To print wires 
between the flat -pack leads, these leads 
are usually placed in an off -set pattern. 

Dual -In -Line Package 

A more universally acceptable package 
has begun to replace the 14 -lead flat 
package. It normally has seven leads 
along each long side spaced 0.100 inch 
(Fig. 3) . Despite its slightly larger size, 
this dual -in -line package can be arranged 
on a printed card more efficiently than 
can the planar lead flatpack. 

LID Package 

Fig. 4 shows the leadless inverted device 
(LID) which has had limited acceptance. 
This package provides a U- channel in 
which the silicon chip is mounted at the 
inside center, and the legs of the channel 
are divided into pillars. Metal deposited 
on the channel is etched into individual 
conductors leading from the chip to the 
surface of the pillars. This unit can now 
be inverted and either soldered or ultra- 
sonically bonded to a printed board. 
The pillars are normally on 0.025 -inch 
centers and require more sophisticated 
printed -board techniques for adequate 
interconnections. This technique pro- 
vides no hermetic seal and little physical 
protection. 

Device Connections 

So far no comment has been made about 
the methods of connecting the conduc- 
tive pads on the silicon chip to the leads 
of the package in which it is mounted. 
The earliest packages had the silicon 
chip bonded to the base of the package 
with the circuit facing up. One -mil 

diameter gold wires were then thermo- 
compression bonded to the pads on the 
silicon and to the external connecting 
lead (Fig. 5) . Because the intermetallic 
diffusion products of gold, aluminum, 
and silicon are brittle and lead to device 
failures, the gold wires were replaced 
with aluminum wires. The thermo -com- 
pression bonded joints are made one at 
a time by an operator working with the 
aid of a microscope. The process is very 
costly and has a low yield. 

Face -Down Bonding 

Attempts to overcome the lead bonding 
cost have resulted in various forms of 
face -down bonding. Bumps or pillars 
are built up on either the silicon chip 
or the mating substrate. The silicon chip 
is then flipped onto the substrate (Fig. 
6) so that the bumps and the conductive 
pads are adequately aligned. The appli- 
cation of vertical pressure and horizontal 
ultrasonic relative vibration causes heat 
buildup and the welding of all joints 
simultaneously. Some variations provide 
a solder coating and apply heat to join 
the parts by reflow solderings. 

Face -down mounting of chips has been 
successful in pilot runs and will soon be 
the standard mounting for silicon chips 
within any of the standard packages. 

Mounting silicon circuits directly on dr- 
cuit boards seems to be a natural exten- 
sion of this technique. A number of 
independent efforts are being made in 
other companies to develop this ability. 
Two basic problem areas exist which 
prevent immediate use of uncased chips: 

1) Present testing methods require the 
addition of the standard packages 
to make suitable electrical contact. 
Therefore some revision in probing 
methods will be required to test the 
chip without a package. 

2) The hermetic sealing of the chip is 
difficult to achieve; however, the tech- 
nique which uses application of glass 
to the silicon surface promises to pro- 
vide the necessary seaL Alternatively, 
seals can be provided over each chip 
as mounted on the substrate or the 
entire substrate can be encased in an 
hermetic container. 

FUNCTIONAL MODULES 

The circuits in their protective envelope 
of glass, ceramic, plastic, or metal must 
be mounted on a suitable substrate and 
interconnected in some functional form. 
This grouping of circuits has been con- 
structed in the form of a plug -in module 
board. At first, all leads from all circuits 
were brought out through the connector 
in an attempt to design universal mod- 
ules. As packaging densities increased, 
the number of connections leaving the 

Fig. 1-The 
TO -5 package 
mainly used 
for sealing 
transistors. 

Fig. 3 -Dual- 
in -line package. 

FLYING LEAD 

SUBSTRATE 

PRINTED WIRE 

Fig. 5- Thermocompression bonding 
technique for connecting the conductive 

pads on a chip to the leads of its package. 

Fig. 2- Planar lead flatpack used 
for mounting integrated circuits. 

Fig. 4- U- channel carrier. 

CHIP 

PILLAR 

PRINTED WIRE 

Fig. 6- Face -down bonding method 
which will soon be a standard 

technique. 
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module limited the complexity obtain- 
able. By arranging functional intercon- 
nections within the module, the circuit - 
to -pin ratio was increased. The resulting 
pin savings came at the expense of spare 
parts, for now within a machine there 
were many more different types of 
plug -in modules than there would have 
been with a universal construction. The 
number of pin connections still repre- 
sent the limiting item to the module. 
With little effort on plug -in 3x4 -inch 
cards all the required interconnection 
can be performed on two layers. Lead 
lengths are relatively short, and at the 
speeds involved, transmission -line inter- 
connections are not needed. At future 
circuit operating speeds of 5 ns pair de- 
lay and less, 3x4 -inch cards will require 
controlled impedance interconnections. 

ARRAYS 

In the near future the plug -in module 
containing circuit packages will be re- 
placed by Lst (large scale integration) 
or by a form of large array referred to 
as hybrid. In the hybrid array, a num- 
ber of integrated circuit chips are 
mounted on a substrate containing inter- 
connections. This substrate is then 
mounted in a large multipin package 
similar to the flat -packs of the simple 
circuit chip. In this form it will look 
identical to the Lst package. The exten- 
sion of the planar flat -pack or the dual - 
in -line package is not practical for a 
great many pins. As the package size 
increases to accommodate the required 
pin quantity, it must be increased in all 
directions to maintain adequate mechan- 
ical strength. This increases the package 
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cost and the internal lead lengths, de- 
creasing part of the speed gain and cost 
saving by the large array. The surface 
mounting area required increases so that 
there would be little difference between 
the area required for a 28 -lead package 
and two 14 -lead packages. 

LSI is the ultimate in packaging func- 
tional groups of circuits. For this con- 
cept, a number of circuits are arranged 
on one silicon chip. The metallization 
pattern is then applied to both connect 
the components into circuit form and to 
interconnect the circuits into an array. 
This is done by one layer of metal if 
possible. If necessary, a layer of silicon 
dioxide is deposited over the first level 
of metal and a second layer of intercon- 
nection is used to finish the connection 
pattern. When this process becomes 
common practice an additional level of 
design will be removed from the domain 
of the equipment packaging engineer. 

SUBSYSTEMS 

The design of the subsystem packaging 
and interconnections provides more po- 
tential variety than any other part of the 
computer structure. Since functional 
modules are normally designed as plug - 
in units, the subsystem structure is 
required to hold a series of connectors 
and provide for their interconnection. 
The structure must provide adequate 
cooling for the circuits without inter- 
fering with the necessary accessibility 
for maintenance. 

The earliest computers provided a 
nest as the supporting structure. Inter- 
connections were provided by point -to- 
point wiring between pins of the con- 
nectors. Currently, this kind of wiring 
is done by automatic wire -wrap ma- 
chines, controlled by magnetic tape and 
making connections to posts at the 
intersections of a 0.100 -inch grid. The 
wire -wrap machines cannot provide the 
controlled impedance interconnections 
required by modern high speed com- 
puters. 

The present Spectra 70 computer 
design has replaced the wire -wrap inter- 
connections with multilayer printed -cir- 
cuit boards. Ground planes with ade- 
quate control of line width and dielectric 
thickness provide a controlled imped- 
ance connection. New platters will be 
capable of providing controlled imped- 
ance interconnections to signal pins on 
a 0.100 -inch grid? 

For future packaging of subsystems, a 
much more sophisticated technique will 
be required for mounting and intercon- 
necting substrates. As a result of cur- 
rent work, a number of assembly meth- 
ods are evolving. The designs conceived 
are based on a functional plug -in module 
approximately 5/8 -inch square containing 

interconnections and up to a dozen face- 
down bonded silicon chips. The use of 
an additional assembly will greatly in- 
crease the circuit density while reducing 
the wiring complexity of the platter. 

The concept under development will 
provide 32 functional modules mounted 
on a multilayer board 4 inches wide by 
4 inches tall. This board can plug into 
a connector mounted on a platter. If we 
now consider this 4 -inch square board 
as having three vertical flexible areas 
built into it the assembly can fold into 
a module 4 inches tall by 1 inch square. 
The modules will interleave, forming an 
extremely dense three -dimensional pack- 
age. To take maximum advantage of the 
construction, the closing edges of the 
folded assembly will include a connec- 
tion, thus shortening some of the con- 
nections from 31/2 inch to 1/2 inch long 
and reducing the maximum length by 
2 inches. 

The construction envisioned will re- 
sult in circuit densities averaging 50 per 
cubic inch and reaching 75 to 80 with 
power densities, based on today's circuit, 
of 10 watts per cubic inch. 

CONCLUSION 

The various techniques needed to suc- 
cessfully package uncased chips are 
being developed at the present time. 
The hermetic sealing of the chip with 
glass is being developed by the RCA 
Laboratories. The face -down mounting 
of integrated circuits has been accom- 
plished by a variety of methods, any of 
which appear to be adaptable to auto- 
mated factory operation. The substrate 
needed to mount the chips will require 
.004 inch wide lines and plated through - 
holes less than .010 inch in diameter. 
Printing techniques have proved suitable 
for use at the substrate sizes involved. 
Ceramics are being produced on a regu- 
lar basis with .008 inch holes. Laser 
drilling of even smaller holes is practi- 
cal. The flexible section of the proposed 
folded assembly is similar to the printed 
circuit cables that have become common- 
place. The power density is only 1 /10 
that experienced with power tubes which 
have been successfully cooled with 
inert fluorocarbon liquids. 

Uncased chip packaging is feasible, 
requiring the combination of a number 
of techniques already successfully used. 
The results should be several orders of 
magnitude shrinkage in volume with 
a comparable decrease in connection 
length, cost, and increase in reliability. 
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THE MINIMATRIX: FLEXIBLE APPROACH 
TO PRODUCTION OF EMITTER COUPLED 

LOGIC ARRAYS 

The Minimatrix is a "master slice" approach designed to resolve some of the 
problems inherent in the demand for higher packaging density and reduced 
transmission delays. This paper discusses the philosophy, and the approach of 
the Minimatrix concept. Design- automation using computer -aided techniques 
to generate the artwork for a 14 -gate adder design is also described and 

illustrated. 
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L 
ARGE CAPACITY, high speed data 

processing systems will rely in- 
creasingly on array technology. The 
high data flow rates required by these 
computers will demand a much higher 
circuit packaging density to reduce de- 
lays along transmission lines between 
logic stages. 

However, the general use of arrays is 
somewhat hampered by the diverse re- 
quirements of the user and the manu- 
facturer. The device manufacturer 
would like large arrays to follow the 
same route taken by integrated circuit 
users up to the present: use one or two 
types in very large quantity. However, 
the equipment manufacturers say that 
not enough repetition of even small 
blocks of logic occurs to permit efficient 
utilization of a few standard types. 
Further, a short design and fabrication 
cycle is required so that the equipment 
designer can quickly get samples to de- 
termine that the integrated circuit array 
does indeed meet his performance re- 
quirements and to facilitate changes as 
quickly as they may be required. 

Many array philosophies can be 
adapted by an integrated circuit manu- 
facturer; the three most commonly de- 
scribed are: 

1) Functional Arrays which are designed 
specifically for a particular use thereby 
minimizing wasted area on a chip by 
efficient use of every component; 

2) Master Slice Arrays which are com- 
posed of "cells" (a simple circuit, or 
group of undesignated components) 
which are interconnected with differ- 
ent metalization patterns to create dif- 
ferent logic functions; and 

3) Discretionary Arrays which are essen- 
tially master slice arrays; however, 
the cells on the wafer are pre- tested. 
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For any one function, different metal- 
ization patterns are created tying to- 
gether only those cells which are 
known to be operational. 

NINE -CELL MINIMATRIX ARRAYS 

The low pin -to -gate ratio functional 
logic that large arrays can adequately 
service represents anywhere from 30 to 
60% of a processor, depending on its 
size and purpose. The control logic, with 
its high pin -to -gate ratio, accounts for 
much of the remaining logic circuitry. 
A fixed number of gates on a fixed chip 
size results in inefficient use of the inte- 
grated circuit array in control logic 
application. Thus, the ability to produce 
different size chips for larger and 
smaller functional blocks, as well as for 
control logic from the same wafer is de- 
sirable. The smallest chip, with its 
higher yield and lower relative pin-to - 
gate ratio, would satisfy the control logic 
requirement. The minimatrix approach 
provides this total capability. 

After a study of circuit type require- 
ments for various arrays, a "cell" con- 
figuration (Fig. 1) was decided upon. 
The cell consists of 7 transistors and 10 
resistors and, using standard inte- 
grated circuit layout rules, occupies a 
0.018x0.018 -inch area. Nine of these 
cells are arranged in a 3x3 minimatrix 
to form the basic building block for all 
the CML special purpose arrays. The 
9 -cell building block itself occupies a 
0.056x0.056 inch area which is well 
within the processing limitations cur- 
rently adhered to at Somerville. No 
metalization pattern is placed within the 
basic building block ; i.e., the minimatrix 
is, in its undefined state, a group of 
uncommitted resistors and transistors. 
With this approach, for any array con- 
figuration, all masks up to and including 

the contact mask are identical -only the 
metalization masks are changed to create 
a given logic function. 

One of the chief disadvantages of the 
universal approach is the wasted area, 
since all components are not used for all 
applications. However, the approach 
being pursued more efficiently utilizes 
area. To better understand this concept, 
consider the following: 

1) CML arrays need fairly heavy metal- 
ization paths in the ground and -5.0- 
volt lines on the chip. 

2) Usually, this heavy metalization would 
be facilitated on the second level of 
metalization. However, in two -layer 
metalization techniques, the more area 
covered on the second level by metal, 
the more probability there is of dis- 
covering pin -holes in the insulating 
layer between the first and second 
layers of aluminum. Also, since the 
power supply and ground distribution 
busses carry the heaviest current, any 
contact resistance in the first -to- second 
layer via holes would be amplified to 
the detriment of the circuit logic levels. 

3) A study made by the Array Group at 
SECD Somerville in a progam spon- 
sored by Wright- Patterson AFB (Con- 
tract AF33(615) -3491) shows that on 
the first layer alone, the area occupied 
by the metal paths equals that oc- 
cupied by the components on that 
layer. This study was made with all 
the power supply metalization paths 
on the second layer. 

In the master -slice array approach, all 
cells are placed adjacent to one another 
leaving no area for wiring. Also, the 
cells are grouped in such a manner so 
that the area occupied by unused corn - 
ponents can be used to supply area for 
power supply distribution on the first 
level of metalization. Therefore, ground 
and -5.0 volts can be adequately dis- 
tributed on the first layer of metalization. 
Also, the cells are configured to allow for 
cell- interconnect metalization on the first 
layer. This leaves the second layer of 
metalization with the comparatively 
sparse interconnections for creating the 
required array logic function. Thus pin- 
hole effects are reduced and yield 
is greatly increased by allowing for 
loose tolerance second -layer metalization 
masks and first -to- second layer contact 
masks. The first layer of circuitry then 
contains no wasted components since the 
area occupied by unused components 
would be required in any event. This is 
because the power supply distribution 
pattern is used on the first layer. Placing 
the power supply metalization on the 
first layer has another excellent advan- 
tage in that every circuit on the chip is 
operational at the first (conventional) 
level of metalization. Therefore every 
gate and flip -flop in the array can be 
pretested before it is interconnected with 
the second level of metalization. 
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Fig. 2a- Triple base -stripe 
transistor -three base con- 
tacts. 

An integrated circuit wafer contain- 
ing these 9 -cell minimatrixes can be used 
to build 9 -, 18 -, or 36 -gate arrays by 
simply scribing the wafer at different 
scribe intervals. For example, the 9 -cell 
chip is 56x56 mils; the 18 -cell chip is 
118x56 mils; and the 36 -cell chip is 
118x118 mils. 

Presently, bonding pads are placed 
over unused components, to reduce the 
actual number of cells available for cir- 
cuit designation. However, tests will be 
made to determine whether or not the 
active circuit area can be bonded over 
along the edge of the chip. 

Although a great deal of fabrication 
flexibility has been achieved, it is not 
enough. Equally important is the system 
flexibility of the minimatrix approach. 
To demonstrate this, four functions were 
chosen: a memory switch chip, a gated 
register chip, a full adder chip, and a 
shifter chip. The first and second layer 
metalization patterns for each of these 
functions were taped to scale so poten- 
tial wiring limitations could be exam - 
ined-no severe limitations were en- 
countered. An independent evaluation of 
flexibility was made in DEP where sev- 
eral different circuit configurations were 
generated without encountering wiring 
difficulties. In summary, the minimatrix 
approach has the following features: 

1) Any size array from 1 to 36 gates can 
be accommodated. 

2) Chip sizes from 56x56 mils through 
118x118 mils can he made. 

3) Both "universal" and functional arrays 
can be accommodated. 

Fig. 1 -Cell layout and orientation in basic 
building blocks. 
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Fig. 3- Cross -section of two -layer metalization structure. 

4) Power dissipation can be reduced 
where system requirements allow, 
since a choice of component values 
exists. 

5) All of the above four features are ac- 
commodated with the same integrated 
circuit wafer. 

6) Besides the design automation tech- 
niques described in this paper, 
another metalization mask- making 
system has been devised so that taped 
layouts of the desired metalization 
masks at 200X magnification can be 
used to produce metalization masks 
directly (no rubylith required ) -thus 
providing quick turn -around time. 

7) No special processing or photographic 
capabilities are required to make ar- 
rays up to the first level of metaliza- 
tion. 

FABRICATION TECHNOLOGY 

Two types of transistors are used in the 
basic cell structure: The transistor 
shown in Fig. 2a has two emitters and 
three base contacts and is capable of 
driving 50 -ohm terminated transmission 
lines when used as a gate emitter -fol- 
lower output transistor. The transistor 
shown in Fig. 2b is used in the differen- 
tial amplifier portion of the logic circuit. 
However, both transistors have standard 
geometries and are fabricated using a 
standard diffusion profile. 

The only non -standard fabrication pro- 
cess associated with the fabrication of 
these arrays is the multilayer metalization 
process. Fig. 3 shows a cross- sectional 
view of two -layer metalization. Both 
layers of conductors are aluminum, 
while the insulating layer is a deposited 
SiO, glass. In addition to the standard 
set of diffusion masks, another contact 
mask is required to define those areas 
where the first and second layers of 
aluminum make contact through the 
SiO, insulating layer. Also, of course, a 
mask is needed to define the second layer 
metalization pattern. A black -out mask 
is then used to close all those contacts in 
unused components so that metalization 
patterns can be run over these compo- 
nents and not make contact with them. 

Array yield per wafer is directly re- 
lated to the area per array. One obvious 
way to decrease area is to shrink indi- 
vidual component sizes and component 
spacing. However, this procedure can 
only be used until component failures 

and poor component tolerances begin to 
destroy yield. 

To study this problem, a 4 -cell test - 
pattern chip was designed in conjunction 
with the arrays. Fig. 4 is a photomicro- 
graph of a test chip containing four 
identical circuits. However each of the 
four circuits is successively smaller: 
from 18x18 mils to 15x15 mils. This de- 
creased size is accomplished simply by 
shrinking the size of components and 
component spacing. Wafers of these test 
circuits are being automatically probed 
and tested by computer for power dis- 
sipation, logic levels, noise immunity, 
and component integrity. From these 
tests will come the relative yield figures 
for the four different size cells. 

Now that feasibility has been estab- 
lished, improved performance character- 
istics will be sought through the use of 
shallow diffusion techniques and smaller 
transistor geometries. Also, yield im- 
provements can be realized by using 
redundant processing techniques. 

COMPUTER AIDED 

MASK ARTWORK GENERATION 

There are essentially two sets of masks 
involved in the fabrication of integrated 
circuit arrays using the minimatrix ap- 
proach. The first set of masks is used to 
generate the basic array which con- 
tains no metalization interconnections. 
Wafers containing large numbers of 
these basic arrays will be stored on the 
shelves of the semiconductor manufac- 
turers, thus these basic arrays remain 
fixed in topology. By adding metaliza- 
tion interconnects to the basic array, a 
wide variety of functional and nonfunc- 
tional logic configurations can be gen- 
erated. Minimatrix accomplishes this by 
using four masks. This set of four masks 
will be referred to as the custom array. 
In general, the device manufacturer will 
be primarily concerned with the gen- 
eration of the artwork for the basic 
array, while both the device manufac- 
turer and the equipment designer will be 
jointly, responsible for the custom array 
artwork generation. 

The flow chart for the computer aided 
mask artwork generation is shown in 
Fig. 5. The two dotted blocks refer to 
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the generation of the basic array and the 
custom array. As seen in Fig. 5, all 
artwork generation begins with a hand - 
drawn layout on dimensionally stable 
grid -lined material such as mylar film. 
Depending on the size of the device or 
component, and the resolution required, 
scale factors may be anywhere from 100 
to 2000 or higher. 

In these layouts, the intersections of 
all lines forming a closed polygon must 
fall on the intersection of a vertical and 
horizontal grid line. The information 
drawn on the mylar film is then digitized 
(an electromechanical technique for 
storing the relative loactions of all poly- 
gon vertices) . Punched cards containing 
this information serve as input data for 
a computer program which generates 
plotting instructions for the automatic 
artwork generator. These instructions 
are placed on tape which in turn drives 
the automatic artwork plotter. The art- 
work is plotted on glass at a 60X scale 
with all closed polygons darkened. Con- 
tact prints are made on mylar film and 
sent to the semiconductor manufacturer 
who reduces the artwork by 60. Glass 
plates at a 1 -to -1 scale (the working 
plates) containing the various mask pat- 
terns are then generated. These are the 
masks which will be used in the fabri- 
cation process. 

BASIC ARRAY ARTWORK GENERATION 

A flow chart for the basic array artwork 
generation is shown in Fig. 6. As a re- 
sult of the design philosophy discussed 
earlier, the type of components, their 
geometry. and their relative positions are 
known. These components are laid out 
at 2000X as shown by the transistor 
breakdown in Fig. 7. Each of these ele- 
ments of the transistor relates to a par- 
ticular diffusion or oxide step (more spe- 
cifically, to a particular mask). The re- 
lationship between the transistor ele- 
ments in Fig. 7 and the mask level is 
shown in Table I. In a manner similar to 
the transistor breakdown resistors and 
special components such as mask align- 
ment keys, photo- alignment keys, and 
dicing area components are digitized, 
identified by a code, and stored on tape. 

TABLE 1- Relationship Between 
Transistor Levels and Process Step 
Transistor 
Elements Description of 
(Fig. 3) Process Step 

Mask Number 
t 
2 
3 
4 

5 

6 

7 

8 

N + pocket. 
N + collector ring 
N Isolation 
P + Diffusion 
P Diffusion -base and resistor 
N + diffusion 
First oxide on contact 
First Metal Comp 

Upon call, these components can be 
automatically retrieved and used to form 
selective patterns of the components 
stored on tape. The mechanism for do- 
ing this is the orientation and location 
(0 & L) pattern (Fig. 8) . All compo- 
nents are located at a given X -Y coor- 
dinate with respect to the reference 
point 0,0. The orientation of the letter R 
indicates the desired orientation of each 
component centered at its X -Y reference 
point. The 18- component basic cell is 
given a code name, placed on tape, and 
treated as a single entity. By calling for 
it by name, the computer program effec- 
tively creates the patterns for the various 
masking levels, as indicated in Figs. 9a 
through Fig. 9g. The composite of the 
basic cell is shown in Fig. 9h. The wafer 
containing the basic arrays is made of 
many of the composites, except that all 
the closed polygons are filled: all 
oxide openings or contacts have been 
metalized. 

Intragate Metalizations 

At this point in the process, individual 
gate metalization patterns can be devel- 
oped, identified, and stored for future 
use. The particular intragate patterns 
developed thus far for the minimatrix 
program were laid out at 2000X. Fig. 
l0a illustrates the intragate connections 
for a 3 -input gate with the NOR output 
available and an internal bias supply 
source; Fig. 10b is the intragate metal - 
ization for a 2 -input gate with comple- 
mentary output. When needed, these 
intragate patterns are retrieved by call- 
ing out their code name and location on 
an 0 & L pattern. The proper set of 
components will be automatically con- 
nected together by the interconnecting 
patterns generated by the automatic art- 
work generator under control of the 
computer generated tape. 

Basic 9 -Cell Pattern 

The basic 9 -cell pattern is generated 
simply by using an O &L pattern to call 
for and locate nine of the basic cells. 
Again the automatic process will gen- 
erate the artwork for all the mask levels 
required for the 9 -cell pattern. 

The 36 -Cell Basic Array 
Once the mask artworks for the basic 
9 -cell array have been checked and veri- 

LOGIC GATE PLACEMENT 
PROGRAM 

CUSTOM ARRAY I 

ARTWORK I- -- 
GENERATION 

HAND LAYOUT 

ON IINCH GRID 

SCALE 100 TO 2000% 
-1 

BASIC ARRAY I 

ARTWORK I 

GENERATION I 

DIGITIZE 

COMPUTER PROGRAM 
CONVERTS INPUT DATA 
TO INSTRUCTIONS FOR 
AUTOMATIC PLOTTER 

GENERATE MAG. 
TAPE TO DRIVE 
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AUTOMATIC PLOTTER 
GENERATES 60% 

ARTWORK ON GLASS 

SD TO I 

REDUCTION 
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WORKING 
PLATES 

GENERATE 
CHECKPRINTS 

AND 
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PAPER 
TAPE 

Fig. 5 -Flow chart for computer -aided mask 
artwork generation. 
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Fig. 6 -Flow chart for generation of basic array 
artwork. 
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tied. they are used to generate final work- 
ing plates containing many of these 9 -cell 
patterns by a photographic step and 
repeat process. Thus, at this point the 
array contains many cells of unconnected 
or uncommitted components. Depending 
on the particular application, the wafer 
can be cut into 9 -cell, 18 -cell, and 36 -cell 
chips. Therefore. while maintaining the 
advantage of being universal, various 
chip sizes (with their attendant yield 
advantages) are available depending on 
the particular logic requirement. In this 
way, the basic array services the require- 
ments of low pin -to -gate ratios associated 
with data paths as well as high pin-to - 
gate ratios of the logic associated with 
the control paths. A 36 -cell portion 
of the wafer containing the basic cells is 
shown in Fig. 11. An enlarged repro- 
duction of the 36 -cell array on dimen- 
sionally stable mylar film with 0.1 -inch 
grids is used to aid in the generation of 
the interconnecting metalization artwork. 

CUSTOM ARRAY 
ARTWORK GENERATION 

Initial Steps 

To use the basic array to obtain inte- 
grated circuit arrays that perform some 
particular logic function, the previously 
mentioned set of four custom metaliza- 
tion and contact masks are required. 
The artworks for these four masks are 
the only ones that must be generated to 
produce new logic. configurations. They 
are the first and second metalization 
layers. the second contact. and the black- 
out mask artwork. The blackout mask 
contains extrenn ty simple patterns. The 
first metalization mask is the most com- 
plex but requires little hand layout. 

The steps for generating the artwork 
for the custom masks are shown in Fig. 
12. Although not an intrinsic part of the 
artwork generation process, the logic 
should be verified as !wing functionally 
correct and providing the required tim- 
ing or delay. Locsi xi, a logical gate 
simulator program, has been developed 
and is available for the purpose. Assum- 
ing that each basic cell (17 components) 
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corresponds to a gate in the logic, some 
particular cell location is then assigned 
to the various gates in the array. The 
manner in which these gate assignments 
or placements are made has a strong 
influence on the length, complexity, and 
crossover pattern of the intergate wiring. 
To aid in efficiently placing the gates, an 
automatic gate program is used. 

Sample Design Using The Four Mask Types 

The design of the artwork for an adder 
will be used to illustrate the procedure 
for generating the custom artwork. Fol- 
lowing the assignment of gate position 
by the placement program, the O &L 
pattern ( Fig. 13) is drawn. At each cir- 
cuit reference point there is an R (or 
an inverted R) followed by an M num- 
ber. The M number, for example M101, 
instructs the computer to retrieve the 
metalization pattern of` Fig. 5a. The 
automatic plotter will draw this metaliza- 
tion pattern in one of eight orientations 
which is defined by the orientation of the 
letter R. The process will be repeated 
for each of the 14 metalization patterns 
called for by this MI, drawing, result- 
ing in 14 intraconnected gates. To pro- 
vide for test transistors and to connect 
ground and the supply voltage to pins, a 
custom interconnect pattern is drawn. 
'l'Iris is identified by the naine M1.51 and 
called by the O &L pattern of Fig. 13 by 
that name. ln future designs. a large 
portion of the interconnect pattern will 
also be computer supplied. At this point 
all the required input information is 

Fig. 11 -A portion of the 36 -cell basic array. 
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Fig. 12 -Flow chart for custom array artwork 
generation. 
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stored on tape and the automatic plotter 
can now plot to 60X scale the complete 
first -layer metalization pattern. Fig. 14 
shows the first metalization mask for 
the adder. 

The second oxide or contact mask art- 
work is produced by overlaying the basic 
36 -cell array artwork with a grid mylar 
film. keeping in mind the gate metaliza- 
tion patterns used, the oxide openings 
are drawn over the input and output 
terminals of the used gates. This step is 
a little awkward at first, but with a few 
days practice it becomes quite easy. To 
this artwork must be added oxide open- 
ings for crossovers should they be re- 
quired when the second layer metaliza- 
lion is drawn. 

The blackout mask artwork is a rela- 
tively simple mask that prevents the 
oxide removal from contacts on the out- 
side perimeter where unused elements 
exist. This gives an extra level of pro- 
tection against oxide break -through 
under the bond pads when wires are 
bonded to the pads either by thermal 
compression or ultrasonic techniques. 

The second metalization mask inter- 
connects the various gates to produce 
the desired logic function. Depending 
on the gate function, various areas on 
each basic cell are available for cross- 
overs. That is, a second layer metal 
connects to the first layer through an 
oxide opening, moves along certain 
specified areas on the first layer. and re- 
turns to the second layer through another 
oxide opening. These oxide openings 
must be added to the oxide mask artwork 
at the appropriate locatiuns. The second 
metalization artwork is shown in Fig. 15. 

TESTING AND OPERATIONAL RESULTS 

At the time of this writing, two array 
types, the memory switch chip and 
register chip, were successfully fabri- 
cated with the minimatrix approach. 
Figs. 16 and 17 show the wafer and chip 
photomicrographs. Each of these arrays 
are packaged in a 28 -lead flat pack. 
Testing of these types is done at three 
levels: 

1) oc wafer probe tests at first layer 
metalization; 

Fig. 16- Photomicrograph of 
memory switch chip. 

21 oc wafer probe tests of completed ar- 
ray; and 

31 Dynamic testing of the packaged ar- 
ray function. 

At first layer ue wafer probe, a sampling 
of the gates in the array is tested for 
current drain, logic levels. and reference 
voltage. The second wafer oc probe tests 
the array function to some extent. Ex- 
haustive functional testing has not been 
performed on these arrays in the wafer 
form. In fact fewer than 32 tests are 
performed at this level. Exhaustive test - 
ing, after the array was packaged, has 
not resulted in rejection of any circuit 
which passed the limited oc testing done 
on the wafer. Under no -load conditions, 
array circuitry propagation delay is ap- 
proximately 2 ns. 
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NANOSECOND PACKAGING WITH 
MULTILAYER PRINTED CIRCUIT BOARDS 

A significant change in packaging design concepts using multi -layer printed 

circuit boards is underway. Future computer systems with logic -speed require- 

ments in the nanosecond propagation range will not tolerate the propagation 

delay times of present digital equipment. A new design attitude and approach 

is necessary: efficiency of interconnections to improve high speed performance 

and to maintain large data -handling capabilities demands primary concern. 

SPECIFICATIONS for new generations 
of computers historically include 

requirements for handling greater 
amounts of data and faster processing of 
this expanded data volume. Processing 
speed and data volume requirements for 
data processing equipments of the near 
future were recently more closely de- 
fined in conjunction with several study 
programs, such as the planning of the 
RCA proposal for the ILLIAC IV System. 
In terms of hardware, the more stringent 
performance requirements for the pro- 
posed designs have resulted in use of 
higher speed gates, and an increase in 
the number of gates per machine. 

In the past, physical size of equip- 
ments was essentially unrestricted ex- 
cept for the housing -space requirement. 
Relatively minor speed and electrical 
performance advantages accrued from 
denser packaging. 

The next plateau of machine speed 
and data handling size specifications, has 
brought about a revision in some of the 
hardware design concepts previously 
applied. These revisions are forced 
upon equipment designers by the more 
important role that propagation delays 
within interconnections play in deter- 
mining system performance. Gate speed 
requirements in the low nanosecond re- 
gion are incompatible with the large 
propagation delays inherent in the inter- 
connections between gates of past equip- 
ment designs. The larger data volume 
handling requirements only emphasize 
the importance of minimizing intercon- 
nection propagation delays, since in- 
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creased numbers of gates within a ma- 
chine inevitably result in greater physi- 
cal separation between gates. 

To accomplish the performance goals 
established for the future families of 
machines, equipment packaging philoso- 
phy is undergoing marked changes. The 
packaging format for a machine will be 
chosen more from the viewpoint of op- 
timizing overall machine performance, 
rather than for space or fabrication 
economy. High density packaging will 
be a prime requisite to reduce distances 
between active gates and thus reduce 
propagation delay. Packaging con- 
figurations and materials will be chosen 
to enhance efficiency of interconnections, 
so as to directly improve high speed per- 
formance while preserving the large data 
handling capabilities. 

RELATIONSHIPS OF SYSTEM PARAMETERS 
TO PACKAGING 

Gate Speed 

The next plateau of gate speed require- 
ments for digital machines is foreseen as 
4 nanoseconds wired worst case pair de- 
lay. This translates to 2 ns at the basic 
per gate, or per stage, level. As a refer- 
ence for comparison, equipments pres- 
ently being produced call for wired 
worst -case pair -delays of 25 ns (12.5 ns 
per gate, or stage) . 

Stage (or gate ) delay can be looked 
upon as the sum of three relatively in- 
dependent elements: 

1) Basic unloaded circuit delay, 
2) Additional circuit delay resulting 

from loading on the circuit, and 
3) Propagation delay between cir- 

cuits. 

The first element is essentially indepen- 
dent of equipment packaging design, 
being a function of the circuit configura- 
tion chosen, speed characteristics of 
active semiconductors, and physical geo- 
metries at the active switching- device 
level. The second element can be influ- 
enced not only by the choice of the cir- 
cuit configuration and the active switch- 
ing device, but also by the packaging 
format. The capacitances associated 
with the pads, separable connectors, and 
interconnections between circuits must 
be considered as much a part of the 
loading on a driving gate as the input 
impedance of the gate being driven. The 
third element, propagation delay between 
circuits, is a function of both the length 
of interconnections between gates and the 
velocity of propagation through the inter- 
connections. Both of these factors are di- 
rectly influenced by the equipment pack- 
aging design. Interconnection length is 
a function of packaging density. When 
propagation delays through interconnec- 
tions approach an appreciable percent- 
age of the total allowable stage delay, 
the only recourse is to reduce the length 
of the interconnection between stages; 
i.e., the stages must be closer together 
and packaging density must increase. 

On the other hand, the velocity of 
propagation is determined primarily by 
the dielectric medium. Signal circuit 
propagation delays as low as 1.016 ns /ftt 
might be achieved through use of air 
dielectric; however delays encountered 
with the practical dielectrics used in 
equipment designs range from 1.5 to 2.5 
ns /ft. 
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To grasp more firmly the implications 
and magnitudes of the packaging density 
requirements, let us perform a sample 
calculation based on the 2 ns /stage re- 
quirement which has been established as 
our goal. At this level, a logical appor- 
tionment would be to assign equal 
weight to each of the three delay com- 
ponent elements: 2A ns each to the un- 
loaded circuit delay, to the loading effect, 
and to the propagation delay. 

When using interconnections with 
propagation delays of 2A ns /ft, two - 
thirds of a nanosecond is represented by 
approximately 3 in. of line length - an 
exceedingly small worst -case distance. 

Packaging densities achieved and 
demonstrated suitable for the 25 ns 
wired worst -case pair -delays of present 
equipment (121/2 ns stage delays) are 
approximately 850 gates /ft.{ This de- 
sign provides for several feet of inter - 
connection length. Packaging densities 
in the range of 5.000 to 10.000 gates/ft.3 
are projected as required to meet the 
4 -ns wired worst -case pair -delay specifi- 
cations for the new generation of com- 
puters. Even these densities assume 
taking advantage of developments in 
other areas, such as system logic design 
techniques to reduce hardware delays, 
improvements in logic partitioning. and 
computer -controlled logic -block place- 
ment. 

Signal Risetimes 

As machine speed requirements rise, 
the signal risetimes (the time required 
for signal levels to switch from one 
binary state to the other) must decrease. 
Signal risetimes must remain a small 
fraction of the minimum overlap time 
(determined from circuit and system 
design considerations) necessary to en- 
sure binary signal level coincidence in 
performance of and, or and other 
Boolean operations. Signal risetimes 
must also be appreciably shorter than 
the delay required per stage in order not 
to affect the overall stage delays. 

Risetimes of 1 nanosecond or less are 
probably compatible with the 2 -ns stage - 
delay specification and logic speeds for 
the new generation machines under con- 

sideration. In present machine designs. 
average risetimes of 7.5 ns (5.5 to 9.5 

ns limits) are used with the 12.5 -ns stage 
delays to accomplish the speed perform- 
ance levels required. Previous slower 
machine designs used slower risetime 
and stage delays. 

For those less familiar with time - 
domain than frequency- domain analysis, 
the speed implications might be made 
clearer by a reminder that the band- 
width requirements for interconnections 

between stages are inversely propor- 
tional to the risetimes of the signals 
being propagated. Bandwidth (nw) and 
risetime (T,) are related by the expres- 
sion2, sw;;,,,, = 0.35 I T where Tr is 
the risetime in ns, and sw3,114 is in GHz. 

Signals with slow risetimes as used in 
past slow speed machines could be trans- 
mitted satisfactorily between stages 
with "open wire" interconnections. 
Open wire conductors with random spac- 
ing to ground return paths have narrow 
but adequate bandwidth characteristics, 
and the physical interconnection lengths 
are short compared to electrical wave- 
lengths involved. 

For the 7.5 ns average signal risetimes 
in the present designs, microstrip trans- 
mission lines are needed to effect inter- 
connections between stages separated by 
more than 6 inches. The transmission 
lines must be properly terminated to pre- 
vent signal reflections, and appropri- 
ately spaced to keep crosstalk within 
acceptable limits.; 

For signal risetimes of 1 ns and less 
( risetimes down to 1/2 ns should probably 
be expected in a 1 -ns worst -case design) 
the interconnections between stages 
must be designed to handle even greater 
bandwidths. Signal transmission line 
geometries, materials, and production 
tolerances must be chosen and more strin- 
gently controlled. This will allow faith- 
ful transmittance without degradation of 

signals being propagated down the lines, 
and also keep spurious noise generated 
through signal reflections or crosstalk at 

an acceptably low level. 
Virtually all interconnections must be 

designed as transmission lines. Since 
line propagation delays of 2.4 ns /ft and 
risetimes down to 1/2 ns can be expected, 
full amplitude signal reflections are pos- 

sible in as little as 21/2 -inch sections of 

line. Coupling regions between parallel 
lines of the same length can generate 
maximum amplitude backward and for- 

midably high forward crosstalk signals, 
indicating that properly controlled and 
terminated transmission lines might be 

necessary for interconnection distances 
in the order of one inch. 

Separable connectors between as- 

sembly levels which handle signals with 
these risetime characteristics will also 

require special design precautions. Ap- 

propriately short connector lengths (in 
the order of less than 1 inch for the sum 

of both signal and ground leads) and 
closer control of characteristic imped- 
ance within the connector (so as to 

present less of a mismatch with the trans- 
mission line impedance level used for 

fixed interconnections) will probably be 

required. 

J. J. SURINA graduated from U.S. Maritime Ser- 

vice Radio School in 1942, and saw four years of 
active service as a Marine Radio Officer. He re- 

ceived the BEE degree from Syracuse University in 

1950, where he was invited into honorary fraternities 
in Electrical Engineering (Eta Kappa Nu), Mathe- 

matics (Pi Mu Epsilon), and Physics (Sigma Pi Sig- 

ma). From 1916 to 1952, he worked as an engineer 

for the engineering department of the city of Syra- 

cuse, station WOLF, Syracuse, and Bendix Radio. 

Mr. Surina joined RCA in 1952, and until 1960 was 

engaged in design of mobile communications and 

microwave transmitting equipment in the commer- 
cial communications division. In 1960, he transfer- 
red to Surface Communications Division where he 

was project engineer on a military transistorized 
equipment design. Since 1961, Mr. Surina has been 

with computer advanced product research engaged 
in packaging design and interconnection problems 

associated with high -speed computer design. As 

packaging project engineer, he was instrumental 
in the development and construction of the Van- 

guard family of digital test vehicles. These dem- 

onstrated for the first time practical machines 

operating in the low nanosecond range using a new 

type of high density modular construction, inte- 
grated circuits, and transmission line interconnec- 

tions. He has made extensive investigations in 

printed- circuit transmission lines and multilayer 
board assemblies, developing practical design data 
required for future computer equipments. He is 

presently working on design concepts appropriate 
for designs in the sub -nanosecond region. 

Special attention will be necessary to 

ensure that power distribution systems 
present adequately low source and by- 
passing impedances. High capacitance 
(obtained with dielectrics exhibiting low 
loss characteristics over the wide band- 
widths ) , low resistance, and low induct- 
ances must be maintained throughout 
the power distribution system. 

Pin Density 

At first. the packaging density of digital 
equipment might seem to be increased 
simply through use of a larger number of 
active gates at the plug -in -card first - 
assembly level. This tempting design 
avenue is soon found to be a dead -end, 
since addition of gates to the card level 
generates a need for connector pins mat- 
ing with the next higher level, which 
are not available. 

The relationship between the number 
of gates per assembly level and the num- 

33 

www.americanradiohistory.com

www.americanradiohistory.com


10,000 r 

IO 

ESTIMATED i', 
/ 

MAXIMUM 
ENVELOPE i i 

/ 
/ / / ESTIMATED - MINIMUM 

ENVELOPE 

/ LOGIC 
AVERAGE 

/ I 

Io0 
1 

1,000 10,000 

NUMBER OF PINS PER ASSEMBLY 

Fig. 1- Relation between number of gates per 
assembly and interconnections required. 

r -0.125" -- 
I ¡-- H-0025° 

I r i 0.060" T 
oaGO' 

0.010" 
0125" 

001d -¡- 0.010 

S GNAL 
0040 'DA. HOLE 

EPDXYGLASS LINES 
PLATED THROUGH 

DIELECTRIC 
SIGNAL LINE a PAD PLANE 
(VERTICAL LINES) 

GROUND a 
POWER PLANES 

SIGNAL LINE 
-B PAD PLANE 

(HORIZONTAL LINES) 

Fig. 2- Present platter grid and cross -sectional 
format. 

h 

(a) MICROSTRIP 

SIGNAL LINE 
DIELECTRIC 
GROUND PLANE 

AT//////i 

(b) COATED MICROSTRIP 

rW+j t 

Al\\\\\\\p`` ry\V\\\\ 0 / M O 
(c) EMBEDDED MICROSTRIP 

DIELECTRIC 
COATING 

SIGNAL LINE 
DIELECTRIC 
GROUND PLANE 

DIELECTRIC 

SIGNAL LINE 
DIELECTRIC 
GROUND PLANE 

GROUND PLANE 
DIELECTRIC 
SIGNAL LINE 

GROUND PLANE 

(d) STRIP LINE 

Fig. 3- Printed circuit transmission line cross - 
sectional configurations. 

ber of pins required has been deter- 
mined through studies of gate -to -pin 
ratios, at various assembly levels, used 
in present and past generations of digi- 
tal equipment designs. This relationship 
is shown plotted in Fig. 1.' Note that 
the relationship between pins and gates 
is not a directly proportional one. Some 
benefits accrue through use of more 
gates per assembly, although the ad- 
vantages are minimal for small increases 
in assembly size. 

The practical way, then, to reap the 
benefits of increased gate population at 
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the plug -in or first level of assembly is 
to provide for additional connector pins 
to mate with the next higher (platter) 
assembly. This must be accomplished 
without requiring additional area on the 
platter. 

Presently used platter assemblies have 
provision for connection pads and plated 
through holes on a 0.125 -inch grid. Sep- 
arable connector pins cannot occupy all 
grid locations, since provision must be 
included for such necessities as via holes 
( which join interconnection lines on 
separate signal layers), terminating re- 
sistors, and power and ground connec- 
tions. 

Providing more connector pins per 
unit area on a platter without sacrificing 
grid locations committed for other neces- 
sary functions can be accomplished only 
through reduction of the 0.125 -inch grid, 
thus making available additional poten- 
tial connector -pin grid locations. Re- 
ducing the grid to 0.100 inch provides 
25 percent additional grid hole loca- 
tions, and has been found to be com- 
patible with other design considerations. 

A study was made to determine what 
packaging densities could be achieved 
through reducing the platter grid spac- 
ing to 0.100 inch, in addition to other 
evolutionary changes which are con- 
sidered feasible for a production design 
within one year. Results are presented 
in Table I. Assumptions for four high 
density optional packaging configura- 
tions include use of a 60- to 100 -pin 
separable connector for signal pins, and 
placement of transmission -line terminat- 
ing resistors on the plug -in card so as 
to be compatible with the faster risetime 
and stage -delay specifications of active 
circuits. 

Packaging densities achievable were 
also a function of the type of packaging 
used to house the active integrated cir- 
cuit gates which are assembled on the 
plug -in card. Maximum packaging den- 
sities are accomplished through use of 
functional "large array" integrated cir- 
cuit packages at the device level. Similar 
conclusions about the necessity for large 
arrays, to achieve the high speed goals 
required, have been reached by others. 

Interconnection Density 

When the number of connector pins per 
unit area which require interconnection 
is increased to achieve higher packaging 
densities, provisions must be made to in- 
crease the conductors available per unit 
area with which to effect the intercon- 
nections. Interconnections in the present 
designs are made through lines on two 
signal planes. A sketch outlining the 
platter grid, line and cross -sectional 
formats is shown in Fig. 2. Lines on one 

signal plane are orthogonal to those on 
the other, allowing interconnections to 
be made in either horizontal or vertical 
directions. 

One method of evaluating the ade- 
quacy of interconnection conductors pro- 
vided in a new design is to compare the 
amount of conductors available per ac- 
tive connector pin with those required 
in a design known to be adequate. 
Through analysis of the interconnection 
lines used in the existing successful RCA 
equipments, one can obtain realistic in- 
sight into the requirements of the pro- 
posed high density design if use is made 
of a similar multilayer board intercon- 
nection arrangement. 

Analysis based on platter assemblies 
which used the maximum percentage of 
the available copper conductors (there- 
fore were primarily copper conductor 
limited) shows that just under 12 unit 
grid lengths of conductor were required 
for each active connector pin. Applying 
the same analysis to the proposed high 
packaging density designs using a 0.100- 
inch grid indicates that one orthogonal 
pair of signal planes would make avail- 
able six unit grid lengths of conductor 
per active signal pin, or approximately 
one -half of the interconnection capabil- 
ity required. 

Investigations have been made to de- 
termine the best way to at least double 
the interconnection capability provided 
by the presently used two printed circuit 
signal planes, but including a 0.100 inch 
grid necessary to achieve the high pack- 
aging densities. Efforts centered mainly 
around the following three potentially 
practical modifications of the existing 
format : 

1) Use of more than two lines be- 
tween pad locations; 

2) Use of additional signal line planes 
(but no additional ground planes) ; 

and 

3) Use of additional signal line and 
ground planes. 

Incorporation of additional signal -line 
planes together with associated ground 
planes (modification 31 was found to 
be the most practical approach. The 
latent fabrication problems associated 
with the more complex cross -sectional 
geometry are outweighed by the promise 
of meeting both electrical and intercon- 
nection density requirements. A more 
thorough analysis of this configuration 
is presented in the next section. 

The Spectra 70 is the first RCA com- 
puter to incorporate many of these elec- 
trical interconnection principles which 
could provide a basis for development of 
higher -speed equipment. 
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MULTI -SIGNAL LAYER PLATTER 

DESIGN FACTORS 

Fabrication Limitations 

Modifications and changes in any design 
are always limited by the production 
fabrication techniques which are avail- 
able. To stay within a realistic design 
time frame for the next generation 
equipments, let us consider the modifica- 
tions which can be implemented with 
methods and facilities already available, 
or techniques which could be developed 
to full fruition and demonstrated to be 
practical within 1 year. 

The desired packaging densities will 
involve use of more complex laminated 
multi -layer printed- circuit -board assem- 
blies. The problems associated with 
these board assemblies are proportional 
to board area, and thus would manifest 
themselves more forcefully in the large 
18 x 18 -inch platter assembly. In large 
multilayer board assemblies incorporat- 
ing transmission -line signal- interconnec- 
tion layers, four fabrication factors are 
the key items limiting usable grid and 
interconnection densities.` These four 
factors, and levels of fabrication capa- 
bility which were expected to be prac- 
tical within a reasonable time frame, are 
delineated as follows: 

1) Line width: Minimum printed circuit 
line widths down to 0.005 inch, for 
line width controlled within ±10 per- 
cent (on internal layer only). 

2) Dielectric material: Dielectric mate- 
rial to remain G -10 epoxyglass (rela- 
tive dielectric constant of approxi- 
mately 5.0), pending development of 
laminating techniques which would 
allow incorporation of more than one 
dielectric material into multilayer as- 
semblies. 

3) Plated hole: The ratio of laminated - 
board thickness to plated -through -hole 
diameter of below 5 to 1. 

4) Pad dimensions: Diameter of copper 
pads at plated- through hole locations 

must be at least 20 thousandths greater 
than hole diameter (hole diameters of 
0.030 inch minimum recommended). 

Each signal- circuit transmission line in- 
terconnection layer incorporated into 
the multilayer board assembly would 
physically consist of one of the four 
cross -sectional configurations shown in 
Fig. 3. Any one of the three microstrip 
configurations could be used for signal 
layers nearest the two outside surfaces 
of a laminated board assembly. Addi- 
tional signal -line layers (more than the 
two maximum available in microstrip) 
must use the strip -line configuration 
shown, which requires use of ground 
planes on each side of the signal line. 

Optimum Multilayer Board Dimensions 

Combining fabrication limitations on 
line width and dielectric constant of 5- 
factors 1 and 2 listed above -with avail- 
able design data on printed circuit trans- 
mission lines,'" the dimensions of prac- 
tical microstrip and strip transmission 
lines for the normally encountered 
signal- circuit characteristic impedances 
were calculated. The results of these 
calculations are shown in Table II. 

Translating the information in Table 
II and key fabrication factors 3 and 4 
(plated- through hole diameter ratio and 
pad diameter ) into a design for a singly 
laminated multi -layer board assembly in- 
corporating four signal transmission line 
layers and two power distribution layers 
results in Table III. Approximate maxi- 
mum board thickness was calculated 
for the total of 12 copper layers required 
in the cross -section configuration shown 
in Fig. 4. The four signal layers shown 
provide the minimum interconnection 
density estimated to be required, and the 
two power planes are considered the 
minimum necessary for power distribu- 
tion. 

TABLE I- Packaging Densities for Platter Grid Spacing of 0.100 inch 

Packaging 
Con figurat ion 

Platte, 

Coif (comic, ton 
Signal Layer 

Format 

Plug -In Card 
Integrated Circuit 

Complement 
(Maximum) 

Packaging 
Density 

(gates /fl3) 

Present ßCA 
equipment design 

Option 1 

Option 2 

Option 3 

Option 4 

2 signal layers 
singly laminated 
4 signal layers 
singly laminated 
4 to 6 signal 
layers singly 
laminated 

4 to 6 signal 
layers 
sequentially 
laminated 

4 to 6 signal 
layers 
sequentially 
laminated 

16 14 -lead 
flatpacks 

35 14 -lead 
flatpacks 

4 28 -lead 
flatpacks 
4 14 -lead 
flatpacks 

4 28 -lead 
flatpacks 
4 19 -lead 
flat packs 
(device leads inserted into holes) 
4 28 -lead 
flatpacks 
24 14 -lead 
flatpacks 
(surface mounted active devices) 

850 

4160 

6380 

Relation Between Grid Spacing and 
Characteristic Impedance 

Table III shows that to provide at least 
four signal layers of interconnections 
with a 0.100 -inch grid, the system im- 
pedance must be considered. The im- 
pedances chosen for the table are close 
to those standards values normally used, 
and for which commercial coaxial cable 
is available. The highest "standard" 
impedance for which a 0.100 inch grid 
can be maintained is 50 ohms. At 75 
ohms, the board thickness for a four -sig- 
nal -layer assembly causes (at the $ to 1 

maximum board- thickness -to- hole -diam- 
eter ratio) the plated hole diameter and 
pad diameter to increase to the point 
where the desired two signal lines plus 
pad cannot be placed within the 0.100 
inch grid, and still maintain minimum 
conductor spacing. A "compromise" im- 
pedance between 50 and 75 ohms (65 
ohms) might be considered attractive 
were it not for the difficulty in obtaining 
standard cable at this impedance to use 
for interconnections between multilayer 
board assemblies. 

An additional advantage for the choice 
of 50 ohms as the system characteristic 

TABLE II- Approximate Dimensions for 
Printed Circuit Transmission Line with 

Epoxyglass Dielectric 

Zn 
(ohms) 

Con- 
figuration 

Lwe 
Il ),lela 
(mils) 

Copper Dicier- Dielec- 
Thick- trie trie 

ness Thick- Thick - 
(mils) h ces b 

(mils) (mile) 

50 

Microstrip 
Embedded 
Microstrip 
Strip Line 

10 

7.5 
5 

14 
19 

6 

6 
- 16- 

Microstrip 10 - 15 
Embedded 

75 Microstrip 7.5 14 15 
Strip Line 5 14 40 

:iicrostrq) ]0 - 29 
Embedded 

100 Microstrip 7.5 14 25 
Strip Line 5 7 - 80 

TABLE Ill -Key Dimensions for Multi - 
layer Board Assemblies with Four 

Signal Layers 

System 
Charm.- 
teri.atic 

lmped- 
ance 

(ohms) 

50 

75 

100 

Approxi- 
mate 

Maxi- 
um 

Board 
Thick - 

ne.as* 
( inches) 

0.110 
0.179 

0.291 

Mini- 
mum 

Plated 
Hole 

Diam- 
eter** 

( inches) 

0.030 

0.038 
0.059 

P o d 
Diam- 

eter 
(inches) 

0.050 

0.056 

0.079 

alini- 

m uni 
Grid 

Spacingf 
( inches) 

0.100 
0.125 

0.150 

* Copper thicknesses of 2 ounce assumed for pads, 
ground, and power planes. Dielectric thicknesses 

8050 conform to Table II, with minimum of 0.005 
inch for non -critical power and pad plane in- 
sulation. Dielectric thickness tolerance ±10% 
or ±0.001 inch, whichever is greater. 

** Minimum hole diameter ? fj of board thickness, 
or 0.030' inch, whichever is smaller. 

over f Only standard grid multiples of 0.025 inch are 
10,000 considered. Two lines between pad locations 

are assumed, with 0.0075 inch nominal spacing 
between lines and pads, and 0.020 inch separa- 
tion between lines. 
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impedance is the fact that more than 
four signal layers are possible within a 
singly- laminated multilayer board as- 
sembly while still maintaining the 0.100 
inch grid. This possibility not only pro- 
vides a safety factor allowing for even 
higher interconnection densities but also 
could alleviate problems in associated 
design areas (such as the logic partition- 
ing and placement programs) which aim 
to avoid copper -line limitations through 
decentralization of interconnections. 

Attenuation Characteristics of Printed 
Circuit Transmission Lines 

The dimensions listed in Table II show 
that printed -circuit lines with smaller 
cross -sectional area are to be applied to 
the new packaging design (past con- 
trolled impedance designs used 10 -mil- 
wide lines and 2 -ounce copper). Faster 
signal rise -times must also be handled. 
These two factors suggest possible prob- 
lems could be encountered due to at- 
tenuation of low and high frequency sig- 

Fig. 4- Singly laminated multilayer board cross 
section, including four signal and two power 
layers. 
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nal components propagated within these 
lines." 

Low frequency attenuation is primarily 
a function of the DC resistance of the 
line. The DC resistance of 1 -ounce copper 
is 0.485 milliohm /square, which can be 
expressed in a more easily appreciated 
form as 1.16 ohms /ft for the 5 mil (min- 
imum) line width expected. Since signal 
transmission line lengths will be kept 
short to minimize propagation delays, 
the low frequency attenuation character- 
istics should be compatible with this ap- 
plication. 

Based on data obtained on the micro - 
strip line geometry, high- frequency at- 
tenuation characteristics of the printed - 
circuit transmission lines are seen to be 
consistent with the 1 -ns risetime signals 
to be interconnected. Epoxyglass dielec- 
tric is probably adequate for the line 
lengths expected in this high density 
deign. 

Crosstalk 

An electrical characteristic that must be 
critically examined and appraised be- 
fore the multilayer board assembly using 
the 0.100 -inch grid can be considered a 
usable packaging component deals with 
crosstalk between signal lines. Crosstalk 
results from the transfer of energy be- 
tween lines due to capacitive and induc- 
tive coupling between the lines. 

Pulse crosstalk between printed lines 
in the microstrip physical configuration 
has been reported quite thoroughly 
Crosstalk for the embedded microstrip 
and strip -line configuration at the im- 
pedance levels and line spacings under 
consideration were computed and pre- 
liminarily verified by experiment. 

The 10- percent maximum back cross- 
talk and 1.3- percent /ft forward cross- 
talk values found in the present Spectra 
70 equipments are probably suitable 
maximum values to use as a guide for 
evaluation of any new proposed configu- 
ration. If the present Spectra 70 design 
with microstrip lines were used for inter- 
connection of 1 -ns risetime signals, for- 
ward crosstalk would increase by a fac- 
tor of 5 to approximately 6.5 percent /ft. 
Back crosstalk would not increase in 
amplitude, but the maximum value of 
10 percent would occur in lines 1 /5th 
the 5 -ns length, or in approximately 3.3 
inches. Minor overall crosstalk improve- 
ments might be made by using the em- 
bedded microstrip configuration, but two 
major objections -being limited to two 
signal layers and a 0.125 inch grid - 
would not be overcome. 

Four 100 -ohm signal layers could be 
made available on a 0.150 -inch grid, 
using the embedded microstrip and strip 
transmission line configuration, and still 

stay within reasonable crosstalk limits. 
At 50 -ohm characteristic impedance, 
however. four signal layers with the re- 
quired 0.100 inch grid become practical 
and the benefits of considerably reduced 
crosstalk values are available. 

Single and Sequentially Laminated 
Board Assemblies 

The present Spectra 70 -45/55 multilayer 
platter (Fig. 2) includes six copper 
layers (two with etched signal lines) in- 
terleaved with appropriate dielectric 
layers, all of which are laminated to- 
gether at one time to form a homo- 
geneous assembly. Plated -through holes 
at pads located on a 0.125 -inch minimum 
grid are used for all interconnections be- 
tween any of the six copper layers. Con- 
nector pins mating platter wiring with 
plug -in card wiring can be used in alter- 
nate 0.125 -inch grid locations, while in 
other grid locations, plated- through 
holes are used for terminating resistor 
pins or without pins to serve as via holes. 
Via holes are those plated- through holes 
used to interconnect wiring within the 
platter assembly, but do not connect di- 
rectly to outside assemblies through a 
pin. In the Spectra 70 -45/55 platter, via 
holes interconnect wiring only on the 
two signal planes. Via holes are a neces- 
sity to provide cross -over connections. 
In the Spectra designs, a ratio of three 
via holes to two signal- connector pins is 
necessary. 

When more than two signal layers are 
incorporated in a singly laminated plat- 
ter assembly (Fig. 4) all connector pin 
locations and via hole interconnections 
between any two signal layers will still 
require a plated- through hole through 
the entire board assembly. It would be 
advantageous to increase via hole usage 
and efficiency in multilayer board assem- 
blies using more than two signal planes 
if some method could be devised to allow 
more than one via hole connection to be 
made at a plated- through via hole loca- 
tion. 

One way of effecting more than one 
via hole connection at a via hole loca- 
tion is by using the sequentially lami- 
nated type of multilayer board assembly 
(Fig. Sc) . Plated- through holes going 
through the entire board are used for 
connector pins mating with intercon- 
nections on other assemblies. Via holes 
can extend only partially through the 
board as shown, allowing more than one 
via hole interconnection at a grid loca- 
tion point. 

The 12- copper -layer sequentially -lami- 
nated assembly (Fig. 5c) would be con- 
structed by using two laminating steps, 
increasing fabrication complexity and 
cost. The particular assembly shown 
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would be first treated as three separate 
singly laminated boards: one for lami- 
nating the top five copper layers, the 
second for the two internal power layers, 
and the third for the bottom five layers. 
Via -hole locations for each of these sepa- 
rate sections would be drilled and plated - 
through independently. The three sepa- 
rate sections would be laminated to- 
gether in the second laminating step, 
with connector pin holes drilled and 
plated- through after this second lamina- 
tion. 

For a platter which incorporates more 
than two signal layers on the outside 
surfaces (such as the four -signal- layer, 
singly or sequentially laminated board 
assemblies proposed) the simple method 
of physically cutting printed lines is not 
applicable for removing connections on 
internal layers. A modification technique 
which severs internal connections and 
provides for addition of discrete external 
wires is under development for ease of 
platter modification and maintenance. 

Signal Connector Design 

For the 1 /2 -ns signal risetimes which 
could be expected for a 1 ns worst case 
design, full amplitude reflections are 
possible in impedance discontinuities of 
as short as 21/2 inches. This distance in- 
cludes both the length of the hot signal 
conductor plus the effective length of the 
ground circuit path. 

For example, in a 50 -ohm system, a 
connector of 100 -ohm effective imped- 
ance 21/2 inches long would mean a volt- 
age reflection coefficient (vac) of:7 

vac - Forward voltage 

Z -z0 100- 50 =1 /a. = Z + Zo 100 + 50 

Shorter effective connector lengths 
would result in proportionally lower re- 
flections; that is, a 1 -inch length would 
produce (í22.5) x (1/2) = i .5, or a 13.3 
percent reflection. To attenuate ampli- 
tude of reflections, a separable connec- 
tor must be designed either with its con- 
trolled impedance being the same as the 
system characteristic impedance, or with 
its overall length (signal plus ground 
circuits) reduced. 

Crosstalk between signal pins of a 
multipin separable connector must also 
be critically appraised, and can be ex- 
pected to be a limiting item at the close 
0100 -inch grid spacings planned: 

Present commercially available sepa- 
rable connectors are inadequate from 
both signal reflections and crosstalk per- 
formance requirements for the fast rise - 
times expected. Suitable designs are 

Reflected voltage 

possible, however, through use of shorter 
hot signal conductors, shortened ground 
paths, and additions of ground planes 
which will both isolate the various signal 
circuits within the connector and effec- 
tively control characteristic impedance 
of the transmission lines built into the 
connector. 

Power Connector Design 

Supplying input DC power to plug -in 
board assemblies of past designs has 
usually been accomplished by using the 
same contacts within the separable con- 
nector as used for signal- circuit connec- 
tions. Current and voltage requirements 
for plug -in boards have been comfort- 
ably within the electrical rating of these 
contacts, satisfying the only important 
electrical consideration. 

The higher operating speed goals of 
the proposed design involves increased 
power requirements due both to active 
device inefficiencies at high frequencies 
and to the well -known relationship be- 
tween the electrical energy W supplied 
to a circuit and risetime: 

W = EQ = Elt = Pt, 

where E is the source EMF, Q is charge, 
I is current, t is time, and P is power. As 
risetime, t, decreases, P must increase. 
The higher packaging densities involved 
with the high speed design also increases 
power requirements per plug -in assem- 
bly, since more circuits will be mounted 
on each card. These factors lead to in- 
creased current handling capability be- 
ing required of the connector interfacing 
the plug -in and platter assemblies. 

The increased current and faster sig- 
nal risetimes bring about the need to 
reduce the inductance of the power con- 
nector (to eliminate voltage spike, E 
L dI /dt, across the connector). Use of 
current -mode -logic gates, where the aver- 
age current is relatively constant because 
of the reciprocal current steering action 
of the two output transistors, minimizes, 
but does not eliminate, power distribu- 
tion problems stemming from series in- 
ductance within the DC power lines. 

To reduce the series inductance of the 
power line, the power connector should 
be designed as a low- impedance trans- 
mission line, where the hot and ground 
leads are placed in close proximity. Con- 
nector length must be kept short, includ- 
ing the ground circuit. 

The power connector requirements 
can probably most easily be met for the 
plug -in assembly /platter structure by 
designing the Dc power separable con- 
nector as part of the plug -in -card edge - 
guide assembly normally used only to 
ensure precise card alignment. Large 

cross -sectional area conductors and con- 
tacts can be molded within the edge 
guide to achieve the minimum induc- 
tance, resistance, and impedance char- 
acteristics. 

EXPERIMENTAL RESULTS 

The packaging concepts outlined in this 
article have been verified through mea- 
surements on working feasibility models. 
Design and electrical performance data 
on the microstrip, embedded microstrip, 
and strip -line transmission line geom- 
etries are available as a result of an ex- 
perimental program. The electrical 
information encompasses the 40- to 150 - 
ohm range of characteristic impedance, 
and corresponding data on propagation 
delay, low and high frequency attenua- 
tion, and crosstalk. The physical range 
covers line widths down to 3 mils, line 
spaces down to 20 mils, and dielectric 
thicknesses down to 8 mils, on full -sized 
18 x 18 -inch platters. 

A test vehicle incorporating active 
high -speed devices mounted on plug -in 
boards and interconnected on a 12 -cop- 
per layer (4- signal layer) singly lami- 
nated platter has been constructed. Sat- 
isfactory operation at logic speeds in the 
4 -ns pair -delay, 1 -ns risetime range has 
been demonstrated. 

Presently under development in Ad- 
vanced Technology is a full -scale test 
vehicle incorporating approximately 2000 
logic gates packaged in large array and 
standard 14 -lead flatpack packages. 
Plug -in board assemblies include four 
controlled impedance layers (12 cop- 
per layers) interconnected upon a full 
size 19 x 20 -inch six -signal layer (19- 
copper layer) sequentially laminated 
platter. 
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COMPUTER CIRCUIT NOISE IMMUNITY 
AND SYSTEM NOISE 

This article provides a broad coverage of the Spectra 70 and an advanced 
computing system in terms of their circuit noise immunity and system noise 

sources. The fundamental parameters of each system are detailed and a 

general evaluation of noise sources in high speed computer systems is dis- 

cussed. Further, a graphical technique for calculating circuit noise immunity is 

detailed. With this knowledge, the logic circuit and systems designers can 

make favorable and economical tradeoffs without impairing system reliability or 

increasing circuit costs. 

J. J. DIGIACOMO 

Computer Circuits and Packaging 
Advanced Technology, DEP, Camden, N.J. 

xE University of Illinois under an I award from the Department of De- 
fense will design, develop, and operate 
a large -scale highly parallel computing 
system- ILLIAC IV. RCA was involved 
in Phase I of this project which was a 
study directed toward developing a sys- 
tem design, optimized on the basis of 
hardware and software considerations. 
The results of these studies are the basis 
for this comparison of a "next genera- 
tion" computer with the existing Spectra 
computer. 

In terms of circuit requirements, the 
Spectra and ILIAC IV computers are 
quite similar. Each uses current -mode- 
logic circuits in a monolithic silicon in- 
tegrated form. The logic pair delays are 
24 ns for the Spectra 70 -45/55 com- 
puters and 5 ns for the advanced com- 
puter. Of interest here is the faster rise - 
time circuits associated with the 
Final manuscript eript received September 21, 1967. 

decreased logic delay (3.5 ns and 0.4 ns 
respectively l . The packaging require- 
ments of these systems are substantially 
different and can be characterized ade- 
quately by their transmission line im- 
pedance. For the Spectra. 100 -ohm lines 
are used while the advanced computer 
will use 50 -ohm lines. 

The design of computing systems has 
always involved a number of com- 
promises between many conflicting re- 
quirements; depending on the technology 
employed, and problems to be solved, a 
priority level was established for each 
requirement. Today, with the advent of 
high speed circuits and high density 
packaging, the most stringent require- 
ment, aside from the basic gate delay, is 
noise immunity. In general, as faster 
system risetimes are experienced, the 
greater is the requirement for high cir- 
cuit noise immunity. 

To manufacture high speed circuits 

rr 

Fig. 1 -The basic Spectra 70 gate circuit. 
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of the next generation will require 
more complex fabricating processes and 
higher resolution artwork. The result is 
that the circuit specification yield com- 
pared to its slower speed predecessor 
(Spectral drops considerably if the same 
system noise immunity is required. Thus 
two alternatives- accepting reasonably 
priced, reduced noise immunity circuits 
or higher priced maximum noise immu- 
nity circuits -are available to the sys- 
tem designer. When considering that 
fast risetime circuits may not only in- 
crease the magnitude of machine noises 
but also introduce new sources of noise, 
the above tradeoff is not easily made. 

NOISE IMMUNITY 

The circuit schematic for a Spectra -70 
gate is shown in Fig. 1. Transistor Q2 is 
at a fixed bias of -1.2 volts provided by 
the bias driver. As the input ( V1,), which 
for this example, is assumed to be -0.8 
volt initially, approaches -1.2 volts Ql 
will start turning off. When Q1 turns 
off, the NOR output will change from 
-1.6 volts to -0.8 volt and the oR out- 
put from -0.8 volt to -1.6 volts. There- 
fore the circuit provides both inverted 
and noninverted outputs for a given in- 
put. 

The -0.8 volt level, which is the most 
positive level, will be defined as the logi- 
cal ONE level. and the -1.6 volts level 
will be defined as the logical ZERO level. 
The operating boundaries of the gate are 
shown in Fig. 2. In the following dis- 
cussion, note that "greater than" and 
"maximum" means more positive and 
"less than" and "minimum" means more 
negative. 

For any input voltage excitation 
greater than or equal to the MIN -ONE 

level, the NOR output voltage will indi- 
cate a level less than or equal to the MAX- 

ZERO level and the OR output will indi- 

Fig. 2 -Logic levels for Spectra gate. 
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OR 

TABLE I -Logic Level and Bias Driver Equations 

Voltage Input High 

(R2/Rr,) V @6 -ß.1 Vbrr - /,. Rs 
(R2/R5) 

Voltage Input Low 

OR 

EoR - (Rol R5) VRR - (R2/ R3) a2ß5 (VREF - Vbe2 -VRR) -ßs VbeS - R21, 
P5 + (R2/ R5) 

NOR NOR 

ENOR - (RI /R4) VRR - (R1/ RS ) at ß4 (Vv./ - Vbet - VER) -ß4 Vbe4 - Ri1i. 
ß4+ (RI /R4) 

NOISE 
IMMUNITY 

(mV) 

o 

VRR - 
VRRF = 

cate a level greater than or equal to the 
MIN -ONE level. 

For any input voltage excitation less 
than or equal to the MAX -ZERO level, the 
NOR output voltage will indicate a level 
greater than or equal to the MIN -ONE 

level and the OR output will indicate a 
level less than or equal to the MAX -ZERO 

level. V,,,.v ONE is the minimum allowed 
input ONE level in a logic system; VA,, 
ZERO is the maximum allowed input ZERO 

level in a logic system. Therefore, re- 
stricted areas of operation have been de- 
fined for the gate as shown by the cross- 
hatched areas. The operation of the 
gate should exist within these boundaries 
under any steady -state condition of oper- 
ation of the gate. 

Various interpretations of circuit noise 
immunity and the effects of machine 
noises in system operation have been 
made. In this work. circuit noise immu- 
nity is defined as the magnitude of 
change of input signal from a steady - 
state input level that will produce a de- 
tectable output level change. Also, 
strictly speaking, both a Dc and Ac cir- 
cuit noise immunity exists. The AC noise 
immunity for the Spectra circuit was 
experimentally determined to be greater 
than Dc noise immunity. The relation- 
ship of Ac -to -Dc noise immunity is shown 
in Fig. 3. 

AC NOISE IMMUNITY 

DC NOISE IMMUNITY 

PULSE WIDTH Ins) 
Fig. 3 -AC and DC noise immunity relationship. 

Fig. 4 -Model for input voltage swing. 
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The noise immunity of this circuit is 
analyzed by developing worst -case equa- 
tions (Table I ) of the following:' 

11 Bias driver output voltage; 
2) Minimum value of the high level volt- 

age (0.8 volt); 
3) Maximum value of the low level volt- 

age (1.6 volt) ; and 
4) Minimum value of the input swing 

voltage required to switch the tran- 
sistors. 

By the use of a Dc computer -map pro- 
gram, the equations listed in Table I 
with their appropriate device character- 
istics, tolerance, and thermal coefficients, 
can be used to describe the logic levels 
and bias driver voltage over the tempera- 
ture range of interest.- 

The next analytical step is computa- 
tion of the minimum value of voltage in- 
put swing required to switch the current - 
switch transistors. For this analysis, 
consider Fig. 4 which shows the basic 
current switch under analysis." By using 
the relationship I.= (E,,,, - V) /R, Io 
can be plotted as a function of V,,. This 
yields the following curve: 

VD (mV) 

ID(mA) 

o 

Next we make the valid assumption that 
Q1 and Q2 transistors are identical so 
that V,,., is equal to Vbe, for given values 
of current. This follows from the fact 
that transistors Q1 and Q2 are on the 
same integrated circuit chip. 

Ie 
(mA) 

bel-Vbe 2 

Vbe (mV) 

The V,,,. data used in the analysis are 
specifically for a two- stripe geometry in- 

tegrated circuit transistor at the outer 
limits of the Vn,. spread. A two- stripe 
transistor is characterized by the num- 
ber of contacts in the base and emitter 
diffusion areas (lb, le). The curve can 
then be modified for the particular tem- 
perature of interest by using a Vbe tem- 
perature coefficient of 2mV / °C. From 
the nodal point, designated Ve, the cur- 
rent 1,; and the quantity (Vbe,, -} ERRE) 
are seen to be negative. This yields the 
following plot. 

vo 
EREF 

ID 

1 

Since the currents IE, and IE_ are equal 
when V,x = EREF, the following relation- 
ship can be derived: 

Vbel VIN - EREF 

EREF 

Vo 

I 

The composite characteristic would then 
be 

v° - 

0 

Transistor Q1 is turned on fully by shift- 
ing V,,,., to the right until it intersects 
point A so that !E, =L. Shifting Vbe, to 
the left until it intersects point B will 
make !E, = 0 so that Q2 is fully on and 
IF.t -Io. 

The results of the complete analysis 
are shown in Fig. 5. These data are from 
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an unterminated line condition, and this 
example represents but one of many test 
cases run. For convenience the noise im- 
munity of a typical case at the high and 
low levels at 70 °C is given. 

BASIC DIFFERENCES BETWEEN 
SPECTRA AND ILLIAC TYPES 

Parameters 

To make some statements in regard to 
noise immunity, it is first necessary to 
discuss the parameter changes in the two 
systems. 

System Noises 

There are many sources of noise in digi- 
tal computer systems. Only those noises 
related to the circuit, interconnec- 
tions, and power distribution are con- 
sidered; noises related to radiation, static 
charges, or mechanical switching are 
not. One of the first considerations is 
circuit risetime, which forms the base 
for many of the calculations. Fig. 7 

shows the marked decrease in computer 
risetimes for various systems. As an in- 
dication of expected risetimes, consider 
the idealized circuit of Fig. 6." 

The switch represents a transistor, the 
load capacitance (C) , and the TERMINAT- 

ING resistance (Ro). Such a circuit is 
closely approximated by any high speed 
device driven by a constant current. 
Then 1 =C AV /At, where At is risetime, 
AV is voltage swing, and C is n(C, -I- Ca); 
and where n is circuit fanout, C, is cir- 
cuit input capacitance; and C., is capaci- 
tance of connection to transmission line. 
1 is the available current which is equal 
to the supply voltage divided by the 
total power of the supply. Therefore 

t, _ [n (C, -}- Ce) AV] V /P 
For the case, n (C, + Cs) = 20 pF, AV 
=0.8V, V,= 5V, and P,= 200mW: 
t, = (20 X 10 -'2) (0.8) (5) /200 X 10' 
=0.4ns 

AV 

+V 

R 

Fig. 6- Idealized circuit for risetime evaluation. 

For the next generation of machines, 
risetimes of 0.4 ns may be expected. 

Generally, crosstalk and reflection 
phenomena and the power distribution 
scheme are the sources of machine noise. 
Specifically, in the circuit this noise is 

attributable to phantom -oR connections, 
feedthrough noise, OR -NOR level differ- 
ence, actual capacitive loading and oR/ 
NOR unbalanced loading. Fanout noise 
sources are serial net loading along with 
radial net undershoot and overshoot. 
Platter -generated noise includes cross- 
talk, impedance mismatch, capacitance of 
via holes, and the DC platter drop. Plug - 
in crosstalk and power distribution noise, 
and wiring crosstalk and mismatch are 
additional sources. Of course connec- 
tion discontinuity is always a potential 
noise source. 

The details of these calculations for 
the Spectra and ILLIAc type machines 
are contained in Reference 4. For our 
purposes, cases will be selected to show 
fundamental differences and how they 
are handled. 

First, consider a major source of noise: 
the serial net loading noise. The per- 
cent reflection will reduce for the ad- 
vanced computer case even though its 
risetime is 4 to 5 times as fast; however, 
this is not necessarily true of all cases. 
The gate input capacity for both circuits 
is assumed to be 5 pF. If the product 
of the line impedance and capacitance 
per load is kept constant, the value of 
reflection is kept constant. 

Z,C, =r, 
Z..C.: =r, 

Fig. 5 -Noise immunity as a function of operating temperature. 
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Therefore, in going from a 100 -ohm to 
50 -ohm impedance system, the effective 
capacity is reduced by one -half. Design 
curves from Reference 7 give 

Spectra Advanced Computer 
re =4ns 
Z. = 100 ohms 
C = 5 pF 
n =.12 LOADS 

3 -inch electrical spacing 
Reflection = 25.5% 

r, =1os 
Z. = 50 ohms 
C = 2.5 pF 
n = 12 LOADS 

3 -inch electrical spacing 
Reflection = 13% 

Thus we have the interesting result that 
the percent reflection decreases for the 
faster risetime system. Again caution is 
needed in the analysis of particular 
cases. 

Second, consider the platter crosstalk 
noises. Crosstalk effects can be con- 
veniently compared by the two cross- 
talk constants, KB (back crosstalk) and 
K, (forward crosstalk) . The equations 
are: VB = KB V,, where VB is the mag- 
nitude of backcrosstalk and V. is the in- 
put swing ; VF = KF l dV /dt, where l is 
the line length and dv /dt is the slope of 
the input signal. 

The platter cross- section appears as in 

the sketch below; W and S are defined 
in Table II. 

7W7 S-'1 

h 

In Table I, the Spectra line spacing 
was 25 mils while the advanced computer 
was 15 mils. The KB would increase as 
the line spacing gets closer.' Note how- 
ever that in going from a 100 -ohm to 50- 
ohm system, the H decreases signifi- 
cantly. The result is that KB decreases. 

Both the platter and plug -ins in the 
ILLIAc computer will use coated trans- 
mission lines. It has been shown that 
the forward crosstalk constant KB of a 
coated line can be reduced to zero' 
Therefore the forward crosstalk is less 
in the advanced machine than in the 
Spectra. Again this is an interesting 
result since VF is proportional to the rise - 
time. 

Thus, two opposite results, in terms 
of crosstalk and reflection, have been 
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produced. Both are attributable to the 
packaging format chosen. Normally. 
these phenomena would be expected to 
increase when going from a 4 ns to a 1 

ns system. One may begin to conclude 
that a faster risetime system is easier to 
build so that a reduced noise immunity 
circuit may be used. However, this is 
not the case. Actually, while some of the 
noise sources are decreasing in value 
others are increasing. 

Consider the signal connector for both 
the Spectra and the advanced computer. 
The Spectra connector is not a controlled 
impedance connector. The signal con- 
nector in the advanced computer must be 
a controlled impedance connector since 
it may have to handle 0.4 ns risetimes. 
Therein lies the problem: For risetimes 
of 0.4 ns, impedance discontinuities could 
occur for line lengths of 1 inch. There- 
fore, the separable connector should 
have its overall length (signal plus 
ground reduced. In addition, the effec- 
tive connector impedance should be as 
close to 50 ohms as possible. For exam- 
ple, if the effective impedance were 80 
ohm instead of 50 ohms, the percent re- 
flection would be 

r Z - Zo 80 - 50 
o 

Z+Zo 80+50 23° 

Crosstalk between signal pins of a con- 
nector is now a major problem for opera- 
tion at the risetimes of interest.' In ad- 
dition. the grid spacing of the platter 
has been reduced from 125 mils to 100 
mils for the advanced computer, thus 
placing the pins closer together. Again, 
shorter signal conductors must be used, 
ground paths must be shortened, and 
ground planes must be added to isolate 
the various signals on pins in the same 
proximity. 

loo 
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Fig. 7-Riseti me 
characteristic 
change through suc- 
ceeding generations 
of computers. 
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TABLE II- Parameter Changes 

Parameter Spectra 70 -45/55 
Circuit 

Pair Delay Worst Case 
Noise Immunity 
Rise Time Minimum 
Circuit Dissipation 
Input Capacitance 
Line Termination 
Line Termination Dissipation 

Platter 
Signal layers 
Characteristic impedance 
Line spacing 
Line widths 
Distributed capacitance 
Via hole capacitance 
Plug -ins per platter 
Grid spacing 

Plug -in 
Size 
Impedance 
Gates per plug -in 

Connector 

24 ns 
250 mV 
3.5 ns 
125 

pF (ay.) 
100 ohms on platter 
58 mW (ay.) 

2 
100 
25 mils (S) 
10 mils (W) 
1.7 pF /in 
1 pF 
118 
125 mils 

3 x 4 inches 
Not Controlled 
12 (ay.) 
48 pins -not designed to 
3.5 -ns risetimes 

Another major problem area is the 
actual power distribution system. The 
next generation of computer will be a 

high gate -density system. Therefore, a 

very low impedance system will be 
needed to handle the increased currents 
and faster risetime circuits. 

CONCLUSIONS 

Spectra is a computer that has been built 
and for which the circuit noise immu- 
nity and appropriate wiring rules have 
proven to be adequate. ILLIAC IV rep- 
resents a class of computing machine 
that may be the very next generation 
computer in terms of the circuit densi- 
ties and circuit risetimes. This type of 
system requires close scrutiny in terms 
of evaluating system noises and specify- 
ing circuit noise immunity. 

In the Spectra, a one -third allocation 
of noise immunity was made for reflec- 
tions (80 mV) , crosstalk (80 mV 1, and 
power distribution (80 mV) ." It is very 
unlikely that a faster risetime computer 
could utilize a circuit with less than 240 
or 250 mV of noise immunity. Yet this 
prospect exists because the artwork and 
process problems associated with smaller 
geometry devices are expected to signifi- 
cantly increase the cost of the new high 
speed circuits. 

One step toward the realization and 
use of a reduced noise immunity circuit 
is first in understanding the strong inter- 
play between circuits and packaging. 
With a knowledge of both circuits and 
packaging parameters, a re- allocation of 
noise immunity may be made to handle 
the noise problems of new design areas 
such as a separable controlled imped- 
ance connector. 
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THE STANDARD INPUT /OUTPUT 
INTERFACE FOR THE 

RCA SPECTRA 70 

This paper describes the major aspects of the RCA Spectra 70 standard 
input /output interface. It is not the purpose of this paper to provide the 
detailed definition of interface signals and timing but rather to indicate what 
the interface is and how it is used. 

THE STANDARD INTERFACE defines the. 
electrical, and mechanical 

requirements for interconnecting the 
Spectra 70 processors and the control 
electronics in peripheral devices. As 
such, the interface definition is influ- 
enced by, but not limited to, the design 
of a single processor or control electron- 
ics. In fact, the interface satisfies the 
requirements of two basically dissimilar 
classes of processors and all Spectra con- 
trol electronics units. 

BEFORE SPECTRA 

In state -of- the -art designs of input /out- 
put immediately before the Spectra 70 
series, the interfacing logic (excluding 
some nominal device electronics) be- 
tween a processor and a device was in- 
tegrated within the design of a processor 
-i.e., interfacing logic (control mod- 
ules) was packaged within the processor 
or in a rack immediately adjacent. This 
integration permitted control module 
designers to use processor timing pulse 
and common packaging. However. some 
problems in cabling and packaging 
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were experienced (e.g., in the RCA 3301 
system where up to 100 lines might be 
required in a control module /processor 
interface and where certain devices were 
restricted to the modes to which they 
might be attached). Additionally, input/ 
output instructions were designed to the 
characteristics of specific devices. 
Within the RCA 3301 System, greater 
configuration flexibility was achieved 
with increased commonality of t/o in- 
structions so that as new devices became 
available they could be easily added to 
the system. However, control modules 
were still incorporated within the proces- 
sor. The point here is not to critically 
view those systems by hindsight ; they 
satisfied the requirements for which they 
were designed (to perform as stand -alone 
systems with no need to interchange or 
extend the life of peripheral devices). 
However, the requirements of the Spectra 
70 series, by contrast are quite divergent. 

CONCEPTUAL ASPECTS 

The initial planning of the Spectra 70 
Systems included four processors and 

approximately twenty -four peripheral 
devices. This has subsequently been ex- 
panded so that currently six processors 
-the 70/15, 75/25, 70/35, 70/45, 70/ 
46, and 70/55 -and over thirty -eight 
peripheral devices are included within 
the series. Within this series, two classes 
of processors are represented: the 70/15 
and 70/25 in one class and the 70/35 
processor and higher models in the other. 
The principal distinctions between the 
two classes are based on packaging and 
functional requirements. The early mem- 
bers of the series -the 70/15 and 70/25 
processors -are packaged using discrete 
components and are instruction -code 
compatible with one another. The later 
additions to the series use integrated cir- 
cuit techniques and are instruction -code 
compatible with the IBM 360 systems 
(except for the privileged operations in- 
cluding input /output). However, func- 
tional compatibility had to be achieved 
in input /output operations. This com- 
patibility was extended to include the or- 
ganization of the two types of processor 
input /output channels: multiplexer and 
selector. At this same time, it was de- 
sirable to establish compatible input/ 
output operations with foreign licensees 
with whom we were then working. 

In summary, then, the underlying re- 
quirements for developing a standard 
input /output interface were: 

1) To design one set of peripheral devices 
which could he attached, without 
modification, to any Spectra 70 pro- 
cessor; 

2) To provide for input /output opera- 
tions which were functionally com- 
patible with the IBM 360 system; 

3) To provide a compatible subset of 
input /output operations for the 70/15 
and 70/25 processors; 
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STANDARD INPUT /OUTPUT 

PROCESSOR 
CHANNEL 

TRANSMIT CONTROL (I) 

CONTROL 
ELECTRONICS 

UNIT 

SELECT ( I ) 

TERMINATE (I) 
o END (I ) 

ACTIVATE (I) 
STROBE (I) R. 

4 READY (I) 
SERVICE REQUEST (I ) o 
DATA OUT (9) 
DATA IN (9) ` 
SET INTERRUPT (I ) 

GENERAL RESET (I ) 
o. 

INTERRUPT (I) o 
PROCESSOR POWER (I) 

o DEVICE POWER (I) 

Fig. 1- Connections between the processor channel and the control 
electronics. 

4) To provide a flexible means of pro- 
cessor /peripheral connection which is 
independent of device speed and oper- 
ating characteristics; and 

5) To accommodate the needs of foreign 
licensees. 

PHYSICAL ASPECTS 

Interface Terminals 

Peripheral devices are connected to pro- 
cessors by channels and control elec- 
tronics units; channels direct the flow 
of information between processor stor- 
age and control electronics units. Byte 
count and data addresses are maintained 
in the processor. A control electronics 
unit provides the logic to adapt the 
standard signal sequences of a channel 
to the characteristics of a peripheral de- 
vice. 

Configurations 

The connection between a processor 
channel and a control electronics unit is 
provided by the RCA Standard Interface 
(Fig. 1) . A channel is connected to con- 
trol electronics by means of trunks, 
which consist of the complete set of 31 
interface lines required to terminate 
each control electronics on a channel. 
The number of control electronics units 
which can be attached to a channel is a 

function of the processor and the type of 
channel, i.e., multiplexer or selector. A 
multiplexer channel can time share its 
facilities with as many as 256 simulta- 
neously operating devices. This number 
is a function of a particular processor 
design. The facilities of a selector chan- 
nel cannot be used by more than one 
device at a time (i.e., for an on -line op- 
eration such as a data transfer). 

Interface Signals and Lines 

Referring to Fig. 1, the signals and lines 
of the standard interface are functionally 
associated into six groups: qualifiers, 
operation limiters, service control, data 
lines, miscellaneous control and power 
interlocks. 

Qualifiers (Transmit, Control, Select): 
The logical states of the transmit control 
and select lines are used to indicate that: 

1) A processor is transmitting an address, 
2) Data or control information is on the 

data -out lines, 
3) A control electronics can transmit 

address or status, or 
4) Data information is on the data -in 

lines. 

Operation limiters (Terminate, End): 
The function of these signals is to indi- 
cate the end of an input /output opera- 
tion. The termination of an operation 
can be initiated by a channel or by a con- 
trol electronics unit. 

Service control (Activate, Strobe, 
Ready, Service Request): The function 
of these lines is to establish a link be- 
tween a processor and a control elec- 
tronics unit for the initiation of an 
input /output operation, or for the trans- 
fer of a data or statue byte. 

Data lines (Data Out, Data In): Data - 
out lines are used to transmit address, 
control, or data. Upto 256 devices can 
be addressed over these lines. The num- 
ber of devices which can be physically 
attached to a control electronics unit is a 
function of the specific unit. Data -in 
lines are used to transmit data or status 
information. Information on data out or 
data in is transmitted bit parallel. byte 
serial. 

Miscellaneous control (Set Interrupt, 
General Reset, Interrupt): These signals 
are used for those functions not directly 
required for a byte transfer but for re- 
lated operations. Set interrupt is used in 
conjunction with the interrupt subsys- 
tem if the 70/35, 70/45, and 70/55 pro- 
cessors to indicate to software when a 
prescribed number of bytes have been 
read or written. The interrupt signal is 
also used to indicate completion of an 
input /output operation or that a device 
is requesting a service. The General 
Reset signal is used to reset a control 
electronics unit to a quiescent state. 

Power Interlocks (Processor Power, 
Device Power) : The functions of these 
lines are to indicate that power is on in 
the processor and a control electronics 
unit respectively. 

Systems Topography 

Control electronics units are attached to 
processor channels by a single cable up 
to 100 feet long. The cable consists of 
thirty -seven twisted -pair conductors for 
the standard interface signals. Control 
electronics /device power is provided in 
a separate cable. 

OPERATIONAL ASPECTS 

Device Addressing 

Device addresses are transmitted over the 
Data -Out lines. A device address con- 
sists of 8 bits, thus up to 256 addresses 
can be specified on a channel. A device 
address cannot be duplicated on a chan- 
nel but can be duplicated within a sys- 
tem. 

Device Operations 

Device operations are specified in com- 
mand codes which are transmitted over 
Data -Out lines. Two sets of command 
codes have been specified. The first of 
these is a minimum compatible set com- 
mon to all Spectra 70 processors. This 
set with one exception is used by soft- 
ware. The second set, generated by 
hardware, is used for control functions 
which are transparent to software. The 
bit assignments for the first set are de- 
scribed as follows: 

2' 2" 26 2' 2 2'21 2° Command 
X X X X 0 0 0 1 Sense 
X X X X 0 0 1 0 Read backward 
X X X X 0 0 1 1 Write 
XX X X 0 1 0 0 Erase 
XX X X 0 1 0 1 Read 
X X X X 0 1 1 0 Send status 
X X X X 0 1 1 1 Write control 
X X X X 1 0 0 0 No operation* 

X: Don't care (0 or 1) 
* Hardware generated 

These commands are used to transfer 
information between processor memory 
and a peripheral device. In general, the 
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names of the commands are descriptive 
of the operation which is performed and 
will not be further elaborated here ex- 
cept to note again that data, control, ad- 
dress, and sense bytes are transmitted 
over data -out or data -in lines. Distinc- 
tion among the kinds of data is made in 
a control electronics or a processor de- 
pending on the command being executed. 

Set -1 commands can be issued singly 
by software or from a list of chained 
commands the subsequent issuance of 
which does not require program inter- 
ruption. 
Device Status 

Two levels of device status are reported: 
1) a standard device byte (son) which 
is common to all devices; 2) sense bytes 
(transferred to a processor as a result of 

a sense command) which can be uniquely 
specified for each device. Sense -byte bits 
are provided for detailed software tests 
of device status. The sons give a general 
description of device status and include 
status information for both hardware and 
software. The following list describes 
the bits and functions of the sun: 

Bit 
Position Function 

2" Used by the 70/35, 
45. and 55 proces- 
sors in command 
chaining opera- 
tions. Not used in 
the 70/15 and 25 
processors. 
Indicates the oper- 
ating status of a 
previously ad- 
dressed device. 
Indicates the oc- 
currence of a 

status condition. 
Indicates that a 
device has com- 
pleted an opera- 
tion and no longer 
requires the use of 
a control electron- 
ics /channel. 
Indicates that the 
control electronics 
is busy and is not 
available for an- 
other operation. 

Name 
Status 

modify 

2' Inoperable 

2' Secondary 
indicator 

2' Device end 

2' Control 
busy 

INPUT 

2" Device Indicates that the 
busy addressed device 

is busy and is not 
available for an- 
other operation. 

2` Termination This bit is set as a 
interrupt result of a corn - 
pending mand generated by 

hardware at the 
end of an I/O 
operation. The ef- 
fect is to pass the 
I/O completion for 
subsequent pro- 
cessing by soft- 
ware. 

2' Manual This bit is used to 
request indicate that an 

off -line request for 
program service 
has been made. 

The Standard Device Byte is tested by 
hardware during command initiation 
and termination. Following termination, 
it is available to software for testing the 
results of an operation. 

Channel Connectivity 
All control electronics units designed to 
the requirements of the standard inter- 
face can be interchanged without modi- 
fication between multiplexer or selector 
channels. Distinction between the two 
signal sequences is made in the channel. 
This provides greater flexibility in sys- 
tem configuration where the selection of 
channel attachment is limited by device 
rate alone and by no other device char- 
acteristic. 

Transfer late 
As a function of interface signal timing. 
a maximum information transfer rate of 
1.3 megabytes is possible. Practically. 
however, this rate is reduced in the dif- 
ferent Spectra processors depending on 
their channel design requirements. 

Interface Operations 
A detailed description of interface oper- 
ations is beyond the scope of this paper. 
Further, no description of interface op- 
erations would be complete without ref- 
erence to a specific control electronics 
or processor, particularly in the area of 

Fig. 2- Control electronics as a segJential network. 
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status conditions as they affect hardware 
and software. The specification of the 
standard interface provides the rules for 
interconnecting Spectra 70 processors 
and control electronics. It has been 
stated that the standard interface pro- 
vides the necessary conditions for the 
interconnection while the terminal units 
provide the sufficient conditions. With 
these qualifications in mind, a simplified 
description of interface operations on a 
hypothetical control electronics unit will 
be undertaken to demonstrate the use of 
the interface. For this purpose, a con- 
trol electronics will be treated as a se- 
quential network as shown in Fig. 2. 

A control electronics is viewed as an 
entity which includes the device inter- 
face as internal signals. A similar view 
is taken of the operation of a processor 
channel. In Fig. 2, only those lines perti- 
nent to the description command initia- 
tion, data transfer, end reporting, and 
interrupt processing are shown. 

The state of a control electronics is 
defined to be a function of four output 
signals: Service Request, End, Ready, 
and Interrupt. The functions of these 
lines are: 

Service Request: The true state of this 
signal indicates that a control electronics 
is requesting a channel service for a byte 
transfer. 
End: The true state of this signal indi- 
cates that a control electronics is request- 
ing a channel service to report status at 
the end of an input /output operation. 
This signal is sent in conjunction with 
the Service Request signal. 
Ready: The true state of this signal indi- 
cates that a control electronics is ready 
to report status for a command initiation 
or interrupt processing. 
Interrupt: The true state of this signal 
indicates that a control electronics is re- 
questing a program service for a termina- 
tion interrupt, program controlled inter- 
rupt, or manual request interrupt. 

The interface operations of command - 
initiation or interrupt- processing and 
data- transfer or end- reporting can occur 
simultaneously. In the following simpli- 
fied descriptions, these operations will be 
treated individually. 

The status of a control electronics is 

designated according to the following 
table: 

Service 
Request End Ready Interrupt 

o o o o 
o o o 1 

o o t o 
1 o o o 
1 1 0 0 

*This state implies that a control 
ur device is operable and available 

State 
Desig- 
nation 

So* 
81 
S, 
Sa 
Sr- 

electmnics 
(not busy). 

The inputs to a control electronics, gen- 
erated by a processor channel as a re- 
sult of an instruction or in response to 
the preceding signals, are designated 
according to the following table: 
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Transmit Deszg- 
Control Select Activate Strobe nation 

o o o o I° 
*0 0 1 1 13 

o 1 o o /4 
1 0 0 0 18 

*1 0 0 1 I. 
*1 1 o 1 713 

*Only steady -state valid signal combinations are 
designated. Transitionary or invalid sequences 
are not considered to simplify the description 
of operations. For example, there is no specifi- 
cation of the maximum time displacement of 
the activate and strobe signals, but in practice 
those signals must be transmitted during input/ 
output servicing. For this discussion, this com- 
bination is considered to occur simultaneously. 

Fig. 3 is a state -graph description of 
interface operations. Operations are 
shown for a hypothetical control elec- 
tronics on which only one device is exe- 
cuting a read operation. Operations are 
shown for both selector and multiplexer 
channels. 

Command Initiation 

Command initiation is a three -step pro- 
cess consisting of device selection, status 
testing (sDR), and command issuance. 
A device address is broadcast to all con- 
trol electronics attached to a channel. 
The control electronics, which recog- 
nizes the address, responds with a Ready 
signal as shown in the transition from 
state S. to S,. (If no control electronics 
responds within a prescribed time inter- 
val, the addressed device is considered to 
be inoperative by the processor.) Fol- 
lowing Ready response, the status (spilt) 
of the control electronics or device is 
tested after which the command is issued 
(strobed) by the channel, and the con- 
trol electronics state changes from S2 to 
S3. The notation DOUT WRU refers to 
a Set -2 command which will be discussed 
under interrupt processing. 

Note that no state transition occurs 
until a strobe signal is issued by the 
processor. The gating of the SDB (or de- 
vice address in data transfer or end re- 
porting) is a passive operation controlled 
by the Transmit Control and Select pro- 
cessor signals. 

Data Transfer 

In S3, a control electronics is requesting 
a byte transfer by means of the service 
request signal. On a multiplexer chan- 
nel, as shown by the dotted lines in Fig. 
3, the device address is transmitted to the 
processor before the data byte. Again, 
no state change occurs until the proces- 
sor issues a strobe signal which indicates 
that the byte has been accepted by the 
processor. A control electronics can 
thereafter remain in S, or go to S,3 for 
termination. The case shown is an illus- 
tration of control electronics initiated 
termination. A processor can also ini- 
tiate termination by transmitting a ter- 
minate signal when strobing the last byte 
to be transferred. In both cases, the con- 
trol electronics makes a transition from 
state Ss to S1_. 

End Reporting 

In state S13 the control electronics is re- 
porting the end of the read operation by 
Service Request and End Signals. As in 
the case of data transfer, the processor 
controls the information on the Data -In 
lines. On a multiplexer channel, the de- 
vice address is transmitted before the 
Standard Device Byte. In response to the 
Service Request and End signals, a pro- 
cessor can issue commands that 

1) Reset the control electronics to return 
to state S°, 

2) Return to Ss and execute a chained 
command, or 

3) Make the interrupt line and 2° bit of 
the SDB true for later processing. The 
last case is considered in the transition 
from state S,2 to state S1. 

Interrupt Processing 

When processing interrupts a set 2 com- 
mand, designated Who Are You (wRU), 
is broadcast to all control electronics on 
a channel. Control electronics, with an 
interrupt pending, gate the address of 
the interrupting device to Data -In lines 

1,3 
DOUT= DEV.Aoae 

'sDOUT 

=WRV 

SD8 19 DOUT =5ETI 

DIN =X DIN 

after which an interface is strobed by 
the processor and the control electronics 
changes from state S, to a state desig- 
nated in Fig. 3 as SD *. This state is effec- 
tively identical to state S, except that the 
interrupt line is reset. The function of 
that line is assumed by the 2° bit of the 
SDB. This has been implemented for 
hardware compatibility. 

Following WRU and Strobe, a control 
electronics responds with Ready after 
which the standard device byte is stored 
for program interpretation. The 'Send 
Status command and Strobe cause the 
control electronics to reset the 2° bit of 
the SDB and to return to state Ss. 
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Fig. 3- Standard interface operations. 
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EMULATION TECHNIQUES ON THE RCA SPECTRA SYSTEMS 

The very rapid advances in computer technology have made it desirable for users 

to update their existing data processing equipment with third -generation hard- 

ware. To accomplish this transition, a user must consider the cost of converting 
his programs -a major project for which the typical user seldom has a sufficient 

programming staff. In the past, simulation software has been supplied by the 

manufacturers to facilitate the program conversion effort; however, this tech- 

nique is very inefficient. Simulation in general is economically practical only for 
infrequently run programs, and the more frequently run programs must immedi- 

ately be recoded before the old system can be replaced. Emulation is a tech- 
nique involving both hardware and software which permits existing programs 

written for the old system to be efficiently run directly on the new system. The 

hardware cost is small and the performance is at least an order of magnitude 

better than simulation. 
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COMPUTER TECHNOLOGY has continued 
to experience rapid advances in 

machine performance, range of applica- 
tion, and varieties of peripheral devices. 
Accordingly, data processing users have, 
at various times, had to consider the eco- 
nomics of trading in outmoded equip- 
ment and replacing with the latest units. 
As users have become more sophisticated 
in the application of computers, a sub- 
stantial investment exists in their library 
of programs and data files. The con- 

siderations of how to make a smooth 
transition from one system to another 
with minimum loss of investment has 
typically been traumatic. 

There are currently several techniques 
that aid in this conversion, but none is a 
panacea: 

Higher Level Languages: Any portion of 
the work that has been programmed in a 
machine- independent language can be run 
on a new computer, if a compiler is pro- 
vided for that language. However, com- 
pilers have not been truly machine inde- 
pendent and often the language compilers 
are not available with delivery of the 
equipment. Further difficulties arise when 
machine language coded subroutines are 
mixed with the higher level language 
statements to patch in a special feature 
or fix a bug. 
Translation: Each instruction or group of 
instructions can be automatically changed 
from the machine language of the old 
computer to that of the new. This transla- 
tion is performed from either source 
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language or object program decks. 
Translators process the instructions be- 
fore execution time; hence, it is difficult 
to translate an instruction that will be 
modified or replaced by the program it- 
self before its actual execution. Transla- 
tion is generally less successful between 
two computers that differ widely in 
architecture. 
Simulation. Simulation differs from trans- 
lation in that each instruction is inter- 
preted in sequence at execution time. An 
image of the entire state of the computer 
being simulated 1 memory contents, reg- 
isters, indicators, etc.) is maintained on 
a hit -for -bit or character -for- character 
basis in the simulating computer. Strict 
adherence to this rule of interpretation 
at execution time removes the conceptual 
problems present with translation. Be- 
cause of their simplicity, interpretive rou- 
tine simulators have been quite successful. 
Unlike a translator, a simulator must in- 
terpret an instruction each time it is exe- 
cuted rather than just once. Thus, there 
is a large performance degradation due 
to the interpretive overhead. Further limi- 
tations are often required on the fidelity 
of the interpretive routines to keep the 
simulation program size within reason. 
Most simulator programs have not been 
fast enough to be of significant value in 
the conversion efforts. 
Reprogram: As a last resort, a problem 
may be reprogrammed in the new com- 
puter language. This reprogramming is 
costly, time consuming, and is just a 
brute force solution to the conversion 
problem. Eventually, all programs of 
value will be reprogrammed. However, 
reprogramming and debugging to this 
extent during a tolerably short transition 
interval is usually not feasible. 
Emulation: An emulator is a package 
supplied by the computer manufacturer 
that includes special hardware and a 
complementary set of software. The pack- 
age runs in the manner of an interpretive 
routine simulator program but is approxi- 
mately an order of magnitude faster. The 
combination of emulator and the new 
computer in effect create an extended 
computer which, to the user, is the com- 
puter for which the original object code 
was written. The advantages of emula- 
tion are simplicity of operation and system 
thruput performance. Thruput can typi- 
cally range from equal to four times 
better than the original system depend- 
ing on the application. 

EMULATION 

In the Spectra computer series, emula- 
tion is used to perform the interpretive 
processing on all non input /output in- 
structions by hardware microprogram. 
Interpretive processing of input /output 
instructions is handled by the comple- 
mentary set of software. Microprogram 
computers generally have two sequence 
counters, one for the macro -instruction 
sequence, with which the machine lan- 
guage programmer is familiar, and one 
for a micro -instruction sequence, which 
interprets and executes the macro-in- 
struction. These micro -instruction se- 
quence steps are called elementary 
operations (Eo's) and are pre -wired in a 
read -only memory. 

The economic feasibility of read -only 

memories has allowed the Spectra 70/35 
and 70/45 computers to employ these 
techniques for system control. Addi- 
tional read -only memories may be op- 
tional add -ons to the system; each one 
containing the micro -instruction steps 
corresponding to a particular order code. 
Several earlier machines of the micro- 
program type have been described in the 
literature and include the TRW -133', 
Packard Bell 440- and Collins 8401". The 
Spectra 70/45 and 70/35 have also been 
described.''" 

A microprogram simulation is invari- 
ably more efficient than a macroprogram 
simulation, since the interpretation is 
being executed at a point of least differ- 
ence between the computers. On a 
macroprogram level, computers have 
widely different structures: instruction 
formats, fixed or variable data fields, 
binary or decimal character codes, etc. 
On a microprogram level, the ability to 
process bit -by -bit or character- for -char- 
acter allows the more complex macro - 
level operations to be implemented by 
relatively straightforward sequences of 
elementary -bit or character manipula- 
tions. 

To take a different view of the effi- 
ciency of micro versus microprogram- 
ming, a given data processing problem 
coded in machine language for several 
computers causes a wide variation in the 
total number of memory cycles. The 
most efficient routine is a result of the 
computer with the best instruction reper- 
toire for the original problem. This has 
been evident in the performance of soft- 
ware simulators. Emulators or micro - 
programmed simulators allow routines 
which, in terms of memory cycles, show 
little difference from the original corn - 
puter's operation. Interpretive routine 
simulation by hardware microprogram 
allows the process to be done at the point 
of minimum difference. 

The complementary set of software in 
emulation has a large part to play. In 
several cases, it becomes uneconomical 
to do a function by microprogram. Soft- 
ware control of input /output sequences 
allows a flexible approach to perform- 
ance enhancements such as buffering, 
look- ahead, multiprogramming, and ad- 
ditims of facilities for handling periph- 
eral devices not included in the initial 
microprogram release. Execution of ap- 
propriate error -recovery procedures is a 
problem best handled by software. Also. 
to the operator, the systems are totally 
dissimilar; the software provides an in- 
terpretive console to allow execution of 
operating procedures in the most con- 
venient manner. 

IMPLEMENTATION 

Emulation is provided on the 70/35 and 
70/45 by the inclusion of additional 

read -only memory banks, special soft- 
ware package, and some minor hardware 
modifications to the respective proces- 
sors. The added read -only memory is 
used in two ways: interpret the instruc- 
tion repertoire of the machine being 
emulated and to provide some special 
Spectra 70 instructions to assist the soft- 
ware portion of the emulator. The wired 
program within the read -only memory is 
referred to as the Emulator Micropro- 
gram (EMP). 

The software portion of the emulator is 
called the emulator control program 
(EcC) and consists of two components: 
the emulator monitor system (EMs) and 
the emulator interface program (EIP). 
The EMS is a special operating system 
designed to run any of the Spectra 70 
emulator features. The EIP is a special 
software package designed for each emu- 
lator to interface the EMP with the EMS. 
Both the EIP and EMS are programs writ- 
ten in Spectra 70 code. The primary 
responsibilities of the EIP are: 

1) Translate the I/o instruction of the 
machine being emulated to equivalent 
Spectra 70 operations; 

2) Perform any peculiar code transla- 
tions; 

3) Interpret I/o termination conditions 
and set any necessary emulated indi- 
cators; and 

4) Interpret and execute all emulated 
console functions relating to errors, 
normal operation intervention, initiali- 
zation, etc. 

The hardware modifications consist of 
the control logic necessary for selecting 
and addressing the added read -only 
memory banks, and some added func- 
tions, to the microprogrammed structure 
of the machine to facilitate or enhance 
the emulation capability. In the imple- 
mentation discussion which follows, it is 
assumed that the reader is generally 
familiar with normal Spectra operations 
and technology 6'8 

The operation of the emulator is con- 
trolled by two control bits in the Inter- 
rupt- Status Register. The first bit is the 
Emulator ON (EON) and the second bit 
is the Bank 3 (BK3) control; the BK3 
control selects one of two possible emu- 
lators. The 70/45 allows up to two dif- 
ferent emulators to be added to the sys- 
tem; the 70/35 allows only one. With 
the Emulator ON (EON -1) the four nor- 
mal program states of the Spectra 70 
processor take on the following func- 
tions: 

Program State I fetches and executes all 
instructions out of the added read -only 
memory Ihank 2 or 3 depending on the 
state of the BK3 emulator control). 
Program States 2, 3 and 4 fetch and exe- 
cute all Spectra instructions out of the 
original Spectra read -only memory bank 
and allow a special set of EIP instructions 
unique to the emulator. 

By designing the program states to 
operate in this manner, the emulator can 
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Fig. 1- Utilization of Spectra 70 program states by the emulator. 

incorporate normal Spectra 70 coding 
for the ECP which must be executed in 
program states 2 and 3 and execution of 
the user's program being emulated in 
program state 1. 

Fig. 1 illustrates how the program 
states of the Spectra 70 are used by the 
emulator. Program state 1 is the state in 

which the user program is executed un- 
der control of the emulator micropro- 
gram ( EMP) . State 3 is used by the EMS 

to analyze all program interrupts. All 
interrupts, once analyzed, are turned 
over to either the emulator monitor sys- 
tem (EMs) or emulator interface pro- 
gram (EIP) in program state 2 for proper 
handling of the interrupt. In program 
state 2, the bulk of the EIP and EMs are 
executed. An EIP routine analyzes all i/o 
instructions encountered by the EMP and 
prepares them for execution. Program 
errors encountered in the user's program 
are handled in program state 2; the con- 

sole routine for operator communications 
is contained in program state 2 and the 
i/o control program which is responsible 
for issuing all i/o commands are also 
contained in program state 2. 

During execution of a user program, 
the EMP will turn control over to the ECP 

for any of the following reasons: 

1) An I/o instruction is staticized and 
decoded; 

2) A condition is detected that would 
result in a machine halt or malfunc- 
tion in the emulated machine; or 

3) The instruction fetch or data fetch/ 
store was outside permitted memory 
bounds. 

For the first two conditions, the EMP will 
turn control over to the EIP in program 
state 2 directly. Communication with 
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the EIP portion of the emulator is through 
a communication constant which is used 
by the software to determine the reason 
for the EIP call. In the case of an i/o in- 
struction, the EIP will return control back 
to the EMP in program state 1 as soon as 
the i/o instruction has been executed 
and /or the device started. In the case 
of error conditions, the ECP will gen- 
erally be required to give a printout on 
the console and wait for a response by 
the operator. Under any condition, the 
ECP will return control to the EMP in pro- 
gram state 1 only when the emulated 
program is able to continue its opera- 
tion. The third condition is an automatic 
interrupt to program state 3 where it is 
handled like all other; interrupts by the 
ECP. Special hardware has been added 
to the processor to facilitate the detec- 
tion of the memory boundary used by the 
emulated program. This is a special 
addressing error condition detected only 
when the emulator operation is in effect. 

MAPPING 

The operation of the emulator depends 
on an instruction -for -instruction inter- 
pretation of the program being emu- 
lated. To do this, the characteristics of 
the native machine must be mapped one - 
for -one into the Spectra processor. To 
date, all of the machines being emulated 
on the Spectra equipment have been 
character oriented and, with the excep- 
tion of the RCA 501, are decimally ad- 
dressed machines. Spectra is a combi- 
nation word and character machine with 
binary addressing and 8 -bit characters. 
These characters of the Spectra and the 
machines to be emulated permitted a 

rather straightforward mapping of mem- 
ory on a character -for -character basis. A 
contiguous portion of the Spectra main 
memory represents the main memory of 
the system being emulated. This portion 
of the Spectra memory is bounded on 
both sides by a special character which 
is used by the EMP to detect an operation 
which crosses the boundary. The ECP or 
software portion of the emulator resides 
outside these boundaries. To permit 
multiprogramming and facilitate two 
emulators in the system. the mapped 
memory is floated. 

In addition to main memory, all regis- 
ters and indicators used or referenced 
by the instruction repertoire of the native 
machine must be mapped or allocated 
equivalent storage in the Spectra 70 sys- 

tem. In all the emulators designed to 
date, the Spectra floating -point registers 
were assigned the function of represent- 
ing the native machine registers and in- 
dicators. These were chosen for two 
primary reasons: 

1) The floating point registers were not 
needed by the software portion of the 
emulator, and therefore, would not re- 
quire storing and restoration every 
time the program state is changed; 

2) The software system operating in pro- 
gram states 2 and 3 can access the 
floating -point registers as readily as the 
EMP. This later was a key considera- 
tion since both the software and, par- 
ticularly, microprograms require fre- 
quent access to the mapped registers. 

The ready availability of these regis- 
ters is a major factor in the performance 
of the emulator. 

In addition to the mapping of registers 
and memory, the emulator requires stor- 
age for conversion and translation tables. 
Address conversion and code translation 
tables are required to enhance the per- 
formance of the emulator. In all the 
Spectra emulators to date, the general 
registers for program state 1 were allo- 
cated to address conversion tables, since 
these registers are most readily accessi- 
ble by the EMP, and address constants are 
the most frequently accessed arguments. 
Other tables needed by the micropro- 
gram utilize a special portion of main 
memory which is not accessible to the 
programmer. Normally, this portion is 
allocated to the multiplexer subchannel 
register. This restricted the number of 
subchannel registers that the emulator 
system could use to 64. However, this 
has not affected any system configura- 
tions to date since 64 still provides ade- 
quate room for expansion. This approach 
has the advantage that more of the main 
memory space is conserved for the pro- 
grammer. 

EMULATOR MICROPROGRAM 

The emulator microprogram (EMP) con- 
sists of the following parts: 

1) Instruction fetch and decode; 
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2) Individual execution algorithms for 
emulated instructions; and 

3) Decode and execution of all special 
Spectra instructions. 

The instruction fetch and decode por- 
tion of the emulator microprogram is en- 
tered automatically whenever an instruc- 
tion in program state 1 is completed or 
whenever control is returned to program 
state 1. This portion of the EMP is com- 
mon to the interpretation or execution of 
all emulated instructions. It fetches 
from mapped memory the next instruc- 
tion, performs any necessary address 
conversions, updates all simulated ma- 
chine registers, decodes the operations, 
and enters the execute portion of the 
instruction. 

The instructions consist of individual 
microprogram routines. In the case of 
non -I /o instructions, these routines per- 
form the operation and leave all simu- 
lated registers, indicators, and memory 
locations exactly as in the native ma- 
chine. In the case of an t/o instruction, 
the EMP decodes the particular operation 
into an ECP communication constant 
which is utilized to select an appropriate 
EIP subroutine. Control is then switched 
by the EMP to program state 2 so that this 
selected EIP subroutine may proceed with 
the translation into an equivalent Spectra 
operation. The EIP will return control to 
the EMP only after the I/o operation is 
completed or the device is initiated and 
t/o simultaneity is specified and per- 
mitted. 

The third portion of the EMP consists 
of the microprogramming routines for 
special operations to assist the EIP. For 
example the 301 emulator uses a move 
and translate instruction to move data of 
specified length from one memory loca- 
tion to another, translating the codes 
from one representation to another via a 
specified conversion table. In the case 
of this special operation, the EIP can 
translate I/o data from 301 codes to 
Spectra codes, thus permitting standard 
Spectra devices to be substituted for 301 
devices. The special operations are in 
the format of Spectra 70 instructions and 
can only be executed when in States 2, 3 

or 4 and the EON control is set to one. 
If the emulator is not ON or the emulator 
bank specified is not installed, these 
special operation codes (op- codes) will 
cause a normal illegal op -code error to 
occur. The special op -codes are fetched 
and staticized as a normal Spectra 70 
instruction using the Spectra read -only 
memory bank. In the Spectra 70 stati- 
cizing microgram, a group of unused 
op -codes are assigned to these special 
operations and are designed to auto- 
matically branch to a fixed read -only 
memory location in the emulator bank. 
If the emulator is not installed or the 
emulator control is not ON, this branch 

will result in an op -code error. At this 
fixed read -only memory location, the EMP 
must decode all the special operations 
for this particular emulator. Once de- 
coded, the EMP completes the execution 
of the special operation. This technique 
of expanding the Spectra repertoire per- 
mits each emulator to have its unique set 
of special instructions. 

EMULATOR SYSTEM PERFORMANCE 

In an emulator system design, perfor- 
mance is predominantly determined by 
1) similarity of the processor being 
emulated and the emulating processor 
and 2) degree of fidelity desired in the 
processing functions. These factors can 
be separated into two categories: those 
related to the internal instructions and 
those related to the input- output func- 
tions. A partial list of items found to 
be of principal significance is tabulated 
below: 

Internal Instructions 
1) Conversion of decimal memory ad- 

dresses to a binary equivalent; 
2) Differences in character codes be- 

tween the system being emulated and 
Spectra representations. 

Input -Output Functions 
3) Per -character processes required on 

data exchanges with peripheral de- 
vices; 

4) Emulator software overhead required 
for interpretative translation of input/ 
output requirements; and 

5) Peripheral equipment speed differ- 
ences. 

Memory Address Conversion 

All Spectra data processors employ 
straight binary -coded address references. 
The 70/45, for example, allows binary 
addresses ranging to 18 bits. However, 
the 1410 system employs a five -digit deci- 
mal field. The 1401 and 301 systems em- 
ploy six -bit characters with a combina- 
tion of decimal digits and zone bit com- 
binations within each character of the 
address field to designate a memory 
reference. A conversion must thus be 
performed for each operand address 
fetched from the native address format 
to an equivalent Spectra binary refer- 
ence. Since the base of mapped memory 
or equivalent location of the emulated 
system's zero address is relocated to 
some other non -zero value, this offset 
must be incorporated in the address 
conversion algorithm. These conver- 
sions have generally been implemented 
through series of decimal -to- binary table 
lookups so as to reduce the execution 
time. To further reduce the extra addi- 
tion cycle required for the mapped mem- 
ory base offset, one of the decimal -to- 
binary tables is offset an equivalent 
amount by the emulation software at 
initial load time. Thus, the decimal -to- 
binary weight and base offset are avail- 
able in one table lookup operation. 

Character codes 

Character -code representations in the 
system to be emulated and Spectra equiv- 
alents are generally not the same. Oper- 
ations such as comparisons and addition/ 
subtractions therefore follow different 
rules. For example, the six -bit binary - 
coded decimal (BCD) representations 
used in the 1410 and 1401 systems differ 
from Spectra formats in two ways: 

1) The collating sequence used in com- 
pare operations does not correspond 
to the actual binary weights; and 

2) The binary representation of the deci- 
mal digit zero is 1010, not 0000 as in 
Spectra. 

To eliminate special translations for 
every compare or arithmetic operation, 
the 1400 BCD characters are represented 
internally in extended BCD interchange 
code (EBCDIC) whose binary codes cor- 
rect the above peculiarities. Since 
EBCDIC is a standard for Spectra equip- 
ment, compatible translation facilities 
are included in all input /output devices 
to convert card, tape, etc. codes into 
EBCDIC as the data is entering or leaving 
the processor. Thus, the codes are auto- 
matically translated as data is read or 
written and internal emulator processing 
of the characters is compatible with the 
Spectra hardware arithmetic unit. 

Some internal operations still require 
conversion of the EBCDIC codes into BCD, 

and vice versa. Examples are the move - 
digit /zone or branch -on- bit -equal in- 
structions. However, the additional pen- 
alty to these instructions is smail 
compared to the gains in other algo- 
rithms. 

Similar problems, although not as 
severe, occur with 301 and 501 codes. 
Here the difficulty is concatenation of a 
six -bit character into an eight -bit byte. 
Special provisions must be made to in- 
sure proper propagation of carries in 
arithmetic operations. 

Per -Character I/O Processes 

Input /output operations in the Spectra 
system are count controlled. For in- 
stance, a tape write command employs a 
starting memory address and a specific 
number of bytes to be written out. Input/ 
output instructions available in the 1410, 
1401, and 501 systems, however, are sym- 
bol controlled. That is, the length of a 
field to be written out (or read in) is 
determined by the location of a special 
terminating symbol in memory. Thus, 
before an emulated t/o instruction can 
be converted into an equivalent Spectra 
command, the field must be scanned to 
determine a byte count. This scanning 
operation adds to the time required to 
execute an t/o instruction and consti- 
tutes additional overhead. The time in- 
volved is determined on a per- character 
basis and if performed with conventional 
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instructions, would range from approxi- 
mately 10 to 25 µs, depending on appli- 
cation. However, by utilizing special 
microprogrammed routines designed for 
these processes, the per- character times 
range from 1.2 to 5.5 As. Through micro- 
programming techniques, almost an or- 
der of magnitude improvement was pos- 
sible. When compared with the data rate 
from a 60KB tape station, this processing 
typically represents an increase of only 
15% in data transfer time, which is ex- 
clusive of start /stop delays. Thus, the 
apparent increase in total type time is 
not excessive. 

Emulation Software Overhead 
The complimentary software package 
employed in an emulator (called ECP) 
provides the translation linkage to exe- 
cute I/o instructions. To perform this 
function, a variety of actions are re- 
quired 1) to initiate the equivalent Spec- 
tra device operation and 2) to translate 
termination conditions into correspond- 
ing mapped emulation indicators. Where 
appropriate, routines have been included 
to enhance system performance. These 
include such facilities as: 

1) Advanced card reading into a buffer 
area; 

2) Advanced print release by moving data 
to be printed into a buffer area; 

3) Error recovery through retries; and 
4) Provision for multiprogramming two 

emulation operations. 
Typically, execution of the ECP rou- 
tines adds 0.5 to 1.5 ms to the execution 
time of an I/o operation (exclusive of 
any per- character processing). This 
overhead can be minimized by overlap- 
ping the processing with input /output 
operations and using the above enhance- 
ments. 

Peripheral Speed Differences 

Device speeds in i/o -bound programs 
have as direct a bearing on overall thru- 
put as execution time of internal instruc- 
tions in compute -bound programs. By 
selecting peripheral devices which are 
faster than the corresponding units in 
the system being emulated, substan- 
tial improvements in thruput can be 
achieved. The start/stop characteristics 
of I/o devices can be as significant in 
system performance as the data rates; 
particularly where short records are in- 
volved. It is difficult to predict do per- 
formance or system thruput due to the 
complex inter -relationship between the 
device time, ECP overhead, and internal 
instruction mix being executed through 
microprograms. 

Performance Measurements 
The level of emulator performance is 
usually measured by total program thru- 
put. This performance is determined 
by inter -relationships between the fol- 
lowing: 
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1) Execution time of the micropro- 
grammed internal (non -1 /o) instruc- 
tions; 

2) t/o device character rates and start/ 
stop times; 

3) ECP overhead time required to translate 
1/o requirements into Spectra equiva- 
lents; and 

4) The timing distribution of the above 
three items in actual operations. 

The "average" performance ratios of 
native instruction times to emulated in- 
struction times are listed below: 

Parameter 1410 1401 so1 601 

Memory Speed Native 
System (µs) 4.5 11.5 7.0 15.0 

Performance Ratios: 
Native time of 70/45 2.3 4.1 2.6 2.4 
Native time of 70/35 * 3.8 1.6 
1410 and 501 emulators are not available for the 
70/35 sy,tcm. 

These figures were derived from a 
weighted mix of typical internal instruc- 
tions, and hence are considered "aver- 
age." The ratios vary from 1.6 to 4.1 and 
in no case is emulation slower than the 
original system; these figures illustrate 
the efficiency of emulation at the micro - 
programmed level versus simulation at 
the instruction level. Typical perfor- 
mance of simulation programs would be 
approximately an order of magnitude 
slower. 

If programs only consisted of internal 
instructions and essentially no I/o ac- 
tivity, then the above ratios would 
properly represent thruput. However, 
most commercial data processing activi- 
ties are quite dependent on extensive I/o 
activity. Thus, performance of the peri- 
pheral devices is a very significant factor 
in determining thruput. Peripheral de- 
vice performance between the native sys- 
tem and emulating system may generally 
be compared on two accounts: per - 
character data rates and start /stop times. 
Since I/o activity can be (and usually is) 
overlapped with internal processing func- 
tions, an emulating system with devices 
twice as fast as the native configuration 
and a minimum of non -overlapped pro- 
cessing will not have an equivalent in- 
crease in thruput. 

Any Ecp overhead time required to 
translate do requirements into Spectra 
equivalents adds to the execution times 
of the 1/o instructions. ECP device initia- 
tion /termination sequences are by their 
very nature non- overlapped with any 
emulation processing time. Device initia- 
tion or termination times may only be 
overlapped with I/o activity on another 
I/o channel if such activity is required 
by the program being emulated. To this 
extent, ECP overhead does not quite add 
directly to total program execution time. 
However, the effects of ECP overhead are 
most noticeable in I/o bound programs 
handling short records. Per -character 
do processing is an ECP function and 
since it occurs at initiation or termina- 

tion time, can be considered as an ex- 
tension of the ECP overhead factors. 

The most complex factor affecting 
performance is the timing distribution 
of internal processing, I/o activity, and 
ECP overhead functions. These inter- 
relationships can cause idle processor or 
do time at points in the emulated pro- 
gram where none existed in the native 
system. Evaluation of this factor in the 
design of emulators was only attempted 
through timing simulation runs. The 
effects and interrelationships were too 
complex to predict by a simple set of 
ground rules. Actual program running 
times have been measured on the 301 
and 1410 emulators for the 70/45. The 
thruput ratios range from 1.30 to 2.95 
on the 301 and from 1.89 to 2.66 on the 
1410. The variability of thruput reflects 
the interplay between the four perfor- 
mance factors described above. 

CONCLUSIONS 

The emulators, as described in the article, 
are currently operational. Field experi- 
ence has proven them to be a valuable 
program conversion technique. It has 
been demonstrated that a user program 
can be run directly on the emulator with- 
out reprogramming and with an actual 
increase in performance. Emulation has 
been made economically feasible, pri- 
marily because of the use of read -only 
memory in the design of the computer 
control and the improved cost- perfor- 
mance ratio of third generation hard- 
ware. 

Emulation, on the other hand, has not 
solved the reprogramming problem faced 
by a user who wants to take full ad- 
vantage of third generation hardware. It 
does, however, permit him to spread his 
reprogramming investment over a longer 
period of time. Although the primary 
purpose of emulation is to ease the user's 
burden of reprogramming, it has, in cer- 
tain instances, actually reduced the total 
rental cost. 

ACKNOWLEDGMENTS 

The emulator design has been the joint 
effort of many groups and individuals 
within the EDP organization. Special men- 
tion is made of Engineers and Program- 
mers within the Emulation Design group 
and the designers of the Spectra 70/35 
and 70/45 systems, without whose co- 
operation this program would not have 
been possible. 

REFERENCES 

1. McGee, The TRW -I33 Computer," Datama- 
tion, Vol. 10, No. 2, p. 27, 

2. Boutwell, The PB -440 Computer," Datama- 
tion, Vol. 10, No. 2, p. 30, 

3. Beck and Keeler, "The C -8401 Data Processor," 
Datamation, Vol. 10, No. 2, p. 35, 

4. Carnbell and Neilson, "Microprogramming the 
Spectra 70/35 : Datamation, Vol. 12, No. 9, p. 64, 

5. Yen, "Internal Logic Structure of the 70/45," 
RCA reprints PE -257, PE -258. 

6. Form 70 -35 -601, 70/35- 70/45- 70/65 Processors 
Reference Manual, RCA, Electronic Data Pro- 
cessing Div., Cherry Hill, N.J. 

www.americanradiohistory.com

www.americanradiohistory.com


A SIMPLE DISPLAY FOR CHARACTERS 
AND GRAPHICS 

The MODELT display system accepts coded digital data from a voice -grade 
telephone line and displays graphical and alphanumeric information on a 

direct -view storage tube. No local refresh is required to maintain the display. 
The MODEL T operates in an incremental vector mode, each vector being 
described by 7 bits. A vector calls for the display to move the beam from its 

present location along one of eight directions, a distance of one of eight per- 
missible lengths, with the beam either on or off. A vector is drawn as a series 

of dots which are written at a uniform rate. A minimum command structure is 

provided. The MODEL T draws 240 vectors /second (over a 2400 -baud telephone 
link) and can thus display rather complicated patterns in a matter of seconds. 
Alphanumeric symbols can be formed from a sequence of vectors under soft- 
ware control. Even so, the MODEL T can write text substantially faster than a 

teletypewriter. The essential virtue of the MODEL T is the combined graphic 
and alphanumeric capability in an economic design. 

DR. J. C. MILLER and C. M. WINE 

Data Processing Applied Research Laboratory 
RCA Laboratories, Princeton, N. J. 

RECENTLY interest has been expressed 
in the problem of making it easier 

for the computer user to interact with 
the machine while his job is being run. 
Time -shared computers offer this capa- 
bility by giving each of a number of 
users the illusion that he is the sole user 
of the machine and by permitting him 
(via a remote console) to direct or mod- 
ify the process of computation while 
on -line. Man -machine interaction is eas- 
ier if the machine can make pictures. 
Final manuscript received June E3, 1967. 
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Fig. 1 -MODEL T code structure 
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An experimental prototype for this 
purpose was designed with emphasis on 
simplicity. The prototype, called MODEL 
T, is a low cost soft -copy display with 
alphanumeric and graphic capability. It 
is primarily intended for remote appli- 
cations where a limited bandwidth con- 
nection (such as a voice -grade telephone 
line) links the display to the computer. 

CIRCUIT DESCRIPTION 

The MODEL 'h contains the necessary 
electronics to accept code groups (7 bits 

JAMES C. MILLER received the BEE degree from 
Rensselsaer Polytechnic Institute and the ME and 
PhD from Yale University. His dissertation dealt 
with flux reversal processes in ferrites. He first 
worked for Eastman Kodak Company where he 
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the staff of RCA Laboratories, he has worked on 
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logic and memory circuits using tunnel diodes, 
switching phenomena in polycrystalline and single 
crystal ferrites, adaptive logic techniques, super- 
conducting variable inductance switches (ryotrons), 
superconducting memories, read -only memories, 
and computer peripheral devices. He is currently 
investigating display and printer techniques for 

+ parity) from a remote source, to in- 
terpret them as vectors or commands, 
and to generate deflection signals for 
the display device. This particular code 
was chosen primarily because it is iden- 
tical with that used to communicate 
with other terminal devices such as tele- 
type printers. Thus the MODEL T can 
communicate with most newer com- 
puters with little or no hardware modi- 
fications. 

Fig. 1 shows the code assignment 
chosen for the MODEL T. The 7 infor- 
mation bits are divided into three cate- 
gories: bits B1, B2, B3 specify one of 
8 directions; bit B4 determines whether 
the beam is to be unblanked; and bits 
B5, B6, B7 indicate one of 8 lengths. 
Thus a vector is specified as a pre- 
scribed length in a given direction with 
the beam unblanked (or blanked). The 
permissible directions are the 8 major 
compass points, and the 8 lengths are 
0, 1, 2, 4, 8, 16, 32, and 64 units. Vector 
motion is incremental, each code group 
being interpreted as a beam motion from 
its last point. Constant writing speed is 
employed to insure uniform brightness 
on the display. The special situation of 
a vector of zero length with the beam 
off is used for machine commands as 
will be explained later. 

The operation of the MODEL T system 
is outlined in the system flow chart 
(Fig. 2). In the configuration most 
often used, the input is a serial signal 
on one wire, such as a telephone modem 
might provide. The system may be 
adapted to other inputs: for example, 
seven parallel contact closures to ground 
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David Sarnoff Team Achievement in Science and 
also received the Honeywell Award from Yale. He 
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NEW INPUT ARRIVES 
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Fig. 2 -MODEL T system flow chart 
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Fig. 3 -MODEL T display system block diagram 

Fig. 4 -MODEL T display system 

from a tape reader can be provided by 
simply replacing one input interface 
board. The input is checked for parity. 
Under operator control, a parity error 
may be ignored or may lock the display 
and send an interrupt back to the com- 
puter. When an input is accepted, it is 
transferred into a seven -bit parallel reg- 
ister which holds it until the next input 
comes. If bit 4 (the unblank bit) or 
any of the length bits (bits 5, 6, and 7) 
are one, a status flip -flop is set to begin 
the drawing of a vector. The first three 
bits (the direction bits) are decoded to 
provide a "move right" or a "move left" 
signal and a "move up" or "move down" 
signal. The length bits are used to pre- 
set a 7 -bit binary counter (the length 
counter) to 128 minus the number of 
dots in the vector to be drawn. Under 
control of a free -running clock, the sys- 
tem proceeds to produce an unblank 
pulse (if bit 4 is a one), increment the 
X and /or Y (position) counters, and in- 
crement the length counter. After each 
unblank pulse, but before each move 
pulse, the state of the length counter is 
checked. When it is "all zeros ", the 
status flip -flop is reset, returning the sys- 
tem to the quiescent state. If the input 
code calls for zero length, one unblank 
pulse is produced, plotting one point on 
the screen. If, for example, the input 
calls for a vector 16 units long, 17 dots 
are put on the screen, the first at the 
original location and the last 16 units 
away in the specified direction. The 
beam position is stored in a pair of 9 -bit 
counters. one for X and one for Y. 
These counters count the clock pulses, 
incrementing when the beam is to move 
up and /or right, and decrementing when 
the beam is to move down and /or left. 
The outputs from the position counters 
are combined in a binary- ladder digital - 
to- analog conversion network which pro- 
duces deflection voltages for X and Y. 

An input code that called for the sys- 
tem to draw vectors of zero length with 
the beam off in any of the eight direc- 
tions would be wasted if treated as a 
normal code: it would do nothing. These 
codes, distinguished by the last four bits 
being zero, are used as instructions. 
When an instruction is received, the 
three direction bits are decoded to pro- 
vide output pulses to erase the screen 
or to reset the position counters to all 
zeros (the lower left corner). 

The basic circuit building blocks used 
were the Signetics SP 600A series, dual 
in -line integrated circuits. These were 
selected on a basis of availability and 
cost; other circuits could be substituted. 
The system was partitioned into 6 printed 
circuit boards, each containing between 
10 and 23 integrated circuits. Fig. 3 is 
the system block diagram. A photo- 
graph of the MODEL T is shown in Fig. 4. 

OPERATIONAL CHARACTERISTICS 

Display 
The MODEL T writes on a field of 512x 
512 addressable points. Inherently, the 
display has no flicker. Fig. 5 shows 
photographs of typical display images. 
Approximately 5000 vectors can be com- 
fortably displayed at once. An estimate 
in these terms is somewhat vague be- 
cause of the different possible vector 
lengths (i.e., one could have a 512x512 
checkerboard pattern of dots, but the 
eye could not necessarily resolve it). 
The display device used in experiments 
to date has been the Tektronix 564 stor- 
age oscilloscope with a 5" viewing tube. 
This is an appreciably more sophisti- 
cated unit than required. The MODEL T 
deflection output is 1/2 volt /cm and 
requires a 100 -kHz bandwidth deflection 
amplifier to drive the storage tube. A 
more spartan design would be adequate 
for the present application, and should 
cost appreciably less. 

The repeatability of the display is 
quite good ; the same message can be 
rewritten on top of itself without notice- 
able degradation. No problem exists 
with respect to drift, etc., after the nor- 
mal warm -up time of the display scope. 
Three digital -to- analog techniques were 
breadboarded (operational amplifier in- 
tegrator, binary -weighted resistance sum- 
mer, binary ladder) and the binary lad- 
der approach was selected. The binary 
ladder uses only two resistor values and 
has smaller current supply variations. 
The latter point made it possible to 
eliminate two separate, regulated power 
supplies for the output boards. 

Data Source 

The "natural" data source for the 
MODEL T is the telephone line. This is 
probably the most economic -and surely 
the most accessible -means of linking 
the display console with the remote com- 
puter. With reasonable care, a tele- 
phone line with a 3 -kHz bandwidth can 
transmit up to 2400 bits /second. 
Higher data rates may be obtained un- 
der special conditions. The practical 
limit is set by the permissible error rate 
and hence is sensitive to the particular 
telephone line used on a given connec- 
tion. Nominal adjustments in the tim- 
ing circuits of the MODEL T make it 
compatible with any feasible telephone 
rate. For a given situation, the user 
must know the data rate and insert the 
proper timing plug into the input board. 

Vector drawing rates of 10 to 240 
vectors /second may be obtained over the 
telephone line. At 120 vectors /second, 
relatively complex figures may be writ- 
ten in a matter of seconds. This drawing 
rate has been found to be psychologi- 
cally acceptable for many applications. 
Of course, substantially higher rates 
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may be obtained if an alternate data 
source (coax link I is available. The 
ultimate rate is limited by the writing 
speed of the storage tube (approxi- 
mately 10.000 vectors /second ) . 

A variety of options may be employed 
to interface with the telephone line. A 
Bell 202C data set is quite adequate for 
high speed applications. Where the data 
rate is lower or where the expense of 
the data set is to be avoided, acoustic 
coupling to the telephone set offers ad- 
vantages. The signal into the teletype 
may be paralleled with a MODEL T to 
reduce the amount of equipment and 
permit drawing on the display (without 
typing) or typing (without drawing on 
the display). 

Random errors will be introduced into 
code groups by noise in the telephone 
system. The MODEL T includes an auto- 
matic interrupt on a parity error (even 
or odd parity at users option). Upon 
detection of a parity error, the MODEL T 
will reject the vector, lock itself out, 
and signal the viewer that an error has 
been received. The normal means for 
interrupting the computer uses a nar- 
rowband signal and hence requires time. 
During this period between error detec- 
tion and alerting the sender, the source 
may have sent several additional code 
groups. The recommended procedure is 
that the computer should back up to a 
previous reset signal, or a known abso- 
lute coordinate, on the display and gen- 
erate signals from that point anew. It 
would be convenient for the computer to 
handle the transmission in blocks, stor- 
ing the absolute beam position at the 
head of each block. An error would re- 
quire retransmission of the block. 

Character Generation 

The basic MODEL T does not include a 
character generator, hence alphanumeric 
symbols must be generated from soft- 
ware commands and transmitted as a 
string of vectors. For the person with 
limited need for alphanumeric features, 
or for one who needs an extensive font, 
this is a reasonable arrangement. The 
primary drawback is drawing speed, 
since approximately 10 vectors may be 
required for each symbol. Provision has 
been made for the modular addition of 
a character generator for those who de- 
sire it. The MODEL T is modified to 

contain a mode switch. When a string 
of alphanumeric symbols are to be writ- 
ten, the message is preceded by the 
command "shift to character generator.' 
which sets the mode switch and routes 
all subsequent signals to the character 
generator. The output of the character 
generator drives the X and Y output 
boards. To exit from the character gen- 
erator mode, the message is terminated 
by a suitable non -print code which re- 
verses the mode switch. 

Even without a character generator 
the MODEL T draws alphanumeric sym- 
bols faster than a teletypewriter. The 
combination of the internal regeneration 
features in the storage tube and the lack 
of selective erase make it awkward to 
edit alphanumeric messages, unless one 
is willing to retransmit the entire string 
after each change. Thus, the MODEL T 
is not especially suited for extensive 
alphanumeric editing. 

Cost 
The cost of building duplicates of the 
MODEL T, on a laboratory scale, were 
approximately $500 exclusive of the dis- 
play device ($1100 for the commercial 
storage scope). It appears that for a 
cost of under $2000 a personal display 
terminal with considerable flexibility 
could be produced, and it is not unrea- 
sonable to look forward to display sys- 
tems which are comparable in cost to 
color TV sets. 

APPLICATIONS 

Considerable experience has been ob- 
tained with the MODEL T in an on -line 
mode with a remote time -shared com- 
puter. The key to effective computer 
graphics lies in the combination of user - 
oriented software with a low cost dis- 
play. Substantial software assistance 
has been provided by colleagues of the 
authors at RCA Laboratories. A system 
has been demonstrated for the impor- 
tant mask -design artwork problem. 

Using a convenient problem -oriented 
language, the user types the information 
describing the mask geometry. As the 
design proceeds, the operator may re- 
quest a current picture of the mask on 
the MODEL T. The immediate visual 
feedback permits prompt error correc- 
tion via a software patch. When the 
design is completed and checked, the 
program produces a paper -tape output 

containing control information for an 
automatic drafting machine. The reso- 
lution of the display does not affect the 
ultimate accuracy of the mask. Using 
this procedure, a one -day turn -around 
between design and the actual mask 
may be obtained. 

For many situations the operator may 
desire a hard -copy text of the image on 
the display. Two means are currently 
employed: a Polaroid photograph pro- 
vides a quick copy adequate for many 
purposes. For complex drawings where 
more resolution is required, or where it 
is desirable to be able to write on the 
copy, the MODEL T can provide signals 
for a digital or analog mechanical plotter. 

SUMMARY 
The MODEL T is intended to be useful 
in a dual sense. On one level it is a 
practical, flexible display device which 
can be quite useful to a user in problem 
solving or displaying information. By 
constructing units and placing them in 
a working environment, valuable feed- 
back is obtained concerning the real 
needs in man -machine interaction. About 
18 units are now in on -line operation 
at the RCA Laboratories and the vari- 
ous product divisions. In another sense, 
the MODEL T focuses on the information 
flow in a limited bandwidth link to a 
computer. Telephone lines will prob- 
ably link the majority of future remote 
terminal systems. The question of how 
best to represent the data and what 
hardware is needed at each end of the 
link is important. Storage tube displays 
such as the MODEL T seem particularly 
suited for telephone modem systems. 

It is not unreasonable to imagine dis- 
play units based on the type illustrated 
by the MODEL T to be widely used in 
industry and at home. The logic is suffi- 
ciently simple that one might look for- 
ward to completely integrating it as a 
single wafer of mos or bipolar transis- 
tors. The resulting personal display 
would be as compact and as portable as 
the popular miniature television sets. 
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Fig. 5- Sample photographs of typical problems displayed on the MODEL T 

THIS IS A SAMPLE OF 
THE TEXT THAT THE 
SOFTWARE CHARACTER 
GENERATOR PRODUCES 
ON THE MODEL T 
DISPLAY SYSTEM. 
THE FONT IS STORED 
IN THE COMPUTER ANI) 
MAY 13E CHANGED AT 
WILL. 
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LIMAC: A LARGE INTEGRATED MONOLITHIC ARRAY COMPUTER 

A new approach to a computer organization promises very effective utilization 

of the large -scale integration (LSI) technology. A two -dimensional functional 

partitioning of logical structures is employed. First, data structures are 

grouped into functional modules which include a processing matrix and asso- 

ciated operand registers. Data processing control which is unique to the func- 

tion is retained as an integral part of the functional module. Operands, con- 

trol words, and status words flow between functional modules on a common 

set of bus wires. A simple centralized control responding to information trans- 

fer micro- instructions directs operation of this bus. Machine commands are 

comprised of a string of these information transfer micro -instructions. 
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THE SYSTEM ARCHITECTURE described 
in this paper overcomes the prob- 

lems of current computer architectures 
which fail to effectively utilize LsI array 
technology. The total system is exceed- 
ingly flexible in both performance and 
instruction set. The fabrication of a hun- 
dred or more logic gates on a silicon chip 
presents new system and circuit design 
problems. Whether these large -scale in- 
tegrated (LsI ) arrays of logic gates are 
fabricated by careful control to obtain 
100% acceptability of all the gates on 
the chip or whether discretionary wiring 
is used to avoid defective gates, circuit 
and system problems are basically the 
same. Problems of power dissipation, 
noise immunity, and signal levels are all 
interlocked with the environment of the 
circuit within an array. The system 
architectural problem is to derive maxi- 
mum reliability and speed from the Lst 
technology by reducing external con- 
nections and encompassing all function- 
ally related logic in one tightly packed 
array. 

As this paper demonstrates, present 
system organizations can not effectively 
utilize the Lst technology ; a new sys- 
tem architecture is required. Effective 
utilization of Lst while this new technol- 
ogy is still in its infancy is desirable. 
Employment of even a few modest -sized 
arrays in operational systems will give 
impetus to Lst and will provide Lst manu- 
facturers with the feedback necessary to 
guide continuing technological develop- 
ment. 

As an example of a new system ap- 
proach, a general purpose computer 
capable of solving sophisticated naviga- 
tional problems is being designed and 
built by RCA for the Air Force. This 
experimental computer, which will illus- 
trate the effective use of large arrays, 
employs functional partitioning of both 
the data path and control structures. 
Functional partitioning of the control 
structure is unique with this computer's 
architecture and is the key to a very 
favorable utilization of arrays from 30 
gates upward in size. 

The circuits for array use are emitter - 
coupled logic gates. Fabrication tech- 
niques are being improved to the point 
where reasonable yields of 100% perfect 
arrays of 100 or more gates will be re- 
alized. 

CURRENT SYSTEMS 

Some current computers use a memory- 
oriented design (Fig. 1).1 In this type 
of design, the multiplicity of registers 
used to store program instruction ad- 
dresses, machine status words, inter- 
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mediate numerical results, constants, 
etc., are all contained in one high -speed 
memory. A combinatorial processing 
matrix is inserted within the data- regis- 
ter regeneration -logic loop (heavy lines 
in Fig. 1 ) . Actual data processing (such 
functions as incrementing, extraction, 
movement, table look -up, and status 
recognition ) is accomplished in the 
memory -read /regenerate cycle: a mem- 
ory read -process /regenerate cycle. Util- 
ity and intermediate storage registers 
buffer this processing loop to the main 
memory bank and input /output chan- 
nels. 

Not shown in Fig. 1 is the other half 
of the machine's logic which controls 
this data loop. Control logic encom- 
passes all logic not directly associated 
with the data path. Control signals prime 
logic gates throughout the data path, 
and a sequence of priming signals carry 
out an instruction. The large set of dis- 
similar services that individual units in 
the data path are called upon to perform 
gives rise to a formless scattering of logic 
elements and in no sense can be con- 
sidered regular or divisible.' If a gate 
appears to be connected in the same man- 
ner as its neighbors or roughly appears 
similar, then it is called regular. Thus, 
the data transfer paths between registers 
in a parallel machine are very much 
alike and are clearly regular, whereas 
a single gate hanging from the regis- 
ter and detecting an unique condition 
clearly could not be classified as regular. 
Compare the regularity of a data path 
register to control logic as illustrated in 
Fig. 2. In many machines, this control 
logic comprises 60% of the main frame 
logic. It is just this irregularity of con- 
trol that hinders effective utilization of 
large arrays and calls for a new system 
architecture. 

This need for a new system organiza- 
tional approach is clearly demonstrated 
by attempting to partition current com- 
puter systems into arrays of a hundred 
or so logic gates. The practicality of any 
partitioning for large arrays is measured 
by the number of logic interconnections 
that must be made across the boundary 
(the bonded wire jumpers between bond- 
ing pads on the silicon chip and the pins 
or leads of the package). Currently, 
bonding pads are placed on 10 -mil cen- 
ters which would allow approximately 
100 pads around the perimeter of a one - 
quarter -inch- square silicon chip. The 
objective, then, is to partition a com- 
puter into arrays that contain a maxi- 
mum number of gates with a limitation 
on the number of pins. A measure of 
effective utilization of the Lst technology 
is the number of connections per array 
( the gate -to -pin ratio) . 

Fig. 1 - Block diagram of a memory - 
oriented computer architecture. 
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The data in Fig. 3 illustrates the stan- 
dard partitioning of a broad cross -sec- 

tion of existing computers.' This data 
includes computers constructed from 
both discrete components and integrated 
circuits during the past two generations. 
Each point in Fig. 3 represents the num- 
ber of gates contained on a plug -in card, 
platter, etc., and the number of logical 
connections to the pins of the plug -in 

card or platter. 
For example, a typical 3x4 -inch plug - 

in card in a third generation medium - 
size machine contains 13 gates and has 
30 logical connections to its pins. Thus, 
this card is represented by a circle at 
coordinate position (13 gates, 30 pins) 
in Fig. 3. A typical 17x18 -inch inter- 
connection platter in the same machine 
interconnects 865 gates contained on 
69 plug -cards and has 480 logic connec- 
tions to its terminals; this platter is rep - 
senented by a circle at coordinate posi- 
tion (865 gates, 480 pins). 

The main obstacle to constructing a 
conventionally organized computer with 
large arrays lies in the irregularity of 
the control structures. This irregularity 
is reflected in the excessive number of 
leads required to support a gate in the 
conventional system. Using 100 connec- 
tions as a guide, Fig. 3 indicates that at 
most 130 logic gates will be encompassed 
by a large array. The average number 
is 85 gates for 100 connections. An aver- 
age of 85 gates /array is not too satisfy- 
ing when LsI technologists are suggest- 
ing a potential in the neighborhood of 
1,000 gates /array. Current computer 
organizational techniques will fall an 
order of magnitude short in effective 
utilization of the large array technology. 

REGISTER MACHINE CONCEPT -STEP 1 

The evolution of a new system organiza- 
tion that has a more favorable use of 
large arrays should move towards a 
machine structured of modules (or ar- 
rays) wherein each module consists of a 
completely self- contained processor hav- 
ing local storage (or registers), some 
simple processing logic, and all control 
necessary for the array to execute its 
function. In this way, each array contains 
a buffer or register interface with the 
outside world, some processing logic, a 

control matrix, and a set of flip -flops 
used in the sequential portion of con- 
trol. Each array control sees only the 
state of its own array and does not see 
the states of other arrays. Thus the array 
control structure is reduced from its 
conventional counterpart and the re- 
quirements for communication outside 
the array are reduced correspondingly. 
These considerations lead to the register 
machine concept so named for the regis- 
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ters that serve as the interface for the 
individual array.' 

In contrast to earlier examples of par- 
titioning for batch fabrication (or LSI)2 

a register machine is partitioned into 
separate, more sophisticated instruction 
execution units (lEU), each of which 
performs either one machine instruction 
or a very similar set of machine instruc- 
tions. A generalized block diagram of a 

register machine is shown in Fig. 4. The 
boxes labeled IEU denote instruction 
execution units and a five -part machine 
bus serves as the communication channel 
between an lEU and main memory. 

In the operation of a register machine, 
the contents of the program counter are 
used to fetch a program instruction from 
memory and load the instruction regis- 
ter. An operation group decoder attached 
to the instruction register activates the 
proper lEU for execution of the program 
instruction. An individual JEU is shown 
in Fig. 5. The decoder and data proces- 
sing clock together generate the proper 
internal sequence of enabling and in- 
hibiting signals for the adder. A buffer 
or register interface provides logical 
interface with the JEU and memory, and 
each JEU contains control logic for this 
register interface. 

For example, an add command fetched 
from memory and loaded in the instruc- 
tion register would cause the add JEU 

to be enabled. Subsequently, the add in- 
struction would be transferred into the 
register interface of the add JEU and the 
control logic for the register interface 
would go about fetching the two oper- 
ands from memory for the addition com- 
putation. After receipt of both operands, 
the adder logic is enabled and the oper- 
ands are processed. The register inter- 
face control returns the computational 
result to main memory before the next 
machine instruction is fetched from 
memory. 

Register machine designs for a char- 
acter- oriented machine (RCA -301) and 
for a parallel -word machine (RCA-4102) 
have been completed down to the level 
of small logical blocks (e.g., 6 -bit 
counter, 24 -bit comparater, etc.) so that 
the NOR gate count is not precise. [Edi- 
tor's note: Descriptions of the register - 
machine designs for the character -ori- 

ented machine (RCA -301) and the 
parallel -word machine (RCA -4102) were 
available as appendixes with the original 
manuscript of this paper. Due to space 
limitations, this material could not be in- 
cluded with the final version; however, 
the information is available from the 
authors.] 

Estimating the count as closely as pos- 
sible but always trying to keep an error 
on the conservative side, the gate count 

in the 301 register machine is of the 
same order as the count in the conven- 
tional 301. But the distribution of the 
gates is changed considerably: in the 
conventional design, some 63% of the 
gates are used for control -in the regis- 
ter machine this is reduced to less than 
30 %; also, in the conventional design, 
the register subsystems account for only 
25% of the equipment -in the register 
machine, the register subsystems require 
about 65% of the machine. The control 
portion of the machine consists of those 
gates which are used to generate con- 
trolling signals. In the register machine, 
control consists of the operation de- 
coder, the control matrices, the control 
counters, special comparators and ad- 
dress generators, special decoding gates, 
and the special control bits in the regis- 
ters. The register subsystem includes 
the parallel gating into and out of the 
registers. 

In contrast, the register machine ver- 
sion of the parallel -word 4102 requires 
somewhere between three halves and 
twice the quantity of equipment required 
in the original machine. The register - 
machine version is more regular in form, 
again especially in control, but the over- 
all effect is not nearly so pronounced as 
it was in the case of character -oriented 
301. This is a result of two factors: 

1) The 4102 data path is larger than that 
of the 301, and is about as regular in 
structure; 

2) The 4102 control is considerably 
smaller than that of the 301, and it is 
precisely in the control area that the 
register technique presents its great- 
est advantage over the conventional 
design methods. 

Regularity, as defined above, is a prop- 
erty of the gate level of the machine. The 
major goal of the register machine con- 
cept is to obtain an increase in the regu- 
larity of the system. The register ma- 
chine version of the 301 and 4102 were 
surely an improvement over the conven- 
tional designs on this basis. The only 
significant candidates for non -regularity 
are control matrices within an JEU. Con- 
trol gating and counter portions of an 
JEU seldom run more than 50 gates. In 
register machines, data paths are differ- 
ent in form (they are larger than in the 
conventional design as evidenced by the 
five -part machine bus) but they remain 
regular. The quantity of equipment de- 
voted to control is considerably reduced 
and what remains may far more reason- 
ably be called regular than may the con- 
trol in the two conventional machines. 
As an added bonus, the decentralized 
control eliminates much of the maze of 
long lines which emanate from a cen- 
tralized control unit. 
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LIMAC CONCEPT -STEP 2 

Functional partitioning at a machine 
command level was the first step in de- 
veloping a system organization better 
suited to a large array. The next evolu- 
tionary step introduces a second dimen- 
sion in the partitioning of control. Con- 
trol is now divided into two functionally 
independent classes : information transfer 
and data processing execution. In over- 
simplified terms, memory addressing 
control is retained as a centralized fea- 
ture while data processing execution 
control is decentralized throughout the 
processing modules now called function 
execution units. This is in contrast to the 
register machine concept that provides 
each IEU with capability for data re- 
trieval and storage. 

Data processing execution control is 
unique to the computation logic and its 
connections to the associated data regis- 
ters contained within one processing 
module; information transfer control is 
common to all processing modules. In- 
formation transfer control directs in- 
struction retrieval, data retrieval and 
storage, instruction and data transfers 
between machine registers and status 
word transfers, all over a common set of 
bus wires. No distinction is made be- 
tween data and control words -only the 
names of transfer source and destination 
denote differences. Control and status 
words are logically complementary, i.e., 
a register name serving as the destina- 
tion of a control word also serves as the 
source of a status word. 

This second dimension in functional 
partitioning of the control structure 
treats operands, instructions and data 
addresses, and control and status words 
all in the same manner. This leads natu- 
rally to the elementary operation (Eo) 
format of control (also known as micro- 
programming) G' A program instruction 
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is executed by set of control words 
wherein each one corresponds to a single 
step or elementary operation in the exe- 
cution of the instruction. The high de- 
gree of flexibility inherent in EO control 
format is necessary to eliminate special - 
case- hardware configurations required in 
register machines to execute uniquely 
structured machine commands. The ac- 
cumulator in the register machine 4102 
is one example of a special- case -hard- 
ware configuration. With partitioning 
of the control structure, the full capa- 
bility of all machine hardware can be 
utilized to implement uniquely struc- 
tured machine commands. 

Both information transfer and data 
processing control systems employ the 
EO format. Within a function execution 
unit, states of internal data path trans- 
mission gates and conditioning signals 
for the processing matrix are indicated 
by the binary pattern contained with the 
Eo register (Fig. 7) . The source and 
destination of an information transfer 
over the machine bus are specified by bit 
patterns contained in the instruction 
register. With EO control formats, ir- 
regular control structures are replaced 
by regular memory structures; the ir- 
regularity of control is transformed into 
the bit patterns stored in regular mem- 
ory structures. 

Even though the Eo control format is a 
step towards regularizing control struc- 
tures, selection of the proper EO sequence 
in current machines is governed by a col- 
lection of logic gates often referred to 
as sequencing logic. This centralized se- 
quencing logic is complex due to the 
multiplicity of demands placed upon it. 
Numerous feedback conditions from 
data path logic must be handled. For 
example, an EO sequence for machine 
MULTIPLY must contain a branch opera- 
tion to handle the two possibilities for 

Fig. 4-General block 
diagram of a register 
machine. Five parts of 
the machine bus are: 
B1, read next instruc- 
tion flag; 82, memory 
address; B3, instruc- 
tion word B4, data 
word from memory; 
and B5, data word to 
memory. 

the multiplier bit. In addition, other 
signals denote demands of input /output 
equipment, etc. It is the total collection 
of many such conditional feedback sig- 
nals that still give rise to the irregular 
complexity of the control structures in 
the conventional machine. 

Structural differences between LIMAC 
and the register machine are illustrated 
by comparing Figs. 4, 5, 6, and 7. Note 
that the machine bus structure has been 
reduced from five -parts to two -parts. In 
LIMAC, an information transfer bus car- 
ries the word transfers, and a register 
identification bus signifies register names 
of source and destination in the informa- 
tion transfers. Recognition logic, labeled 
R and associated with each LIMAC func- 
tion execution unit in Fig. 6, decodes 
the identification signals contained on 
the identification bus and connects the 
register as either a sender or receiver 
to the information bus. 

Unlike the register machine that oper- 
ates in machine commands, LIMAC exe- 
cutes a string of information transfer 
micro- instructions for each machine 
command operation code. Thus, a ma- 
chine instruction is executed by first 
transferring operands into a functional 
module. This is accomplished with one 
or more information transfer micro-in- 
structions fetched from memory by the 
wired staticizing sequencer and executed 
in the instruction register. Then an EO 
control word is transferred into the EO 

register of the functional module thereby 
specifying the connectivity of the in- 
ternal data structure for execution of 
the machine instruction; another infor- 
mation transfer micro -instruction accom- 
plishes this EO word transfer. 

The operation code of the machine in- 
struction serves as the base address in 
memory of the sequence of micro- 
instructions defining the machine in- 

Fig. 5- General block diagram of an instruction execution unit of a register 
machine. 
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struction. A termination bit on the last 
micro-instruction of the sequence causes 
the wired staticizing sequencer to fetch 
the next machine command from mem- 
ory. Similar macro -to -micro language 
translation techniques are employed in 
other conventionally organized. contem- 
porary machine, and as LIMAC does. a 

variable instruction machine language 
format is employed.' 'll 

In the execution of complex instruc- 
tions such as multiply and divide. the 
LTMAC concept again takes advantage of 
the capabilities of the large array tech- 
nology. The technology offers small, fast. 
fixed memories. Sequences of EO control 
words for multiplication, etc., can be 
stored in a fast fixed memory contained 
within a functional module. The output 

Fig. 6 -Gen- 
eral block 

diagram of a 

LIMAC 
machine. 

Fig. 7 -Gen- 
eral block 

diagram of a 

function exe- 
cution unit in 

the LIMAC 
machine. 

Fig. 8-Sub- 
partitioning of 

a LIMAC 
functional 
unit. The 

dashed boxes 
indicate the 

subpartitions. 
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of the fixed memory serves as an alter- 
nate source for the gating and condition- 
ing signals normally provided by the EO 

register (Fig. 7) . Rather than trans- 
ferring an EO control word describing the 
connectivity pattern into the Eo register, 
a start address in the fixed memory is 
transferred to the function execution 
unit. The asynchronous feature of the 
machine bus permits independent opera- 
tion of a module once a data process 
operation has been initiated. In slightly 
oversimplified terms, each function exe- 
cution unit is a very specialized com- 
puter; all are capable of independent 
operation. 

The information transfer control sys- 
tem interprets only two instructions: one 
instruction designates by name both the 
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source and destination registers for an 
information word transfer. The second 
instruction designates the mask pattern 
used for comparison with a status regis- 
ter to implement conditional jumps. Con- 
ditional jumps are implemented by using 
an information transfer micro- instruc- 
tion to move a status word from a func- 
tion execution unit into the status regis- 
ter. The operation code of a conditional 
jump micro -instruction causes the AND/ 
OR comparator network (Fig. 6) to 
match ones in the status register against 
ones in the instruction register. If at 
least one match occurs, the conditional 
jump is implemented by the wired stati- 
cizing sequencer. LIMAC has two funda- 
mental types of conditional jump micro- 
instructions: 

w 

REC. IDEN. BUS 

INFO. TRANS. BUS 

X/S X/R EO/S EO/R, 

DECODER 

X/R 

REGISTER 

(STATUS 
BITS) 

EO/S 

LOCAL CLOCK 

BUST SICNAL 
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Fig. 9- Recognition logic. Decoded signals 
X /S, X /R, EO /S, EO /R indicate which reg- 
ister is to function as a sender or receiver 
in relation to the LIMAC information trans- 
fer bus. 
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tioning data of conventional architectures 
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1) Conditional return: if the status con- 
dition is present, software control 
moves to the next micro -instruction in 
sequence; otherwise software control 
is returned to the next machine in- 
struction in sequence. 

2) Conditional skip: if the test condition 
is present, software control moves to 
the next micro- instructions and exe- 
cutes the third in sequence. 

This skip -over -two allows unlimited 
jumping of micro -programs throughout 
LIMAC's memory ; the first micro- instruc- 
tion contains the information transfer 
instruction for loading the micro- instruc- 
tion counter with the contents of the sec- 
ond micro -statement. The micro- instruc- 
tion counter is always pointing to the 
next micro -instruction. 

Two additional features for conditional 
jumps are incorporated in LIMAC. One 
permits reversal in responses of the wired 
staticizing sequencer to the yes /no out- 
put of the comparator; i.e., the sequencer 
response for the presence of at least one 
status bit is interchanged with the 
response to the absence of all, and vice - 
versa. The second feature permits load- 
ing of the status register with the com- 
plement of the status word. Thus, the 
micro -programmer has four possible log- 
ical interpretations of status bits for 
each of the two conditional jump instruc- 
tions at his disposal: 

1) Jump on presence of at least one bit, 
2) Jump on presence of all, 
3) Jump on absence of at least one bit, 
4) Jump on absence of all. 

The hardware cost of this added flexi- 
bility is insignificant; the savings in 
micro -instructions is quite significant. 

FUNCTION EXECUTION UNIT 
SUBPARTITIONING 

Even though the Lst technology is under- 
going rapid development, full integra- 
tion of a complete LIMAC type of func- 
tion execution unit on a single chip may 
not always be possible nor advisable. 
Testing of exceptionally large and com- 
plex arrays and a commonality often ex- 
hibited by subpartions of different cate- 
gories of functional modules are two 
economic considerations which will 
moderate array size. A large array sys- 
tem organization must exhibit capability 
for effective subpartitioning. Fig. 8 il- 
lustrates how a LIMAC function execu- 
tion unit is subpartitioned. 

In formal terms, the composition of a 
functional module is a processing matrix 
for execution of the function and the 
operand registers associated with the 
execution of the function. Subpartition- 
ing, then, is along the natural boundaries 
of the operand registers and processing 
matrix which comprise a functional unit. 
Data processing execution control is dis- 
tributed among these subpartitions, and 

being EO formatted, distribution of data - 
processing control is simply segmenta- 
tion of the EO register and replication of 
the machine -bus recognition logic. 

Fig. 8 shows how an arithmetic unit 
is subdivided along the lines of operand 
registers with gating matrices, the arith- 
metic processing matrix, and the local 
processing clock. Each subpartition con- 
tains a small EO register that holds a sub- 
set of the control word normally stored 
in the EO register of Fig. 7. Recognition 
logic for gating status bits, Eo commands, 
and operands to and from the informa- 
tion transfer bus is also an integral part 
of each subpartition. Fig. 9 illustrates 
the simplicity of this recognition logic. 
In Fig. 9, the decoded signals X /S, S /R, 
EO /S, EO /R indicate which register (X 
or E01) is to operate as a sender (S) 
or receiver (R) in relationship to the 
information transfer bus. 

A local bus structure interconnects 
the subpartitions of a functional module 
in the same sense that the machine bus 
interconnects all functional modules. 
Local -bus recognition logic is not a part 
of the sub- structures as is the case with 
the machine bus since the data process- 
ing execution control word is a logical 
union of control words EO1 through 
E05. 

Each function execution unit operates 
on its own local processing clock as indi- 
cated in Fig. 8. This local clock is started 
by loading an EO command word into the 
composite of registers EO1 through 
E05. Timing signals are distributed to 
the subpartitions on the timing bus, and 
each individual recognition logic de- 
coder is inhibited from operating as 
shown in Fig. 9. 

LIMAC machine instructions are exe- 
cuted in an asynchronous mode. Pro- 
gression from one micro -instruction exe- 
cution to another is controlled by reply 
signals; the receipt of information by 
the receiver register generates a reply 
signal that causes the wired staticizing 
sequencer to advance. Inhibition of either 
the register sender recognition logic or 
register receiver recognition logic by a 
local processing clock prevents informa- 
tion transfer and execution of the micro- 
instruction until both local data process- 
ing clocks have completed their cycles. 

The utility of the LIMAC concept in 
terms of gate -to -pin ratios is illustrated 
in Fig. 10. The average partitioning 
curve for conventional architectures 
(from Fig. 3) is reproduced in Fig. 10 
for comparison with LIMAC partitioning 
data. Reductions in pin requirements 
( for reliability ) by a factor of two or 
more are indicated. For larger arrays 
which would have a one -inch perimeter 
and support on the order of 100 -pins, the 

average number of gates that can be 
utilized on the array is increased by al- 
most an order of magnitude. LIMAC ma- 
chines should benefit significantly from 
the performance potentials offered by 
the large array technology. 

CONCLUSION 

We have described two steps in the evo- 
lutionary development of a system archi- 
tecture suited to large -scale integration. 
This evolutionary development has gone 
from conventional machine design first 
to a one- dimensional functional control 
partitioning (the register machine) and 
then to a two -dimensional Eo formatted 
control partitioning (the LIMAC ma- 
chine). The objective is not just to 
generate high, gate -to -pin ratios for large 
arrays but more importantly to maximize 
the performance benefit offered by the 
LsI technology through employment of a 
functional module organization. The 
second step in evolutionary development 
retains this functional module organiza- 
tion without loss in computing flexibili- 
ties inherent in micro -programming. 

The total system using the LIMAC con- 
cept is flexible in character. Functional 
modules communicate via a common 
data bus and have a standard interface; 
these modules are easily exchanged or 
added to customize or enhance total per- 
formance in terms of special needs. 
Through micro -programming, user lan- 
guage instructions are readily definable 
in terms of unique applications. 
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A RANDOM - 

VIBRATION 

FATIGUE ANALYSIS 

This paper offers a simplified approach 
to the complex problem of random vibra- 
tion, a new environmental requirement of 
the missile and rocket era. The essentials 

of random vibration theory are used to 
establish a fatigue analysis. A general 

discussion is offered on the elementary 
principles of sinusoidal input and res- 

ponse before application to the random 

case. Then random vibration is briefly 
described and the basic means of mea- 

surement are presented. The vibration so 

obtained describes the environment. The 

random response is determined from this 

with fatigue -producing parameters equiv- 
alent to the sinusoidal case. Fatigue 
criteria for sinusoidal stresses are defined 
and adjusted for random stresses. Then 

the results of NASA random -fatigue tests 

are presented to indicate that fatigue life 
is unaffected by spectral shape. The 

narrowband response is described and 

its clearly defined character is suggested 

as an analytical model for the general 
random vibration. The probability as- 

pects are given for the ultimate objective 
of achieving the stress -cycle count. 
Finally a problem of random -fatigue is 

presented for a simple beam with single 

degree of freedom. 

M. S. FRANKEL 

Light Communications 

Equipment Engineering 

Communications Systems Division, 

DEP, Camden, N. J. 
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M 
ATERIAL FATIGUE Of a structural 

member is primarily the result of 
repeated stress reversals. These reversals 
occur when a member is exposed to a 
source of vibration -sinusoidal or ran- 
dom. For sinusoidal vibration the 
member responds to a single exciting 
frequency as determined by its own 
resonance and damping. For the gen- 
eral random vibration, which encom- 
passes a wide range of frequencies, the 
member responds to each frequency 
component according to its resonance 
and damping. In each case, the member 
experiences fatigue due to its vibra- 
tional response. 

A beam or structure which supports 
mass is elastic and can be damped in- 
ternally and externally. This elastic 
system is typically shown by the model 
of Fig. la, being vibrated sinusoidally. 

The resonant frequency, f , of the sys- 
tem in Hertz (cycles /second) is: 

f = (1 /27r)-/k /m (1) 

where k is the spring constant (lbs. /inch 
deflection) and m is mass in slugs. 

The sinusoidal exciting vibration is 
shown in Fig. lb as a plot of accelera- 
tion in g units versus time. The peak 
amplitude is A and exciting frequency 
is f. The mass is vibrated sinusoidally 
at the same exciting frequency f, but its 
acceleration is multiplied by a trans- 
missibility factor T. Thus, the accelera- 
tion response of the mass is: 

9r = Tg (2) 

and its time history is shown in Fig. lc 
where the peak amplitude becomes T.A. 
The transmissibility factor is defined by: 

1/2 
(Q f./.02 + T [(Qffl/f)2_Q2+lj (3) 

where fis the exciting frequency; fa is 
the resonant frequency; and Q is the 
amplification factor. Q is a function of 
the system damping; a system is con- 

sidered lightly damped when Q >_ 10. A 
linear plot of transmissibility versus fre- 
quency ratio for Q = 10 is shown in 
Fig. 2. 

The structural member now experi- 
ences fatigue because of exposure to its 
own response. Thus, the spring of Fig. 
la is being fatigued by the response 
vibration of Fig. lc. The time histories 
of sinusoidal vibration shown in Fig. lb 
and lc do not present a problem for 
determining instantaneous values of ac- 
celeration. They are completely defined 
by frequency and constant amplitude. 
However, the general case of random 
vibration is not deterministic for instan- 
taneous values and its time history ap- 
pears typically erratic as shown in 
Fig. 3. 

The source of such vibration is usu- 
ally the combustion and exhaust areas 
of a rocket or turbojet engine. The 
immediate structure responds and pro- 
vides a random input for the attaching 
elements and equipment. No periodicity 
exists for peak amplitude and crossings 
of the time axis; the vibration is con- 
sidered as an aggregate of component 
vibrations over a wide frequency range. 
The amplitude of each frequency corn - 
ponent varies randomly with time. The 
time record of Fig. 3 does not provide an 
analytical definition for random vibra- 
tion. However, the statistical nature of 
such vibration can be defined by a spec- 
tral plot which is generated using the 
following basic arrangement. An 
accelerometer- transducer attached to the 
source converts accelerations to propor- 
tional voltages over the entire frequency 
range of the vibration. A narrowband 
filter restricts the accelerometer output 
signal. This remaining narrowband sig- 
nális then squared and recorded on an 
oscillograph. When the squared voltage 
is calibrated to squared acceleration, 
the result is an oscillograph record as 

This analysis was successfully employed at RCA 
for the VHF transceiver on the Lunar Excursion 
Module (contract NAS -9 -1100 for NASA through 
Grumman Aircraft Engineering Corp.,) Final 
manuscript received 1, August, 1967. 

Fig. 1 -Input and response for sinusoidal 
vibration: (a) vibration model, (b) input, (c) 
response. 
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Fig. 2- Transmissibility curve for Q = 10. 
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shown in Fig. 4. If the record is of 
sufficient time duration (t_ - t11. the 
mean square acceleration becomes 

l - I 
rs 

g2d1 
(12 -11)tí 

(4) 

The mean squared acceleration mea- 
sured through the filter bandwidth Af 
can he expressed in density form as: 

G = 7/A f = g2/Hz (5) 

As bandwidth is continually reduced. 
the square of an RMS random accelera- 
tion becomes proportional to the band- 
width, or g ccpf. Therefore, as Af 
decreases, the quantity g2 /Hz ap- 
proaches a constant value. This becomes 
the spectral density for a center fre- 
quency f of bandwidth Af. Filters may 
be deployed over the entire frequency 
range for determining spectral density 
at many center frequencies. The spec- 
tral densities can then be plotted as 
functions of frequency (Fig. 5) for de- 
fining the random vibration at the 
source. 

Each frequency component for the 
plot in Fig. 5 is expressed in terms of 
the square of acceleration. The response 
to each is then obtained by squaring 
Eq. 2. 

gr2 = T2g02 (6) 

The transmissibility in Fig. 2 is now 
squared to obtain r versus f /f as in the 
logarithmic plot of Fig. 6. 

The spectral density curve of Fig. 5 is 
now considered as an input to the elastic 
system. Applying Eq. 6 results in the 
spectral response curve of Fig. 7. 

The area under the spectral response 
curve represents the total mean -square 
acceleration of the elastic system's mass. 
Thus: 

t2 

gHS,s2 = f Gr(f)df 
!t 

Fig. 3- Typical random- vibration plot. 

Fig. 4- Narrowband oscillograph re- 
cording of input random vibration. 

g02 

(7) 

The root mean square value, gser0, de- 
fines the measure of amplitude for long 
time periods of the random case typified 
in Fig. 3. A statistical frequency also 
exists for random vibration and is ex- 
pressed by :2 

J2 Jn 

.fk2 = I Gr(f).f2dJ f Gr(.f)d.f. (8) 
tt ft 

The expression defines, for Fig. 3, an 
average frequency of crossing the time 
axis with positive slope. It should be 
observed that the numerator of Eq. 8 is 
the moment of inertia of the spectral 
density plot about the ordinate axis. The 
denominator is the area of the spectral 
plot and therefore f k is the radius of 
gyration of the spectral density area 
about the ordinate axis. 

As a sinusoidal vibration is defined 
by its constant amplitude and constant 
frequency, we now have the statistical 
counterparts for random vibration ex- 
pressed as amplitude and frequency by 
Eqs. 7 and 8, respectively. Fatigue, in 
both cases, depends on a stress -cycle 
count. These parameters are easily ob- 
tained for sinusoidal vibration, but are 
dealt with by statistical means for ran- 
dom vibration. A random stress can only 
be expressed in terms of probability of 
occurrence. The probability aspects will 
be described later in the paper. 

FATIGUE CRITERIA 

Fatigue data is obtained from sinusoidal 
vibration and is given as stress amplitude 
versus number of cycles to failure. The 
plotted data is known as an S -N curve 
(Fig. 8). This data is available for 
structural materials of smooth and 
notched specimens.' 

Fatigue damage can be determined 
for a structural member responding to a 
sine vibration. Its vibration response, 
typical of Fig. lc, is known for ampli- 
tude, frequency, and exposure time. The 
stress amplitude is S,; the actual num- 
ber of cycles, nt, is the frequency -time 
product; and the number of cycles to 
failure, N1, is obtained from the curve of 
Fig. 8. The damage at this stress level, is 
then expressed as the consumed fraction 
of life by the ratio n, /N1. 

The same structural member may be 
exposed to other levels of vibration inde- 
pendently. Knowing the parameters for 
each vibration level, we can determine 
their respective damage ratios n /N. The 
total damage is then defined by Miner's 
Hypothesis, which is given in the follow- 
ing series: 

N N1+Ñ2+...+Ñk=1 
(9) 

Fig. 5 -Input spectral density. 

Fig. 6- Transmissibility -squared curve for 
Q - 10. 
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2 
G=9/Hz 

f 

Fig. 9- Spectral density response-narrow- 
band. 

Fig. 10 -Time record for narrowband response. 

Fig. 11- Relationship of distribution to random 
signal: (a) distribution and (b) random time 
record. 

p (al 

o +a 

Fig. 12- Gaussian probability density. 

Fig. 13- Relationship between Gaussian and 
Rayleigh density and a random sinusoid: (a) 

Gaussian density, (b) time record of random 
sinusoid, (c) Rayleigh density. 
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The cumulative law is reliable for the 
general case of sinusoidal vibration, but 
must be modified for others. Therefore, 
it is convenient to define the law as; 

En/N = C (constant) (10) 

Values of C are reflected in the many 
types of vibration and order of stress 
application. It may also be influenced 
by the range of stress levels. A value of 
C = 0.5 is recommended for random 
vibration.' 

Equivalent S -N curves for random 
vibration do not exist for the many vari- 
ous structural alloys. Therefore, the 
sinusoidal fatigue criteria will be 
adapted to our random- fatigue analysis. 

RANDOM -FATIGUE TEST RESULTS 

In accordance with the best available 
random -fatigue test data, the following 
is pertinent to our analysis:' the shape 
of the spectral- density response curve 
does not affect random -fatigue life. 
Random -fatigue life for any given stress 
level is defined as the product of statis- 
tical frequency (Eq. 8) and time of 
exposure to failure. This criteria will be 
used for establishing the base of a 

random -fatigue analysis for all spectral 
shapes. 

This test data was made available in 
late 1965, and served to substantiate the 
assumptions used for a random -fatigue 
analysis, similar to that in this paper. 

NARROWBAND VIBRATION 

A narrowband random vibration is ex- 
emplified by a grouping of significant 
spectral density within a range of fre- 
quencies whose width is small compared 
with the magnitude of the center fre- 
quency (Fig. 9). The narrowband 
process is typical for highly resonant 
systems which are characterized by low 
damping. The sample function as domi- 
nated by this narrowband spectrum is 

shown in Fig. 10. 
The function appears as a sinusoid 

with frequency f but with slowly vary- 
ing random amplitude and random 
phase. The statistical frequency f k ap- 
proaches the resonant frequency f as 
the random vibration narrows in band- 
width. 

The function is recognized as possess- 
ing individual cycles and the envelope 
as being a smooth continuous function 
in itself. The instantaneous value of 
random amplitude follows a very definite 
statistical law and the envelope function 
follows another related statistical law. 

Because random fatigue life is inde- 
pendent of spectra shape, the clearly de- 
fined characteristics of the narrow -band 

process can serve as the model for a ran- 
dom- fatigue analysis. 

PROBABILITY 

Statistical processes obey probability 
laws which express, by fraction of time 
or frequency of occurrence, that a cer- 
tain event is expected within certain 
limits. Therefore, probability theory is 
applied to random vibration where the 
amplitude cannot be defined for any in- 
stant but may be expressed in percent 
of time it lies within given limits. Fig. 
llb is a sample of a random signal taken 
over the time T. 

The probability that the function a(t) 
lies within (a) and (a + Aa) is related 
to the fraction of time At /T, where 
At =ti +t_ +t3 +t,. This can be repre- 
sented in Fig. 1 l by a corresponding 
rectangular element whose area is 
y Aa. The length, y, of the element is 
the average probability density for the 
interval Aa. Increments of Aa can be 
taken in both directions of amplitude 
until a series of rectangular elements are 
obtained. A smooth curve drawn 
through the elements as shown in Fig. 
lla will give us an approximate proba- 
bility density function y (a) . Each ele- 
ment here, expressed in fraction of time, 
becomes: 

and 
y(a) Aa = At /T 

y(a) = At/ Aa T 

The probability density function be- 
comes precise when Aa and At approach 
zero, and the time, T, becomes infinite. 
The function now denoted by p(a) is 
defined by the following (where the limit 
is assumed to exist) : 

p(a) = ó m Tm (At/Aa T) (12) 

When p(a) is known over the entire 
range of the random function a(t) we 
can express the probability of the func- 
tion lying within the interval a to ß by 
the following: 

Prob[a<a(t) <ß] = J s p(a)da 
a (13) 

The probability that the function lies 
between -oo and +co is 1; therefore: 

+ p(a)da = 1 (14) 

The amplitude of random vibration 
varies statistically with time according 
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to the Gaussian probability law. This 
law is characteristic of many statistical 
phenomena in nature and its probability 
density is expressed as: 

p(a) = exp(-a2/2a)/vx/27r (15) 

where a is the variable amplitude, and 
a is the standard deviation (RMS value 
of the variable amplitude). 

As previously mentioned, the square 
of the amplitude a is integrated over a 
long time period to obtain the mean - 
squared average a2. The square root of 
á' becomes ako,, and is designated by a. 
The RMS value is used as a reference 
level to which all other levels of ampli- 
tude are related. The probability density 
curve is shown in Fig. 12. The probabil- 
ity of exceeding any instantaneous am- 
plitude +a in fraction of time is the 
shaded area and becomes: 

I+n 

+m 
p(a)da = 

+m 

o/ 2_ 7i +a 
exp(-a2/2vn-)da (16) 

It is convenient to express a in dimen- 
sionless form in a units. Therefore the 
ratio a/a now becomes a non- dimen- 
sional amplitude and its plot against 
time for the narrowband random vibra- 
tion may be represented as in Fig. 13b. 
The significance of the Gaussian density 
curve in relation to the random sinusoid 
is shown in Figs. 13a and 13b. The 
shaded area of the probability curve in- 
dicates the fraction of time any ampli- 
tude +a /a of the sinusoid is being 
exceeded. 

The sinusoid of Fig. 13h, when related 
to amplitude of stress, contributes to 
fatigue damage by its peaks and stress 

P (aP) 

+op 

reversals. Therefore, a probability func- 
tion describing the envelope of peaks 
related to the Gaussian a will determine 
the distribution of peak values over time. 
The Rayleigh probability law, which is 
derived on the supposition of a Gaussian 
random amplitude, satisfies this defini- 
tion. The Rayleigh Probability density 
function is expressed by: 

p(ap) _ (ap /a)exp(- ape /2o-2) (17) 

where a,, is the variable peak amplitude 
or any point on the envelope of peaks, 
and a is the RMS value of amplitude of 
Eq. 15. The Rayleigh Probability curve 
for the density function of Eq. 17 may 
be represented in Fig. 14. The probabil- 
ity of exceeding any peak amplitude +a 
in fraction of time is the shaded area and 
becomes: 

m 

p(ap)dap = I+ap 

m 

+a (ap/a2)exp(- ap2/2Q2)dap 

= exp(- ape /2o-2) (18) 

Again we may resort to the dimension- 
less form of expressing amplitude in 
units of a by letting r - a /a (19) 

If we consider the envelope function of 
Fig. 13b to be r(t), the result of Eq. 18 
in this dimensionless form is: 

Prob[r <r(f) < co] = exp( -r2/2) 
(20) 

The Rayleigh density curve is shown in 
its proper relation to the random sinus- 
oid in Figs. 13b and 13c. The shaded 
area represents the fraction of time any 
value r - a /a of the envelope is being 
exceeded. 

5 

% OF TIME EXCEEDING r 

a 

Fig. 14- Rayleigh probabil- Fig. 15- Rayleigh probability distribution. 
ity density. 
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MICHAEL S. FRANKEL was graduated from New 
York University in 1938 with the Bachelor of Aero- 
nautical Engineering (cum laude). He was em- 
ployed by the Navy Department as Aeronautical 
Engineer and then joined the aircraft industry to 
develop Navy dive bombers and fighter aircraft. 
At EDO Corp., he was deeply involved with sea- 
plane design and development for many years. 
His first encounter with electronics occurred when 
EDO Corp. became a leading producer of sonar 
and ASW electronic systems. Mr. Frankel joined 
Vertol Aircraft Corp. and became structural group 
engineer on the world's largest helicopter in 1950. 

In 1958 Mr. Frankel came to RCA where he de- 
signed the chassis and electronic packaging for 
the TRADER project. He then developed the orig- 
¡nal M ¡nuteman chassis and structural installa- 
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structural concepts and design for the AN /TRC -97 

rack -and -shelter complex. The subject mater of 
this paper is derived from his vibration and stress 
analysis for the LEM project. He is a member of 
the American Institute of Aeronautics and Astro- 
nautics. 

The integral of Eq. 20 may be plotted 
against r as in Fig. 15. This universal 
curve for the Rayleigh probability offers 
the analyst a graphical method for 
selecting time increments. The analyst 
can also tabulate the integral of Eq. 20 
as in Table I. 

The tabular form is constructed by 
listing r and percent of time exceeding 
r. The difference between adjacent time 
percentage yields At percent and an 
average 7. The same result can be ob- 
tained from Fig. 15. The last two col- 
umns of Table I will be used in our 
fatigue analysis. 
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Fig. 16- Vibration model. 
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Fig. 17- Logarithmic plot of input require- 
ments. 

TABLE I- TABULATION OF VALUES 
FROM EQ. 20. 
% time 

exceeding r 7 Ot % 

3.625 
3.375 
3.125 
2.875 
2.625 

2.375 
2.125 
1.875 

1.625 
1.375 
1.125 
0.875 
0.625 
0.375 
0.125 
01NN1 

0.140 
0.336 
0.757 
1.6021 Ot%a. . . 

3.1871 

5.955 
10.452 
17.235 
26.697 
38.847 
53.102 
68.188 
82.254 
93.210 
99.220 

3.625 
3.50 
3.25 
3.00 
2.75 

0.140 
0.196 
0.421 
0.848 
1.585 

2.50 2.768 
2.25 4.497 
2.00 6.783 
1.75 9.462 
1.50 12.150 
1.25 14.255 
1.00 15.086 
0.75 14.066 
0.50 10.956 
0.25 6.013 
0.063 0.778 

SAMPLE PROBLEM 

Assume that an equipment of given 
weight is supported as a simple beam in 
all directions. The beam represents the 
integral support structure of the equip- 
ment. This elastic system is exposed to 
separate test environments described as 
random vibrations for given test times 
and its fatigue effects are then analyzed. 
Our vibration model is shown with sec- 
tional properties in Fig. 16. 

The resonant frequency of a concen- 

trated load at the center of an assumed 
weightless simple beam is: 

1 /48EIy (21) fn 
27r 11 WL3 

where E is the modulus of elasticity of 
the beam material (lb /in) ; / is the 
moment of inertia of the beam section 
(in') ; g is the acceleration of gravity 
(386 in /sec') ; W is the weight of the 
load on the beam (lbs) ; and L is the 

which plots T`' versus Oa. The response 
to the vertical plane input for a reso- 
nance of f = 565 Hz is tabulated in 
Table II; the response to the horizontal 
plane input for a resonance of f = 285 
Hz is tabulated in Table III. 

TABLE II- VERTICAL PLANE RESPONSE 
TO f = 565 Hz 

Input Response 
I Go f /J D Gr = G0XT2 

15 0.01 0.027 1 0.01 
20 0.05 0.035 1 0.05 length of the span (in). 

Therefore, the vertical resonance is: 

1 
f = ny 

27r 

450 
500 
565 
600 
650 

,/48X10.5X106X0.0417X839 / 15 X (3.5)3 

= 565 Hz 

and the horizontal resonance is: 

Jz = f ny V yi / x 

= 565 
V0.0104 

285 Hz 
0.0417 

For simplification, the effect of shear 
deflection on resonant frequency is not 
considered. 

The customer or contracting agency 
specifies the environment for which the 
engineer designs his product. For ran- 
dom vibration, it is defined by a spectral 
density plot and exposure time and is 
submitted to the vendor as a design test 
condition. The logarithmic plot in Fig. 
17 typifies this input requirement and is 
used for our sample fatigue analysis. 
Vertical and horizontal conditions are 
applied separately. 

The response to the inputs of Fig. 17 

is: 

Gr = T2 Go (22) 

where G, is spectral density response; T 
is transmissibility ; and Go is spectral 
density input. 

By assuming the elastic system in Fig. 
16 to be damped so that Q = 10, the 
values of T' are obtained from Fig. 6 

Fig. 18- Spectral density response for f = 565 Hz in the 
vertical plane. 
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VERTICAL PLANE 
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ík346 Hz 

t 5 MIN. 

N 
3 

2 

f- FREQUENCY -Hz 

0.36 0.796 6.70 2.41 
0.22 0.885 19. 4.18 
0.105 1.000 100 10.50 
0.08 1.062 40 3.20 
0.08 1.150 10 0.80 

i 
. 

1800 0.08 3.190 0.013 0.0010 
2000 0.08 3.540 0.009 0.0007 

TABLE III -HORIZONTAL PLANE 
RESPONSE TO f = 285 Hz 

Input Response 
I G. I /I T2 G = GoXT' 

15 0.01 0.053 1 0.01 
20 0.05 0.070 1 0.05 
30 0.48 0.105 1.02 0.49 

250 0.27 0.875 14.00 3.78 
285 0.09 1.000 100 9.00 
300 0.08 1.053 45 3.60 

16b0 0.08 5.610 0.0014 0.00011 
1800 0.08 6.320 0.0010 0.00008 
2000 0.08 7.020 0.0008 0.000064 

The input and response spectral den- 
sities of Tables II and III are plotted in 
Figs. 18 and 19, respectively. At this 
point, only the response curve is impor- 
tant. The input curve is plotted here for 
demonstrating the effect of the elastic 
system on the input to produce a re- 
sponse. If the system were so rigid that 
its resonant frequency is, say f = 3000 
Hz, then the response curve would prac- 
tically coincide with the input curve. 

As previously stated, only the re- 
sponse curve properties are required for 
a fatigue analysis. The input spectral 
density can easily be expressed mathe- 
matically as a function of frequency, but 
the response function becomes too cum- 
bersome. Therefore, the essential param- 

Fig. 19- Spectral density response for f = 285 Hz in the 
horizontal plane. 
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eters required for fatigue are best 
extracted from the spectral density 
response by applying Eqs. 7 and 8 by 
graphical methods. The area beneath 
the spectral response curve can be di- 
vided into rectangular elements and the 
graphical integration of Eq. 7 performed 
to obtain the gRMS or 1 -a value. Also, for 
determining the statistical frequency of 
Eq. 8, the moment of inertia of all 
rectangular elements about the ordinate 
axis is the integral of the numerator. As 
previously mentioned, the denominator 
is the area beneath the spectral response 
curve. Thus, the integrations of Eq. 8 

can be performed graphically to obtain 
the statistical frequency in terms of 
radius of gyration of the response area 
about the ordinate axis. If the response 
areas of Figs. 18 or 19 are divided into 
rectangular elements as typified by g12, 

then the la value is: 

2 
gRMS = g 22 

ti=1 
(23) 

The statistical frequency, f,, is the 
radius of gyration about the ordinate 
axis and is expressed as: 

fk2 = Moment of Inertia /Area 

n n 

= gi2fi2/ gi2 
i=1 i=1 

(24) 

The integrations of Eqs. 23 and 24 have 
been performed in the prescribed man- 
ner for the response areas of Figs. 18 

and 19. The resulting 1 -a values and 
statistical frequencies are respectively 
shown on Figs. 18 and 19. A tabulation 
for the operations of Eqs. 23 and 24 
would appear as follows: 

of n2 = Graf fi 

of, ar2 f1 

a1z fi' 

!! 

q/2.02 

an2 Jn gn2fnR 

gt2Ji2 
1_1 1=1 

TABLE 

at% 

V- STRESS -CYCLE COUNT FOR THE HORIZONTAL PLANE 

Stress Time (sec) N 
= (I /100) X2 X611 ,. -r (Fig. 8) n/:V 

3.625 .140 54,300 0.168 ,,l 800 0.0362 
3.50 .196 52,325 0.235 41 1,100 0.0372 
3.25 .421 48,600 0.505 88 2,100 0.0420 

1.25 14.255 18,688 17.104 2,976 1,000,000 0.0030 
1.00 15.086 14,950 18.104 3,150 4,000,000 0.0008 
0.75 14.066 11,213 16.879 2,937 60,000,000 
0.50 10.956 7,475 13.147 2,288 
0.25 6.013 3,738 7.212 1,255 
0.063 11.778 942 0.936 163 

Stress -Cycle Count (Vertical) 

From Fig. 18, gRMS = 63; fk = 346 Hz; 
t = 5 min. From Fig. 16, maximum 
bending stress at la: 

S= gRMSX MC/is = 63X(15/2) 
X 1.75 X 0.5/0.0417 = 9900 lb /in2 

From Table I, r and At% are used in 
the first two columns of Table IV with 
7 now shown as r. 

NOTES: 
1) The stress amplitude, S = r X 

9900; 
2) The cycles used at any stress level, 

n = fkxt; 
3) The available cycles to failure at 

any stress level, N, is found from 
Fig. 8. 

Stress -Cycle Count (Horizontal) 

From Fig. 19, g.,9= 47.4; fk = Hz; 
t = 2 min. From Fig. 16, max. bending 
stress at lo (Table V) : 

S = g5M8 X MC /I, = 47.4 + (15/2) 
X 1.75 X 0.25/0.0104 = 14,950 lb /in2 

NOTES: 
1) The stress amplitude, S = r X 

14950; and 
2) Notes 2) and 3) of Table IV apply. 

Random -Fatigue Damage 

The results of Tables IV and V are inde- 
pendent because the random vibrations 

TABLE IV- STRESS -CYCLE COUNT FOR THE VERTICAL PLANE 

At% 
Stress Time (sec) 

S t = (1 /100) X 5 X 60 

3.625 0.140 35,900 0.420 
3.50 0.196 34,650 0.588 
3.25 0.421 32,175 1.263 

1.25 14.255 12,375 42.759 
1.00 15.086 9,900 45.261 
0.75 14.066 7,425 42.198 
0.50 10.956 4,950 32.868 
0.25 6.013 2,475 18.030 
0.063 0.778 624 2.340 

N 

"= fk X t (Fig. 9) n/N 

145 
203 
438 

14,795 
15,661 
14,601 
11,373 
6,239 

810 

11,100 
25,000 
40,000 

0.0131 
0.0081 
0.0110 

15,000,000 0.0010 

En/N = 0.1103 

.rn /V = 0.4034 

of the vertical and horizontal planes do 
not occur simultaneously. Since any 
corner of the beam section of Fig 16 
experiences the stresses of Table IV and 
V, the total damage becomes: 

n/N = 0.110 +0.303 = 0.413 

The contracting agency desires to know 
how far the actual damage is from 
fatigue failure. This is best described 
by a margin of safety, M, in percent: 

M = 100 ( c- Zn/N\ 
En/N / 

= 100 
0.5-0.4131_% ( 

yl 0.413 / 
CONCLUDING REMARKS 

The values of C for the damage law of 
Eq. 10 need not be interpreted as strict 
recommendations. The engineer may 
extrapolate other values from available 
data and judge its realism for his par- 
ticular problem. 

As previously mentioned, the wide - 
band fatigue analysis is performed ex- 
actly as for the narrowband since fatigue 
life is identical for all spectral shapes of 
the same RMS level. This is a most inter- 
esting point if we consider that a wide - 
band spectrum is composed of many 
narrowband elements. This may offer an 
unexplored area for the analytical study 
of random vibration and the mechanism 
of material fatigue. 
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A NEW 

LITHIUM DIFFUSION SYSTEM 

FOR SEMICONDUCTORS 

A new lithium diffusion system, frequently used at the 
RCA Laboratories for fabrication of solid -state devices is 

described. Since lithium is highly reactive, diffusion must 

be made under extremely dry and clean conditions to 
minimize introduction of foreign particles into the semi- 

conductor element. The system described is clean, dry, 
temperature -flexible and can be closely controlled. 

M. E. MOI 

Data Processing Applied Research Laboratory 

RCA Laboratories, Princeton, New Jersey 

1 

THE USE of interchanging lithium 
atoms in semiconductor devices (such 

as in solar cells, in flexodes or in thin- 
film' devices in general) has proved to be 
highly significant. For example, the 
earlier types of junction solar cells dif- 
fused with boron to form a P- junction on 
floating -zone silicon suffered serious radi- 
ation damage when used in outer space. 
Such cells with lithium atoms present in 
the structure,- however, are capable of 
self healing because of rapid movement 
of mobile Li ions into the imperfections 
caused by radiation. A uniform distri- 
bution of the Li atoms in the structure 
is therefore important in these types of 
devices. Silicon solar cells with lithium 
as the only junction material have been 
made. Such cells yield, at present, one 
half the power output of the boron -lith- 
ium solar cells first mentioned. They 
produced a steady output during a test 
period of 15 months. 

A fairly sophisticated system has been 
Final manuscript received May 19, 1967. 

66 

developed that enables one to diffuse the 
Li atoms into the substrates with uniform 
distribution or to obtain P -N junctions 
by a gradient diffusion technique. The 
system is based on the use of 99.9% 
lithium metal, which is evaporated and 
diffused. A pre -cleaning and handling 
procedure of the metal is also included. 

Generally, lithium metal reacts rapidly 
in air at room temperature and increases 
its reactivity at higher temperatures. 
Therefore, thorough investigation and 
tests have been made to find the best 
possible enclosure material, atmosphere, 
evaporator, and jig material for the pro- 
cess. Very little reaction takes place if 
one uses argon gas as a blanket for 
molten lithium in combination with 
molybdenum jigs and fixtures. The 
lithium is melted in a steady argon gas 
flow and the vapor transmitted and dif- 
fused into the heated substrates. The 
argon gas is ideally suited for transport- 
ing the lithium vapor with very little 
reaction. There are two important vari- 
ables available in the system: 

(1) The evaporator temperature that de- 
termines the rate of evaporation, and 

(2) The substrate temperature that deter- 
mines the solubility of the lithium. 

No apparent surface reaction takes place 
on the diffused substrates during and 
after the diffusion process. The sub- 
strates can be measured with a four -point 
probe immediately after the process with- 
out grinding or polishing the surface. 
Up to four 2 cm square by 1 mm thick 
wafers can be assembled in levels and 
processed in one operation. The diffused 
substrate assembly can be pulled out of 
the heated diffusion zone into the cool 
portion of the diffusion enclosure for 
annealing in lithium -argon atmosphere, 
or stored in a pure argon gas flow with- 
out exposure to air. Diffusions can be 
made at temperatures from 300 °C up to 
660 °C for both silicon and germanium 
materials. 

DESCRIPTION 

The argon lithium diffusion system is 
shown in Fig. 1. The enclosure for the 
process is a 2 -ft. long 1 -in. diameter 
quartz tube vertically mounted inside a 
cylindrical 10 -in. high 91/2-in. diameter 
oven. The oven is fastened to a steel 
stand secured to the bench top. Also, 
the tube is fastened to the stand at the 
upper end. The oven, made of stainless - 
steel sheet metal is packed with fire brick 
insulation forming a cylindrical heat 
chamber 4 -in. high with a 4 -in. diameter. 
Six axially situated globar rods generate 
the heat for the 4 -in. long substrate zone 
with negligible heat gradient in the zone. 
The long internal fore tube surface pre- 
vents unwanted contaminants from reach- 
ing the substrate during the diffusion. 

The evaporator -gas -inlet assembly con- 
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sists of 1) a "skirt" tube stem, and 2) a 
coated molybdenum evaporator used as 
the heater element for indirectly heating 
the molybdenum evaporator cup. The 
assembly is shown inserted into the 
lower quartz tube opening using a high - 
temperature rubber ring seal. The 1 /4 -in. 
stem tubulation is connected to the argon 
gas source via a cold trap. 

The upper tube opening air -tight seal 
has a 0.040 -in. molybdenum wire able 
to slide axially in a high -temperature 
rubber support and a gas outlet connec- 
tion leading to an air -trap. The substrate 
jig is attached to the molybdenum wire 
which can be lowered into the heated 
zone for diffusion or stored in the cool, 
protruding portion of the tube. The pres- 
ent system is operated manually using 
two rheostats for controlling the evapo- 
rator and the substrate heaters. It is 
important to dry the system's inclosure, 
jigs, and substrates before the actual 
diffusion takes place. It is also important 
to lower the dew -point of the argon gas 
by passing the gas through a cold -trap 
containing acetone and dry ice. The sys- 
tem is usually dried by turning on both 
heat sources to about 100°C for 10 min- 
utes under a dry gas flow. Thereafter the 
heat sources are turned off and the jig 
is pulled from the heat zone and stored, 
as described earlier, with the gas flow 
remaining on. 

CLEANING OF THE Li METAL AND 
SYSTEM OPERATION 

The 99.9 % lithium raw material used is 
shaped as a rod, 1 /2 -in. OD and 3 -in. long 
and stored in an air -tight toluene con- 
tainer. A suitable piece of the metal, 
usually 40 mg. is cut directly from the 
rod in the container and transported into 
a metal beaker containing water -free 

EVAPORATOR 
CUP 

MOLT 
HEATER 

LITHIUM 

SEAL 

(200 proof) alcohol. A relatively "slow" 
reaction takes place in the alcohol which 
removes the dark oxide layer on the 
metal and otherwise cleans the metal. 
When a silvery surface appears, the metal 
should be placed into the molybdenum 
evaporator cup in the diffusion system. 
Immediately after the lithium is placed 
in the cup, the heater is turned on to 
bring the temperature above the melting 
point of the lithium which is 186 °C. 
Once it is, melted and then cooled, no 
deterioration takes place and the system 
can be opened to air in the upper end 
for the removal or the changing of sub- 
strates a number of times without any 
reaction. This is done under constant 
gas flow with evaporator heater turned 
off each time. 

UNIFORM HEAT DIFFUSION OF 
GERMANIUM AND SILICON 

After drying, the gas flow is adjusted to 
7 cmR /min. and the diffusion is started. 
The dried substrates are lowered into the 
substrate zone and the heater element 
turned on. It takes about 5 minutes to 
stabilize the temperature which is moni- 
tored by thermocouples. A diffusion 
temperature of 500 °C is usually selected, 
but temperatures from 300 °C up to 
600 °C can be used. After the tempera- 
ture is stabilized, the evaporator is 
turned on to 750 °C and the diffusion 
takes place. The lithium diffuses rela- 
tively rapidly into the substrates. For 
example, a 2 -cm square by 1 -mm thick 
germanium wafer gives uniform Li dis- 
tributions after 20 minutes, even when 
three such wafers are mounted in the 
jig. After such a diffusion period, a 
germanium wafer can change from 50 
ohm -cm to 0.004 ohm -cm without an 
apparent surface reaction. 

Fig. 1- Lithium diffusion system. 
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GRADIENT HEAT DIFFUSION OF 

GERMANIUM AND SILICON 

A gradient diffusion differs from the dif- 
fusion described in the previous para- 
graph in that the highly soluble lithium 
atoms must be trapped in the substrate 
surface in a thin and uniform layer. A 
slightly different technique is used to 
obtain as narrow a junction as possible. 
When a 1 /4 -in. square 0.020 -in. thick sili- 
con wafer is attached to a liquid cooled 
block (Fig. 2) good heat conductivity is 
established to one surface of the wafer 
while the other surface becomes heated 
by radiation. The assembly is lowered 
into the heated zone and diffused as 
described earlier. The lithium atoms will 
diffuse and remain in the radiation heated 
surface structure of the wafer depending 
upon three variables: the surface tem- 
perature, the circulation of the liquid, 
and the annealing. The sharpness of the 
established junction is therefore strongly 
related to the gradient heat in the sub- 
strate during the diffusion process. In 
the same manner, the yield of power 
from the finished fabricated cells is also 
dependent upon this process. 
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Fig. 2- Junction diffusion. 
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Fig. 6- Charge electronics 
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I:O 

DESIGN OF A SPACE POWER SYSTEM 
BY COMPUTER 

This article contains a description of a computer program used to perform 
space power systems designs, including sizing of storage batteries, solar cell 

arrays, and power conditioning. The purpose of the article is twofold: first, to 
serve as an illustration of an engineering task successfully accomplished through 
the combined efforts of design engineers and computer programmers; second, 
to stimulate interest in the particular problems tackled by a space power system 

design engineer. Contents of the article include a description of a typical 
photovoltaic space power system, parametric characteristics of its major com- 
ponents, design functions performed by the computer program with an emphasis 
on the engineering approach, and a numerical example of a typical computer 
solution. 

PAUL NEKRASOV 

Space Power Subsystem Design 
Astro- Electronics Division, Princeton, N. J. 

THE DESIGN of a space power system 
by computer is another outstanding 

example of application of the computer 
to the solution of complex engineering 
problems. The portion of a spacecraft 
that generates and distributes electrical 
power consists of a number of compo- 
nents of unrelated properties. Intermar- 
riage of these components into an opti- 
mum spacecraft subsystem of the design 
quality demanded by present -day stan- 
dards is a logical challenge to the current 
art of computer programming. 

The discussion to follow offers an in- 
sight into the complexity of the design 
problems tackled by a particular corn - 
puter program, written to perform para- 
Final manuscript received May 16, 1967. 
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metric designs of multikilowatt power 
supplies for manned earth -orbiting appli- 
cations under NASA Contract NAS -9- 

5266 (a conceptual study of a photo- 
voltaic power system for an orbiting 
manned laboratory module). The pro- 
gram relies on vast amounts of stored 
component information and performs 
numerous operations, ranging from arith- 
metic to advanced decision -making. 

Currently in FORTRAN II format, the 
program is run on the RCA 601 com- 
puter; approximate running time is less 
than ten seconds /solution. Fourteen 
standard IBM cards are required to com- 
pletely define a set of mission require- 
ments and machine instructions to initi- 
ate a solution cycle. All stored compo- 
nent data may be changed or up -dated 
as desired by the user. A complete solu- 
tion is delivered as a printout of the in- 
put mission requirements, the system 
constraints selected by the program 
based on these inputs, the intermediate 
results of interest, and the final results 
of the computation performed. 

DESCRIPTION 

In general terms, the program logic ap- 
plies to space power systems consisting 
of a source of energy, such as a solar -cell 
array, storage batteries, and power - 
conditioning electronics utilizing pulse - 
width- modulation techniques. As such, 
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FRACTION OF FULL LOAD 

Fig. 7 -PWM regulator 
efficiency versus load. 

I.0 

it is applicable to a broad range of re- 
quirements, both current and future. A 
typical block diagram of a solar -array 
type of power system is given in Fig. 1. 
When the array is active, load power is 
supplied by the array through the regu- 
lators. Battery charge is accumulated 
through the charge electronics, which, in 
addition to its other functions, protects 
the battery by proper control of the 
charge current. During eclipse, load 
power is supplied to the regulators by 
the battery. The system can supply both 
Ac and Dc regulated loads. Special pro- 
visions included in the charge electronics 
enable the system to maintain a contin- 
uous match between the solar -array out- 
put and the combined load by operating 
the array at its maximum power point. 
Fig. 2 illustrates a typical load profile, as 
well as the instantaneous variation of the 
array maximum power magnitude as a 
function of time in orbit. 

The computer program under discus- 
sion has been modeled after the block 
diagram configuration and the load pro- 
file variation shown. The primary objec- 
tive is to establish valid quantitative 
relationships between the major compo- 
nents of the power system, for a set of 
programmed mission input requirements 
that are as follows: 

Orbit altitude, 
Daytime and dark -time load and Ac /Dc 

load magnitudes, 
Mission lifetime, and 
Charged -particle flux. 

In addition, several options can be exer- 
cised in the area of the specific compo- 
nent type to be used. Any mission in- 
puts can be varied, individually or as a 
group, over a wide range in any desired 
steps, initiating a new solution each time. 
Each solution provides detailed numeri- 
cal information regarding the major 
parameters of the entire system, as well 
as the operating parameters of its indi- 
vidual components (such as their num- 
ber and rating) and the degree that the 
components would be stressed in actual 
flight. The accuracy of the computed 
solutions depends on the accuracy and 
validity of the component characteristics 
and of other stored data. Many of the 

FRACTION OF FULL LOAD 

Fig. 8- Inverter 
efficiency versus load. 

TABLE I- Stored Data 

O 

Classification Data 

Battery* Cycle life versus depth of discharge 
d, Fig. 3. 

Maximum safe d. 
Maximum charge rate H (hours). 
Minimum H. 
Peak instantaneous H. 
H versus ampere -hour efficiency en, 

Fig. 4. 
Number of cells /battery. 
Charge and discharge voltage /cell, 

Fig. 5. 
Watt -hours /pound. 
Watt- hours /ft" 

Electronics ** Maximum full load. 
Efficiency versus fraction of full 

load, Figs. 6, 7, and 8. 
Weight, Fig. 9. 
Weight /unit volume. 

Solar Array Maximum power /cell versus tem- 
perature and flux, Fig. 10t. 

Effective area /cell. 
Weight density (lb /ft2). 

Temperature Solar cell temperature versus time 
in orbit and altitude, Fig. 11. 

Obital Fractional time in the sun, orbital 
period, and number of eclipses/ 
year versus altitude, Fig. 12. 

* Nickel- cadmium and silver - cadmium battery 
data stored. 

**Charge electronics, inverter, und pulse- width- 
modulated regulator. 

t High and low base resistivity solar -cell data 
stored. 

TABLE Il- Program Outputs 
(Typical Solution) 

Component; 
Parameter Computed Value 

Battery 
Total capacity 
Maximum number of 

cycles 
Discharge depth 
Average charge rate 
Charge/ discharge 

ratio 
Packaged weight 
Packaged volume 
No. of battery packs 

Solar Array 
Power 

Area 

Weight 
No. of 2 -by -3 ein 

solar cells 249,228 

Electronics 
PWM regulators (4); 

peak output (each), 1371 watts, Dc 

Inverters (2); peak 
output (each), 1370 wnt.ts, ne 

Charge electronics 
(5); peak output 
(each), 40.7 A 

Total weight 488.6 Ih 
Total volume 11 ft" 

Total Weight of Power 
System 4529 lb 

611 Alt 

5740 
16% 
5 h 

1.164 
2761 lb 
60.2 ft" 
5 

15.29 kW, average 
23.58 kW, maximum 
14.49 kW, minimum 
1720 ft= (oriented 

normal to sun vector) 
1279 lb 

individual functions performed by the 
program rely on calculated average val- 
ues of component voltages, efficiencies, 
and other quantities. Stored information, 
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Ú 
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o 
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Fig. 9- Electronics weight. 
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Fig. 10- Maximum power per cell 
versus temperature and irradiation 
level. 
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MINIMUM 
FRACTIONAL TIME 

IN THE SUN 

I 
I / 

I 

i 

ORBITAL I PERIOD 

MAX NO 
CYCLES/YEAR 

LOG10 (ALTITUDE,NM) 

Fig. 1 2- Orbital characteristics. 

(>9 

www.americanradiohistory.com

www.americanradiohistory.com


MISSION INPUTS 

LOAD 

FLUA - 
AILT 

RAiTERY RATTERT RATT 
IPARARETERS DERIGN 

ELECTRONIC 

SOURCE H SOURCE 

1 

ARRAY 

DESIGN 

TOTAL 

WEIGHT 
SRS 

_CWT 

ELECTRONICS 

SOLAR 
ARRAY 

SE i- SELF - 
CH CN CNECN 

Fig. 13- Simplified flow chart of the program 
logic. 

however, is basically raw component 
data not requiring a great deal of reduc- 
tion to fit the program format; as such, 
it can be quickly and easily up -dated as 
the need arises. Required data is given 
in Table I, with references to Figs. illus- 
trating the data format where stored data 
is other than a fixed number. 

Table II is a list of selected para- 
meters delivered as program outputs 
after each solution. Numerical quanti- 
ties are given to illustrate the results of 
a specific solution corresponding to a 

200 -nautical -mile, 30 ° -inclination orbit, 
a nickel -cadmium battery system, low 
base resistivity solar cells, and a 5 -kW 
load (plus 3.22 kW additional during 
daytime) with two -thirds of all loads 
delivered at Dc voltage. Mission require- 
ments included a one -year life. 

MAJOR DESIGN FUNCTIONS 

The following discussion covers briefly 
the details of the design logic performed 
by the computer program (Fig. 13) . The 
program is described in terms of seven 
interdependent functions, with an em- 
phasis on the engineering approach 
developed as a first step towards imple- 
mentation of the design procedure in 
computer language. 

Battery Parameters Function 

The object is to determine the two 
significant operating parameters of the 
battery system. The first of these, the 
discharge depth factor, d, is a parameter 
related to the use of the battery in the 
discharge mode. It is determined by cal- 
culating d using two different criteria 
commonly employed: one is a function of 
the stored cycle -life data and the other 
is based on the maximum charge -rate 
limitation. The two calculated d values 
are compared with the stored value of the 
maximum safe d and the lowest of the 
three values is selected as the governing 
design parameter. 

The second parameter is the average 
relative charge rate, H (hours), a des- 
criptive parameter when the battery is 
under charge. Its numerical value is 
determined on the basis of the particular 
design limitation instrumental in the 
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selection of d and the solution of certain 
algebraic expressions relating the charge 
rate to the orbital parameters and battery 
efficiency. The selected value is within 
the limits of minimum and maximum H. 

Battery Design Function 
Battery discharge (ampere- hours /orbit) 
is calculated based on dark -time load 
magnitude, discharge voltage, specific 
orbital parameters for the orbit altitude 
programmed, and appropriate elec- 
tronics efficiency factors determined by 
the electronics function. This quantity 
is divided by the selected d to yield total 
battery capacity. Based on capacity, 
selected H, and weight /volume factbrs 
stored, the function determines the 
amount of the required average charge 
current, battery weight, and volume. 

Electronics Function 
This function is concerned with the 
definition of the pulse- width -modulated 
(PWM) regulator, inverter, and charge 
electronics. In general terms, the func- 
tion analyzes the programmed load infor- 
mation and determines the maximum 
load requirements for each block. Given 
the stored maximum allowable load/ 
unit, the number of units of a given type 
is then calculated. The program may, 
for example, determine that the number 
of individual PWM regulator units is 
four, paralleled together to satisfy peak 
load, with each regulator to be designed 
to a stated full -load requirement within 
the maximum per -unit load limitation 
dictated by component availability. 

The establishment of the number and 
rating of the units of each type is fol- 
lowed by the calculation of their efficien- 
cies. The efficiency factors are stored as 
a function of the percent of full load and, 
in certain cases, input voltage. In all, 
five efficiency factors are calculated: two 
each for the PWM regulator and inverter 
(one factor for daytime operation, and 
one for dark-time) , and one for charge 
electronics. Weight and volume of all 
electronics is also calculated, including 
allowances for peripheral items such as 
telemetry, cabling, and harnessing. 
Source Requirements Function 
The orbit -average power to be delivered 
by the solar array is determined by this 
function. The required power equals the 
sum of the daytime load requirements 
and battery charge, referred to the array 
terminals. The load power component is 
found, using the programmed daytime 
load requirement and the calculated 
electronics efficiency factors; battery 
charge power is similarly found from the 
average charge current magnitude deter- 
mined by the battery design function. 
Array Design Function 
Using the programmed mission inputs 
for the charged particle flux and altitude, 

the program selects the solar cell tem- 
perature /time variation and the per -cell 
power- output- versus -temperature charac- 
teristic appropriate to the conditions of 
the projected mission. From these, the 
orbit- average power /cell is found by 
time -integration of the instantaneous cell 
output. The average power /cell thus 
determined, and the output information 
of the source requirements function per- 
mits a calculation of the required num- 
ber of solar cells, the total array area, 
and the weight of the array. 

The array design function recognizes 
the peak- charge -rate limitation imposed 
by the batteries and automatically re- 
jects excessive array energy not capable 
of being absorbed as safe charge. Fol- 
lowing that, the number of cells (weight, 
area of the array) is adjusted to compen- 
sate for the energy rejected by initiating 
a series of iterative design cycles. 

Minimum, maximum, and average 
array output, as well as the amount of 
array energy rejected (usually of the 
order of one percent) are also calculated 
and delivered as program outputs. 

Self -Check and Monitoring Function 

This function uses alternate methods of 
calculating certain quantities to lend 
confidence to the validity of the obtained 
systems solution. For example, the aver- 
age charge rate H is calculated based 
on the array design performed by the 
program and compared to its required 
value determined by the Battery Para- 
meters Function. 

Total Systems Weight Function 

Individual weights of the batteries, elec- 
tronics, and solar array are added and 
the sum is delivered as program output. 

CONCLUSION 

Several hundred parametric designs of 
space power systems have been prepared 
by the use of the computer program des- 
cribed. Fast, accurate information has 
been made available to make engineering 
decisions on a short notice, and to per- 
form detailed trade -off studies with a 
view toward minimum weight, the ulti- 
mate in reliability, the lowest possible 
volume, or another objective depending 
on the particular constraints imposed on 
the power system. It has also been pos- 
sible to use the program in such a way 
as to define the range of missions that 
the power system can support, given a 
set of assumed hardware characteristics. 
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THREE RCA MEN ELECTED IEEE FELLOWS 

The three RCA men cited herein have been honored for their professional achieve- 

ments by being elected Fellows of the Institute of Electrical and Electronics 

Engineers. This recognition is extended each year by the IEEE to those who have 

made outstanding contributions to the field of electronics. 

ERVIN M. BRADBURD 
Manager, Advanced Communications Technology 
communications Systems Division, New York, N.Y. 

. . . for contributions to communication 
transmission systems and techniques. 

ERVIN M. BRADBURD received the BSEE 
and MSEE from Columbia University in 1941 

and 1943, respectively. From 1943 to 1954, 

Mr. Bradburd was with Federal Telecom- 
munications Laboratory. For eight of these 
years, he was employed in a supervisory 
capacity, directing development and de- 
sign of navigational aids, television trans- 
mitters, and PTM, radio -relay communica- 
tion systems. He was responsible for the 
development of a standard line of VHF 
and UHF TV transmitters and for the design 
of the engineering model of the TACAN 
ground equipment. In 1954, he joined 
Olympic Radio and Television, where he 
was in charge of research and development 
of military electronic equipment. Mr. 
Bradburd joined RCA Communications Sys- 
tems Laboratory in 1956. He was promoted 
to Manager, Advanced Communications 
Techniques, New York Systems Laboratory, 
in 1957. His group worked on the intrabase 
communications for BMEWS, the AN /GRC- 
50 radio relay set, and the Minuteman 
Hardened Communications System. From 
the Fall of 1959 through the Spring of 1961, 

he was responsible for the transmission 
design for the Unicorn project under a joint 
RCA /PTL /ITT Program. Following this, he 
supervised communications R &D programs 
until mid -1964; when he was given the re- 
sponsibility of the engineering effort on 
the VOCOM program. At the conclusion 
of the latter program, Mr. Bradburd was 
promoted to Manager, Advanced Com- 
munications Laboratory. He has since been 
promoted to Manager, Advanced Commu- 
nications Technology. Mr. Bradburd is a 

member of Tau Beta Pi and was awarded 
the ILLIG Medal for scholarship upon his 
graduation from Columbia University. He 
holds nine patents and is the author of 
several papers on delay lines, TV transmit- 
ters, and satellite communications. 

MAX H. MESNER 
Manager, TV Cameras 

Astro- Electronics Division, Princeton, N.J. 

. . . for major contributions to the design 
of television cameras for spacecraft. 

MAX H. MESNER received his BSEE de- 
gree from the University of Missouri in 

1940, after which he joined the RCA Re- 

search Laboratories. He became associated 
with the Astro- Electronics Division of RCA 
upon its formation in March 1958. Mr. 
Mesner was responsible for the TV camera 
systems used in TIROS, and has directed the 
development of a number of miniaturized 
TV cameras including those for NIMBUS, 
RANGER, and APOLLO. Mr. Mesner's as- 

sociation with TIROS also included the re- 
sponsibility for systems checking and en- 
vironmental testing for the TIROS payload 
during the prototype phase of TIROS I. 

More recently he has been directing devel- 
opment effort in the field of very high reso- 
lution television for space missions. At the 
present time he is Manager, TV Cameras. 
As a research engineer on the technical 
staff of RCA Laboratories Mr. Mesner's re- 

search and development activity included 
radar indicators and pulse modulators, stor- 
age tubes and circuitry for both airborne 
and ground radar recording, and tube de- 
velopment for memories for digital corn - 

puters. He was active in the development 
of color television from 1949 until 1958 

where he contributed to the development 
or color television receiver encoders, special 
color cameras, and line- screen kinescopes 

and receivers using line- screen techniques. 
Mr. Mesner is a senior member of the IEEE, 

member of Society of Photo -Optical Instru- 
mentation Engineers, a member of Sigma 
Xi, Tau Beta Pi, and Eta Kappa Nu. He 
holds 13 U.S. patents. 

\\\ // /// \\\ 

JOHN H. MULLER 
Vice President, Engineering Administration 
RCA Communications, Inc., New York, N.Y. 

. for contributions in extending radio- 
communications to global telegraph 
and telephone systems. 

JOHN H. MULLER attended the New York 
State Nautical School in 1920 and received 
the B5 from Brown University in 1926. Mr. 
Muller joined RCA in 1926 as a student 
engineer. He served in engineering, con- 
struction, and operating capacities in vari- 
ous U.S. and overseas stations. He became 
Manager, Plant Valuation Division, in 1936. 

He became Assistant to the Vice President 
and Chief Engineer in 1942, and was ap- 

pointed Assistant to the Executive Vice 
President in 1948. He was elected Assistant 
Vice President in 1952, and Vice President 
in 1953. He is a member of the Board of 
Directors of Marconi Telegraph -Cable Com- 
pany. Since 1944, he has served on 12 U.S. 

Department of State delegations to Inter- 
national Telecommunications Conferences. 
From 1958 to 1960, he was on loan to RCA's 
Defense Electronics Products Division as 

Manager, BMEWS. In his present position 
as Vice President, Engineering Administra- 
tion, he is responsible for the engineering 
administration related to all capital projects 
implementation. Mr. Muller is a Colonel, 
United States Air Force (Ret.), and a 

Trustee of Brown University. He was a 

Senior Member of the IEEE prior to be- 
coming a Fellow. He is a member of the 
Veteran's Wireless Operators Association, 
Armed Forces Communications and Elec- 

tronics Society, the Armed Forces Associa- 
tion, Reserve Officers Association, Brown 

University Club, the Merchants Club (New 
York City), and the Newcomen Society in 

North America. 
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BRIEF TECHNICAL PAPERS OF CURRENT INTEREST 

Ternary to Decimal Conversion 
A. TURECKI 

Palm Beach Operations 
Electronic Data Processing, 

Palm Beach Gardens, Florida 

There exists a very simple algorithm for ternary (base 3) to deci- 
mal (base 10) conversion. The process used to accomplish this 
conversion is as follows: 

1) Organize the ternary digits in groups of two, inserting zero 
at the most significant end if required. 

2) Convert each two -bit group to its nonary (base 9) equivalent. 
3) Select the most significant nonary digit, shift right one posi- 

tion, and subtract from the nonary number using decimal 
arithmetic. 

4) Select the most and the next -to- the -most significant digit of 
the newly formed operand, shift right one position and sub- 
tract from the operand. 

5) Repeat the above step increasing the subtractor by one digit 
each time. 

6) The final subtraction occurs when the least significant digit 
of the subtractor is aligned vertically with the least signifi- 
cant digit of the operand. The result of the final subtraction 
is the decimal equivalent of the original ternary number. 

Example: 10 02 11 02 Ternary 
3 2 4 2 y Nonary 

3 

2 9 4 2 

2 9 

2 6 5 2 

2 6 5 

2 3 8 7 Decimal 

The same principle can be used for converting a decimal number 
to its nonary and then ternary equivalent, but instead of subtract- 
ing, the consecutive selected portions should be added using radix 
nine arithmetic. 

Example: 2 3 8 7 Decimal 
F 2 

2 5 8 7 

{ 2 5 

2 8 4 7 

+ 2 8 4 

3 2 4 2 Nonary 
10 02 11 02 Ternary 

In the above conversion examples, the radices of the numbers 
differed by 1. In general, the procedure of conversion is the same 
but the shifted subtractor is to be multiplied by the differences of 
the radices. 
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Example (Binary to Decimal conversion, using 8 as a multiplier): 
1 0 0 1 1 1 0 1 Binary - 8 

2011101 
16 

411101 
32 

91101 
72 
19101 
152 

3901 
312 

781 
624 
1 5 7 Decimal 

This algorithm was developed by the author in 1962 for his master's thesis, 
but his thesis advisor, Dr. M. Rubinoff, referred him to J., E. Croy's earlier 
report, "Rapid Technique of Manual of Machine Binary to Decimal Conver- 
sion" (IRE Transactions, Val. EC -111, No. 4, 1981, p. 777) describing the same 
general principle. It is interesting to note that the algorithm has been re- 
invented recently by S. Hartmann (see "A New Method for Number System 
Conversion" in Computer Design, April 1967, p. 68). 

Computer -Aided Selection of Test Points 
and Fault Isolation Procedures 

i 

`` "rA ...r A 
F. R. Hawke R. S. Fisher 

R. S. FISHER, and 
F. R. HAWKE 

Advanced Systems 
and Technology 

Aerospace Systems 
Division, 

Burlington, Mass. 

Final manuscript received February 21, 1967. 

Reducing the cost of maintenance with automation is increasingly 
emphasized by the Department of Defense. Consequently, much 
money and effort are being expended to develop automatic test 
equipment and fault isolation procedures.''' 

A next step is the computer -aided selection of test points and 
the automatic generation of the fault isolation procedure during 
the circuit design, so that test points are not limited to the normal 
circuit interface terminals' Other techniques utilize only test 
points available for circuit operation and functional testing.'5° 
For simplicity and directness, the program considers only elec- 
tronic components causing a detectable change in a test reading 
and assumes realistic failure modes. For use on present automatic 
test equipment, the program considers only voltage and impedance 
measurements between test points. The semiconductor models used 
are derived from those of Ebers and Mo1P'& (Fig. 1) and are lin- 
earized whenever practical. 

The program is in two parts: the algorithm for selecting test 
points and that for generating test procedure. The algorithm des- 

ignates which circuit nodes are to be test points by these rules: 

1) One test point on each bridge -type configuration; 
2) A test point at the output of each stage; 
3) A test point at the junction of three or more transistors; 

4) No test point is selected that could adversely affect the oper- 
ation of the circuit (for example, the base node of a transis- 
tor in the common emitter or common collector configu- 

ration) . 

The test procedure is then generated by an algorithm utilizing 
the concept of major and minor signal paths. The major signal 
path includes all components whose faults are easily detectable by 

a measurement between two test points. All other components are 
in a minor signal path of the test signal. The algorithm specifies 
three types of measurements: 

1) Impedance between two points (usually DC resistance) where 
the major signal path is the minimum impedance path; 

2) Gain between two points on the functional signal path, and 
the major signal path through the elements whose failure 
affects the gain; 

3) Emitter bias voltages, where fault modes in certain transis- 
tors and other elements on the major bias path are detectable. 

Analysis of a circuit requires a representation that can be manipu- 
lated. The admittance matrix is convenient to establish for corn- 
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putation and easy to manipulate. Although the general admittance 
matrix is complex, it becomes real for oc. 

For DC testing the program takes these component values for the 
matrix : 

Resistors 
Capacitors 
Inductors 
Diodes and Transistors 

1/R 
A very small DC conductance 
A large DC conductance 
Equivalent oc conductances for the 
passive parts. 

As the diode and transistor nonlinearities are included in the cur- 
rent column matrix (Eq. 1) the conductance matrix is indepen- 
dent of operating points. 

For AC tests the admittance matrix is complex. The real parts 
are the same resistor, diode, and transistor contributions while the 
imaginary parts consist of the usual capacitive and inductive sus - 
ceptances (mC and -1 /6L). The general mixed set of circuit equa- 
tions is Eq. 1, where L, L, , IL are known constants (independent 
current sources at these nodes), 1., , Iq are unknown currents, 
Va, V2, , VL 

IL 

1, 

L, 

are unknown voltages, 

YYaL 

YL1 YLL 

Y,n, Y,L 

Y q1 1/qL 

and V ,, 

Y1i, Y,q 

YLn YLq 

Yg,Ygq 

, Vq 

V1 
VL 

V 

Vq 

are known. 

(1) 

The upper portion of Eq. 1 may be written in partitioned matrix 
form, with each section named by the element in its lower right - 
hand corner. 

[ILl = [YLL] [VLl r [YL9] [fig] 

Solving for the matrix VL from Eq. 2 

[YLL] [V L1 - [IL] - [YL5] [V2] 

[V.] = [YLL] 
-1 {[IL] - [YL41 [V21 } 

(2) 

(3) 

(4) 

The vector [IL] includes the contributions of external current 
sources and the sources of the transistor. Since [YLq] [V2] has the 
dimensions of current, the term within braces is more easily written 
as [I'] and considered as a current vector containing the contribu- 
tions of current and voltage sources. 

The equation for the voltages at nodes not connected to voltage 
sources may then be stated symbolically as in Eq. 5. 

[VL] _ [YLL] 
-1 [I'] (5) 

The impedances and nodal voltages are computed for a fault simu- 
lation. The voltages [VLl are the values which would be measured 
in the circuit if the computer -simulated fault were an actual fault in 
the circuit. 

The available computer memory space limits the maximum size 
of the admittance matrix, so the technique must be modified for 
larger circuits. The two basic approaches considered for treating 
large circuits are mathematical partitioning and "staging ". Because 
mathematical partitioning requires secondary storage and extensive 
computation time, it has been abandoned in favor of staging. 

In staging, the original circuit is divided into segments (stages), 
primarily on the basis of oc independence (i.e., stages are usually 
bounded by coupling capacitors). During the processing of a stage, 
the others are collapsed into a pair of two -port representations with 
proper input and output loading characteristics. 

The transistor model chosen for this program is the Ebers -Moll 
representation. With the obvious simplification, it also represents 
diodes. Because of the low frequency of test signals, the diffusion 
capacitances were omitted. The model is otherwise that used in the 
NET -1 circuit analysis program. The large- signal models are lin- 
earized for small signals in the program while the Newton -Raphson 
iterative technique is used for non -linear equations. The required 
derivatives are obtained in closed form rather than numerically. 

This is a promising beginning in the development of a general 
program to assign test points and generate the test procedures for 
fault isolation of electronic circuits. The present program has been 
applied to two circuits of 35 and 100 components. Although both 
were analog circuits, nothing in the technique precludes digital 
circuits. 
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Parameters of the Ebers -Moll transistor model 

1, 
1E0 (etmE - 1) 

1 -anal 
12 as 11 

Ica (eamc - 1) 13 
1 -anal 

I, al la 

IEO Emitter reverse saturation current 
Ico Collector reverse saturation current 
as 
ar 

X 

q 
k 

ys 

Oc 
Re 
Roc 

REE 

RE 

REE 

Cru 

CTE 

R1 

VEa, VZE 

Ne, NE 

Forward current gain 
Inverse current gain 
q /kT- Exponent multiplier which assumes a positive 

value for PNP and a negative value for an )LPN 

transistor 
Charge of an electron 
Boltzman's constant 
Temperature in degrees Kelvin 
Emitter to base intrinsic junction voltage 
Collector to base intrinsic junction voltage 
Collector -base junction leakage resistance 
Collector bulk resistance + lead resistance + contact 
resistance 
Intrinsic base resistance 
Emitter -base junction leakage resistance 
Emitter bulk resistance + lead resistance + contact 
resistance 

R, 

[Vzc+10cI]NE 
R_ 

¡¡77, 

[VZE + I 
Y.E I ] NE 

collector -base junction transition 
capacitance 

emittance -base junction transition 
capacitance 

A constant 
Contact potential associated with collector and emitter 
junctions 
Grading constant associated with the collector and 
emitter junctions is 0.33 for a graded junction and 
0.50 for a step junction 

Fig. 1- Modified Ebers -Moll model 
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SUBJECT INDEX 
Titles of papers ore permuted where ry 
to bring significant keyword Isl to the left for 
easier scanning. Authors' division appears 
parenthetically after his name. 

ACOUSTICS 
(theory & equipment) 

CRITICAL ELECTRON DRIFT VELOCITY for 
Acoustic Amplification R. M. Moore, L. de- 
Pian ( Labs., Pr.) ; IEEE Trans. on Sonic, 
and I- ltrasonics, Vol. SC.14, Nu. 3. 7/67 

DYNAMIC DIRECT RADIATOR LOUDSPEAKERS, 
Nonlinear Distortion in -H. F. Olson ( Labs.. 
Pr.); Audio Engineering Soc., N.Y., N.Y., 
10/16 -20/67 

SOUND REPRODUCTION RESEARCH, Trends 
in -H. F. Olson I Labs-, Pr.) ; Acoustical 
Soc. of Japan, Tokyo, Japan, 10/23/67 

AMPLIFICATION 

ANTENNA AMPLIFIER, 200 Wott UHF Transis - 
ter-M. Breese, D. Staiman ( MSR, Mrstn I ; 

Microwave Journal, 9/67 

ANTENNAS 

ANTENNA AMPLIFIER, 200 Walt UHF Transis- 
tor-M. Breese, D. Staiman I NISR, Mrstn l; 
Microwave Journal, 9/67 

DIPOLE ANTENNA IMPEDANCE in an Isotropic 
Laboratory Plasma, Measurements of -K. A. 
Graf, D. L. Jassby I RCA \ ictor, Ltd., Nlan. 
treat); IEEE Trans. on Antennas and Prop. 
agation, V. 15, No. 5, 9/67 

FOCAL REGION FIELDS of a Spherical Reflec- 
tor I Summary) -G. Hyde I MSR. \Irstnt; 
Fall IEEE G -AP Mtg., C. of Mich., Ann 
Arbor, Mich., 10/16. 19/67; Proceedings 

NIGH -GAIN UHF -TV ANTENNAS, Design Con- 
siderations for -M. S. Siukola IBCD, 
Gibbs); IEEE Fall Broadcast Sym., 9/21/ 
67, Wash., D.C. 

CIRCUIT ANALYSIS 
(& theory) 

HYBRID VERTICAL -DEFLECTION CIRCUIT -J. A. 
Dean I ECD, Sum) ; National Electronics 
Conf., Chicago, Ill., 10/23. 25/67; IEEE 
Trans. on Broadcast and TV Receivers, 
11/67 

CLASS B TRANSISTOR AMPLIFIERS, Power 
Output and Power Dissipation in- -R. S. Hartz, 
F. S. Kamp ( ECD, Som t ; Audio Engineer- 
ing Soc. Mtg., N.Y.C., 10/16. 19/67; AES 

74 Preprint, 10/67 

CIRCUITS, INTEGRATED 

AUTOMATED MASK PRODUCTION for Semi - 
Conductor Technology -H. O. Hook ¡Labs.. 
Pr.) ; Proceedings of the IEEE Industrial 
Electronics Control Instrumentation Symp., 
6 5/67 

DIFFERENTIAL AMPLIFIERS, Integrated- Circuit 
-J. P. Keller I ECD, Sons I ; Electronics. 
9/18/67 

"FIXED INTERCONNECT" LSI ARRAYS, High - 
Yield Processing for - -A. G. F. Dingwall 
I ECD, Som); IEEE Electron Devices Mtg., 
Wash., D.C., 10/18/67 

INTEGRATED CIRCUITS in TV Receivers-J. 
Avins III.I., Indplsi; RCA International 
Eng. IC Conf. 

INTEGRATED- CIRCUIT RELIABILITY -- I. II. 
Kalish I ECD, Som I ; National Electronics 
Conf. I Panel Discussion), Chicago, Ill., 
10/23/67 

INTEGRATED CIRCUIT TECHNIQUES for Sine 
and Cosine Generation, Analog and Digital - 
J. R. Gamey i ASD, Burl) ; Electronic De. 
sign. 9/67 

MICROMINIATURIZATION AND INTEGRATED 
CIRCUITS --K. 11. Zaininger (Labs., Pr.) ; 

Rutgers -State University, New Brunswick, 
N.J., 10/5.12.19.26/67 

MILTILAYER WIRING Technology- D. Levy 
I WCD, \ an \ U) s I ; \VESCON, Microelec- 
tronics Contes of Age; 8/24/67; San Fran- 
cisco, Calif., Proceedings 

NANOPOWER IC LOGIC, Open the Gate to 
R. W. Aprons, P. D. Gardner I ECD, Sum); 
Electronic Design, 9 /13/67 

COMMUNICATION, DIGITAL 
(equipment & techniques) 

DIGITAL COMMUNICATIONS -Will all Com- 
munications lie Digital by 1980 ? -E. M. 
Bradburd ICSD, Cam); IEEE Eastcon, 
Wash., D.C., 10/16/67 

COMMUNICATIONS COMPONENTS 
(equipment subsystems) 

ANTENNA AMPLIFIER, 200 Wan UHF Transis - 
tor-M. Breese, D. Staiman I\ISR, Mrstnt; 
llicrounve J., 9/67 

DUPLEXER, A 40- Kilowatt X -Rand Ferrite-D. 
Blattner, W. Siekanuweicz, T. Walsh I ECD, 
Pr. t ; IEEE Electron Devices Mtg., Wash., 
D.C., 10/18.20/67 

DIFFERENTIAL AMPLIFIERS, Integrated- Circuit 
-J. P. Keller IECD, Som) ; Electronics, 
9/18/67 

HIGH -POWER AVALANCHE -DIODE OSCIIILA- 
TORS at S and C- Bands - -S. G. Liu, J. J. 
Risko I Labs., Pr.) ; 1967 Int. Electron De. 
vices Mtg., Wash., D.C., 10/18/67 

IFF /ATC TRANSPONDER in Satellite Communi- 
cation Technology, Application of the- B. W. 
MacDermid (CSD, Cam) ; IEEE Communi- 
cation Link for Aircraft Section Mtg., Burl., 
Klass., 10/19/67 

INSULATED -GATE FIELD -EFFECT TRANSISTORS 
in Oscillator Circuits -G. D. Hanchett I ECD. 
Som) ; WESCON, San Francisco, Calif.. 
8/22. 25/67; WESCON Preprint, 8/67 

MOS -FET as e Communications Receiver Com- 
ponent, Using the G. D. Hanchett I ECD, 
Sum) ; Club de Radio-Experimentadores, 
Nuevo Laredo, Mexico, 8/15/67 

RF AND IF AMPLIFIER Design Considerations - 
R. A. Santilli (ECD, Som); IEEE Trans. on 
Broadcast and TI Receivers, 11/67 

TRAVELING -WAVE -TUBE Performance, Ion Ef- 
fects on Low -Power -W. Caton, H. J. Wolk- 
stein I ECD, Hr.); IEEE Electron Devices 
Mtg., Wash., D.C., 10/18.20/67 

COMMUNICATIONS SYSTEMS 

DEMODULATION OF PHOTOGRAPHIC TELE- 
METRY DATA from Lunar Orbiter Spacecraft - 
P. Stahl, II. Goldman (Labs., Pr.) ; IEEE 
Eastcon, Wash., D.C., 10/16/67 

TWO WAY RADIOS and Public Safety for the 
Metropolitan Transit Companies G. R. Kam - 
erer I BCD, MdwLds) ; APCO, Toronto, 
Canada, 8/8/67 

COMPUTER APPLICATIONS 

COMPUTER CONTROLLED Automatic Testing- 
E. Stockton, B. Joyce IASD, Burl) ; Soft- 
ware Age, \ "ol. 1, No. 1, 9/67 

ELECTRON OPTICAL SIMULATION, a Program- 
ming System for H. E. Kulsrud (Labs., 
Pr. I ; RCA Review, Vol. 28, No. 2, 6/67 

USING A COMPUTER TO DESIGN A COMPU- 
TER-K. Jacoby, A. R. Laliberte I EDP, 
Cam l; 4/66 Computer & Automation 

COMPUTER COMPONENTS 
(subsystems 8, peripheral equip.) 

COMPUTER INPUT BY TELEPHONE, Portable 
Electronic Keyboard for M. II. Lewin ( Labs., 
Pr. ) ; IEEE Trans. on Electronic Computers, 
\'aI. EC -16, Na. 3, 6/67 

COMPUTER STORAGE 

CRYOELECTRIC CONTENT ADDRESSABLE MEM- 
ORIES Utilizing Flua -Shuttling Nondestructive 
Readout- -S. A. Keneman I Labs., Pr.) ; 

IEEE Computer Conf., Chicago, Ill., 9/6/67 

CRYOGENIC RANDOM -ACCESS MEMORIES - 
A. R. Sass, W. C. Stewart, L. S. Cosentino 
i Labs.. Pr. ; IEEE Spectrum, Vol. 4, No. 7. 
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ERROR CORRECTION IN MEMORY SYSTEMS, 
Codes for -C. V. Srinivasan ( Labs., Pr.) 
IEEE Computer Cont., Chicago, Ill., 9/8/67; 
Transactions 

SONIC FILM MEMORY- -II. Weinstein, K. Kar - 
stad, R. Shahbender, L. Onyshkevych 
( Labs., Pr.) ; RCA Review, Vol. 28, No. 2, 
6/67 

CONTROL SYSTEMS 
(d automation) 

AUTOMATED HANDLING OF TEXTUAL AND 
GRAPHICAL INFORMATION, Problems in -M. 
P. Barnett ILabs., Pr.): Sue. of Technical 
\\ritrra and Publishers, Georgetown Univer- 
sity. Wash., D. C., 9/8/67 

AUTOMATED MASK PRODUCTION for Semi - 
Conductor Technology -H. O. Hook I Labs., 
Pr.) ; Proceedings of the IEEE Industrial 
Electronics Control Instrumentation Symp., 
6/5/67 

COMMUTATING DV /DT and its Relationship to 
Bidirectional Triode Thyristor Operation In 
Full -Wave AC Power -Control Circuits -R. J. 
Buczynski t ECD, Mntpl ; IEEE Industry & 
General Applications Croup Mtg., Pitts- 
burgh, Pa., 10/2.5/67; Proceedings, 10/67 

COMPUTER CONTROLLED Automatic Tesling- 
E. Stockton, B. Joyce (ASD, Burl); Soft- 
ware Age, Vol. 1, No. 1, 9/67 

FINGER -PRINT IDENTIFICATION, Automation 
kf - -A. Paolantonio I W.C.D., Van Nuys) ; 

10/23/67; 1967 Nat. Electronics Cont., Chi- 
cago, Ill.; Proceedings 

POWER INVERTERS Handling Capacitive and 
Inductive Leads, a Safe -Area Rating System for 
-D. M. Baugher (ECD, Som) ; IEEE Indus- 
try and General Application Group Mtg., 
Pittsburgh, Pa., 10/2-5/67; Proceedings, 
10/67 

USING A COMPUTER TO DESIGN A COM- 
PUTER-K. Jacoby, A. R. Laliberte I EDP, 
Cam); 4/66 Computer & Automation 

DOCUMENTATION 
(d information science) 

DOCUMENT GENERATION -A Fruitful Field 
fer Information System Improvement -M. Hol- 
lander (AED, Pr.) ; American Documenta- 
tion Institute 1%7 Annual Cony., N.Y.C., 
10/25/67 

ELECTROMAGNETIC WAVES 
(theory & phenomena) 

ANOMALY IN RAYLEIGH WAVE MODES for a 
CdS on a Ge Substrate -P. Schnitzler ( Labs., 
Pr.) ; 1967 Ultrasonics Symposium, Vancou- 
ver, B. C., Canada, 10/4-6/67 

CIRCULARLY POLARIZED ELECTROMAGNETIC 
WAVES from an Anisotropic Plasma, Reflection 
of -M. P. Bachynski, B. W. Gibbs, K. A. 
Graf (RCA Victor Ltd., Canada); Radio 
Science, Vol. 2, No. 8, 8/67 

COUPLING BETWEEN SLOW WAVES AND 
CONVECTIVE INSTABILITIES IN SOLIDS -J. M. 
Hammer (Labs., Pr. f ; Applied Physics Let- 
ters, VoL 10, No. 12, 6/15/67 

FOCAL REGION FIELDS of a Spherical Reflector 
tSummaryl -G. Hyde I MSR, Mrstn); Fall 
IEEE G -AP Mtg. at U. of Michigan, Ann 
Arbor, Mich.; 10/16-19/67; Proceedings 

HALL EFFECT of Ferromagnetic CdCr2Se4-H. 
W. Lehmann (Labs. Pr. ) ; International Con- 
ference on Magnetism, Boston, Mass., 9/11- 
16/67 

ION EFFECTS an Low -Power Traveling -Wave- 
Tube Performance -W. Caton, H. J. Wolk. 
etrin ECD, tar.) IEEE Electron Devices 
Mtg., Washington, D. C., 10/ 18.20/67 

LAMINAR SLOW -WAVE COUPLER and Its Ap- 
plication to Indium Antimonide -R. D. Larra- 
bee and W. A. Ilicinbothem (Labs, Pr.) ; 

IEEE Trans. on Microwave Theory and 
Techniques, Vol. MTT15, No. 6, 6/67 

PHASE SUBTRACTION for Increasing the Range 
of a Phase -Locked Loop, The Use of -A. 
Acampora, A. Newton 11:"1). Cam); 23rd 
National Electronics Conf. i \ EC), Chicago, 
Ill.. 10/25/67 

QUANTUM MECHANICAL TUNNELING CUR- 
RENT os a Probe in the Metal Insulator Semi- 
conductor IMISI Structure, The Use of -A. 
Waxman I Labs, Pr.) ; Solid -State Device Re- 
search Conf., Manchester, England, 9/4/67 

ELECTRO- OPTICS 
(systems & techniques) 

ELECTRON OPTICAL SIMULATION, A Program- 
ming System for-H. E. Kulsrud (Labs, Pr) 
RCA Review, Vol. 28, No. 2, 6/67 

SATURATION OF PHOTOCURRENTS, Theoreti- 
cal Considerations Concerning - H. Kies, 
(Labs. Pr.) ; J. of the Physics and Chemis- 
try of Solids, Vol. 28, No. 8, 1967 

ENERGY CONVERSION 
(d power sources) 

MODIFIED VOLTAGE -LIMITED BATTERY 
CHARGING SYSTEMS for Spacecraft, The Anal- 
ysis of -J. Barber, D. Rusta (AED, Pr) 
Eastcon '67, Wash., D. C., 10/18/67 

NIMBUS B POWER SUPPLY -I. Brown ( AED, 
Pr) Eastcon '67, Wash., D. C., 10/18/67 

PHOTOVOLTAIC POWER -P. Rappaport 
(Labs, Pr.) ; J. o/ Spacecraft and Rockets, 
VoL 4, No. 7, 7/67 

SOLAR CELL ARRAY in a Synchronous Orbit, 
Electrical, Mechanical and Therman Parameters 
of a -P. Nckrasuv IAED, Pr.) ; 2nd Inter - 
society Energy Conversion Conf., Miami 
Beach, Fla., 10/25/67 

ENVIRONMENTAL ENGINEERING 

HEAT PIPES for Use in Energy -Conversion Ap- 
plications, The Development of -R. J. Buz - 
rard, W. E. Harbaugh, G. Y. Eastman (ECD, 
Lanc.) ; Intersociety Energy. Conversion En- 
gineering Conf., Miami Beach, Fla., 8/13- 
17/67 

THERMALLY ENGRAVED GRATINGS Using o 
Giant -Pulse Laser II. J. Gerritsen, M. E. 
Heller I Labs, Pr.) ; J. of Applied Physics, 
VoL 38, No. 5; 4/67 
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GEOPHYSICS 

TIME AVERAGED RADAR CROSS SECTION OF 
THE MOON -R. S. Rugine (Labs, Pr.) ; J. of 
Geophysical Research, Vol. 72, No. 16, 8/15/ 
67 

GRAPHIC ARTS 

ELECTROPHOTOGRAPHIC PRINTING Methods 
Using Cathode -Ray Tubes -D. A. Ross (Labs, 
Pr); Eleventh International Congress on 
Reprography, Cologne, Germany, 10 /27/67 

HUMAN FACTORS 
(physiological & psychological) 

REASONING ABOUT ACTIONS, On Represen- 
tations of Problems of -S. Amarel (Labs, 
Pr.); Third Annual Machine Intelligence 
Workshop, Edinburgh, Scotland, 9/11 -16/67 

INFORMATION THEORY 

QUESTION -ANSWERING OVER TWO- DIMEN- 
SIONAL PATTERNS: A Logical Approach, The 
Representation Problem for -S. Amarel, R. 
Banerji (Labs, Pr.) ; Int. Symp. on Informa- 
tion Theory, Athens, Greece, 9/11-15/67 

LABORATORY TECHNIQUES 

ELECTRON MICROSCOPY SOURCE, Injector for 
a 500 KV LIMAC -Dr. J. W. Coleman ( B &CD, 
Cam) ; Electron Microscopy Soc. of Amer., 
Aug. 29, 1967, Chicago, Ill. 

FILM THICKNESS USING INFRARED INTER- 
FERENCE, Measurement of -D. J. Dumin 
(Labs, Pr.) ; Review of Scientific Instru- 
ments, Vol. 38, No. 8, 8/67 

QUANTITATIVE X -RAY SPECTROMETRIC ANAL- 
YSIS by Solution Techniques, Recent Advances 
in-E. P. Bertin (ECD, Hr.) ; Conf. on Ap- 
plication of X -Ray Analysis, Denver, Ohio, 
Aug. 8 -11, 1967 

STANDARD TEST -LAMP TEMPERATURE for 
Photosensitive Devices -Relationship of Abso- 
lute and Luminous Sensitivities -R. W. Eng- 
strom, A. L. Morehead (ECD, Lane.); RCA 
Review, Sept. 

STROBOSCOPE -A. P. Amtson (ASD, Burl) ; 

RCA Technical Notes 

TRANSIENT ANALYSIS Generator -A Critique 
-R. Hawke, IL Fisher, L. Drew (ASD, 
Burl) ; Electro- Technology, July 1967 

VARIABLE -FREQUENCY -OSCILLATOR CALIBRA - 

TOR-G. D. Hanchett (ECD, Som); RCA 
Ham Tips, 8/67 

LASERS 

COHERENT MICROWAVE EMISSION FROM 

InSb -K. Suzuki, T. Musha (Labs, Pr.) ; 

Mtg. of the Phys. Soc. of Japan, Hiroshima, 
Japan, 10/12 -5/67 

EPITAXIAL GaAs OSCILLATORS with High - 
Peak- Power -B. E. Berson, S. Y. Narayan 
(ECD, Pr.) ; IEEE Trans. on Electron De- 

vices; 9/67 

LASER DIODE COMMUNICATOR, A Gallium 
Arsenide -Terry Harris (ASD, Burl); ISA 
Conf., Chicago, Ill., Sept. 11 -14, 1967 

LASER RANGEFINDER, A Compact Air -to- 
Ground-P. E. Seeley (ASD, Burl) ; 1st Int. 
Conf. on Laser Applications, Paris; Jul. 18- 

23, 1967, Conference Digest 

THERMALLY ENGRAVED GRATINGS Using a 

Giant -Pulse Laser -H. J. Gerritsen, M. E. 
Heller (Labs, Pr.) ; J. of Applied Physics, 
Vol. 38, No. 5; 4/67 

LINGUISTICS 
(& speech recognition) 

AUTOMATED HANDLING OF TEXTUAL AND 
GRAPHICAL INFORMATION, Problems in- 
M. P. Barnett (Labs, Pr) ; Soc. of Technical 
Writers and Publishers, Georgetown Univer- 
sity, Wash., D. C., 9/8/67 

COMPUTER DESCRIPTION LANGUAGES and 
Associated Design Aid Systems -C. V. Srini- 
vasan (Labs, Pr) ; Tata Institute of Funda- 
mental Research, Bombay, India, 9/15.25/67 

CONTEXT -FREE GRAMMARS, Structural Equiva- 
lence of -M. C. Paull, S. H. Unger (Labs, 
Pr) ; Eighth Annual Symp. on Switching 
and Automata Theory, Austin, Texas, 10/ 18- 

20/67 

MANAGEMENT 

ELECTRONIC SYSTEMS in Space Vehicles, Man- 
agement of -F. J. Gardiner (ASD, Burl); 
IEEE Tran. Aerospace & Electronic Sys- 
tems (Condensation) , Sept. 1967 

HANDHELD TACTICAL RADAR PROGRAM -R. 
A. Van 01st (MSR, Mrstn) ; IEEE Mtg., 
Columbus, Ohio; 10/18/67 

PATENT COOPERATION TREATY - P. G. 
Cooper ( Labs, Pr) ; PPLA Mtg., Phila., Pa., 
10/19/67 

MECHANICAL DEVICES 

SUSCEPTIBILITY OF CLASSICAL HEISENBERG 
GERRIMAGNETS, Critical Point Behavior of the 
-P. J. Wojtowicz, S. Freeman, Jr. (Labs, 
Pr) ; Int. Conf. on Magnetism, Boston, 
Mass., 9/11 -16/67 

TRANSPORT EQUATION FOR PHONONS -R. 
Klein and R. Wehner (Labs, Pr) ; Swiss 
Physical Soc. Mtg., Schaffhausen, Zurich, 
Switzerland, 9/30/67 

MECHANICAL DEVICES 

HYDRAULIC TEST SYSTEMS -H. Groff (ASD, 
Burl) ; 23rd Annual Nat. Conf. on Fluid 
Power, Chicago, Ill.; 10/19/67; Proceed- 
ings; Abst in Hydraulics & Pneumatics 

MEDICAL ELECTRONICS 

ELECTROCOAPTATION OF BLOOD VESSEL, 

Physical Factors in B. Sigel, F. Hatke (Labs, 
Pr) ; Archives of Surgery, Vol 95, 7/67 

OPTICS 

EMULSION SHRINKAGE ON A HOLOGRAM'S 
IMAGE SPACE, Some Effects of -D. H. R. Vil- 
komerson, D. Bostwick (Labs, Pr) ; J. of 
Applied Optics, Vol. 6, No. 7, 7/67 

MODULATION OF INFRARED LIGHT by Holes 
in Pulse- Ionized GaAs -P. D. Southgate, H. 
J. Prager, K. K. N. Chang (Labs, Pr) ; J. of 
Applied Physics, Vol. 38, No. 6, 5/67 

PARTICLE BEAMS 

LANDAU DAMPING in Electron Beams -M. 
Caulton (Labs, Pr) ; RCA Review, Vol. 28, 
No. 2, 6/67 

PLASMA PHYSICS 

ANISTROPIC PLASMA, Reflection of Circularly 
Polarized Electromagentic Waves from an -M. 
P. Bachynski, B. W. Gibbs, K. A. Graf (RCA 
Ltd, Canada) ; Radio Science, Vol. 2, No. 8, 
8/67 

COLLISION- INDUCED INSTABILITY IN SEMI- 
CONDUCTOR PLASMAS - B. B. Robinson 
(Labs, Pr); RCA Review, Vol. 28, No. 2, 

6/67 

ELECTRON CURRENT EXTRACTION FROM SYN- 
THESIZED PLASMAS, Analysis of -H. Sobol, 
A. L. Eichenbaum (Labs, Pr) ; J. of Applied 
Physics, Vol 38, No. 5, 4/67 

ISOTROPIC LABORATORY PLASMA, Measure- 
ments of Dipole Antenna Impedance in an -K. 
A. Graf, D. L. Jassby (RCA Ltd., Canada) ; 

IEEE Trans. on Antennas and Propagation, 
Vol. 15, No. 5, 9/67 

SEMICONDUCTOR PLASMAS, Two -Stream In- 
stability in -B. B. Robinson, G. A. Swartz 
(Labs, Pr); J. of Applied Physics, Vol. 38, 
No. 6, 5/67 

VELOCITY REVERSAL OF DENSITY PERTURBA- 
TIONS in Electron -Hole Plasmas -K. Ando, S. 
Tosima (Labs, Pr) ; Mtg. of the Phys. Soc. 
of Japan, Hiroshima, Japan, 10/12 -15/67 

PROPERTIES, ATOMIC 

DIVALENT CHROMIUM IN FERROMAGNETIC 
CdCr2S4 and CdCr2Se4, Some Magnetic Proper- 
ties of -S. B. Berger, H. L. Pinch (Labs, 
Pr) ; International Conference on Magne- 
tism, Boston, Mass., 9/11 -16/67 

NEGATIVE ELECTRON AFFINITY EMITTERS -B. 
F. Williams, R. Simon (ECD, Pr); Conf. on 
Photoelectric & Secondary- Electron Emis- 
sion, U. of Minnesota, 8/29-30/67 

TRANSPORT EQUATION FOR PHONONS -R. 
Klein, R. Wehner (Labs, Pr) ; Swiss Phys. 
Soc. Mtg., Schaffhausen, Zurich, Switzer- 
land, 9/30/67 

PROPERTIES, MOLECULAR 

AUTODOPING IN SILICON EPITAXIAL LAYERS 
Grown by the Pyrolysis of Silane or Hydrogen 
Reduction of Silicon Tetrachloride, Comparison 
of -R. Mroczkowski (ECD, Som) ; Electro- 
chemical Soc. Mtg., Chicago, 10/67 

ELECTRICAL BREAKDOWN OF P -N JUNCTIONS, 
A Review of the Effect of Imperfections on the 
-H. Kressel (Labs, Pr) ; RCA Review, Vol. 
28, No. 2, 6/67 

EPITAXIAL GROWTH OF GaP for Red Light 
Emission -W. N. Agosto, L. A. Murray, S. 
Caplan (ECD, Som.) ; AIME Mtg., N. Y. 
8/67 

EPITAXIAL GROWTH OF GERMANIUM on 
Single Crystal Spinel -D. J. Dumin (Labs, 
Pr) ; J. of the Electrochemical Soc., Vol. 
114, No. 7, 7/67 

EPITAXIAL GROWTH OF METAL OXIDES -J. J. 
Hanak, D. E. Johnson (Labs, Pr); Int. Con- 
gress on Magnetism, Boston, Mass., 9/11- 
16/67 

FERROMAGNETIC CdCr2Se4, Hall Effect of -H. 
W. Lehmann (Labs, Pr) ; Int. Conf. on 
Magnetism, Boston, Mass., 9/11.16/67 

GdIG CRYSTALS NEAR THE COMPENSATION 
TEMPERATURE, Switching Speed Measurements 
in-T. J. Nelson (Labs, Pr) ; Int. Conf. on 
Magnetism, Boston, Mass., 9/11 -16/67 

HALO CHALCOGENIDE SPINELS, CuCr2X3Y, A 
New Class of Ferromagnetic Spinels -M. Rob- 
bins, P. K. Baltzer (Labs, Pr) ; Int. Conf. on 
Magnetism, Boston, Mass., 9/11 -16/67 

HIGH -RESISTIVITY GaP FOR ELECTRO -OPTIC 
MODULATORS, Rapid Vapor Phase Growth of 
-D. Richman, J. J. Tietjen (Labs, Pr) ; 

Trans. of the Metallurgical Soc. of the 
AIME, Vol. 239, 3/67 

HIGH SPEED STRAIN PULSES in Fused Quartz 
-Generation, Propagation, and Measurement 
-K. Karstad, S. Barasch (Labs, Pr) ; 1967 
Ultrasonics Symp., Vancouver, B. C., Can- 
ada, 10/4 -6/67 

Hoe in CaF2, SrF2, BaF2, and SrCl2. Energy Lev- 
els and Spectra of -H. A. Weskliem, Z. J. 
Kiss (Labs, Pr) ; Physical Rev ew, Vol. 157, 
No. 2 

MANGANESE FERRITE BY CHEMICAL TRANS- 
PORT, Epitaxial Growth of -J. J. Hanak, D. 
E. Johnson (Labs, Pr) ; Int. Conf. on Mag- 
netism, Boston, Mass., 9/11.16/67 

MINORITY- CARRIER LIFETIME in Silicon Diodes, 
Improvement of -H. Kressel, L. A. Murray 
(ECD, Som.) ; Electrochemical Technology, 
Jul /Aug. '67 

MINORITY- CARRIER TUNNELING in Silicon/ 
Silicon- Nitride Structures, Photosensitivity and 
-E. D. Savoye, R. Simon (ECD, Pr.); Conf. 
on Photoelectric and Secondary- Electron 
Emission, U. of Minnesota, 8/29 -30/67 

NUCLEAR MAGNETIC RESONANCE STUDY OF 
Lie in L;Mn2O4 -K. Miyatani (Labs, Pr) ; 

Mtg. of the Phys. Soc. of Japan, Hiroshima, 
Japan, 10/12 -15/67 

POLAR IMPURITIES IN IONIC CRYSTALS -II, 
Collective Behavior of -W. Zernik (Labs, 
Pr) ; Physical Review, Vol. 158, No. 2, 6/ 
10/67 

SILICON EPITAXIAL SYSTEMS, Oxide Deposi- 
tion in-P. B. Hart (ECD, Som) ; Electro- 
chemical Technology, Jul /Aug. '67 

SINGLE CRYSTALS OF THE FERROMAGNETIC 
SEMICONDUCTOR CdCr2Se4, Growth and Prop- 
erties of -H. von Philisborn (Labs, Pr) ; 

Swiss Phys. Soc. Mtg., Schaffhausen, Zurich, 
Switzerland, 9/30/67 

STOICHIQMETRIC MgA1204 SINGLE CRYSTALS, 
Growth of -IL H. Arlett, M. Robbins (Labs, 
Pr)'; J. of American Ceramic Soc., No. 5, 
Vol. 50, 5/67 

SYSTEM MnCr2S4- MnInCrS4, Magnetic and 
Crystallographic Properties of the -L. Darcy, 
P. K. Baltzer (Labs, Pr); Int. Conf. on Mag- 
netism, Boston, Mass. 9/11-16/67 

SYSTEMS CuCr2Se4Br- CuCr2Se4 and CuCr2Te3I- 
CuCr2Te4, Properties of the-M. Robbins, P. 
K. Baltzer, E. Lopatin (Labs, Pr) ; Int. Conf. 
on Magnetism, Boston, Mass., 9/11 -16/67 

TRANSIENT SPACE- CHARGE -LIMITED CUR- 
RENTS Including Diffusion -R. B. Schilling 
(Labs, Pr) ; Solid State Electronics, Vol. 10, 
1967 

VAPOR GROWN GaAs, Twins and Stacking 
Faults in -M. S. Abrahams, C. J. Buiocchi 
(Labs, Pr) ; J. of the Physics and Chemistry 
of Solids, Vol. 28, 1967 

PROPERTIES, SURFACE 
(and thin films) 

COPPER PHTHALACYANINE THIN FILMS as In- 
fluenced by the Ambient, Electrical Properties 
of -A. Sussman (Labs, Pr); J. of Applied 
Physics, Vol 28, No. 7, 6/67 

COPPER PHTHALOCYANINE THIN FILMS, 
Space- Charge -Limited Currents in -A. Suss- 
man (Labs, Pr) ; J. of Applied Physics, Vol. 
38, No. 7, 6/67 

DONOR SURFACE STATES AND BULK ACCEP- 
TOR TRAPS in Silicon -on Sapphire Films -F. P. 
Heiman (Labs, Pr); Applied Physics Let- 
ters, Vol 11, No. 4, 8/67 

FILM THICKNESS USING INFRARED INTERFER- 
ENCE, Measurement of -D. J. Dumin (Labs, 
Pr) ; Review of Scientific Instruments, Vol. 
38, No. 8, 8/67 

PERMITTIVITY OF INSULATING FILMS at Micro- 
wave Frequencies, Measurement of -H. Sobol, 
J. J. Hughes (Labs, Pr) ; IEEE Trans. on 
Microwave Theory and Techniques, Vol. 
MTT -15, No. 6, 6/67 

SEEBECK COEFFICIENT of Thin -Film Germanium 
-W. L. C. Hui, J. P. Corra (AED, Pr.); 
Applied Physics J., Vol 38, p. 3477, 8/67 

STRAIN- SENSITIVE THIN MAGNETIC FILMS - 
L. S. Onyshkevych (Labs, Pr) ; Int. Con- 
gress on Magnetism, Boston, Mass., 9/11- 
16/67 

THIN FILMS OF CUPROUS SULFIDE, SELENIDE, 
AND TELLURIDE, On Flash Evaporation and - 
S. G. Ellis (Labs, Pr) ; J. of Applied Phys- 
ics, Vol 38, No. 7, 6/67 

TRITIUM -LABELED FIELD -INDUCED TRANSPORT 
IN Si02 FILMS -S. R. Hofstein (Labs, Pr); 
Applied Physics Letters, Vol. 11, No. 4, 8/67 

PROPERTIES, CHEMICAL 

BUTYL P- ANISYLIDENE -P'- AMINOCINNAMATE, 
Some Cooperative Effects in -G. H. Heilmeier 
(Labs, Pr) ; Advances in Chemistry Series, 
No. 63, 1967 

CHROMIUM -SILVER METALLIZATION, Prevent- 
ing Deterioration of -J. T. Wallmark, E. C. 
Ross (Labs, Pr) ; Electrochemical Soc. Mtg., 
Chicago, Ill., 10/15 -20/67 

INTERFACES IN NEMATIC LIQUIDS -R. Wil- 
liams (Labs, Pr); Advances in Chemistry 
Series, No. 63, 1967 
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PROPERTIES, OPTICAL 

CaF?, SrF2, BaF2, and CdF2, Far- Infrared Opti- 
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PHOTOSENSITIVITY and Minority- Carrier Tun- 
neling in Silicon /Silicon -Nitride Structures - 
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Sciences, 2nd Conf. on Planetology and 
Space Mission Planning: 10/26- 27/67; 
Proceedings 

SHORT -PULSE TARGET IDENTIFICATION, Some 
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Digests, 9/67 

MOS DEVICES, Stabilization of -S. R. Hof - 
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REDUCTION OF RADIATION SENSITIVITY IN 
MOS STRUCTURES, Techniques for the-A. G. 
Holmes -Siedle, W. Dennehy, K. Zaininger 
(AED, Pr) ; Phys. Soc. Solid State Device 
Mtg., Manchester, England, 9/8/67 
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SOLAR CELL ARRAY in a Synchronous Orbit, 
Electrical, Mechanical, and Thermal Parameters 
of a -P. Nekrasov (AED, Pr); 2nd Inter - 
society Energy Conversion Conf., Miami 
Beach, Fla., 10/25/67 
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IDevelopmentall -W. E. Babcock (ECD, 
Sum) ; International Electronics Conf., Tor- 
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and TV Receivers, 11/67 

TRANSMISSION LINES 
(& waveguides) 
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Goldman, H. spacecraft 
Hammer, J. M. electromagnetic waves 
Hanak, J. J. properties, molecular 
Harvey, T. S. radiation detection 
Hatke, F. L. medical electronics 
Hattori, T. properties, magnetic 
Hattori, T. properties, thermal 
Heilmeier, G. H. properties, chemical 
Heiman, F. P. properties, surface 
Heiman, F. P. solid -state devices 
Heller, M. E. environmental engineering 
Heller, M. E. lasers 
Hicinbothem, W. A. electromagnetic waves 
Holstein, 5. R. properties, surface 
Hofstein, S. R. solid -state devices 
Holmes -Siedle, A. G. radiation effects 
Holmes -Siedle, A. G. solid -state devices 
Hook, H. O. circuits, integrated 

Hook, H. O. control systems 
Hughes, J. J. properties, surface 
Johnson, D. E. properties, molecular 
Karstod, K. properties, molecular 
Karstad, K. computer storage 
Keneman, S. A. computer storage 
Keneman, S. A. superconductivity 
Kiess, H. electro- optics 
Kiss, Z. J. properties, molecular 
Klein, R. mathematics 
Klein, R. properties, atomic 
Kleinknecht, H. P. properties, electrical 
Kressel, H. properties, molecular 
Kulsrud, H. E. computer applications 
Kulsrud, H. E. electro- optics 
Larrabee, R. D. electromagnetic waves 
Larrabee, R. D. properties, electrical 
Lehmann, H. W. electromagnetic waves 
Lehmann, H. W. properties, molecular 
Lewin, M. H. computer components 
Liu, S. G. communications components 
Maruska, H. P. solid -state devices 
Miyatani, K. properties, molecular 
Moore, A. R. properties, electrical 
Moore, R. M. acoustics 
Moshe, T. lasers 
Nelson, T. J. properties, molecular 
Nelson, T. J. properties, magnetic 
Onyshkevych, L. S. computer storage 
Onyshkevych, L. S. properties, surface 
Olson, H. F. acoustics 
Pankove, J. I. solid -state devices 
Paull, M. C. linguistics 
Pinch, H. L. properties, atomic 
Pinch, H. L. properties, magnetic 
Prager, H. J. optics 
Rappaport, P. energy conversion 
Richman, D. properties, molecular 
Risko, J. J. communications components 
Robbins, M. properties, molecular 
Robinson, B. B. plasma physics 
Robinson, P. H. solid -state devices 
Ross, D. A. graphic arts 
Ross, E. C. properties, chemical 
Rothwarf, A. superconductivity 
Ruffine, R. S. geophysics 
Raffine, R. S. radar 
Sobisky, E. S. properties, optical 
Sass, A. R. computer storage 
Sass, A. R. superconductivity 
Schilling, R. B. properties, molecular 
Schilling, R. B. properties, electrical 
Schnitzler, P. electromagnetic waves 
Schnitzler, P. properties, electrical 
Shahbender, R. computer storage 
Sigel, B. medical electronics 
Simhony, M. properties, electrical 
Sobel, H. plasma physics 
Sobol, H. properties, surface 
Southgate, P. D. optics 
Srinivosan, C. V. computer storage 
Srinivosan, C. V. linguistics 
Stahl, P. communications systems 
Stahl, P. spacecraft 
Stewart, W. C. computer storage 
Stewart, W. C. superconductivity 
Sussman, A. properties, surface 
Suzuki, K. lasers 
Swartz, G. A. plasma physics 
Taylor, B. N. superconductivity 
Tietjen, J. J. properties, molecular 
Tosima, S. plasma physics 
Unger, S. H. linguistics 
Vilkomerson, D. H. R. optics 
von Philipsborn, H. properties, molecular 
Wallmark, J. T. properties, chemical 
Wallmark, J. T. properties, electrical 
Waxman, A. electromagnetic waves 
Waxman, A. solid -state devices 
Weokliem, H. A. properties, molecular 
Wehner, R. mathematics 
Wehner, R. properties, atomic 
Weinstein, H. computer storage 
Williams, R. properties, chemical 
Wojtowicz, P. J. mathematics 
Wojtowicz, P. J. properties, magnetic 
Zaininger, K. H. circuits, integrated 
Zaininger, K. H. radiation effects 
Zaininger, K. H. soild -state devices 
Zernik, W. properties, molecular 

RCA VICTOR COMPANY, LTD. 

Bachynski, M. P. electromagnetic waves 
Bochynski, M. P. plasma physics 
Chisholm, K. G. television broadcasting 
Gibbs, B. W. electromagnetic waves 
Gibbs, B. W. plasma physics 
Graf, K. A. antennas 
Graf, K. A. plasma physics 
Graf, K. A. electromagnetic waves 
Jassby, D. L. antennas 
Jassby, D. L. plasma physics 
Komlos, S. G. spacecraft 
Komlos, S. G. transmission lines 

SYSTEMS ENG. EVALUATION & RES. 

Bernie, J. D. space navigation 
Breckman, J. space navigation 

WEST COAST DIVISION 

Levy, D. circuits, integrated 
Paolantonio, A. control systems 

Patents Granted 
OTO RCA ENGINEERS 

As REPORTED By RCA DOMESTIC 
PATENTS, PRINCETON 

ELECTRONIC COMPONENTS 
AND DEVICES 

High Power, High Frequency Transistor -H. 
Becke, E. F. Cave, D. Stolnitz IECD, Som) 
U.S. Pat. 3,355,636, November 28, 1967 

Cathode Ray Tube Screen with Color Areas of 
Differing Contours -D. J. Donahue, A. E. 
Harady (ECD, Lane) U.S. Pat. 3,354,341, 
November 21, 1967 

Wire Combing -J. Swyt (ECD, Hr) U.S. Pat. 
3,352,331, November 14, 1967 

Semiconductor Device -D. H. Rauseher (ECD, 
Som) U.S. Pat. 3,349,474, October 31, 1967 

Low Dark Current Photoconductive Device -W. 
M. Kramer (ECD, Lane) U.S. Pat. 3,350,595, 
October 31, 1967 

Latched Ferrite Circulators -W. W. Siekano- 
wicz, W. A. Schilling, I. Bardash (ECD, Pr) 
U.S. Pat. 3,350,663, October 31, 1967 

Indium Doped Pickup Tube Target -R. L. Van 
Asselt ECD, Lane) U.S. Pat. 3,350,591, Oc- 
tober 31, 1967 

Electron Multiplier Dynode Having an Aperture 
of Reduced Secondary Emission -D. F. Batt - 
son (ECD, Lane) U.S. Pat. 3,346,752, Octo- 
ber 10, 1967 

Transistor Protection Circuit for Radio Trans - 
mitter-S. J. Matyckas (ECD, Som) U.S. 
Pat. 3,345,570, October 3, 1967 

BROADCAST COMMUNICATIONS 
PRODUCTS DIVISION 

Electron Gun for Use in a Cathode Ray Tube 
Exhibiting Enhanced Electron Emission-J. W. 
Coleman (BCD, Cam) U.S. Pat. 3,355,618, 
November 28, 1967 

System for Regulating Focus Current and Volt- 
age in a Television Camera -W. J. Cosgrove 
I BCD, Cam) U.S. Pat. 3,355,621, November 
28, 1967 

Motion Picture Apparatus with Magnetic and 
Optical Sound Reproducing Means -B. F. 
Floden (BCD, Cam) U.S. Pat. 3,352,975, 
November 14, 1967 

Counter Circuit -F. I. Johnson (BCD, Cam) 
U.S. Pat. 3.351,781, November 7, 1967 

Phase Comparator Using Bistable and Logic 
Elements -R. R. Brooks (BCD, Cam) U.S. 
Pat. 3,328,688, June 27, 1967 (assigned to 
U.S. Gov't) 

A.C. Meter Having Temperature Compensated 
Rectifiers Biased or Linear Operation -H. 
Groot IBCD, Cam) U.S. Pat. 3,329,896, July 
4, 1967 (assigned to U.S. Gov't) 

RCA LABORATORIES 

Integrated Logic Arrays Employing Insulated - 
Gate Field- Effect Devices Having a Common 
Source Region and Shared Gates -J. W. 
Tuska ILabs, Pr) U.S. Pat. 3,355,598, No- 
vember 28, 1967 

Insulated -Gate Field Effect Triode with an In- 
sulator Having the Same Atomic Spacing as the 
Channel -H. Johnson (Labs, Pr) U.S. Pat. 
3,355,637, November 28, 1967 

Memory Using Charge Storage Diodes -M. M. 
Kaufman (Labs, Pr) U.S. Pat. 3,355,720, 
November 28, 1967 

Information Storage -J. R. Burns (Labs, Pr) 
U.S. Pat. 3,355,721, November 28, 1967 

Light Frequency Shifter -D. J. Blattner (Labs, 
Pr) U.S. Pat. 3,353,896, November 21, 1967 

Oxide Bonded Semiconductor Wafer Utilizing 
Intrinsic and Degenerate Material -J. A. 
Amick (Labs, Pr) U.S. Pat. 3,354,354, No- 
vember 21, 1967 

Element and Apparatus for Generating Co- 
herent Radiation -Z. J. Kiss (Labs, Pr) U.S. 
Pat. 3,354,406, November 21, 1967 

Associative Memory with Sequential Multiple 
Match Resolution -R. O. Winder (Labs, Pr) 
U.S. Pat. 3,354,436, November 21, 1967 77 

www.americanradiohistory.com

www.americanradiohistory.com


Cryoelectric Circuits -R. A. Gange (Labs, Pr) 
U.S. Pat. 3,354,441, November 21, 1967 

Signaling Loop Including Railroad Tracks -G. 
W. Gray (Labs, Pr) U.S. Pat. 3,353,018. 
November 14, 1967 

Parametric Subharmonic Oscillator -J. C. Mil- 
ler, A. W. Lo (Labs, Pr) U.S. Pat. 3,351,771, 
November 7, 1967 

Computer System Employing Specialized In- 
struction Execution Units -S. Y. Levy (Labs, 
Pr) U.S. Pat. 3,351,918, November 7, 1967 

Spin Wave Traveling Wave Amplifiers -B. 
Vural (Labs, Pr) U.S. Pat. 3,350,656, Octo- 
ber 31, 1967 

Flexible Logic Circuit Utilizing Field Effect 
Transistors and Light Responsive Devices -R. 
A. Powlus (Labs, Pr) U.S. Pat. 3,348,064, 
October 17, 1967 

Electrostatic Recording Element -H. G. Greig 
(Labs, Pr) U.S. Pat. 3,346,381, October 10, 
1967 

Dark Current Reduction in Photocondective Tar- 
get by Barrier Junction Between Opposite Con- 
ductivity Type Materials -J. Dresner (Labs, 
Pr) U.S. Pat. 3,346,755, October 10, 1967 

Raster Distortion Correction -W. H. Barkow 
(Labs, Pr) U.S. Pat. 3,346,765, October 10, 

1967 

Laser System Employing Means with No Mov- 
ing Paris for Producing an Angularly Rotatable 
Beam of Coherent Light -H. R. Lewis (Labs, 
Pr) U.S. Pat. 3,344,365, September 26, 1967 

Magnetic Shift Register -G. R. Briggs (Labs, 
Pr) U.S. Pat. 3,344,414, September 26, 1967 

Magnetic Shift Register -G. R. Briggs (Labs, 
Pr) U.S. Pat. 3,344,415. September 26, 1967 

Simple Method of Making Photovoltaic Junc- 
tions-S. G. Ellis (Labs, Pr) U.S. Pat. 
3,340,599, September 12, 1967 

Meetings 
JAN. 16 -18: Reliability Symposium, G -R, 
ASQC, et al, Sheraton Boston Hotel, 
Boston, Mass. Prog. Info.: V. R. Mon- 
show, Astro Elec. Div., RCA, P.O. Box 
800, Princeton, N.J. 

JAN. 25 -27: The Mathematical Asso- 
ciation of America, Fifty -first Annual 
Meeting, San Francisco Hilton, San 
Francisco, Calif. Prog. Info.: Harry M. 
Gehman, Executive Director, SUNY at 
Buffalo, Univ. of Buffalo, Buffalo, New 
York. 

JAN. 28 -FEB. 2, 1968: Winter Power 
Meeting, G -P, Statler Hilton Hotel, 
New York, N.Y. Prog. Info.: IEEE Head- 
quarters, Technical Conf. Services, 345 
E. 47th St., New York, N.Y. 10017. 

FEB, 13 -15, 1968: Aerospace & Elec- 
tronic Systems Winter Convention 
(WINCON), G -AES, L.A. Council, 
International Hotel, Los Angeles, Calif. 
Prog. Info.: IEEE Headquarters, 345 
E. 47th St., New York, N.Y. 

FEB. 14 -16, 1968: Intl Solid State Cir- 
cuits Conference, SSC Council, Phila. 
Section, Univ. of Penna., Univ. of 
Penna. & Sheraton Hotel, Phila., Penna. 
Prog. Info.: R. L. Petritz, Texas Inst. 
Inc., P.O. Box 012, Dallas, Texas. 

FEB. 28 -MAR. I, 1968: Scintillation & 

Semiconductor Counter Symp., G -NC, 
U.S. Atomic Energy Comm., NBS, 
Shoreham Hotel, Washington, D.C. 
Prog. Info.: W. A. Higinbotham, 
Brookhaven Nat'l Lab., Upton, New 
York. 

MAR. 18 -21, 1968: IEEE International 
Convention & Exhibition, IEEE, Coli- 
seum & N.Y. Hilton Hotel, New York, 
N.Y. Prog. Info.: J. M. Kinn, IEEE, 345 
E. 47th St., New York, N.Y. 

MAR. 27 -28, 1968: IEEE /ASME Joint 
Railroad Conference, G -IGA, ASME, 
Conrad Hilton Hotel, Chicago, Illinois. 
Prog. Info.: IEEE Headquarters, 345 

78 E. 47th St., N.Y., N.Y. 

HOME INSTRUMENTS DIVISION 

Synchronous Demodulators -G. E. Kelly (HI, 
CH) U.S. Pat. 3,351,708, November 7, 1967 

Color Demodulators-L. A. Cochran, J. A. 
Konkel I HI, Indpls) U.S. Pat. 3,351,709. 
November 7, 1967 

Color Television Kinescope Ultor Voltage Regu- 
lator Utilizing a Voltage Dependent Resistor in 
the Control Grid Circuit of the Regulator Triode 
-A. H. Rickling (HI, Indpls) U.S. Pat. 
3,350,599, October 31, 1967 

Electrical Circuit Employing an Insulated Gate 
Field Effect Transistor Having Output Circuit 
Means Coupled to the Substrate Thereof -D. 
J. Carlson, G. E. Theriault (HI, Pr) U.S. 
Pat. 3,348,062, October 17, 1967 

Regulated Voltage Supplies for Cathode Ray 
Tube Systems -J. Stark, Jr. (HI, lndpls) 
U.S. Pat. 3,346,763, October 10, 1967 

FM Detector System Suitable for Integration in 
a Monolithic Semiconductor Body -J. Avins 
(HI, Som) U.S. Pat. 3,355,669, November 
28, 1967 

MISSILE & SURFACE RADAR DIVISION 

Digital Storage and Generation of Video Sig - 
nals-D. A. Cole. C. R. Corson, A. C. Stocker 
MSR, Mrstn) U.S. Pat. 3,345,458, October 

3, 1967 

Cryogenic Analog -to- Digital Converter -C. J. 
Hughes, M. J. Campanella (MSR, Mrstn) 
U.S. Pat. 3,327,303, June 20, 1967 

Antenna -E. O. Johnson (MSR, Mrstn) 
U.S. Pat. D209,147, November 7, 1967 

ADVANCED TECHNOLOGY 

Electronic Switching System Utilizing Delay 
Means for Switching Transient Elimination - 
J. T. Heizer, F. E. Shashoua (AT, Cam) 
U.S. Pat. 3,346,702, October 10, 1967 

Electrostatic Printing Process Wherein Develop- 
ment is Achieved by Sequential Application of 
Carrier Liquid and Developer Particles -P. E. 
Wright (AT, Cam) U.S. Pat. 3,343,956, Sep- 
tember 26, 1967 

Helical Scan Transducer Apparatus Utilizing 
Time Sharing Head to Minimize Distortion dur- 
ing Edge Changeover -F. E. Shashoua (AT, 
Cam) U.S. Pat. 3,352,977, November 14. 
1967 

ELECTRONIC DATA PROCESSING 

Flexible Type Mounts in High Speed Printing 
Machines -A. A. Sariti (EDP, Cam) U.S. 
Pat. 3,353,482, November 21, 1967 

First Stroke Locator for a Character Reader - 
H. B. Currie (EDP, Cam) U.S. Pat. 
3,349,372, October 24. 1967 

Character Reader that Quandrantizes Charac- 
ters-E. C. Ross (EDP, Cam) U.S. Pat. 
3,348,200, October 17, 1967 

Buffer -F. E. Brooks (EDP, Cam) U.S. Pat. 
3,348,209, October 17, 1967 

Lamp Driver Circuits -N. R. Stewart (EDP, 
Pennsauken) U.S. Pat. 3,346,770, October 
10, 1967 

Tape Reel Servo -G. V. Jacoby (EDP, Cam) 
U.S. Pat. 3,345,008, October 3, 1967 

Magnetic Tape Cartridge Changing Mechanism 
-W. Deighton, A. G. Caprio (EDP, Cam) 
U.S. Pat. 3,343,687, September 26, 1967 

PROFESSIONAL MEETINGS 

DATES AND DEADLINES 
Be sure deadlines are met- consult your Technical Publications Admin- 
istrator or your Editorial Representative for the lead time necessary to 
obtain RCA approvals (and government approvals, if applicable). Re- 
member, abstracts and manuscripts must be so approved BEFORE send- 
ing them to the meeting committee. 

APR. 3 -5, 1968: Intl Magnetics Confer- 
ence (INTERMAG), G -MAG, Sheraton 
Park Hotel, Washington, D.C. Prog. 
Info.: J. M. Lommel, Gen'I Elec. Res. 

& Dev. Ctr., P.O. Box 8, Schenectady, 
N.Y. 

APR. 9 -II, 1968: International Sympo- 
sium on Pulse -Rate and Pulse Number 
Signals in Automatic Control, Ameri- 
can Society of Mechanical Engineers. 
Prog. Info.: United Engineering Center, 
345 E. 47th St. New York, N.Y. 

APR. 9 -11, 1968: National Telemeter - 
ing Conference, G -AES, G -Com- Tech., 
Shamrock Hilton Hotel, Houston, Texas. 
Prog. Info.: IEEE Headquarters, 345 

E. 47th St., New York, N.Y. 

APR. 17 -19, 1968: Southwestern IEEE 

Conf. & Exhibition (SWIEEECO), Re- 

gion , Houston Cony. & Exh. Ctr., 
Sheraton Lincoln Hotel, Houston, Texas. 
Prog. Info.: J. V. Leeds, Jr., Rice Univ., 
P.O. Box 1892, Houston, Texas. 

APR. 23 -26, 1968: Cybernetics Confer- 
ence, German Sec. of IEEE, DGK, NTG, 
Munich, F. R. Germany. Prog. Info.: 
H. H. Burghoff, 6 Frankfurt Main 70, 

F. R. Germany, Stresemann Allee 2, 

VDE -Haus. 

MAY I, 1968: The American Society of 
Mechanical Engineers, Automatic Con- 
trol Division, Winter Annual Meeting. 
Prog. Info.: Prof. R. E. Goodson, 

School of Mechanical Engineering, 
Purdue University, Lafayette, Ind. 

MAY 5 -9, 1968: The Electrochemical 
Society, Statler -Hilton Hotel, Boston, 
Mass. Prog. Info.: Electrochemical So- 
ciety, 30 East 42nd St., New York, N.Y. 

MAY 6 -7, 1968: Human Factors in Elec- 
tronics Symposium, G -HFE, Marriott 
Twin Bridges Motor Hotel, Washington, 
D.C. Prog. Info.: H. P. Birmingham, 
U.S. Naval Res. Lab., Code 5120, 
Washington, D.C. 

JUNE 17 -19, 1968: The American Society 
of Mechanical Engineers, Automatic 
Control Division, Third IFAC /IFIP Sym- 
posium on the State of the Art in the 
Use of Digital Computers in the Con- 
trol of Processes, Systems, Machines, 
Toronto, Canada. Prog. Info.: United 
Engineering Center, 345 E. 47th St., 
New York, N.Y. 

JUNE 20 -21, 1968: The American Society 
of Mechanical Engineers, Automatic 
Control Division, Second Systems Engi- 
neering Symposium on Optimal Systems 
Planning, Cleveland, Ohio. Prog. Info.: 
United Engineering Center, 345 E. 47th 
St., New York, N.Y. 

JUN E 26 -28, 1968: The American Society 
of Mechanical Engineers, Automatic 
Control Division, JACC, University of 
Michigan, Ann Arbor, Michigan. Prog. 
Info.: United Engineering Center, 345 

E. 47th St., New York, N.Y. 

AEROSPACE SYSTEMS DIVISION 

Two Card Detector -L. W. Bleiman (ASD, 
VanNuys) U.S. Pat. 3,354,273, November21, 
1967 

Slide Bearing Employing a Fluorocarbon Lubri- 
cant-A. Lichowsky (ASD, VanNuys) U.S. 
Pat. 3,350,143, October 31, 1967 

Logic Gate Oscillator -W. Henn (ASD, Burl) 
U.S. Pat. 3,350,659, October 31, 1967 

ASTRO- ELECTRONICS DIVISION 

Vehicle Identification Apparatus -G. W. Gray 
(AED, Pr) U.S. Pat. 3,351,938, November 
7. 1967 

SEMICONDUCTOR DIVISION 

Semiconductor Device Assemblage having Two 
Convex Tabs -P. C. Baumann (SD, Findlay, 
0) U.S. Pat. 3,355,635, November 28, 1967 

Method of Stabilizing Semi- Conductor Devices 
having Exposed Suraces of a Hydrophilic Oxide 
-M. A. Polinsky, G. F. Damon (SD, Som) 
U.S. Pat. 3,352,712, November 14, 1967 

RCA VICTOR CO., LTD. 

Diode -Capacitor Bit Storage Circuit -R. J. 
Clark (RCA Vic Ltd, Montreal, Can) U.S. 
Pat. 3,355,723, November 28, 1967 

Ferroelectric Switching Circuits -E. Fatuzzo 
I RCA Labs Ltd, Zurich, Switz) U.S. Pat. 
3,354,442, November 21, 1967 

Ferroelectric Circuit Element Material and 
Transducer Utilizing Same -R. Nitsche (RCA 
Labs, Ltd, Zurich, Switz) October 17, 1967 

NEW BUSINESS PROGRAMS 

Substantially Linear Output Gage Device -W. 
R. Murphy (Industrial S. Auto Prod, Ply- 
mouth, Mich) U.S. Pat. 3,344,527, October 
3, 1967 

Calls For Papers 
APR. 3 -5, 1968: 9th Symposium, Engi- 
neering Aspects of Magnetohydrody- 
namics, University of Tennessee Space 
Institute, ASME, IEEE, AIAA. Deadline 
Info. (now) to: L. E. Ring, Program 
Chairman, MHD Symposium, ARO, Inc., 
Arnold Air Force Station, Tennessee. 

MAY 5 -10, 1968: SMPTE 103rd Technical 
Conference, Century Plaza Hotel, Los 
Angeles, Calif. Deadline Info.: SMPTE 
Headquarters, Att.: 103rd Conference, 
9 East 41st Street, New York, N.Y. 

MAY 8 -10, 1968: Electronic Components 
Technical Conference, G -PMP, EIA, 
Marriott Twin Bridges Motor Hotel, 
Washington, D.C. Deadline Info.: 
1/30/68 (papers) to: F. M. Collins, 
Speer Res. Lab., Packard Rd., & 47th 
St., Niagara Falls, N.Y. 

MAY 14 -17, 1968: Intl Quantum Elec- 
tronic Conference, G -ED, G -MTT, 
JCQE, AIP, Everglades Hotel, Miami, 
Florida. Deadline Info.: 1/8/68 (sum.) 
to: R. W. Terhune, Ford Motor Co., 
Detroit, Michigan. 

MAY 20 -22, 1968: Int'l Microwave Sym- 
posium, Howard Johnson Motor Lodge, 
Detroit, Michigan, G -MTT. Deadline 
Info.: 1/8/68 (abst. & sum.) to: G. 1. 

Haddad, Univ. of Mich., Dept. of E.E., 
Ann Arbor, Michigan. 

JUNE 23 -28, 1968: Summer Power Meet- 
ing, Sherman House, Chicago, Illinois, 
G -P, Deadline Info.: 2/9/68 (papers) 
to: IEEE Headquarters, 345 E. 47th St., 
New York, N.Y. 

JUNE 25 -28, 1968: Conf. of Preci- 
sion Electromagnetic Measurements, 
Boulder, Colorado. Deadline Info.: 
2/12/68 (abut. & sum.) to: Donald D. 
King, Aerospace Corporation, P.O. Box 
95085, Los Angeles, Calif. 

AUG. 27 -29, 1968: ACM National Con- 
ference and Exposition, Las Vegas, 
Nevada. Prog. Info.: Marvin W. Ehlers 
Program Committee Chairman, Ehlers, 
Maremont & Co., 57 W. Grand Ave., 
Chicago, Illinois. Deadline Info.: 
3/1/68 (paper) to: Marvin W. Ehlers. 
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Engineering NEWS and HIGHLIGHTS 

NEW ENGINEERING APPOINTMENTS AT AED 
C. S. Constantino, General Manager, Astro- 
Electronics Division recently announced the 
following appointments: Dr. Richard B. 
Marsten, Chief Engineer and Dr. Warren 
P. Manger, Manager, Advanced Systems and 
Technology. 

Dr. R. B. Marsten 

Dr. Marsten received the SB and SM in 
Electrical Communications in 1946 from the 
Massachusetts Institute of Technology, and 
the PhD in Electrical Engineering from the 
University of Pennsylvania in 1951. Since 
1946, Dr. Marsten has worked as a research 
assistant, consultant engineer, and university 
professor. While associated with L.F.E., the 
Allen B. DuMont Laboratories, Polarad 
Electronics Corp., and Air Associates, his 
work was concentrated in the areas of 
microwave, communications, and display de- 
sign and development. Upon joining RCA 
in 1956, he participated in a wide variety of 
successful programs in sophisticated radar 
design, and integration and application of 
advanced electronic techniques. Dr. Marsten 
has been with the Astro- Electronics Division 
since 1961. During this time, he was as- 
signed the management responsibility for 

ABOUT THIS ISSUE 

Our thanks go to M. G. Pietz, J. Fried- 
man, C. W. Sall, and G. D. Smoliar for 
their efforts in the early planning, ex- 
pediting, and coordinating of this issue 
of the RCA ENGINEER. 

DR'S CHANG AND NICOLL 
NAMED FELLOWS AT LABS 

Dr. Kern K. N. Chang and Dr. Frederick H. 
Nicoll have been named Fellows of the 
Technical Staff of RCA Laboratories, Prince- 
ton, N.J. In making the announcement, Dr. 
James Hillier, Vice President, RCA Labora- 
tories, said the Fellow designation is com- 
parable to the same title used by universities 
and technical societies. It is given by RCA 
in recognition of sustained technical con- 
tribution in the past and in anticipation of 
continued technical contribution. 

LICENSED ENGINEERS 
H. Russell, DEP -ASD, PE- 21504, Mass. 
D. J. Ettelman, DEP -AED, PE- 10834, N.J. 
C. F. Rose, HI, PE- 12619, Indiana 
W. R. Murphy, I &AP, PE- 16336, Michigan 
J. Cordora, DEP -AED, PE- 002250E, Penna. 

the Spacecraft Electronics Department. In 
1964, this responsibility was expanded to 
include spacecraft camera systems and 
equipments. Dr. Marsten is an associate 
fellow of the AIAA, Chairman -Elect of its 
National Technical Committee on Commu- 
nication Systems, and member of its Publi- 
cations Committee. In 1966, Dr. Marsten as 
Program Chairman of the AIAA Communi- 
cations Satellite Systems Conference, edited 
the book Communications Satellite Systems 
Technology. He was invited in 1967 by the 
National Academy of Sciences to participate 
in its space application study at Woods Hole 
where he served as deputy to the chairman 
of the panel on broadcasting. He is also a 
senior member of the IEEE. 

Dr. Manger received an SB degree in 
Mechanical Engineering in 1943 and a PhD 
in Mathematics in 1949, both from MIT. 
Dr. Manger joined RCA as an engineering 
manager in 1958 at essentially the same time 
that the Astro- Electronics Division was 
formed. For the first few years he was re- 
sponsible for thermal design, attitude con- 
trol, and various system engineering aspects 
of the TIROS program. In 1960 he was given 
additional responsibilities for overall space- 
craft systems engineering and design, in- 
cluding space power engineering, structural 
design, and materials engineering. His 
groups spearheaded the development of 
magnetic methods of attitude control, and 
later the Stabilite stabilization method - 
techniques which have played a key role in 
many AED spacecraft and in current proj- 
ects. In 1965 Dr. Manger became Manager 
of Systems Engineering and Advanced Proj- 
ects within the Engineering Department 
with responsibility for direction of systems 
engineering activities on proposals, studies, 
and hardware programs. Dr. Manger is a 
co- author of "Theory of Servomechanisms," 
(Chapter IV of Volume 25) of the Radiation 
Laboratory Series. 

CONTENTS: DEC. 1967 RCA REVIEW 
The Acoustoelectric Effects and the Energy 

Losses by Hot Electrons. Part Ill -Some As- 
pects of the Large Signal Acoustoelectric Ef- 
fects, ... A. Rose 

Practical Aspects of Injection Laser Communi- 
cation Systems, . W. J. Hannan, J. Bor - 
dogna, and D. Karlsons 

Adaptive Detection with Regulated Error Prob- 
abilities, ... H. M. Finn 

Effect of Noisy Synchronization Signals on 
Communication Systems Performance, . . . 

A. B. Glenn and G. Lieberman 
The Simulation of Time -Dispersed Fading Chan- 

nels, ... L. W. Martinson and J. E. Courtney 
Polycrystalline II -VI Films: Deposition Methods 

and Physical Properties, . . . F. V. Shallcross 
A Sytems Look at Satellite -Borne High Resolu- 

tion Radar, ... J. S. Greenberg 
Coplanar Contact Gunn -Effect Devices, 

R. Dean, J. F. Dienst, R. Enstrom, and A. 
Kokkas 

GaAs] -.Px Injection Lasers, . J. I. Pankove, 
H. Nelson, J. J. Tietjen, I. J. Hegyi, and 
H. P. Maruska 

The Origin of Photoelectrons in the Silver - 
Oxygen- Cesium Photocathode, . . . A. H. 
Sommer 

An Improved Cassegrain Monopulse Feed Sys- 
tem, . .. C. E. Profera, Jr. and L. H. Yorinks 

The RCA REVIEW is published quarterly. Copies 
are available in all RCA libraries. Subscription 
rates are as follows (rates are discounted 20% 
'or RCA employees): 

DOMESTIC FOREIGN 
I -year $4.00 $4.40 

2 -year 7.00 7.80 
3 -year 9.00 10.20 

STAFF ANNOUNC ñMENTS 

By action of the Board of Dis actors of Radio 
Corporation of America at is meeting on 
November 2, 1967, Robert W. Sarnoff will 
become Chief Executive Officer of RCA, 
effective January 1, 1968. Mr. Sarnoff will 
continue as President and Chief Administra- 
tive Officer of RCA. 

Robert W. Sarnoff, President, announced 
the following changes in executive responsi- 
bilities: C. M. Odorizzi is Senior Executive 
Vice President, Services, and is responsible 
for the RCA Service Company, RCA Com- 
munications, Inc., RCA Parts and Acces- 
sories, and the Hertz Corperation. W. W. 
Watts is Senior Executive Vice President, 
Defense and Commercial Systems, and is 
responsible for Defense Electronic Products 
and the Broadcast and Communications 
Products Division. D. L. Mills is Senior Exec- 
utive Vice President, Consumer Products 
and Components, and is responsible for the 
RCA Victor Home Instruments Division, the 
RCA Sales Corporation, Electronic Compo- 
nents and Devices, the RCA Victor Distribu- 
ting Corp., the RCA Victor F ecord Division, 
and the RCA Magnetic Products Division. 
J. B. Farese is Executive Vice President, 
Electronic Components and Devices, report- 
ing to Mr. Mills. J. R. Bradburn is Execu- 
tive Vice President, Information Systems, 
and is responsible for Electronic Data Pro- 
cessing, EDP Service, and the Graphic Sys- 
tems Division. 

W. W. Watts, Group:xecutive Vice 
President, announced that A. K. Weber, 
Vice President, will be on he staff of the 
Group Executive Vice President. In his new 
post, Mr. Weber will perform special assign- 
ments at the direction of the Group Execu- 
tive Vice President, and in addition, will 
have responsibility for community relations 
activities in the greater Camden area. 

W. W. Watts, Group :xecutive Vice 
President, appointed I. K. Kessler Division 
Vice President, Defense Elec ronic Products. 
Mr. Kessler will be responsit le for the direc- 
tion of the operating divisio.ss and the staff 
of Defense Electronic Products. 

W. W. Watts, Group Executive Vice 
President, appointed J. M. Hertzberg Divi- 
sion Vice President, Internat_onal Communi- 
cations Projects. Mr. Hertzberg will be 
responsible for planning and coordinating 
interdivisional product and systems pro- 
grams in the communications field on a 
global basis. 

I. K. Kessler, Division Vice President, 
Defense Electronic Products. announced the 
following appointments in Defense Elec- 
tronic Products: J. R. McAllister is ap- 
pointed General Manager, Aerospace Sys- 
tems Division ; S. N. Lev is _appointed Divi- 
sion Vice President and General Manager, 
Communications Systems Division; S. Stern- 
berg is appointed General Manager, West 
Coast Division. 

H. J. Wall, Chief Engineer, Aerospace 
Systems Division, Defense Electronic Prod- 
ucts, announced the following new appoint- 
ments in the Engineering Department: D. J. 
Cushing, Manager, Systems Support Engi- 
neering; and E. M. Stockton, Manager, 
Automatic Test Equipment Engineering. 
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STAFF ANNOUNCEMENTS (con't) 

P. E. Seeley, Manager, Advanced Systems 
and Technology, Aerospace Systems Divi- 
sion, Defense Electronic Products, an- 
nounced the organization of the Advanced 
Systems and Technology Activity as follows: 

E. Kornstein, Manager, Optical Physics 
Techniques; R. B. Merrill, Manager, Sys- 
tems Development; W. P. Peyser, Manager, 
Microelectric Techniques; and H. Loge - 
mann, Manager, Sensor Techniques. 

R. S. Holmes, Division Vice President, 
Medical Electronics, appointed P. Green- 
berg Manager, Product Assurance. 

J. Hillier, Vice President, RCA Labora- 
tories, Research and Engineering, announced 
the organization of the RCA Laboratories as 
follows: A. N. Curtiss, Staff Vice President, 
Administration; H. W. Leverenz, Staff Vice 
President, Research and Business Evalua- 
tion; J. A. Rajchman, Staff Vice President, 
Data Processing Research; W. M. Webster, 
Staff Vice President, Materials and Device 
Research; A. A. Barco, Staff Advisor; L. R. 
Day, Director, Special Development Proj- 
ects; K. H. Fischbeck, Manager, Graphic 
Systems Applied Research Laboratory; L. S. 
Nergaard, Director, Microwave Research 
Laboratory; K. H. Powers, Director, Com- 
munications Research Laboratory ; H. Ros- 
enthal, Manager, Technical Administra- 
tion; and C. P. Smith, Director, Consumer 
Electronics Research Laboratory. 

W. M. Webster, Staff Vice President, 
Materials and Device Research, RCA Lab- 
oratories, Research and Engineering, an- 
nounced the organization of Materials and 
Device Research as follows: G. B. Herzog, 
Director, Process Research and Develop- 
ment Laboratory; H. R. Lewis, Director, 
Electronic Research Laboratory ; F. D. Rosi, 
Director, Materials Research Laboratory; 
and W. M. Webster, Acting Director, Data 
Processing Applied Research Laboratory. 

W. M. Webster, Acting Director, Data 
Processing Applied Research Laboratory, 
RCA Laboratories, Research and Engineer- 
ing, announced the organization of the Data 
Processing Applied Research Laboratory as 
follows: N. L. Gordon, Head, Programming 
Research; B. J. Lechner, Head, Peripheral 
Equipment Research; M. H. Lewin, Head, 
Digital Systems Research; D. A. Ross, 
Head, Electronic Printing Research; and 
R. A. Shahbender, Head, Magnetic Mem- 
ories Research (temporary assignment). 

J. A. Rajchman, Staff Vice President, 
Data Processing Research, RCA Labora- 
tories, Research and Engineering, an- 
nounced the organization of Data Processing 
Research as follows: S. Amore!, Head, 
Computer Theory Research; L. L. Burns, Jr., 
Head, Computer Optical Devices Research; 
and R. A. Shahbender, Head, Computer 
Digital Devices Research. 

D. J. Donahue, Manager, Solid State and 
Receiving Tube Division, Electronic Compo- 
nents and Devices, announced the organiza- 
tion of the Solid State Operations Depart- 
ment as follows: R. M. Cohen, Manager, 
Special Engineering Programs; R. J. Hall, 
Manager, Solid State Signal Device Manu- 
facturing; R. L. Klem, Manager, Operations 
Planning and Services; and R. H. Pollack, 
Manager, Solid State Engineering. 
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LES FLORY IS ED REP FOR 
MEDICAL ELECTRONICS 

Leslie E. Flory has been appointed RCA 
ENGINEER Editorial Representative for Medi- 
cal Electronics. Mr. Flory has been Chief 
Scientist with Medical Electronics since its 
formation earlier this year. Mr. Flory re- 
ceived the BS in Electrical Engineering at 
the University of Kansas in 1930. From 
1930 to 1942, he was a member of the 
Research Division of RCA Manufacturing 
Company, Camden, N. J. In 1942, he trans- 
ferred to RCA Laboratories Division, Prince- 
ton, N. J., continuing his work in TV pickup 
tubes, including image tubes and sensory 
devices. From 1964 to 1967, Mr. Flory was 
leader of the special systems research group 
of the AED Physical Research Laboratory. 
He has published numerous articles and has 
forty U.S. Patents. Mr. Flory is a Fellow of 
the IEEE ; a Member of SMPTE; and is the 
Secretary General of the International Fed- 
eration for Medical and Biological Engi- 
neering. 

IEEE COMMUNICATIONS CONFERENCE 
Preliminary plans for the 1968 IEEE Inter- 
national Conference on Communication were 
discussed recently by David Shore, Chief 
Engineer, DEP, and Chairman of the operat- 
ing committee. Mr. Shore's committee in- 
cludes John H. Gager, General Electric, 
Treasurer; T. T. N. Bucher, RCA, Secretary ; 

Lewis Winner, Consultant, Conference Man- 
ager; Robert S. Carruthers, IT &T Corp., 
Technical Program; C. Raymond Kraus, 
Consultant, Vice Chairman; and Henry G. 
Sparks, University of Pennsylvania, local 
arrangements. 

Also on the committee are Sol Zebrowitz, 
Philco -Ford, IEEE Philadelphia Section; 
Joseph G. Mullen, RCA, exhibits ; Richard 
Guenther, RCA, Vice Chairman; Edward A. 
Fasko, G.E., international arrangements; 
John H. Gayer, GE, Treasurer; Howard A. 
Bond, Philco -Ford, local arrangements; C. 
Williamson, AT &T, banquet; Amose E. 

Joel, Bell Telephone Co., IEEE Comtect 
Group and M. Keith Wilder, RCA, IEEE 
Philadelphia Section, are sponsor represen- 
tatives. 

The conference will take place on June 
12 -14, 1968, at the Sheraton Hotel in Phila- 
delphia. 

25th ANNIVERSARY OF THE TWT 

On November 16, 1967, Dr. Rudolph Kompf- 
ner, one of the originators of the traveling - 

wave tube, was given a plaque commemorat- 
ing the 25th anniversary of this occasion. 
This plaque was presented by the Microwave 
Tube Operations Department, Industrial 
Tube Division, EC &D, Harrison, N.J. -H. J. 
Wolkstein 

ACHIEVEMENTS CITED 
R. J. McEvoy, D. Staiman, R. D. Wattis, and 
R. J. Wimberger of the Missile and Surface 
Radar Division were cited for their perfor- 
mance during the second quarter of 1967. 
The four engineers and their wives were 
honored at a luncheon and received refer- 
ence texts of their choice and desk plaques. 

At the Astro- Electronics Division, L. 

Freedman was named Engineer of the 

Month for September, 1967, and J. Fagan 
was the Engineer of the Month for October. 
In addition to receiving a certificate and a 
check to be used to purchase technical 
books, these engineers and their wives were 
honored at a luncheon. 

PROFESSIONAL ACTIVITIES 
Aerospace Systems Division, Burlington, 
Mass. John S. Furnstahal has been elected 
to the flight testing committee of the Aero- 
space Industries Association. 

Arthur W. Sinkenson has been elected to 
the electronic materials and processes com- 
mittee of the Aerospace Materials Division 
of the Society of Automotive Engineers. 

Melvin M. Miller has been listed in the 
1968 -1969 edition of Who's Who in the East. 
This eleventh edition contains a list of 
biographies of those "Who contributed to 
the development of the Eastern United 
States or Canada." 

Don Buch was on the service publications 
committee and program manager for the 
October 25 -26 meeting of the AIA.-D. B. 
Dobson 
Astro- Electronics Division, Princeton, N. J. 

F. J. Yannotti has been appointed na- 
tional chairman for the technical program 
on space environment for the Institute of 
Environmental Sciences. Mr. Yannotti is 
also the session chairman of the facilities 
design committee for the IES. J. McClana- 
han is the alternate session chairman of the 
facilities design committee. D. Hartenbaum 
was named the historian of the Mid- Atlantic 
chapter of the Institute of Environmental 
Sciences. 

S. H. Durvani was appointed to the Edu- 
cational Committee of the Princeton, N. J., 
section of the IEEE. S. Weisberger 
Broadcast and Communications Products 
Division, Camden, N. J. H. S. Wilson, Engi- 
neering Manager, Microwave Engineering, 
served as chairman for a panel discussion on 
"New Developments in Microwave Commu- 
nications Systems. " -K. C. Shaver 

Henry M. Kozanowski was appointed to 
the Board of Governors representing the 
Eastern Region of the Society of Motion 
Picture and Television Engineers. 
Communications Systems Div., Camden, N.J. 

The EWS Session at the national meeting 
of the IEEE Industry and General Applica- 
tions Group in Pittsburgh on October 3 took 
the form of a skit illustrating by bad exam- 
ple and humor how to make a good technical 
presentation. Jim Lufkin, of Honeywell, Inc., 
Minneapolis, wrote the playlet and also 
played the part of a Project Engineer. Bob 
McGahey of Westinghouse in Pittsburgh 
played a Chief Engineer; Stan Higgins of 
Westinghouse, Pittsburgh was an Editor, 
and Wes Fields of RCA, Camden, N. J., 
played a "nervous speaker. " -C. W. Fields 

Electronic Data Processing, Camden, N. J. 
Paul Duke, Methods Analyst /Program- 

mer, Engineering, gave an address on behalf 
of the Philadelphia Regional Blind Veteran's 
Association at a testimonial given to the 
President's Advisory Commission on Vet- 
eran's Affairs at the Sheraton Hotel in 
Philadelphia on September 23, 1967. -G. D. 
Smoliar 
Graphic Systems Division, Dayton, N. J. 

GSD has begun a series of courses in 
FORTRAN programming. The instructor is 
Hugh W. Stewart, Sr. Mbr., Tech. Staff. The 
first course provides engineers with a work- 
ing knowledge of FORTRAN; the second, in 
January, is for administrative personnel, and 
the third, in March, is for persons with no 
prior familiarity with computers. -J. Gold 
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Editorial Representatives 
DEFENSE ELECTRONIC PRODUCTS 

Aerospace Systems Division 
D. B. DOBSON° Engineering, Burlington, Mass. 

West Coast Division 
R. J. EI.I.is° Engineering, Van Nuys, Calif. 

Astro- Electronics Division 
I I. NI. GURIN ° Engineering 
I. SEIDEMAN Advanced Development and Research, and 
S. WEISBERGER Equipment Engineering, Princeton, N. J. 

Missile L Surface Radar Division 
T. C. GREENE° Engineering, .11aorestotcn, N. J. 

Communications Systems Division 
F. D. WurrmORE° Engineering Camden, N. J. 
C. W. FIELDS Technical Communications, Camden, N. J. 
H. GOODMAN Engineering, Camden, N. J. 
M. P. ROSENTHAL Systems Labs., New York, N. Y. 

Defense Engineering 
M. G. PIErL° Advanced Technology, Camden, N. J. 
I. FEINSTEIN Defense Microelectronics, Somerville, N. J. 
H. EPsTEmr Systems Engineering, Evaluation, and Research, 

Moorestown, N. J. 
J. E. FRIEDMAN Advanced Technology, Camden, N. J. 
J. R. HENDRICKSON Central Engineering, Camden, N. J. 

BROADCAST AND COMMUNICATIONS 
PRODUCTS DIVISION 
D. R. PRATT° Chairman, Editorial Board, Camden, N. J. 
N. C. Corm, Mobile Communications Engineering, 

Meadow Lands, Pa. 
C. E. HIrrLE Closed Circuit TV & Film Recording Dept., 

Burbank, Calif. 
R. N. HURST Studio, Recording, & Scientific Equip. 

Engineering, Camden, N. J. 
K. C. SHAVER Microwave Engineering, Camden, N. J. 
R. E. WINN Brdest. Transmitter & Antenna Eng., 

Gibbsboro, N. J. 

NEW gS PROGRA', 

L. F. JONES Engineering, New Business Programs, 
Princeton, N. J. 

MEDICAL ELECTRONICS 

L. FLORY Advanced Research and Development, Trenton, N. J. 

ELECTRONIC ROCESSING 

G. SMOLIAS° Chairman, Editorial Board, Camden N. J. 
G. PAFF Palm Beach Engineering, Wed Palm Beach, Fla. 

GRAPHIC SY DIVISION 

J. CoLO° Engineering, Princeton, N. J. 

RCA LABORATORIES 

C. W. SALL° Research, Princeton, N. J. 

RC4 VICTOR COMPANY, LTD. 

W. A. CHISHOLM° Research & Eng., Montreal, Canada 

ELECTRONIC COMPONENTS AND DEVICES 

C. A. MEYER° Chairman, Editorial Board, Harrison, N. J. 

Solid State and Receiving Tube Division 
M. B. ALEXANDER Solid State Power Device Engrg., 

Somerville, N. J. 
R. W. MAY Commercial Receiving Tube and 

Semiconductor Engineering, Somerville, N. J. 
I. H. KALISH Solid State Signal Device Engrg., Somerville, N. J. 
J. KOFF Receiving Tube Operations, Woodbridge, N. J. 
K. LOOFBURROW Semiconductor and Conversion Tube 

Operations, Mountaintop, Pa. 
R. J. MASON Receiving Tube Operations, Cincinnati, Ohio 
J. D. YOUNG Semiconductor Operations, Findlay, Ohio 

Television Picture Tube Division 
J. H. LIPSCOMBE Television Picture Tube Operations, 

Marion, Ind. 
E. K. MADENFORD Television Picture Tube Operations, 

Lancaster, Pa. 

Industrial Tube Division 
J. M. FORMAN Power Tube Operations and Operations Svcs., and 
R. L. KAUFFMAN Conversion Tube Operations, 

Lancaster, Pa. 
H. J. WOLKSTEIN Microwave Tube Operations, 

Harrison, N. J. 

Memory Products Division 
G. R. KORNFELD Memory Prcducts Dept., Needham, Mass. 

Technical Programs 
D. H. WAMSLEY Engineering, Harrison, N. J. 

RCA VICTOR HOME INSTRUMENTS 

K. A. CHITTICx° Chairman, Editorial Board, Indianapolis, Ind. 
D. J. CARLSON Advanced Devel. 
R. C. GRAHAM Radio "Victrola" Product Eng. 
P. G. MCCABE TV Product Eng. 
J. OSMAN Electromech. Product Eng., and 
L. R. WOLTER TV Product Eng., Indianapolis, Ind. 
R. F. SHELTON Resident Eng., Bloomington, Ind. 

RCA SERVICE COMPANY 
B. AAno er EDP Svc. Dept. 
W. W. COOK Consumer Products Svc. Dept. 
L. H. FErrER Govt. Svc. Dept. 
M. G. GANDER° Consumer Product Administration, and 
K. HAYWOOD Tech. Products, Adm. & Tech. Support, 

Cherry Hill, N. J. 
W. R. MACK Missile Test Project, Cape Kennedy, Fla. 

RCA COMMUNICATIONS, INC. 
M. L. HUTCHINS° RCA Communications, Inc., New York, N. Y. 

RCA VICTOR RECORD DIVISION 
M. L. WHITEHURST Record Eng., Indianapolis, Ind. 

NATIONAL ' nCASTING COMPANY, INC. 
W. A. HowARU° Staff Eng., New York, N. Y. 

RCA INTERNATIONAL DIVISION 
C. A. PASSAVANT° Clark, N. J. 

RCA INSTRUCTIONAL SYSTEMS 

M. W. NACHMAN° Palo Alto, Calif. 

FUTURE ISSUES 

The next issue of the RCA ENGINEER empha- 
sizes Broadcast and Communications Products. 
Some of the topics to be covered are: 

New motion picture equipment 
TV transmitters 
Signal processing equipment 
Mobile Communications equipment 
Single -sideband techniques and equipment 
Microwave relay systems 
Improving automatic sensitivity in color TV film 

cameras 

Discussions of the following themes are 
planned for future issues: 

Graphic Systems and Devices 
Automatic Testing 
Alan- Machine Alliances in Engineering 
Electron Tubes: Conversion, Power, Color TV 
Interdisciplinary Aspec's of Modern Engineering 
New RCA Computers 
Laser Devices and Systems 

° Technical Publication Administrators. 
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