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Our cover combines radar's past and present. The large circle is a pian-
position indicator showing a number of targets. Starting at the top center of
the cover, we have: the trace of the first radar echo bounced off the moon; a
face of the AN/SPY-1 phased-array radar system; the AN/FPQ-6 instrumen-
tation radar; Dr. lrving Wolff performing radar experiments atRCA's Camden
plant in the 1930s; Hulsmeyer's German and British radar patents from the
early 1900s (surrounding modern electronic hybrid microcircuits);
Guglielmo Marconi, inventor of the “wireless,” shown in two views; a three-
dimensional plot of a radar antenna pattern; Heinrich Hertz, who showed that
electromagnetic energy could be reflected; an integrated circuit; and Nicola
Tesla, who first proposed the practical use of radio waves for detecting
objects.

Cliff Winner, from Missile and Surface Radar, Moorestown, N.J., painted the
watercolor for our cover.
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The radar business—25 years later

Twenty-five years ago, RCA dedicated its new plant in Moorestown on what had formerly been a highly
productive asparagus field. This expansion of facilities represented RCA management’s long-term investment
in the vital field of radar engineering. In his dedicating speech, W. Walter Watts, then Vice President, RCA
Technical Products, stated:
“Radar is but one fast-moving frontier in the amazing science of electronics, which daily brings us new
wonders in such fields as television, ‘electronic brain’ computers, communicalions, industrial products
and controls, and sound recording and reproduction. As in these other fields, we have only scratched the
surface of radar’s potential services.”

That perception has proved to be well-founded. Initially, straightforward applications of traditional radar
technology yielded a solid business base in neatly packaged user areas (e.g., the range instrumentation radar
“product line”). With the passage of time, technological advances blurred the earlier distinctions between
radars, computers, and communications. More importantly, the emphasis shifted from separate electronic
“black boxes"” to integrated electronic systems. in many cases, radar became the heart of such systems.

At the same time that our customers were demanding ever-increasing levels of performance from radar
systems, they have had less money to spend. Thus, “Design to Price” has become a necessity rather than justa
slogan.

Today we stand astride a radar technology with capabilities that were beyond conception when Moorestown
opened its doors in 1953. Now we can cover the skies from horizon to horizon, detecting, tracking, identifying,
and countering everything that moves. Non-military applications also abound, for we can measure ocean wind
currents, predict crop yields, and measure soil conditions and potential drought areas all over the world—all
with radar. Truly there is reason for pride in accomplishment among radar developers.

And uneasiness, as well. Radar users are becoming increasingly aware of how diverse technologies could
converge to extend and expand radar’s capabilities. We can be certain that some user, somewhere, is already
making far-reaching assumptions on future radar applications. Almost as certainly, some industrial or
academic laboratory is nurturing a germ of an idea that will ultimately make these assumptions a reality.

So today the business outlook for radar is as robust as it was 25 years ago. The pattern that has characterized
radar development in recent years seems certain to continue. Our challenge is to assure that RCA remains a
leader by stimulating and supporting the groundwork of today that will anticipate and satisfy the requirements
of the future. Clearly it is a challenge of major proportions.

But it's more fun than growing asparagus.

_ e Bl

Max Lehrer

Division Vice President and General Manager
Missile and Surface Radar

Moorestown, N.J.




Radar—it's changed from this

to this

and this
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How do RCA’s information sources rate?
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coming up

Our next issue {Apr/May) covers the software explosion and how it is affecting the
traditional hardware-oriented engineer. OQur anniversary issue (Jun/Jul) traditionally
covers the year's most significant technological events at RCA—digitai television, SOS
tech | videodi: Y. and more.
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about this issue...
Radar technology
today—
perplexity in
Wonderland

Part of the wonder and fascination of radar is that it can do
so much. In something like 40 years, defense es-
tablishments all over the world have come to depend on it
more and more—originally as a sometimes-reliable sensor,
and more recently as a key controlling element in major
defensive systems. Today, space-age radars routinely
identify, track, and analyze virtually everything in earth
orbit.

But the non-military applications of radar are even more
exciting. Radar is everywhere—as a bulwark of air traffic
control, in marine navigation (including more and more
pleasure boats), in assessing soil conditions and crop
harvests on an international scale, measuring and plotting
terrain features and sea states, and even (as detailed herein)
as a tool in the basic steel-production process. Perhaps the
best evidence of acceptance is the introduction of the word
“radar” into the vocabulary of the consumer products
market.

This kind of application explosion didn't just happen. It
represents, instead, a studied and imaginative application
of modern technology to exploit the intrinsic potential of
radar. Practically everything has been tossed into the pot—
a broader slice of the electromagnetic spectrum, the
wonders of solid-state devices and circuit miniaturization,
and the entire range of computer elements. In essence, the
continuing growth of radar derives directly from
technological diversity.

This kind of diversity, of course, begets complexity. And
another name for complexity is perplexity—for the layman
who is struggling to understand, and even to a degree for
the trained engineer who knows the basics but is uncertain
about how all the peripherals work. The pace of radar
development in recent years has opened a very real chasm
between the conceptual simplicity and elegance of radar
technology and the ability of the average engineer to feel
comfortabie with it.

Astated goal of the RCA Engineer is to help bridge this gap.
And this issue represents an honest, if modest, attempt to
make some of the technology of modern radar under-

standable both to those who are interested but not directly
involved and to those who are involved, but on the fringes.

Accordingly, the papers in this issue are not about RCA
products for the most part. Neither do they describe
everything that is new and good in the field, either in
applications or in the technology.

What this issue does offer is a thorough-going primer on
radar operation (Barry Fell, p. 14), some interesting
historical background and personal reminiscences (Tom
Greene, p. 6, and Irv Wolff, p. 11), a summary of where we
stand today technologically (Art Robinson, p. 25), and a
working-level treatise on the explosion in signal and data
processing (Walt Weinstock, p. 32). The remaining papers
form a montage of some of the work going on in RCA
today—from feeds and antennas, to solid-state switching
and amplification, to the dark arts of balancing analog and
digital processing techniques, to a few special examples of
radar applications.

In summary, although this issue is certainly not com-
prehensive, it gives a feeling for what radar is all about
today. If you see something that interests you and would
like to learn more about it, please call one of the authors.
They are all articulate and enthusiastic. If you're looking for
something and don't see it here, several of the papers
include fairly extensive references on specific subjects. And
if you're still curious, the following brief bibliography lists a
number of recent papers on radar by RCA authors.

Don Higgs

Technical Publications Administrator
Missile and Surface Radar
Moorestown, NJ

Ed. Note: Don Higgs presented the idea for the radar issue to the
RCA Engineer Planning Board in June 1976. He then guided it
through several levels of planning and pushed it to its final steps—
working personally with most of the authors through rough drafts,
rewrites, and approvals. The quality of the result speaks for itself.

Ed Burke, our Consuiting Editor at MSR, provided the graphic
treatment for Don's Editorial Input.
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The early days of radar

T.G. Greene

Although the first radar patents were filed in the early 1900s

and working systems existed in the 1920s, World War || was
the real driving force behind radar development.

Ed. Note: This short history does not attempt to be all-
inclusive; it is part of a more complete radar history,
consisting of about fifty wall panels being prepared by
Tom Greene for display in the corridors of RCA’s
Moorestown plant. Space constraints have excluded
credit to many radar workers within and outside of RCA;
we have also stopped our history just after the end of
World War ll, when large-scale radar-based defense
systems entered the scene.

Tom Greene’s role here has been that of acollectorand
editor, rather than as an author. He is deeply indebted to
the good memories and collecting habits of the many
GSD engineers who helped on this project, as well as
those engineers who long ago had the foresight to write
thorough final engineering reports on their projects.

Professor Heinrich Hertz in Germany
demonstrated experimentally in 1885 that
66-centimeter radio waves could be formed
into beams and that solid objects would
reflect them. When the identity between
light and radio waves was established, it
became clear that a radio wave reflected
back on itself would create a wave-
interference pattern, and that this pattern
would in itself be evidence of the reflecting
object.

This wave-interference detection method,
the forerunner of the pulse method, was
reported by various groups of workers in
widely different applications, in the early
1920s, both in the United States and
abroad.

When Hertz demonstrated that
electromagnetic waves could be reflected
by solid objects, he was far ahead of his
time in the science of radio-location. It
remained for Nicola Tesla to recognize and
to point out the practical application of the
radio “echo,” so vital in the Second World
War. Describing his 1889 method and
transmission of wireless energy in Century
Magazine (June, 1900} he wrote:

“Exactly as with sound, so an electrical
wave is reflected, and the same evidence
which is afforded by an echo is offered by
an electrical phenomenon known as a “stationary’’ wave -
that is, a wave with fixed nodal and ventral regions. Instead
of sending sound-vibrations toward a distant wall, | have
sent electrical vibrations toward the remote boundaries of
the earth, and instead of the wall the earth has replied. In
place of an echo | have obtained a stationary electrical wave
- a wave reflected from afar.

Stationary waves . mean something more than
telegraphy without wires to any distance . . . For instance, by
their use we may produce at will, from a sending station, an
electrical effect in any particular region of the globe; we may
determine the relative position or course of a moving object,
such as a vessel at sea, the distance traversed by the same,
or its speed.”
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Fig 1

In 1903 Christian Hilsmeyer experimented with radio
waves reflected from ships. He obtained patents in several
countries the following year for his obstacle detector and
ship navigational device. His scheme was demonstrated to
the German Navy but failed to develop interest because the
maximum range of detection was only about one mile using
the technology available at the time.

Hiilsmeyer recognized the problems of stabilizing a highly
directional beam on a rolling, pitching naval vessel and
provided some correction for this in his British patent
entitled “Hertzian-wave Profecting and Receiving Apparatus
Adapted to Indicate or Give Warning of the Presence of a
Metallic Body, such as a Ship or a Train, in the Line of
Projection of such Waves.”
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! At the Naval Aircraft Radio Laboratory at Anacostia, D. C.,

‘ Dr. A. Hoyt Taylor and Leo C. Young were conducting radio
field strength measurements when they observed that a ship

| passing through a high-frequency field affected the

‘ performance of the receiver. In September 1922, they
suggested the use of this interference effect for the

| detection of ships.

|

1925  Measuring the ‘ionosphere'

The first reported use of pulsed radio energy to measure
distance was that of Gregory Breit and Merle Tuve of the
Carnegie Institute in Washington, D.C. Reporting on their
basic scientific investigation in the Physical Review in 1926,
they described successful efforts to measure the height of
the conducting layers in the ionosphere, using interrupted
trains of waves (ICW) and an oscillograph to record the
echos. Several organizations and amateurs assisted in their
experiment. Arrangements were made to transmit from

1930 Young and Hyland

1924 Watson-Watt and the RAF

Beginning studies on mechanical direction finders in 1919,
Robert Watson-Watt developed a cathode-ray direction
finder in 1928 capable of locating thunderstorms out to 400
miles and in azimuth to 1° With his wife Lady Margaret
Robertson Watt as his principal laboratory assistant, he
began major research on airplane radio-location in 1935. in
1940-41 the Germans, continually encountering
concentrated RAF fighter opposition to their bombing raids,
assumed the British had large numbers of fighter planes. At
that time woefully weak in fighter craft, Britain was able to
vector those they had to the German attackers by using
Watson-Watt's equipment.

When Robert Watson-Watt was knighted on King George
VI's birthday in 1942, he was identified merely as “a pioneer
in radio location.” When war security restrictions were later
lifted. he finally received credit for his principal role in
developing Britain's radar, credited equally with the RAF in
winning the Battle of Britain.

NRL's station NKF, Bellevue, Anacostia, D.C.,
Westinghouse's station KDKA in Pittsburgh, RCA's station
WSC in Tuckerton, NJ, and the Bureau of Standards’ WWV
in Washington, D.C. Their superheterodyne receiver, located
at NRL, used type 201A tubes produced by RCA. The
summary of the detailed 21-page paper cited above
reported that the hypothesis of an ionized upper layer of the
atmosphere was correct and that its height varies from 50 to
130 miles.
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Leo C. Young and L. A. Hyland, engineers at the Naval Research Laboratory
(successor to the Naval Aircraft Radio Laboratory), were experimenting with
short-wave direction finding. Hyland noted trouble with the performance of the
equipment in the form of occasional violent signal fluctuations. He was ready to
return his “balky” receiver to the laboratory for overhaul when he observed that
the signal fluctuations occurred only when an airplane flew overhead. Hyland
wrote a memo describing this method of detecting aircraft to Dr. Taylor
(mentioned earlier). who reported it in a letter to the Chief. Bureau of
Engineering, on November 5, 1930. A development program started
immediately.

Taylor. Young and Hyland received a patent on a ""System for Detecting Objects
by Radio” for their NRL work on cw wave-interference radar.




Radar research and development were carried on exclusively by the military services
until RCA entered the field in 1932, when a group of engineers under the direction of
Dr. Irving Wolff began work in the microwave field. Although RCA began radar research
and development with marine and aircraft navigation and collision prevention
applications in mind, the military applications of radar soon became evident and work
with both the Army and Navy followed. (His accompanying article describes this early
work more completely.)

By 1937 RCA had developed pulse ranging equipment which could determine the
range of a target with considerable accuracy over short distances and obtain reflections
from targets at greater distances. A radio detection and ranging equipment installed on
the roof of one of the RCA buildings in Camden, New Jersey, was the first microwave
pulse radar system in the United States, and probably the world. The antenna was
designed with directional characteristics and mounted so that it could be rotated. A
cathode-ray tube was employed as an indicator in the receiver output circuit. One
coordinate on the indicator tube screen showed distance and a second coordinate
showed angle. The skyline of Philadelphia was plotted. and vessels plying the river
about two miles distant were located.

1937 RCA began work on the

in 1937, the first equipment developed by the Signal Corps was demonstrated at
Ft. Monmouth to the Army Chief of Staff. “General Malin Craig was sold when
he saw we were able to keep a plane flying overhead in the beam of a searchlight
directed by the radar position finder.”

Colonel William Blair did not receive a patent covering the invention until 1957,
after special legislation was passed permitting the filing after the legal time fimit
had expired. Col. Blair could not file until 1945 due to wartime secrecy. His pulse
echo system used a single transmitter and receiver to determine distance and
direction. The system credited to Sir Robert Watson-Watt of England required
two receivers.

_ Commercial radar for the Navy |

1939
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development of the CXZ, a shipborne °

equipment for detection and ranging,
operating at 475 MHz. A single cabinet
housed the transmitter, modulator, and
pulse generator, and also served as a
pedestal for the antenna array. This was
the first shipborne radar designed by a
commercial firm to be installed on a
Navy ship, the USS Texas.

At the same time a radar operating at
200 MHz was developed at the Naval
Research Laboratories and placed on
the USS New York. Comparative tests
of the two equipments showed that the
RCA unit had superior definition, while
the NRL version gave longer range. A
model incorporating the best points of
each was designed and RCA received a
production contract for six units
designated Model CXAM.
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RCA’s production contract for six CXAM radars was
followed by a contract for fourteen additional equipments
known as Model CXAM-1.

The Model CXAM was the first radar produced for the Navy
by a commercial firm. It was an air search instrument
providing range and bearing information, and was designed
for installation on aircraft carriers, battleships, and cruisers.
The first of these equipments was installed on the flagship
USS Augusta in June, 1941. At the time of our entry into
World War 1l, the twenty sets installed on the most
important ships of the fleet were the only radars in use by
the Navy.

An officer serving on the USS California reported using
CXAM 1 equipment successfully for navigational purposes
on a fogbound trip from Seattle to San Francisco.




1941

High-production shipborne radar

The SA (Shipborne, Surface and Air Search Radar) was
developed to provide early warning and keep track of surface
vessels and aircraft targets. It also proved useful as a
navigation aid. The Model SA was intended for installation
on destroyers and destroyer escorts. Development started in
April 1941 and the first model was delivered in September.
Production - started immediately after the Pearl Harbor
attack: 1565 sets of the Model SA series were produced by
RCA at Camden. This was the largest quantity of this type of
equipment produced by any one manufacturer during the
war.

1943

RCA engineers cooperated with the U.S. Navy's
Bureau of Ordnance and the Office of Scientific
Research and Development in the development of
the proximity fuze for use in rotating projectiles
such as field artillery or antiaircraft shells. This
fuze was designed to burst in the vicinity of the
target, within the fragmentation area of the shells,
making it as effective as a direct hit.

Known officially as the VT fuze, it was unknown to
all but a few military officials, scientists, and
engineers until the war was over. To the factory
workers, it was a mysterious project known as
Madam X. Five and one-half million fuzes {more
than half those supplied to the armed forces
between October, 1942 and war's end) were
assembled at RCA’s Camden, New Jersey and
Bloomington, Indiana plants.

The VT fuze was enclosed in the nose of the
projectile. A conical metal cap on the tip acted as

H igh-frequency radar

an antenna. It continuously radiated high-
frequency energy in a beam roughly matching
the fragmentation pattern of the projectile. When
a portion of the radiated field encountered a
target, the antenna loading varied, which in turn
changed the plate current of the oscillator. This
change was detected and amplified enough to
start a thyratron tube conducting and so actuated
the detonator in the projectile. A special wet
battery, in which the electrolyte was contained in
a glass ampule, supplied the electrical energy. The
shock of firing broke the ampule and the spinning
of the projectile distributed the -electrolyte
through the battery cells. The fuze required the
designing of miniature tubes and associated parts
sturdy enough to withstand not only the terrific
impact when the gun was discharged, but also the
centrifugal force of the shell’'s high-speed
spinning.
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The Model SR-2 shipborne surface and air surveillance radar
was designed to incorporate the experience gained on all
previous search radars to provide long-range warning for
large ships.

Coordinated design began in October 1943 and the first
production model was shipped to NRL for test in April 1945.
Two sets were delivered and installed aboard the USS
Midway and the USS Franklin D. Roosevelt before World
War Il ended. A total of 18 sets were produced by RCA
before the program was cancelled at war’'s end. Operating at
a higher frequency than the SA, the SR-2 had a longer range
and supplied more accurate range and bearing data than
earlier shipborne search equipment. The antenna structure
was made of stainless steel to avoid corrosion problems
experienced with former search arrays.



Late in 1945 the U.S. Army Signal Corps began a program to determine whether
radar signals could be reflected from the moon and what use might be made of
them.

Two antenna ‘mattresses’” of the type used on the Army SCR-270-271 radar
were assembled together at Evans Signal Laboratory in Belmar, NJ. The
resulting array of 64 dipoles, about 40 feet square, was supported on a 100-foot
tower. Because the antenna could rotate in azimuth only, observations were
restricted to a relatively short time near moonset and moonrise.

On January 10, 1946, the first echoes from the moon were obtained at
moonrise. One of the earliest photographs from these experiments, that of an
echo at moonrise on January 22, 19486, is shown on the sweep of a conventional
type-A radar oscilloscope. At about 2-1/2 seconds after the first pulse was
transmitted, a vertical deflection of the trace occurred — the pulse returned from
the moon had been received. This became the most widely published cathode-
ray tube trace in history.
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The Bumblebee contract was one of the earliest examples of an integrated radar
system. The system did far more than detect targets. The contract was initiated
to have RCA support the U.S. Navy and their systems contractor, the Applied
Physics Laboratory of the Johns Hopkins University. RCA’s task included:
“Research and development work . . . carried on in connection with electronic
guidance equipment for guided missiles . . .. Special emphasis shail be placed on
the development of radar equipment to track enemy targets and to guide these
(Bumblebee) missiles to the targets.”

The significant feature of this contract for RCA was that it led into the entire
instrumentation radar business for the corporation: AN/FPS-16, AN/MPS-25,
AN/FPQ-4, AN/FPQ-6, AN/TPQ-18, CAPRI, and AN/MPS-36.
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Author Greene holding a
prototype four-horn monopulse
feed for the Apolio LM rendez-
vous radar.

Tom Greene’s long association with radar began in 1942,
when he tested SA, SD, and Mark 11 radars for RCA in
Camden. He worked on the AN/FPS-16, Talos, BMEWS,
and DAMP programs at MSR and later served as Manager
of Proposals and Contract Reports there. He is now an
instructor for PRICE, RCA’s cost-predicting model, and is
also responsible for PRICE documentation.
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PRICE Systems

Government Systems Division
Cherry Hill, N.J.
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Radio Vision—

the early days of radar at RCA

RCA’s involvement in radar started as an attempt to find an

application for microwaves.

Finding work for microwaves

When radar development was first undertaken, mostly
by various military establishments, in the middle 1930s,
the carrier frequency used for the transmission was
several hundred MHz at the high end. It wasn’t until
compactness and greater directivity indicated the use of
a basically higher carrier frequency, and a powerful
pulsed magnetron was developed in England, that work
on microwave radar started in the early 1940s at M.I.T.
Radiation Laboratory.

Irving Wollff initiated the program of microwave research at RCA
dsscribed in this article that eventually led to the production of
radar equipment. He became Director of the Radio Tube Research
Laboratory in 1946 and was Vice President, Research, RCA
Laboratories from 1954 until his retirement in 1959.

Contact him at:

111 Red Hill Rd.
Princeton, N.J. 08540
609-924-3252

Author Wolft checking early radar equipment on the roof of
Building 5 in Camden during the 1930s.

1. Wolff

In RCA, one might say that we had the cart before the
horse. In the early 1930s radar, we called it Radio
Vision, was initially developed to find an application for
microwaves some seven vyears before microwaves
became the backbone of radar.

About 1932 publications were appearing, originating in
Germany and Japan, relating to developments of
microwave magnetrons. Research was also reported at
the University of Michigan. This seemed to be a fruitful
area for RCA research, and with the approval of Dr. E.
W. Engstrom. Manager of Research, we initiated a pro-
gram to develop a 3000-MHz system. Dr. E. G. Linder
was recruited from Cornell to undertake a magnetron
development. The receiver we used first was an old-
style silicon-crystal type.

By 1934, work had progressed sufficiently to have an
operating transmitter-receiver system and RCA
demonstrated the equipment at several IRE meetings
during that year. At that time, the possibility of reflecting
sharp beams of microwaves from metal objects and
ionized gases was shown.

The Signal Corps was excited by these demonstrations
and invited us to bring the equipment to Navesink Light
at Sandy Hook, N.J. to test the range of the apparatus as
a communication set. We were very thankful for this
invitation because the location for distance tests was
much better than any we had in Camden. The
transmitter site was at an altitude of 250 feet
overlooking New York Bay and there was a clear range
over New York harbor of more than 15 miles. The
transmjssion tests were quite successful, giving a range
as great as line-of-sight.

From our standpoint the most significant experiment
was an attempt to obtain a reflection from a boat
entering New York harbor. The channel was about one-
half mile from the transmitting-receiving location and
we were elated to receive reflected signals from a ship
passing through the channel. Some water tanks on
shore at about the same distance were also good
targets.



Pulse radar

Our equipment at this stage used audio modulation of
the transmitter; three-foot parabolic dishes on both
transmitter and receiver obtained directivity. Thus, only
the azimuth of the reflecting object was determined. The
success of the reflection experiments at the Signal
Corps Laboratory changed the orientation of our
research from the possible application for radio relaying
to use as a navigation instrument. For most effective
application in navigation, however, distance as well as
azimuth information would be required, leading us to
start a project for pulse modulation of the transmitter
and pulse amplification in the receiver. We aimed for a
pulse of less than one microsecond duration to obtain
satisfactory distance resolution.

RCA’s Camden plant was the site of early radar experiments.

Apparatus with such pulse modulation was constructed
in 1938 and the equipment was placed on the roof of
Camden’s Building 5 for tests. The receiving equipment
was later modified to substitute a superregenerative
magnetron for the crystal or detector. We were able to
pick up and follow the ferry boats and other shipping in
the Delaware River as well as the trains on the elevated
line on the Philadelphia side of the river.

At first, we had only a distance trace on the scope with a
vertical blip showing the distance of the reflecting
object. It was not long, however, before we tied the
position of the antenna to the horizontal trace, the time
after pulsing of the transmitter to a vertical trace. and
the pulse signal to the grid, giving what is now called B
scan.

In considering this development, it is interesting to think
about the debt we owed television in what we were
doing. If it had not been for the television research it is
doubtful that we would have had the tubes to amplify
the short puises and the cathode ray tubes on which to
show the return signals. These pieces of equipment are
so commonplace now that it is easy to forget that they
were new developments at that time.

How our radio-vision equipment could have been
developed to have a commercial application is anyone’s
guess. We had in mind using it as a navigation aid
installed on ships, and with additional refinement it
might well have gone in that direction.

A series of plane crashes gave radar development a push.

However, a seemingly more important commercial need
took precedence and changed the direction of our
research sharply. Shortly before the time when the
successful tests described above were made, there had

been a series of very bad airplane crashes into moun-
tains. At a high-level meeting held to discuss the lack
of progress that RCA had made toward securing
leadership in aviation radio, it was suggested that
adopting our radiovision equipment to airborne use as a
collision preventive could give us a big boost with the
airline industry. This was the kind of imaginative
technological advance using radio techniques that
appealed to General Sarnoff, and we were directed to
see what we could do.

The project, initiated in the spring of 1937, was oriented
to the development of airborne equipment which would
warn pilots of the approach to mountains and other
aircraft. Owing to the instability, research nature, and
antenna bulk at that time, a practical airborne system
seemed doubtful until microwave components had gone
through a development phase. Hence, the highest
frequency which could be used with existing
commercially available components, 500 MHz, was
chosen for the radio frequency of the airborne
equipment. We did not have manpower available to
continue research on both the existing 3000-MHz
project and the new airborne unit, so the former was
temporarily set aside.

In the latter part of 1937, the new equipment was
installed in RCA’s Ford Trimotor airplane and numerous
flight tests were made during the ensuing year. Targets
were the Catskill Mountains and the Alleghenies of
Pennsylvania. Two antenna systems were employed. To
get a signal from potential obstacles in front of the
airplane, we used an inverted "V’ type antenna installed
along the length of the Ford airplane. A dipole antenna
under the plane obtained the altitude signal. With the
airplane in level flight at the height of the mountain top,
signals were received at a distance of about 5 miles. If
the airplane were 1500 to 2000 feet above the moun-
tain no signal was visible. The signal picked up from
the ground reflection on the dipole altitude antenna was
always visible. Other airplanes flying up to one-half mile
directly in front of our radar-equipped plane could be
detected. This was probably the first successful airborne
radar equipment flown anywhere.

It had been our intention to give public demonstrations
of our apparatus, as well as a modification of it for
shipboard use to guard against collisions with other
ships and obstacles such as icebergs. But once more,
our plans had to suddenly change. By the late 1930s,
war clouds were thickening in Europe and the military
personnel who were shown the equipment and results
immediately clamped a lid of secrecy on it and gave us
contracts to develop apparatus for their use. Thereafter
we became essentially a government contractor.

In summary, some seven years after it had been first
undertaken, our microwave research led indirectly to




first development, and later manufacturing, contracts for
various types of radar apparatus for the military. Directly
related to the airborne equipment which was
demonstrated was a search radar using a Yagi antenna
mounted on the wing of PBR flying boats and a high-
altitude altimeter to aid in accurate high-altitude
bombing.

It was entirely fortuitous that we just happened to have
something very much needed by the military at the right
time and it is interesting to speculate as to what might
have happened if war had not been on the horizon.
Assuredly, military application had not been our
objective when we started the microwave research, or
even when “Radio Vision” was well along. One can
certainly say that progress in development and
manufacture would have been much slower without the
impetus of R&D funds and the urgency of equipment for
a war.

FM radar

This, so far, has been the story of our early pulse radar.
However, “circumstance of location” led us into another
use of reflected radio waves using frequency modulation
cf the carrier (now known as fm radar).

At about the time we were making the flight tests in the
Ford Trimotor, a young man contacted our patent
department and said that he had some equipment to
demonstrate. C. D. Tuska and | went to look. This was
the “circumstance of location” referred to above. If the
young man, Royden Sanders, had not happened to live
close to Camden, it is very doubtful that RCA wouid
have undertaken any fm radar research at that time.

While a sophomore at engineering college, and unaware

. of the Bell Laboratories fm radar work, Sanders

independently developed the concept of fm radar and
left college to work on his idea. We were familiar with
the Bell Laboratories work and noted that he
appreciated some of the factors which limited accuracy
and had taken steps to make needed improvements in
his development. We were sufficiently impressed to
offer to buy whatever improvement patents he might
obtain and to give him a chance to proceed with his
development in RCA. This proved to be a wise decision.
Sanders turned out to be a prolific and determined
inventor as well as a sound engineer with a great
dedication to fm radar.

RCA’s fm-radar altimeter was very accurate at low altitudes.

In due course, a development model of an altimeter was
built and demonstrated to the military services. This
altimeter was not competitive with our high-altitude
bombing puise altimeter, since the pulse unit was most
useful at then high altitudes such as ten to twenty
thousand feet, where the ambiguity caused by pulse

length was not of primary importance. On the other
hand, the fm unit was most useful at low altitudes even
down to fifty feet or less. When the fm altimeter was put
into production, some tens of thousands were produced
and, most unusually, the same apparatus was
standardized for the US Navy, the Air Force, and the
British. The production demands and timing were too
great for RCA to handle alone, so two additional
manufacturers were recruited to build the same unit.

The fm-radar altimeter proved to be most useful over
water, where its exceptional low-altitude performance
could be well put to use. As a next step, the output was
tied in with the aircraft altitude control to set the altitude
automatically. Since the output of the fm altimeter is
most readily a current proportional to altitude, this step
was not too involved, at least to the extent of getting
adequate control signal from the altimeter.

The next step was a single radar that provided altitude, distance,
and speed of approach.

Although it was obvious that the fm radar signal
contained the information for determining the distance
to the reflecting object, it was not generally appreciated
that it also contained information on the speed of
approach to the reflector. Sanders appreciated that
where there was relative motion between the radar and
the reflector, the sum of the up-sweep and down-sweep
output frequencies gave a signal proportional to
distance, whereas the difference was proportional to
speed of approach to the reflector. Thus, the information
required to drop a bomb in level flight over water,
namely altitude, distance, and speed of approach to
target, were all available from one instrument. One
antenna pointed forward to get the target information
and a second antenna pointed downward to obtain
altitude measurement.

Equipment for dropping bembs automatically was
constructed and numerous flight tests were made
dropping water bombs against the lighthouses in
Delaware Bay. Fortunately, none of the numerous
fishermen in small boats in the river was ever hit.

A final step was to adopt the equipment to automatic
bomb release in other than level flight. Before the more
sophisticated development could be completed and put
into production, though, the war was over.

This completes the story of the early days of radar
(Radio Vision) in RCA, a project which was initiated to
develop equipment and study applications of
microwaves, and ended by supplying search radar, radio
altimeters, and automatic bomb-dropping research and
apparatus to a military at war.

Reprint RE-23-5-2|Final manuscript received September 8, 1977.
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An introduction to radar concepts

B. Fell

Radar is basically simple—transmitting a pulse of microwave

energy at a target and timing the reflected return. But the
radar designer must produce equipment that can also detect
the valid signals in.a noisy environment, separate target
signals from clutter, and avoid antenna-induced errors.

The origins of radar (RAdio Detection And Ranging) science are
obscure, since early attempts to detect objects with radio waves
ended either in failure or uncertainty as to the usefulness of this
phenomenon. As discussed in Skolnik,' although pulsed radar
was used as early as 1925 to investigate the ionosphere,” the
earliest radars used to detect aircraft were bistatic continuous
wave (cw) systems.

Early radars were used to detect the presence of targets but, as
pulsed radar techniques were developed, radars were able to
determine target slant range, angle, and rate of change of slant
range with respect to the radar.

With the advent of short-wavelength radar (= | cm to 3 cm) and
miniaturization of electronic components, radar was placed
aboard aircraft. Present-day airborne radar is used for avoiding
collisions with other aircraft, determining aircraft altitude,
locating areas of extreme turbulence, such as weather fronts and
thunderstorms, and controlling onboard weapon systems, such as
guns or missiles.

The primary military use of radar during the 1950s was to detect
and help identify aircraft. Two North American air-defense
systems built at that time were the U.S.-Canadian DEW (distant
early warning) Line along the arctic circle and the U.S. SAGE
(semi-automatic ground environment) radar net within the
continental United States.

The Soviet Union’s launching of Sputnik I in October 1957 called
for the development of high-power, land-based, long-range radar
that could probe the environs of outer space. The U.S. Ballistic
Missile Early Warning System (BMEWS) and the Space Detec-
tion and Tracking Network (SPADATS) were developed and
deployed over the last 20 years to answer ballistic-missile and
satellite-defense problems.

Pulsed-radar functions are also being performed by optical
systems, made possible by the development of the pulsed laser
over the past 15 years. Optical radar is sometime referred to as
ladar (LAser Detection And Ranging).’

Table | indicates the standard frequency bands allocated to
microwave radar. Long-range (greater than 100 nautical miles)
radars normally operate within vhf, uhf, or L-band. S- and C-
band radars operate over medium ranges (50 to 100 nautical
miles). X-and K-band systems are usually limited to short ranges

Table |

Radar frequency bands are allocated internationally by the Inter-
national Telecommunication Union (ITU). Atmospheric attenua-
tion increases with frequency, so low-frequency radars are used for
long-range operation and high-frequency radars for short-range
missions.

Letter Freque
Designation quency

VHF 137 — 144 MH:z
216 - 225

UHF 420 — 450 MHz
890 - 940

L Band 1215 — 1400 MHz

S Band 2300 — 2550 MHz
2700 — 3700

C Band 5255 — 5925 MHz

X Band 85— 10.7 GHz

K, Band 13.4 - 144 GH:z
15.7-11.7

K Band 23— 24.25 GHz

K, Band 334 - 36 GH:

(less than 30 nautical miles) since their transmissions experience
high attenuation as they propagate through the earth’s at-
mosphere. The microwave absorption is mainly caused by oxygen
and water vapor in the atmosphere.

This paper deals exclusively with radar that operates in the
microwave region of the frequency spectrum. It should provide a
brief answer to the questions:

1) What is a radar?
2) How does a radar work?

3) What are the analytical tools used in radar system design?

Types of radar
Radars perform two primary functions: surveillance and tracking.

Surveillance (or search) radars, such as the RCA AN/UPS-1 and
the GE AN/FPS-24, search a volume of space and report the
detection of targets within the volume. Most airport radars are of
the surveillance type. Tracking radars determine a time-history of
and Tracking System (SPADATS), in the late 1960s, doubled the
United States space-tracking ability.




and the Sperry AN/SPG-55, must be provided with initial
pointing data in order to acquire and lock onto a target. The
target is tracked until it leaves the radar coverage, maneuvers out
of the radar tracking “gate,” or until the target is no longer of
interest. Tracking radars have been used at such facilities as Cape
Canaveral, Wallops Island, and the Pacific Missile Range.

Many radars perform both surveillance and tracking. Included in
this group are: 1) track-while-scan radars; 2) track radars that
have a search capability; and 3) agile-beam radars.

A track-while-scan radar produces track data by correlating
detection reports as the radar scans continuously in angle. The
correlation procedure can be accomplished by a sophisticated
computer or an operator seated at a display.

Tracking radars, such as the RCA AN/FPS-49, which can open
their tracking gates to detect targets over a wide range interval, are
able to search a volume of space. Once a detection is made, the
radar can position its antenna beam in the direction of the target
and execute a tracking algorithm. This type of system is usually
unable to track more than one target.

Agile-beam (or inertialess beam-steering) radars have been made
possible with the introduction of electronic, as opposed to
mechanical, beam steering. Although electronic beam-steering
rechniques were used to a limited extent during World War 11, the
full advantages of inertialess beam steering were not realized until
the early 1960s. Agile-beam radars have the flexibility to schedule
search or track functions in any direction as needed, since their
antennas are not constrained to rotate at a fixed rate (if indeed
they rotate at all).

The RCA shipboard AEGIS AN/SPY-1 radar system is an
example of an agile-beam radar. AN/SPY-1 uses a two-
dimensional array of phase shifters to steer the radar beam. Hence
it is called a phased-array radar. The AN/SPY-]1 maintains a
volume search and, upon detecting a target, tracks that target
while still maintaining the volume search. The AN/SPY-I can
thus track many targets anywhere in its detection volume and still
perform surveillance of the radar coverage.

Since time is a fixed entity, an agile-beam radar must trade off
available time between search and track functions. However, the
data-handling capabilities associated with an agile-beam system
can be enormous. For instance, the addition of one Bendix
AN/FPS-85 phased-array radar to the USAF Space Detection
and Tracking Systems (SPADATS), in the late 1960s, doubled
the United States space-tracking capability.*

Radars can also be characterized by the types of data they collect.
Five common types of radar are continuous-wave, pulsed, puilsed-
doppler, multistatic, and synthetic-aperture systems.

The continuous-wave (cw) radar transmits a continuous signal. If
" this signal is transmitted at a fixed frequency, target doppler (a
measure of the target speed along the line connecting the radar
location with the. target position) can be determined very
accurately. Many police departments use this type of radar to
monitor the speed of automobiles. In addition to target doppler,
frequency modulation provides a method of determining target
range with cw radars.

Pulsed radars transmit a fixed duration pulse of energy at
repeated intervals called the pulse repetition interval (PRI).
Pulsed radars measure target range and angle.

Pulsed doppler radars measure target position in the same
manner as pulsed radars but, in addition, extract doppler
information from a received train of pulses. The doppler and
position information is used not only to detect and track targets,
but also to discriminate between moving targets and radar clutter.
The remainder of this paper concentrates on describing the
properties of pulsed doppler systems unless stated otherwise.

Multistatic and synthetic aperture radar systems will be discussed
briefly for the sake of completeness.

Multistatic radar uses one or more transmitters and a set of radar
receivers over a long baseline to provide highly accurate angle, as
well as range, information. If the elements of the multistatic
system are coherent, a multistatic radar becomes a microwave
interferometer. The multistatic concept has been used extensively
in the field of radar-astronomy.

Synthetic-aperture systems provide high angular resolution with
small antenna apertures. Interferometric in nature, these radars
are placed on moving platforms such as aircraft or satellites and
use the platform motion to simulate a set of receive antennas.

Barry Fell is a physicist who has worked in the areas of phased-
array radar and radar electronic countermeasues. Since joining the
Systems Department of RCA Missile and Surface Radar in 1976, he
has been engaged in the development of ultra-high refiability, low-
prime-power-consumption, unattended radars for use in remote
locations.

Contact him at:

Systems Department
Missile and Surface Radar
Moorestown, N.J.

Ext. PM-3584
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Fig. 1

A radar consists of a number of subsystems that affect overall
system performance, but are all tied to a central timing/control
subsystem. The waveform generator produces a pulse that is
amplified by the transmitter and radiated by the antenna. If the
pulse strikes a target, a return (dependent on the target's radar
cross section) will be reflected back to the antenna. This signal is
amplified in the radar receiver; the S/N is maximized by a technique
known as matched filtering. The signal processor takes this
information and filters out unwanted returns. A data processor
provides for the radar's long-term timing and control, sending
signals to display units, the antenna positioners, to other radars or
computers, etc.

Radar functions

Radars can detect targets, estimate target position and velocity,
and identify targets.

Target detection consists of searching a volume of space and
reporting any targets which appear in that volume. Target
position and velocity estimation includes the determination of
range, angle (either azimuth, elevation, or both) and range rate
(doppler) with respect to the radar. Target velocity cannot be
measured instantaneously by a single radar, but must be derived
from a time history of target position data.

Radars that measure target range, azimuth, and elevation are
called three-dimensional; radars that measure range and only one
angle are called two-dimensional. A two-dimensional system
which measures range and elevation is sometimes called a height
finder, since it provides an accurate determination of target
altitude.

There are two general approaches to target identification:
Selective ldentification Friend/Identification Friend or Foe
(SIF/IFF); and Space Object Identification (SOI). SIF/IFF is a
technique in which a radar sends out a coded series of pulses that
in turn trigger a transponder carried aboard the radar target. The
transponder reply is directed toward the radar and contains target
information such as target identification, range, and altitude. Air-
traffic controllers at major airports use such systems to im-
mediately identify aircraft in the vicinity of the airport.

SOl is a radar identification technique that uses the “skin return”
from a radar target. Over the past 20 years, much progress has

been made in identifying orbiting satellites by illuminating these
radar targets at high data rates. The resulting amplitude vs time
history of the target returns is analyzed to determine target
characteristics such as size, shape, and tumbling rate.

Radar system operation

As shown in Fig. |, a radar is composed of a series of subsystems:
a waveform generator, a transmitter, an antenna, a receiver, a
signal processor, a data processor, control equipment, and
displays.

The waveform-generator produces a pulse of electromagnetic
energy.

This pulse, the beginning of the radar cycle, can be a simple
sinewave at a constant frequency or a complex waveform.
Typically, complex radar waveforms may include a series of
subpulses at the same or varying frequencies, a single phase-coded
pulse, or a single frequency modulated (fm)-coded pulse.

The transmitter is an amplifier that increases the amplitude of the
waveform generator output to the desired level.

This amplification is accomplished at radio frequencies (rf) by
either a magnetron, klystron, traveling wave tube, conventional
microwave tube, or solid-state power amplifier. The transmitter is
characterized by its power amplification (gain), peak power
output, pulsewidth, and duty factor (product of transmitted pulse
duration and the pulse repetition frequency). The output of the
transmitter is fed to the antenna subsystem.

The antenna matches the impedance between the guided-wave
output of the radar transmitter and the free-space propagation of
the radar pulse.

Antennas are of many types and sizes. The antenna determines the
two-dimensional beamshape and beamwidth of the transmitter
radar energy. Since the antenna concentrates the transmitted
energy in a particular solid angle, passing energy through an
antenna amplifies the total radar energy in a particular direction
as opposed to transmitting radar energy equally in all directions.
This characteristic of an antenna is called the directive gain.
Antenna gain and beamshape are discussed below.

If a radar target is passive (i.e., if it does not actively produce radio
transmissions that are directed back to the radar), the target
merely acts as reflector that intercepts a portion of the transmitted
radar power and reradiates it in various directions. These
reflection characteristics are described by the target radar cross
section (o).

A radar target can modify the radio frequency of the transmitted
radar waveform.

The component of target velocity along the propagation direction
of the radar transmission (v,) shifts the frequency of the
transmitted pulse, because of the doppler effect, according to the
relation

Af=2vy/A (@)

where Af is the magnitude of the frequency shift and A is the
wavelength of the transmitted pulse.

The radar mission determines the radar operation after transmis-
sion of a pulse. Surveillance radars continually scan a volume of




space. The antenna beamwidth, antenna scan rate, and pulse-
repetition frequency of such a radar determine the number of
pulses transmitted and hence received by the radar. A typical
search radar may transmit 20 pulses during the time it takes the
antenna beam to sweep across a target. Tracking radars, on the
other hand, know the target position relative to the beam axis,
and by means of feedback they can continually steer the antenna
so it is always directed towards the target.

The radar energy reflected from a target and captured by the radar
antenna is sent to the radar receiver.

The receiver subsystem converts the frequency of received energy
from radiofrequency (rf) to an intermediate frequency (if), which
1s usually around 50 MHz. The receiver amplifies the received
energy and maximizes the signal-to-noise ratio of individual
pulses through a technique called matched filtering. This informa-
tion is sent to the signal processor, which interprets the content of
the received energy.

The signal-processing subsystem filters out unwanted returns.

Such unwanted “clutter,” is typically energy reflected by obstacles
on land, the land itself, the sea, or precipitation in the form of rain
or snow. The signal processor can perform coherent or non-
coherent pulse integration and presents its output to an indicator
screen or an automatic target-detection subsystem.

A timing and control subsystem oversees overall operation of a
fadar during the period from pulse formation to pulse formation.

Overall radar operation is controlled by an operator or, in
modern high-data-rate automatic systems, by a data processor. In
addition, the data processor performs data smoothing and
prediction for targets under track. The data processor also
compensates for platform motion associated with radars located
aboard aircraft or ships.

Radar output goes to a display or as control information for other
systems.

The output of the radar can be presented in various ways, such as:
1)a plan position indicator (PPI) scope, which plots target range
versus antenna azimuth position; 2) an “A”-scope, which displays
receiver output amplitude as a function of time (i.e., range) for a
particular azimuth orelevation direction; or 3) a cathode-ray tube
(CRT) display updated by a data processor in real time. The radar
system can use its output data to position its own antenna or drive
also be sent to distant command and control posts, other
computers, or to other radars. For example, a multistatic radar
network requires communication among the related sensors to
enable maximum use of the information obtained from the
extended radar baseline.

Radar detection of targets

Detection can be broken down to transmitting a pulse, receiving a
raturn, and separating signals from noise.

A radar determines the basic target-position parameters by
producing a high-powered pulse of microwave energy (Fig. 2).
This pulse energy is concentrated into a beam and directed by the
radar antenna into a solid angle centered alonga line in space. If a
target lies in the general direction of this beam, the target will
intercept and reradiate a portion of the transmitted radar energy.
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Target positions can be determined in terms of slant range,
azimuth, and elevation (for a “3-D" radar) or range and only one
angle (“2-D" radar). Range is determined by timing the interval it
takes for a pulse traveling at the speed of light to travel to the target
and back. Range rate is derived from the doppler-induced frequen-
cy difference between the transmitted and received puises. Coarse
angle measurements are obtained from the antenna pointing
direction.
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Fine-angle measurements are obtained by comparing the returned
target amplitude (and/or phase) in two adjacent beam positions.
These beams are generated either electronically or by physical
movement of the antenna. The ratio of the received target
amplitudes in the left and right beams is used to measure the target
position with respect to the antenna broadside or average steering
angle.

The radar antenna captures a portion of this reradiated energy
and sends it to the radar receiver/signal processor where the
presence of the target is detected, assuming the returned signal
strength can be differentiated from the system noise and clutter.

The slant range from the radar to the target is determined by
measuring the time delay between the transmission of the pulse
and the detection of the echo. The rate of change of this slant
range with respect to time (which is called the range rate or
doppler of the target) is determined by measuring the frequency
difference betwen the transmitted and received pulse.

The target angular position is determined from the antenna
pointing direction. Fine-angle information can be determined in
many ways, all of which essentially compare the target amplitude
and/or phase in two adjacent beam positions. These beam
positions are generated either simultaneously (monopulse) or
sequentially (sequential lobing). See Fig. 3.
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Radar pulses are transmitted at a fixed rate—the puise repetition
interval (PRI); its reciprocalis the pulse repetition frequency (PRF).
A search radar (top) is interested in the entire volume it is
searching, and so monitors returns throughout the radar’s entire
range. A tracking radar (bottom), however, is interested only in the
target it is tracking and so only monitors returns about the target's
estimated position.
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Detection threshold is a variable. It is set to produce the best
compromise between avoiding false alarms and avoiding missed
targets.
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Fig. 6
Detection probability and false-alarm probability vary with S/N.
Threshold setting must take this into account.

As mentioned previously, target detection is performed in the
radar’s receiver and signal-processor subsystems. The radar
receiver must differentiate the reflected radar signal from the
system noise background. The received signal strength depends
on the target range and reflection characteristics, the radar
transmitting power, and antenna gain. System noise is caused by
unwanted electromagnetic energy that either enters the radar
antenna from the radar environment or is produced by brownian
motion of electrons within the radar receiver itself.

The radar transmits pulses of electromagnetic energy at a fixed
rate called the pulse repetition frequency (PRF). As illustrated in
Fig. 4, the time interval between two successive pulses is called the
pulse repetition interval (PRI), which is the reciprocal of the PRF.

The receiver in a search radar monitors energy which has entered
the radar receive antenna throughout the radar’s entire range. See
Fig. 4(top). The receiver in a tracking radar, however, monitors
received energy only over the range extent which brackets the
target’s estimated position. See Fig. 4(bottom).

Target detection consists of establishing a threshold and declaring
a target when a returned pulse of energy exceeds that threshold.

The detection threshold (Fig. 5) can be manually controlled from
a gain control on the operator display, or it can be set
automatically either at a fixed level or at a variable level based on
a constant-false-alarm-rate (CFAR) logic network. The presence
of noise makes target detection a statistical problem. The
probabilities associated with target detection in a noise environ-
ment are:

1) probability of false alarm, which is the probability that a
noise spike will exceed the preset threshold;

2) probability of detection, which is the probability that a target
return, if present, will exceed the threshold; and

3) probability of a missed target, which is the probability that a
target return will not exceed the threshold.

For a mathematical introduction to the detection of signals in
noise, the reader is referred to section 2.5 of Ref. 5.

Fig. 6 plots detection probability versus signal-to-noise ratio for
various detection threshold settings (i.e., for various probabilities
of false alarm).® For a given threshold (probability of false alarm),
the greater the signal-to-noise ratio, the greater the probability of
detection. Similarly, for a given detection probability, the higher
the threshold setting (i.e., the lower the probability of false alarm)
the greater is the required signal-to-noise ratio.

The radar range equation

The signal-to-noise ratio (S/ N) and system false-alarm probabili-
ty (Pr) determine the probabilty of detecting a radar target (Pp),
ie.,

Po= Pp(S/N, Pp) (2

In addition, the signal-to-noise ratio developed on a target along
with an associated resolution factor determines the estimation
accuracy for the target range, range rate (doppler), and angle with
respect to the radar. The estimation accuracy standard deviations,
Ox, O%, and o, are given by the relations:

or = AR/[kr (S| N)"] (3a)




0i = AR/[k# (S/N)"] (3b)
00 =A0/[ks (S/ N)"] (3¢

AR, the radar range resolution, is determined by the reciprocal of
the effective bandwidth of the transmitted pulse. AR, the radar
doppler resolution, is determined by the reciprocal of the effective
time the target is illuminated by the radar. A#, the angle
resolution, is determined by the antenna effective beamwidth. The
constant factors kg, ki, and ks are determined by the relation
between the transmitted waveform, the filter response of the
receiver, and the antenna beam characteristics.

The radar range equation represents the relationship between the
received radar signal-to-noise power ratio and a series of
parameters which characterize the radar, the target, and the
environment.

The radar range equation can be written as

S/ N = (Poeak/ kT BNF) (G1) (0/47R) (Ac/4mR) (/L) (4)

where
(S/N) is the signal-to-noise ratio at the output of the radar
signal processor;

Ppeak  is the peak power transmitted by the radar;
k is Boltzman’s constant;

[rad

7 is the ambient temperature (degrees absolute);
B is the bandwidth of the radar receiver;

NF s the noise figure of the receiver;

Gr is the transmit antenna gain;

R is the slant range from the radar to the target;
feg is the radar cross section of the target;

A, is the effective area of the receive antenna; and
L is the total system losses.

The radar range equation provides an analytical tool for
analyzing and predicting radar performance. As shown in Eq. 4,
the radar range equation determines the instantaneous signal-to-
average noise power as a function of the radar and target
parameters.

As shown in Eq. §, the signal power present at the output of the
radar receiver (S,.) is determined by the peak power transmitted
by the radar, the antenna gain provided by the radar upon
transmission of the signal (G7y), the ratio of the effective target
radar cross section area (o) to the area over which the transmitted
energy has spread (4w R’), the ratio of the effective receive
antenna aperture area (A.) to the area over which the reflected
energy has spread (also 47 R?), times the gain of the receiver (G 1),
divided by the system losses (L).

Sout = Ppeak Gr (0/47R?) (Ae/47R?) G4 (1/L) )

The environmentally-caused noise within the receiver bandwidth
B at absolute temperature T is

Px=kTB (6)

where k is Boltzman’s constant, a universal constant tha_t_relates
temperature to energy. The noise figure of the receiver (NF) is a

measure of the noise produced by the receiver itself. It is defined
by the relation

Now = kTBG4 NF )

where N,y is the total noise outpui generated by the receiver and
G4 is the gain of the receiver. Therefore, the signal-to-noise ratio
present at the receiver output, the ratio of Eqs. 5 to 7, isdescribed
by Eq. 4 above.

The radar antenna receive power gain, Gg, is related to the
effective area of the radar antenna, A,, through Eq. 8,

Gr=4mASN\ 8

where A is the free-space wavelength of the transmitted radar
. 7
signal.

The antenna effective area, A., isrelated to the physical area of the
antenna, A, through the expression

A.=p A 9

p is called the antenna efficiency factor. Its numerical value is
between zero and one. The efficiency is a function of: 1)the
efficiency with which the antenna aperture is illuminated; 2) the
amount of energy which “spills over” the edges of the aperture
(and is wasted); and 3) the efficiency of the antenna feed.

Solving Eq. 8 for A., substituting this result into Eq. 4, and
combining terms gives the following form of the radar range
equation:

S/ N = Poar Gr Gz N/ [(47)* R* (kT) B(NF)L] (10

The radar range equation shows which system parameters the
radar designer can control.

The peak transmit power ( Ppear), antenna gain (G'r,Gr), transmit
wavelength (A) and receiver bandwidth (B) are parameters which
are under the control of the radar systems designer.

The system designer has limited control over receiver noise figure
(NF) and system losses (L). Low neise figures can be achieved by
using cryogenic techniques or, more practically, by using
parametric amplifiers as the receiver first stage. Principal system
losses include: 1) losses in the radar waveguide on transmit and
receive; 2) propagation losses caused by atmospheric attenuation;
and 3) signal-processing losses. The atmospheric noise
temperature (7) is dictated by the radar environment. The radar
cross section of the target (g, which is not necessarily equal to the
physical cross-sectional area of the target) is specified when
stating the radar performance requirements for target detection.
However, the actual radar cross section of a target depends on the
target size, shape, and aspect angle with respect to the radar line of
sight.

The peak power, Pp.a, refers to the power produced when the
transmitter is turned on for the duration of the pulse, 7. The
average transmitter power during a pulse, Pay,, is given by the
relation

Pavg = Ppear (7/ T) an
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Matched filtering between transmitted waveform and receiver output produces the maximum S/N. It does not preserve the shape
of the original transmitted pulse as seen with the example of the rectangular pulse.
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Typical radar waveforms. Simple pulse is formed by rectangular
modulation of the rf carrier. “Chirp” waveform, used to achieve high
range resolution at moderate transmission power, isactuallyalong
pulse generated by delaying different frequency components of a
short pulse. Phase-reversal codes are used to obtain pulse
compression for low as well as high time-bandwidth products.

180° PHASE REVERSAL CODE

where T is the pulse repetition period. Since T = 1/ PRF, the
relation between average and peak transmitter power can also be
written as

Pavg= Ppeak (T) (PRF) (]2)

The transmitter duty factor (DF) is defined to be the quotient of
the average transmitted power to the peak transmitted power,
hence

DF = Pavg| Poeak = 7 (PRF) (13)

Continuous wave (cw) radars transmit a continuous “pulse” ata
fixed frequency. Under these conditions 7 =, PRF—0, Pug =
Ppeak, and thus DF = 1.

Signal-to-noise enhancement
The matched filter is the first step in S/N enhancement.

The signal-to-noise ratio at the receiver output is maximized when
the receiver is a matched filter with respect to the transmitted

radar waveform.’ The impulse response of a matched filter is the
time reversal of the transmitted waveform, as illustrated in Fig. 7.
The matched-filter output is the convolution of the transmitted
waveform with the matched-filter impulse response. Matched
filtering does not preserve the original transmitted pulse shape.
For example, the matched-filter output associated with a
rectangular-pulse transmitted waveform is a triangular pulse, as
shown in Fig. 7.

The selection of the transmitted waveform used by a radarsystem
is based on factors such as required range and doppler resolution,
peak power constraints, and clutter environment. Fig. 8 illustrates
a few typical radar waveforms. A simple pulse transmitted by a
radar is formed by rectangular modulation of the radio-frequency
carrier. The pulse shown has a pulse length 7.

Transmitted waveforms can have internal codes. For example, a
long pulse generated by delaying different frequency components
of a short pulse (pulse expansion) before transmission and
delaying the frequency components in an inverse manner upon
reception (pulse compression) is called a “chirp” waveform. The
chirp pulse provides the equivalent of a high-power illumination
of the radar target using only a moderate peak transmission
power because of the length of the transmitted waveform. At the
same time, the chirp pulse provides high range resolution, which is
determined by the effective bandwidth of the pulse.

Pulses can also be coded by periodically shifting the transmitted
radio frequency phase 180 degrees, as illustrated in Fig. 8. The
matched filter for this type of phase code has animpulse response
equal to the time reversal of the transmitted phase code.

Pulse trains are used to determine target doppler as well as target
range. Since doppler resolution is determined by the reciprocal of
the effective time the target is illuminated by the radar, multiple
pulses transmitted in a single pulse repetition interval can be used
to make a gross doppler determination during that period. Fine
doppler estimates can be made by processing a series of pulses
transmitted over a sequence of pulse repetition intervals. A series
of pulse repetition intervals that are processed as a group to
enhance target detectability constitute a dwell of the radar beam.
See Fig. 9.
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Radar “dwell” enhances target cetectability by processing a series
of pulses.
Table I

Radar returns for a target usually vary from pulse to pulse because
of the complicated reflection process taking place. The fluctuating
radar cross section for different target types was initially
categorized by Swerling. His Models | and |1l usually apply to jet
aircraft or missiles, while Models Il and IV apply to propelter-driven

aircraft.

CROSSSECTION | SWERLING

DISTRIBUTION MopeL | PULSETO-PULSE
EXPONENTIAL — | COHERENT
RANOOM ASSEMBLY
OF REFLECTORS I NON-COHERENT
RICE —
ONE LARGE STEADY I Sl
AND NUMEROUS
RANDOM REFLECTORS i Lleh RRtll Lty

The signal-to-noise output of a radar system can also be
enchanced by integrating a series of radar returns.

The integration, which is performed in the signal processor or
data processor, effectively multiplies the single-pulse signal-to-
noise ratio by a factor n.. Hence,

(S/ N)imegmled = n. (S/ N)sing]e pulse (14)
where 7. is equal to the number of pulses integrated (n) if the
integration process is coherent over the integration period. If this
coherence is disturbed or not present within the radar system, n, is
a number between n'* and n, depending on the system factors that
affect the integration process.

Coherent integration depends on the coherence of the radar

transmitter, the target reflections, and the receiver characteristics

from pulse to pulse over the duration of the beam dwell. The

transmitted and received signals are both referred to a stable, and
' thus coherent, reference signal produced in a local oscillator.

Since a radar target is a complicated reflector or collection of
reflectors, the signal-to-noise ratio returned by a target usually
varies from pulse to pulse. This variation in target cross section
was accounted forin a systematic manner by Swerling® in terms of
four models summarized in Table Il. Scan-to-scan fluctuation
(Swerling Models 1 and 111) usually applies to jet aircraft or
missiles, whereas pulse-to-pulse fluctuation (Swerling Models 11
and 1V) is representative of propeller-driven aircraft. A point
target results in a constant or steady radar cross section and is
called a Marcum target model.

The effect target cross section behavior has on the detectability of
these various target models is illustrated in Fig. 10. These curves
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Detectability varies with type of target model. Example here
assumes false-alarm probability of one in ten million and that 10
successive pulses have been integrated. Note that detection-
probability curves for fluctuating targets and steady targets cross
as S/N increases.

1]

TRANSMITTED - TAE“GETg

PULSE I VAl
REFLECTED LAND
PULSE CLUTTER

Fig. 11
Clutter is radar energy returned from objects other than the desired
target.

represent the signal-to-noise ratio needed per pulse to achieve a
specified detection probability, given a false alarm probability of
107 and assuming ten successive target returns have been
integrated."

Note that for large detection probabilities, a lower signal-to-noise
ratio is required to detect steady targets than to detect fluctuating
targets. On the other hand, for small detection probabilities, the
reverse is true. Fluctuating targets require lower signal-to-noise
ratios at small detection probabilities than constant targets, since
fluctuating targets will occasionally scintillate in such a manner
that a strong target signal will be returned to the radar.

Discriminating targets from clutter:
signal processing

In addition to thermal noise, the detection of radar targets is
complicated by the presence of clutter. As illustrated in Fig. 11,
clutter is radar energy returned by objects in the radar environ-
ment other than radar targets. Sources of clutter are stationary
objects, land, large bodies of water, and precipitation in the form
of rain or snow.
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Clutter can be identified by plotting return amplitude against the
doppler frequency. Land is essentially stationary, but moving
leaves, branches, etc. produce a spread centered around zero. The
sea has more motion associated with it, and so has a wider spread,
but is still centered close to zero. Rain, however, is associated with
wind velocities, and so has a non-zero mean and a wide distribu-
tion.
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Moving-target indicator canceler is one method of separating
clutter from targets. It works by subtracting successive radar
returns from one another and so attenuates signals that have
doppler frequencies centered at zero (land and sea clutter) or at
multiples of the system pulse-repetition frequency.
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Doppler filters can be used to separate target returns from clutterin
frequency space. Each doppler filter is monitored by CFAR
circuitry to differentiate targets from distributed clutter in range.

Unlike noise, clutter exhibits properties that are at least partially
correlated from pulse to pulse. Targetmotion (doppler) can also be
used to distinguish a target from clutter.

Land-clutter amplitude is characterized by a reflectivity per unit
area. The total energy reflected by land back to the radar depends
on the radar pulsewidth, antenna azimuth beamwidth, antenna
pointing angle, and the type of terrain. The spectral (i.e., doppler)
distribution of land clutter has a zero mean and a small spectral
spread. The spread is caused by the rms velocity of the scattering
elements such as bushes, tree limbs, and leaves.

Sea-clutter amplitude is similar to land-clutter amplitude in that
its reflectivity is specified per unit area. The primary difference
between land and sea clutter is the non-zero mean and greater
spectral spread of sea clutter. The sea-clutter mean velocity and
spectral spread depend on the wind velocity near sea level, water
wave height, and water wave velocity.

Rain clutter is a volume effect; its reflectivity is specified per unit
volume. The energy reflected by rain back to the radar depends on
the radar pulsewidth and the antenna azimuth and elevation
beamwidths. Because of high-altitude (up to 20,000 feet) wind
shear, rain clutter exhibits a non-zero spectral mean and a large
spectral spread.

Fig. 12 illustrates representative land, sea, and rain clutter
amplitude as a function of doppler (clutter motion). As is shown,
white noise is distributed uniformly over all doppler frequencies.

Targets can be separated from clutter with a Moving Target
Indicator (MT1) canceler or a doppler filter bank.

As illustrated in Fig. 13, an MTI canceler subtracts successive
radar returns from one another. This results in the synthesis of a
doppler filter which, as shown in the figure, attenuates receiver
signals that have doppler frequencies centered at zero or at
multiples of the system pulse repetition frequency (PRF). Targets
that have non-zero doppler will be detected at the signal processor
output, whereas most clutter will be suppressed.

Another method of differentiating targets from clutter is to
synthesize a doppler filter bank, shown in Fig. 14. This can be
done by taking a fourier transform of a train of radar pulses or
synthesizing a series of doppler filters from a train of radar pulses.
Filter synthesis can take place in either the signal-processing
subsystemn hardware or in the data-processor subsystem software.

The output of each filter is monitored by CFAR (constant false-
alarm rate) logic. The CFAR logic detects threshold crossings
that occur over only a few adjacent range cells. This differentiates
targets from clutter and suppresses clutter that is distributed in
range.

The doppler resolution of a doppler filter bank is determined by
the width of the individual doppler filters. Therefore, the filter
width is inversely proportional to the effective time the radar
illuminates the target.

Radar antenna theory
Most radar antennas are of two general types: reflector or array.

A reflector produces a radar beamshape from a continuous
distribution of energy across the antenna aperture. Its optical




analog is an aperture, which, when illuminated, results in a
diffraction pattern. An array antenna consists of a discrete
distribution of radiators across an aperture. Its optical analog
would be a one- or two-dimensional diffraction grating.

A radar aperture can be sized and illuminated to produce different
beamshapes.

A fan beam is narrow in one dimension and broad in the
orthogonal direction. This type of beam can be shaped to
concentrate radar energy near the radar horizon and gradually
decrease the energy transmitted at higher elevations. Elliptical
beams are two-dimensional beams that have an elliptical cross
section. Pencil beams exhibit a circular cross section and are used
to simuitaneously determine target azimuth and elevation.

As mentioned earlier, antenna beam steering is accomplished
either mechanically or electronically. A mechanical scan entails
moving the pedestal that supports the antenna reflector. Elec-
tronic steering can be performed by varying the relative phase of
adjacent radiators (either in the feed mechanism or on the face of
the antenna). Some radars use a mixture of these two steering
methods in which, for instance, the radar beam is steered
mechanically in azimuth and electronically in elevation.

Fig. 15 illustrates the parameters that characterize antenna
performance. The antenna aperture is the active area of the
antenna surface. The power gain of the antenna is determined by
the physical area of the antenna, the efficiency with which this
area is illuminated, and the transmission wavelength. The half-
power beamwidth of the antenna (in radians) is approximately
equal to the ratio of transmission wavelength to the aperture
dimension. Uniform illumination of the aperture shown would
resultin a beam that is narrow in azimuthand broad in elevation.

If the aperture shown in Fig. 15 is uniformly illuminated, the far-
field antenna pattern in each coordinate would be a (sinx /x)’
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Fig. 15
Antenna parameters depend on surface area, physical dimensions,
transmission wavelength, and antenna efficiency.

power distribution consisting of a mainlobe and a series of
sidelobes. The 3-dB beamwidth would be A/a and A/b in the
horizontal and vertical coordinates, respectively. The first
sidelobe amplitude would be 13 dB below the mainlobe, as shown
in Fig. 16.

From a radar standpoint, these sidelobes are high. They could
result in increased clutter entering the system through the antenna
sidelobes and could also result in large-angle errors if the antenna
sidelobes illuminate large targets.

The microwave antenna designer can control sidelobes by varying
the illumination distribution across the antenna aperture.

Taylor'"'"? has shown that illumination of an antenna aperture
with a series of functions that approximate Chebyshev
polynomials decreases the antenna sidelobe level markedly—
typical sidelobe levels of 30 dB below the mainlobe can be
obtained. As shown in Fig. 17, these lower sidelobes are
accompanied by a slight broadening of the antenna mainlobe with
a slight loss in angular resolution. The antenna gain decreases
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Antenna pattern for uniform illumination produces a mainlobe and
a series of sidelobes. Even though the sidelobes are 13 dB below
the main lobe, they are undesirable. Fig. 17 shows one method of
decreasing sidelobe amplitude.

Sidelobes are reduced by weighting the illumination across the
antenna aperture. This weighting is accompanied by a slight
broading of the main lobe and a subsequent decrease in antenna
gain.
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because of the decrease in the antenna illumination efficiency as
compared to uniform aperture illumination (i.e., the antenna
efficiency factor decreases). Taylor weightings are but one of a
number of types of aperture illumination that have been used in
radar design over the past thirty years.

Conclusions

Radars measure target echo characteristics (delay, amplitude,
phase, etc.) to determine such parameters as target:

1) range;
2) range rate (doppler);
3)angle;

4) velocity (derived from a time history of range and angle
measurements); and

5)signature (amplitude time history).

The probability of target detection and the accuracy of target
range, range-rate, and angle determination depend on the signal-
to-noise ratio returned by the target to the radar. Therefore, a
matched-filter receiver is used to maximize the system signal-to-
noise rate at the receiver output.

Since radar targets can be obscured by land, sea, and rain clutter,
target doppler information is used to discriminate targets of
interest from environmental clutter. This is accomplished through
the use of MTI cancelers or doppler filter banks.

Radar antenna patterns are similar to the patterns developed by
far-field optical diffraction theory. The sidelobes that a radar
antenna produces can be controlled and reduced through proper
aperture illumination weighting.

A thorough treatment of such an extensive subject as radar is
difficult in such a short paper. It is hoped that this general
discussion has set the stage for the informative papers that follow.
For those interested in a deeper understanding of radar and
detection theory, a short bibliography of significant books and
papers devoted to radar is given below.
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a system/technology perspective—

Radar weapon system sensors

A.S. Robinson

Radar weapon system sensors have evolved from relatively simple

electromechanically scanned search radars to multifunction
electronic scanning designs that simultaneously search,
discriminate, and track multiple targets and weapons in real time—
all in an intense and growing radar countermeasures environment.

Early radar technology

Radar sensors have played a critical role in both offensive
and defensive weapon systems since they first matured
under fire during World War |i. Driven by a pressing need for
early warning of air attack and for effective deployment of
their interceptor aircraft, British scientists and engineers, in
a very short period of time, performed the prodigious feat of
converting prewar laboratory research in electromagnetic
propagation into a successful wartime operational air
defense system. Itis interesting to review the architecture of
this system, and of the environment in which it operated,
since it established the basic framework from which
modern radar systems have grown.

Art Robinson is Manager of Advanced Technology Programs at
Missile and Surface Radar. This group is responsible for
technological advances in three areas—advanced electronic
technology, advanced packaging and design automation, and
advanced microwave and antenna technology.

Contact him at:
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Reprint RE-23-5-3| Final manuscript received February 23, 1978.

Several tactical factors, matched with radar’s abilities, contributed
to radar’s early success.

First, the threat to be detected consisted of the buildup of
large numbers of aircraft into attack formations, and was a
time-consuming process, involving sequential takeoffs and
climbing to loitering altitudes that were well within the field
of view of defensive radars. Second, the radar-refiecting
cross sections of individual aircraft were large, so that
single aircraft could be detected, and the approximate sizes
of assembling forces could be approximated from their net
cross sections and distributions. Finally, once turned
toward their targets, these formations were limited to the
speed of their slowest aircraft, while the speed and climbing
capabilities of defensive interceptors, the distribution of
their airfields, and the speed of communication from the
distributed radar network to centralized operations control,
and then onto the interceptors themselves, was fast enough
to make it possible to achieve initial interceptions well
before target areas were reached.

From a technology perspective, communication equipment
developments had already established a technology base
for transmitters, receivers, and antennas which, while at
lower than optimum frequencies for radar, could be used
directly in radar designs of limited angular resolution that
were nonetheless effective for their primary “trip-wire”
function. This “trip-wire” mode was needed to conserve
limited defensive interception resources, making it possible
to initiate interceptions only when they were required, with
centralized control of tactical reserves, and the ability to
match the number of interceptor aircraft to the estimated
number of attackers. Once interceptors were airborne,
relative, rather than absoiute, positions were of importance.
Radar tracks of both offensive and defensive formations
made it possible for ground centrollers to vector intercep-
tors into advantageous attack positions to local controi by
the interceptors based on visual (and, later, airborne radar)
contact.

Initially, radar’s critical role in air defense was a well kept secret.

Radar’s outstanding success during the Battle of Britain
resulted both from this fortuitous matching between air-
defense needs and the performance that even early radar
technology could provide, and from a lack of appreciation
by the offense of the capabilities of these new sensors and
of the degree to which they had been integrated into an
overall defensive weapon system. As a result, attacks on
both radars and command centers were limited, and while
significant levels of initial damage were achieved, these
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attacks were not pursued, so that both radars and intercep-
tor command links remained effective throughout the war.
This was the first and last time that a radar-based defensive
weapon system was in such a fortunate tactical position.
Thereafter, all military commands have understood the
major role that radar sensors play, and so have reflected this
understanding in the design of both their offensive and
defensive systems.

The basic scanning radar designs developed during World War Il
were based primarily on mechanical scanning.

They included ‘“2-D” search radars—antennas rotating in
azimuth, using “fan beam” patterns—narrow in azimuth and
broad in elevation; height-finding radars—antennas
slewable to a commanded azimuth position, with antenna
patterns narrow in elevation and broad in azimuth so that
they could be mechanically scanned in elevation
(“nodded”) to provide height data; and tracking radars—
antennas with patterns narrow in both elevation and
azimuth, forming a “pencil beam” that could track a target
by nutating in a narrow circle around it (“conical scan”).

Emergence of electronic scanning

Since these early pioneering developments, mechanically
scanning, single-function radars have evolved through
several generations of technology improvements and
represent, today, the majority of deployed operational
radars. Electronic scanning technology has matured during
this same time period and is being used increasingly either
to augment mechanical scanning or to completely replace
it. High-precision, high-data-rate, single-target tracking
radars continue to use mechanical scanning in both
azimuth and elevation, but conical scanning of the pencil
beam about the target has been largely replaced by
“monopulse” designs. This approach is based on clusters of
feeds that form multiple antenna beams, slightly skewed off
the precision antenna pointing axis. (See the paper by
Profera.) These beams are processed and subtracted to
provide three signals—oneproportional to targetamplitude
that is used to measure range, one proportional to elevation
angular deviation, and the other proportional to azimuth
angular deviation from the antenna pointing axis. The range
measurement and the antenna pointing angle, corrected by
the two deviation signals, provide a precise measurement of
target position, obtainable during a single radar pulse
transmission.

Search radars have evolved to “3-D” designs, with antenna
beams narrowed in elevation as well as azimuth. These
beams scan electronicaily in elevation as the antenna
rotates mechanically in azimuth. For many applications this
represents an effective approach. It provides hemispheric
coverage with a single rotating antenna, detects all targets
in the radar field of view, and, by processing the series of
returns received from these targets as the beam scans past
them (“track while scan”), obtains target positions in three
dimensions on each rotation (range, azimuth, and elevation
angle).

For applications such as unjammed air traffic control, the
quality of the resultant target tracks is adequate to maintain

required levels of air-space control. For many other
applications, however, the data rate and beam-pointing
flexibility obtainable with this approach is either marginal or
inadequate. The problem arises from the lack of flexibility in
the mechanical azimuth scanning technigue. As the anten-
na sweeps by a target or groups of targets, the number of
data samples obtained may not be adequate for target
discrimination, particuiarly if the target is immersed in
clutter or jamming. The number of returns obtained from a
given target on each revolution can be increased by
decreasing antenna rotation rate, but such a decrease
increases the delay before a new set of samples is obtained
on the next revolution. When targets are maneuvering
rapidly, the quality of track data deteriorates rapidly
between data samples, and is unsatisfactory for many
applications. The expansion of electronic scanning in 3-D
radars from elevation scanning alone to combined elec-
tronic scanning in elevation and azimuth greatly increases
radar flexibility and is a clear trend for future 3-D radars.
There are, however, many applications such as multiple-
target discrimination combined with the control of intercep-
tion weaponry, in which both search and continuous,
precision, high-data-rate, track data is required. In these
multi-function systems, a multiplicity of fixed antennas, in
which all scanning is electronic, is necessary. This situation
first arose after World War Il, when ballistic intercontinental
missiles were developed and deployed.

The first reaction to this ballistic-missile threat was to
develop and deploy a radar network capable of providing
early warning of a ballistic missile attack. This network,
based on mechanical searching and tracking radar designs,
was intended to provide early warning to both military
retaliatory forces and to the civilian community. While
relatively conventional radar technology was adequate for
providing early warning, it proved to be totally inadequate
for the problem of providing an active defense against
ballistic missiles.

Active defense systems

Multifunction radar capabilities are necessary for active ballistic-
missile defense.

The large number of missiles involved, the masses of
accompanying decoys and jammers, and the reflecting
wakes formed by the reentry of these bodies into the
atmosphere combined to create a vast swarm of targets,
immersed in noise and clutter, and to impose a new
dimension on the radar performance required in search,
discrimination, tracking, and fire control. The key problems
were and are discrimination and fire control—searching
through the target swarm using sophisticated waveforms
and signal processing to separate out targets of potentiai
interest, then tracking and performing further discrimina-
tion tests on each of these targets at a high data rate to
provide precision inputs for fire-control computations.
Conventional electromechanically scanned tracking radars
can achieve the required data rates only by using one radar
for each target, an approach that is not economically
feasible for the large number of simultaneous target tracks
involved. In response to this threat, phased-array radars
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Phased-array antennas

Phased-array antenna principles are il-
lustrated in Figs. 1 through 3. The antenna in
Fig. 1 rotates mechanically in azimuth, while
scanning electronically in elevation. The
antenna face is divided into horizontal
segments, with rf energy from the radar
transmitter distributed to each row through
individual phase shifters. The energy from
each phase shifter is then distributed to all of
the radiating elements in its row. When the
phase shifters all receive identical settings,
energy emanating from each row adds in
phase only along the antenna axis, and a
pencil beam is generated in a direction
perpendicular to the antenna face. In all
other directions, the energy adds with
different phases and therefore tends to
cancel, with the lack of perfect cancellation
leading to antenna sidelobes. As in all anten-
na designs, the amount of energy lost to
these sidelobes can be controiled by taper-
ing the level of rf energy across the antenna
aperture.

At the cost of a substantial increase in the
number of phase shifters (e.g., to 4900 in-
stead of 70), the antenna beam can be
designed to scan electronically in both
azimuth and elevation, as illustrated in Fig. 2.
The rf energy from the transmitter now
reaches each radiating element through an
individual phase shifter. By introducing ap-
propriate variations in phase in both the
vertical and horizontal directions, the anten-
na beam can be scanned electronically,
typically over angles of +60°. Typical phase
shifters use either. magnetic materials or
diodes in the rf path, with these devices, in
turn, actuated by digital control registers.
While the antenna is receiving returns from
its last transmission, digital commands are
distributed to buffer registers associated
with each control register so that, at the end
of the listening interval, a single command
can transfer the contents of all buffer
registers to all control registers, thereby
immediately switching the antenna beam to
its new pointing direction. A photograph of
one face of modern four-face Navy phased
array radar—the AN/SPY-1A—is shown in
Fig. 3. The AN/SPY-1A phased-array anten-
na is comprised of approximately 4500
waveguide radiating elements and ferrite
phase shifters, and is capable of electronical-
ly positioning its narrow beam anywhere
within an octant of a sphere.

POWER DIVIDERS -

Fig. 1

Elevation-scanning phased-array anten-
na works by transmitting rf energy
through individual phase shifters to all
the radiating elements in a row.

DIPOLES

POWER DIVIDERS

Fig. 2

Elevation- and azimuth-scanning ~
phased-array radar has many more
phase shifters than radar in Fig. 1.

Fig. 3
Modern phased-array radar, the AN/SPY-1A, is used in air-defense
system on Navy ships, four antenna faces per ship. This face is on
the developmental site at Missile and Surface Radar, Moorestown.
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began to come of age. While initial designs were large and
expensive, they provided the first radar systems in which
the pointing direction of antennas could be changed in a
few millionths of a second, thereby making it possible to
multiplex search, discrimination, tracking, and guidance
functions at high speed. (See technology perspective 1.)

Under the impetus of ballistic-missile defense, phased-
array radar concepts evolved over the years into increasing-
ly effective hardware designs in a number of frequency
bands. Simultaneously, major advances were made in the
level of sophistication of radar waveform generation and
associated signal processing, in the generation and dis-
tribution of high levels of coherent rf energy, and in both the
hardware and software required for massive real-time
digital data processing. These major radar advances were
coordinated with the development of quick-reaction, high-
speed interceptor missiles and their associated command,
control, and guidance. (The paper by Liston and Sparks
shows how radar engineers simulate these sysems as an aid
to the design and checkout processes.) The net result of all
of these efforts was the establishment of a technology base
for ballistic-missile defense that would make possible
deployment of a defensive system which, against a full-
scale nuclear attack, wouid have a high probability of
intercepting and destroying a significant number of
offensive weapons, but a low probability of intercepting
them all.

ABM defense deployment has arguments pro and con.

It is possible to reason that deploying such a system would
reduce the probable level of attack damage. Alternatively, it
can be argued that deploying a strong ABM defense would
trigger the production and deployment of a more-than-
offsetting number of offensive missiles and so increase the
probable level of damage. Starting from these positions,
more and more complex arguments for and against ABM
defense have evolved. At present, ballistic-missile defense
has halted short of full-scale deployment, with substantial
ongoing funding directed toward probing the potential
impact of new technologies that might upset the present
state of nuclear offensive dominance. If current efforts fail
to limit the number of nations with both nuclear weapons
and the capability to deliver them, itis not unreasonable to
envision the eventual deployment of some form of ballistic-
missile defense as protection against the relatively small-
scale (but highly damaging) attack that such nations will be
able to mount.

Radar sensors must be designed as part of an overall system design
process.

Lessons learned in attempting to solve the problems of
ballistic missile defense are being translated rapidly into the
design of offensive and defensive weapons systems for
non-nuclear warfare. In the non-nuclear domain, offensive
and defensive systems are continuously growing in
capabilities in a state of “restless imbalance.” The speed
and maneuverability of both offensive and defensive
weapons is steadily increasing, as is the sophistication of
the sensing, guidance, and warhead options that they carry.

World War |l “time on target” tactics of muitiple weapon
firing, so timed that all weapons reach the target together,
continue in this new weapon environment, so that defensive
weapon systems have to be designed to cope with the
simultaneous arrival of a large number of targets. Further,
the time available between target detection and required
weapon commitment has steadily decreased, to the point
that time delays inherent in human intervention have had to
be minimized and in some situations eliminated. These and
related factors have made it essential that effective weapon
systems be designed as total entities, including the platform
that carries them, the radar and electro-optical sensors that
are their “eyes,” the signal and data processing, command
and control, and weapon guidance that are their “brains,”
and the weaponry that is their “striking arm.” The periodic
exercising of elements of these systems in actual combat
has taught system designers a number of important
lessons, not the least of which is the central role to be played
by systems countermeasures.

Growing importance of countermeasures

Offensive and defensive weapons system designers seek to
design sensors that can see approaching weapons plat-
forms (aircraft, ships, tanks, etc.), and the weapons that
they launch (missiles, shells, etc.), determine their
locations, velocities and accelerations, and assist in the
guidance of weaponry against them. They also attempt to
design into their systems techniques to blind, confuse, and
destroy the sensors that will probably be deployed against
them, and to overcome attempts to blind, confuse, and
destroy their own sensors.

In essence, countermeasures has become the name of the game.

The crucial role of sensors—both radar and electro-
optical—in modern warfare is now fully recognized, and any
and all means for countering their effectiveness is receiving
a high level of priority. A substantial percentage of the
military intelligence efforts of all nations is directed toward
evaluating the capabilities and limitations of opposition
weapons and of the sensor/computing techniques that will
be used to aim, launch, and guide them. Dual efforts tend to
flow from these evaluations—the development and testing
of tactics to take advantage of projected performance
limitations in opposition systems, and the development of
new and/or modernized countermeasure technologies and
equipments to further enhance these tactics. Typical anti-
radar techniques include low-altitude, terrain-masked at-
tack trajectories; high-power noise jammers to radiate
energy matched to radar transmissions, thereby masking
intermediate- and long-range target returns; repeater
jammers to receive radar interrogations and repeat back a
multiplicity of false target returns; decoys designed to
simulate high-threat targets in order to induce heavy
weapon expenditures from limited weapon inventories;
passive reflector dispensers capable of sowing masses of
high radar cross section material over large areas, thereby
generating large numbers of false targets and clutter; and
Anti-Radiation Missiles (ARMs) to receive, home on, and
destroy the radar itself, often requiring only radar sidelobe
emanations to carry out their mission.




Technology implications

As these new tactics and equipments evolve, their degrees of
effectiveness become known through the military intelligence
process, and technologies, equipments, and tactics are further
modified to counter them.

The impact of all of these factors on radar technology has
been profound. One result has been increasing use of
phased-array radars, with one radar taking on a number of
functions, (e.g., search and multiple-target track), which in
earlier systems required the time-consuming sequential
use of a number of sensors. Radar bandwidths are being
broadened and bandwidth diversity features, such as
changing transmission frequency from pulse to pulse
throughout this band, will be used to make the task of
jammers and deception repeaters more difficult. Where
feasible, individual radars will be designed to operate in
multiple frequency bands, and within a given battle area, a
multiplicity of radars, operating in concert, each in a
different part of the frequency spectrum, will be used to
improve the probability of discriminating true target from
false, of defeating jamming, and of detecting missiles
homing on the radiation of a given radar in time to turn that
radar off before it is destroyed. Substantial efforts will be
expended on reducing radar sidelobes, in order to reduce
the signal levels received from radar jammers, as well as
easing the task of designing deception transmitters as
decoys for the ARMs designed to home on radar sidelobe
energy. (See the paper by Scudder.) In general, the line
between radar and electronic countermeasure subsystems
can be expected to biend and possibly disappear as these
subsystems unitein their common task of sensing incoming
targets, overcoming jamming and deception, and jamming
and confusing sensors deployed against them.

The computation speeds already required by weapons-systems
phased-array radars far exceed the wildest blue-sky thinking of the
World War Il era.

Radars are now required to search volumes that may be
hundreds of miles in diameter with resolutions in the order
of tens of feet, and to discriminate and track large numbers
of targets with still higher resolutions. Limitations in the
peak power available with realistic transmitter designs
make it necessary to code transmitter waveforms so that
pulses of relatively long duration can be reduced by signal
processing to the resolution dimension required by the
system. (See the paper by Weinstock.) Rain, noise, fixed
and movable clutter, chaff, noise jamming, repeater decep-
tion jamming, deception targets, and real targets all give
rise to radar detections that have to be processed in real
time in order to provide the discrimination and targeting
information on which the entire system depends.

Pipeline processing, distributed data processing, and low-cost
cigital LS| make the high-speed computation possible.

Directly following the antenna, required computation rates
are often so high that they can only be achieved by
“pipeline” computing architectures (see technology
perspective 2), in which signals are passed through a series
of computing elements in a “pipeline” configuration, with all

elements operating simultanegusly at high speed to achieve
the required overall signal-processing throughput rates.
Typically, this part of the signai processing retains a limited,
but important, level of programmability in terms of such
factors as pipeline configuration control, weighting values
to be applied to the signals, etc. (See the paper by Timken
and Herold.) Typical competing implementation ap-
proaches in this areainclude high-speed digital LSI, surface
acoustic wave (SAW) devices, and sampled analog charge-
coupled device (CCD) processing. Only after initial detec-
tion processing do signal rates usually drop sufficiently to
make the use of general-purpose digital data processing
feasible. Digital data processing itself is going through an
important era of transition. The use of large, high-speed
machines with highly complex software, once the only
practical design approach due to digital device costs, is
giving way to distributed data-processing architectures,
(see technology perspective 3) now made economically
feasible by the advent of low-cost digital LSI devices
(technology perspective 4). A strong drive is developing to
use the opportunity presented by this new architectural
flexibility to improve the entire process of system software
design, development and test—an area that has proved to
be a major cost and performance stumbling block in many
recent system developments. The expectation is that sub-
stantial simplifications will result from distributing software
with hardware in separately testable entities of limited
program  complexity, while retaining centralized
“housekeeping” control of this array of processors, and of
data-base functions that need to be shared between them.
(See the paper by Buch, Clapper, and Smith.)

Two additional “drivers” underlie present trends in radar
technology—one a matter of national style and policy, the second
an economic overlay constraining all of the technologically
possible alternatives.

Years ago U.S. scientists and engineers used to view the
efforts of their U.S.S.R. counterparts with condescension.
Each system designed by the Soviets has usually
represented a relatively smail incremental progression from
the prior system designed for that function. The fact that
each of these systems has usually been produced in
quantity, and distributed to both their armed forces and
their allies in a timely manner, wasn’t considered in our
thinking. U.S. programs have been characterized by use of
the highest level of technology currently available, or soon
to be available. Resulting systems have been substantially
more sophisticated than their U.S.S.R. counterparts.
However, these systems have taken longer and longer to
develop and have been deployed in limited quantities over
relatively long periods of time. The pattern now emerging is
that U.S.8.R. systems, having gone through substantial
improvements and upgradings over many years, now
represent very significant levels of performance and are
widely deployed. U.S. systems continue to demonstrate a
technological edge, but the margin is simply not as great as
before and, in terms of deployed systems, we are clearly
behind in many situations.

Hand in hand with this problem is the issue of economic
constraints. Our high-technology military systems are
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increasing in cost at a rate of approximately 400% per
decade. As a nation, we simply cannot afford the substantial
increase in defense expenditures and/or the decrease in
fielded systems that this cost growth implies. In 1978,
approximately $124 billion will be budgeted for defense and
approximately 10% of these resources will be devoted to
research, development, test, and evaluation. It is probable
that in terms of constant dollars, the budget segment
allocated to the design, development, and production of
weapons systems will remain essentially constant. The
clear challenge in the years ahead, in every area of defense,
will be to identify the essential characteristics required of
our weapons systems, and to then focus our technologies
on reducing the cost of these systems, so that they can be

-technology perspective 2 - st

High-speed pipeline processing

Directly following the antenna,

deployed in the quantities required to establish a real
defense in being, rather than a defensive potential. All signs
point to the probability that, exclusive of guerrilla warfare,
when non-nuclear wars occur, they will be of relatively short
duration and will involve very substantial attrition. It is
unlikely that there will be time to tool up, produce, and
deploy systems that are stillin research and development at
the outbreak of hostilities.

Each of the papers presented in this issue addresses some
aspect of this technology/cost balance problem, and the
means for driving toward deployed technological ex-
cellence at a price that we can afford.

Fig. 2 presents the block diagram of a high-speed digital pipeline pulse

processes such as matched filtering,
convolution, correlation, and spectrum
analysis must be performed. Digital im-
plementation of these functions com-
bines the advantages of high perfor-
mance, stability, noise immunity, and
programmability. However, even the
largest general-purpose digital com-
puters cannot achieve the processing
speeds required for real-time signal-
processing applications.

Pipeline processing permits the
designer to achieve the desired data
throughput at the expense of signal time
delay. As illustrated in Fig. 1, signals are
passed through a series of computing
elements, with all elements operating
simultaneously at high speed, to achieve
the overall throughput rates required.

Pipeline architectures simplify the con-
trol and data storage problems which
would occur if the throughput were to be
achieved by paralleling large numbers of
processors. Furthermore, the Fast
Fourier Transform, an algorithm which
greatly reduces the number of com-
putations associated with convolution,
spectrum analysis, etc.,, can be easily
configured to fit pipeline architecture,

compressor developed under Air Force sponsorship using silicon-on-
sapphire LS| technology. This processor performs 60 multiplications and
78 additions every 0.1 microseconds, for an effective computing speed of
600,000,000 multiplications plus 780,000,000 additions per second!
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Pipeline processing achieves high data throughput at the expense of time delay.
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Distributed processing
with microcomputers

The block diagram at the right illustrates one architectural s M peyene coonomATE| GYRO DATA
approach to the design of a distributed microcomputer PROCESSOR o | | conversion
system for multifunction radar control. The control R 3 1 t
processor acts as a control distributor for radar data. Radar RETORN AND | R TYTR >
return data from the signal processor is correlated with FORMATTING j I 1
track files residing in the memories of the distributed S TR TRACK
microcomputers. This is accomplished by the central Ml [ P P e
microcomputer via direct memory access to the distributed i
microcomputer memories. After correlating old and new DQUBLEBURFERED MEMORY,
data, the control microcomputer provides new data to the
3 appropriate microcomputers, and assigns any new tracks L Gl [
to one or more of the distributed microcomputers, with

each microcomputer executing its tracking algorithms

independently. Other functions such as scheduling, In this approach to distributed microcomputing, the
coordinate conversion and search-pattern generation are control processor acts as a control distributor for radar
also updated concurrently. Depending on the particular data.

radar design, all data-processing functions can be dis-

tributed in this manner, or the distributed microcomputers

can be used to decrease the processing load of a cen-

tralized data processor.

~ technology perspective 4 — e —

High-density electronic packaging g

The increased speed and complexity of radar signal and
data processing has been matched by major advances in - - . w
digital logic circuits and packaging.
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Following World War Il, the invention of transistors
provided active logic elements requiring two orders of
magnitude less volume than tubes. Logic circuitry
shrunk even more in size as numbers of interconnected
transistors were placed on the same chip by a process
known then as integration—today as small-scale in-
tegration. Over the years, we have passed through the
development of medium-scale and large-scale integra-
tion and are now entering the era of very-large-scale
integration (VLSI), with 10,000 to 100,000 active
elements interconnected on a single chip—a further
. increase in packing density of 4-5 orders of magnitude.

. . . Mirror photograph of thick-film substrate
The photograph at the right shows a multi-layer thick- interconnecting 16 chips on each side of the

film ceramic substrate interconnecting 16 chips on each board. VLS| packaging densities will exceed
side of a board that is approximately 3" by 4”. Using VLSI 80,000 gates per square inch.

technology, this packaging approach will provide circuit

densities exceeding 80,000 gates per square inch,
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Radar processing architectures

W.W. Weinstock

Contemporary radar systems use a wide
range of minicomputers, microcomputers,
programmable signal processors, and
special purpose logic for flexible and
reliable operations at reasonable cost. The
radar system requirements actually
determine which processingarchitecture to
use for a given application.

This paper examines a relatively simple
radar system that uses a wide range of
typical processing functions. This example
illustrates the types of processing re-
quirements that must be handled in
modern radars and provides the basis for
evaluating the various architectural alter-
natives available.

A generic
radar system example

A track-while-scan (TWS) radar is asearch
radar whose output data is used to develop
tracks.* As a system, the TWS radar (Fig.
1) is relatively simple—a continuously
rotating search beam gathers target
azimuth and range data. Targets are il-
luminated on each scan, and their

*Barry Fell describes the track-while-scan radar in his tutorial
paper in this issue.

FAN BEAM

System requirements determine the processing structure;
flexibility and cost drive the mechanization.

detections are used by the system to form
target tracks. It is a good example because
it uses a wide range of radar-processing
operations: search, detection, acquisition,
multiple-target tracking.

The signal processor extracts the target
from noise and clutter.

To detect a target, the system must separate
it from a background of noise and clutter.
Noise may be due to external interference
or the radar receiver itself. Clutter may be
due to backscattering from the earth’s
surface, or from rain or clouds. The
primary function of the signal processor is
to reject noise and clutter by suitable
filtering, so that the target will be detected
every time the beam scans by it.

This calls for the examination of every
range-azimuth cell where a target can be
present. The total number of cells that must
be processed is the number of range-
azimuth cells viewed in a single scan. For
example, a radar scanning 360° with a
beamwidth of 1°, a pulse length of 1 us
(about 500 ft in range), and a maximum
range of 500,000 ft, will look at 360,000
cells each scan. With a representative scan

Fig. 1

Generic two-dimensional track-while-scan radar provides a point of departure for
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considering typical requirements of signal and data processing.

period of 3.6 seconds, this means that
100,000 cells must be processed each se-
cond.

The number of targets that can be seen
during a scan depends on the traffic. A
typical value for air-search applications is
several hundred, or (nominally) one target
per thousand cells. Consequently, the rate
of information flow drops by three orders
of magnitude after targets are extracted by
threshold detection. For radars with better
range resolution (say 0.1 us pulse length, or
50 ft in range) the number of range cells can
increase by an order of magnitude but the
reduction in the rate of information flow
can be four orders of magnitude or greater.

In summary then, the signal processor
performs high speed filtering operations,
repeated on a range-cell-by-range-cell
basis, to extract the signal from a
background of noise and clutter. This
filtering is followed by amplitude detection
and thresholding. To have real-time opera-
tion, the processing time must not exceed
the time extent of the signal return. For the
cases just cited, this is between0.1 and 1 us.
As we shall see, an extensive sequence of
operations may have to be performed
during this very brief period.

The data processor correlates the signal
processor outputs.

The signal processor output is an irregular
flow of target-like returns. These can in-
clude occasional noise spikes and residual
clutter in addition to the targets. The data
processor now must correlate these returns
on a scan-to-scan basis to develop target
tracks.

This correlation process must do several
things. First, it must associate successive
returns from the same target under a
variety of conditions. There must be no
confusion because of target maneuver or
the presence of other returns nearby. The
identity of targets on crossing or merging
flight paths must be retained. Clutter or
interference in the vicinity of the flight path
must not be confused with target return
data.




In additon to maintaining tracks, the
system must be capable of recognizing a
new target; i.e. one which is not currently
under track. It must be able to do this
without being confused by transient in-
terference or environmental returns. Noise
and clutter must also be excluded as soon
as possible to lighten the processing load.

Different correlation methods are required
to reject noise and clutter. Since noise is
random, it will not correlate in position on
a scan-to-scan basis. Consequently, some
form of multiple-scan correlation process
must be used to establish the presence of a
new target:~Clutter, on the other hand, is
strongly correlated scan-to-scan. This fact
can be used to map and blank out the
residues of strong returns.

In addition to performing its target-
handling functions, the data processor
serves as the focal point for controlling the
system and for disseminating target data.
Using its target files, the processor drives
operator displays and provides digital data
for any higher level system processing
required.

Radar system designers today can choose
from a variety of processing approaches.

Many current radars employ primarily
analog signal processing, while others
digitize all processing functions after the
the receiver (i.e., after baseband conver-
sion). Although the two approaches exist
side-by-side today, this paper addresses
only digital implementations since these
offer advantages in processing capacity and
flexibility—clearly making them favored
candidates for the radar system applica-
tion.

Signal processing functions

The series of operations required to extract
a target from a background of noise and
clutter is shown in Fig. 2.

All of the returns reflected from the target
during a single scan are used in making the
detection decision. For the case of the radar
with a 1° beamwidth, a 3.6 second scan
period, and range of 80 nmi (ie., | ms
between pulses), about ten returns are
received from a single target during the
scan period. Numbers like a few dozen
returns are typical. Processing starts on a
single pulse with matched filtering. Subse-
guent operations involve multiple pulse
returns,
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Fig. 2
Signal processing operations involved in
extracting target information from a

background of clutter and noise.

Extracting a signal from noise is a two-step
process that makes use of the differences in
spectra.

White noise has a flat spectrum, while the
signal spectrum is dominated by that of the
single pulse. The multiple-pulse (target)
spectrum has a fine structure of narrow
lines separated by the pulse-repetition fre-
quency. The specific nature of these lines
depends on the time that the target is
illuminated by the radar beam and by the
target’s behavior during that time. For
maximum signal-to-noise ratio, we need a
filter whose transfer characteristic is
matched to the target spectrum.

This matching can be achieved by
cascading two filters—a single pulse-
matched filter followed by a bank of
narrowband (doppler processing) filters to
coherently integrate a number of successive
pulses from the target. The bandwidth of
these filters is a measure of the coherent
integration time. In cases where radar
instabilities or target fluctuations produce
decorrelating effects, it may not be advan-
tageous to coherently integrate all the
returns from one pass. In this case, the
doppler processing integrates as many as
feasible and non-coherent integration (us-
ing amplitude information only) completes
the job.

Clutter rejection also takes place in two
steps.

Since the received signal frequency shifts
with target motion, the processor rejects

targets whose frequency shift (doppler) is
small—signifying small radial velocities
typical of clutter. This process, called
moving target indication (or MTI), is
accomplished by comparing the phase
change between successive returns. In
practice, this usually involves from two to
four successive samples.

The rejection characteristic of an MTI filter
is limited by the number of pulses
employed. In general, clutter may have
some frequency-shift components due
either to internal fluctuations (such as
those caused by wind blowing the leaves of
trees) or to radar instabilities. MT1 will not
reject these components completely.
However, the doppler processing employed
for coherent integration has a narrow
bandpass which provides the second step of
clutter rejection.

Non-linear operations eliminate unneeded
phase and amplitude information.

The four filtering operations that were just
discussed—matched filtering, MTI,
doppler processing, and non-coherent
integration—account for the bulk of the
signal-processing burden and all involve
linear filters. Two non-linear operations
are present as well; they destroy informa-
tion. Envelope detection discards phase
information at the point where it is no
longer useful. Threshold detection discards
low amplitude targets.

The final step in signal processing is the
consolidation of all the data into single-
scan reports. This requires an estimate of
target range and azimuth, and possibly
amplitude as well. Such estimates involve
computing weighted averages, and this
computation is similar to that involved in
linear filtering. Following parameter es-
timation, the data is formatted as needed
for the data processing to follow.

In summary then, signal processing in-
volves a sequence of linear filtering and
non-linear operations, performed on every
range cell of interest. These operations are
basically arithmetic—multiplication, addi-
tion, and time delay. The computations are
summarized in the appendix.

Data processing functions

Data processing involves operations on the
signal processor output—a succession of
single-scan reports of target position and
amplitude. The purpose is to establish
target tracks and to reject any remaining
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Data processing involves operations on a
succession of single scan reports from the
signal processor to provide complete target
track information.

undesirable returns. Fig. 3 shows the
multiple-scan processing needed for detec-
tion, acquisition, tracking, noise and
clutter rejection, and system control
processes. :

The processing burden caused by un-
desired returns is minimized if these signals
are rejected early in the processing se-
quence.

Clutter blanking removes those residual
clutter reports that were strong enough to
pass the detection threshold—even after
MTI and doppler processing. This makes
use of a radar generated “map” of the
environment. The map is, in effect, a file of
stationary targets that appear on a
repetitive basis. Correlation with the map
rejects returns in regions where strong
clutter will mask desired targets.

Rejection of noise, on the other hand, is
based onits non-repetitive character. Noise
reports are unlikely to correlate
geometrically on a scan-to-scan basis. Ac-
cordingly, the data processor requires a
series of single-scan reports before declar-
ing a detection, thereby rejecting noise
before the acquisition and tracking
processes are started.

Target data are developed from several
single-scan reports.

The only targets that are candidates for
detection are those not currently in any
active file. Consequently, all single-scan
reports must be correlated with the system
track file. A target that fails to correlate
with an active track is a candidate for the
multiple-scan detection processing.

After a succession of reports has been
received on a new target, the system can

establish velocity information that is good
enough to localize the likely position on the
next scan. This predicted position is then
used as the standard against which the new
scan data are correlated. The uncertainty in
this position is a function of the quality of
previous observations and deviations due
to possible target maneuvers. The design of
the tracking and prediction filter then
becomes a compromise between the
narrow bandwidth required for good noise
rejection and the wide bandwidth needed to

-minimize lag errors in the presence of a

target maneuver.

The uncertainty in predicted target posi-
tion for the next scan is the basis for
correlation problems in a multiple-target
environment. Flight paths can cross; merg-
ing or splitting formations can be en-
countered; targets can fly near strong
clutter regions. Each case can produce a
problem of maintaining track continuity,
and the problem is aggravated by the
possibility of a target maneuver at any
time.

In addition to track maintenance, the
tracking function must also discontinue
tracks that show a run of poor quality data
or no data at all. If no returns have been
received for the memory span of the track
filter, then there is no basis for coasting and
the track should be dropped. Failure to
drop poor tracks will lead to unnecessary
processing burdens and correlation
problems.

The system control problem is one of chang-
ing waveforms and exercising options to
match changes in the environment.

The false reporting rate, in particular, must
be monitored and controlled so that
spurious single-scan reports do not
saturate the system. Sector adjustments of
threshold levels and blanking may be
required to control this situation.

The data processing functions centeron the
use and management of target files.

The key files hold the information on
targets under track, the clutter map, and
the list of candidate new detections. The file
processing operations involve a series of
correlations or data associations in order to
make the basic decisions:

o [s the return clutter?

e [s it from a target already under track?
o [s it from a new detection which has not
yet passed the multiple-scan detection
criterion?

The number of possible branches in this
logic is in marked contrast to the signal
processing problem involving a fixed se-
quence of operations on every cell. The
sequence of data processing operations on
a single-scan report depends on the type of
report. A fairly elaborate logic is required
to ensure that all the possibilities are
considered.

Another major difference between data
processing and signal processing is in the
degree of regularity of input data.

The data processor receives an input for
every threshold detection by the signal
processor. The time between reports
depends on the geographic distribution of
targets and the antenna scan period. In
general, the inputs will be irregularly
spaced in time. Concentrations of targets
can produce peak rates considerably above
the average. The signal processor, on the
other hand, processes one resolution cell
after the other, on a regular basis.

How it's done—implementing
the processing functions

The basic processing requirements we have
discussed are summarized in Table 1. The
enormous differences in processing load
and speed requirements, as well as in
complexity of operations, clearly
demonstrate the need for diversity in
system development.

The evolving data processing technology
has given rise to distributed processing
systems whose architectures are tailored to
the problem at hand.

Data processing requirements are typical
of those imposed on general-purpose com-
puters. In the 1950s and 1960s, data
processor designs were based primarily on
centralized, large-scale machines. This ap-
proach, of course, has been altered
significantly with the advent of the
minicomputer and the microcomputer,
which are based on different technologies.

The impetus toward the use of smaller
machines has come from a second direction
as well—software development. Small
machines mean distributed processing with
dedicated software. Monolithic software
developments are giving way to modular
sets, offering a promise of easing the
problems of software management and
software change.

The architectural challenge of distributed
systems is to partition the problem into




Table |

Comparison of processing requirements demonstrates the need for a wide variety of

processing approaches.

Representative capability required

Characteristic Signal processing

Data Processing

Processing load

Types of processing
required
sequence

Processing speeds

Data span

Acceptable process- Microseconds

ing delays

Millions of inputs/second

Regular, well defined,
arithmetically intense

Tens of million of
operations per second

Tens of milliseconds

Hundreds of inputs/second

Variable sequences of logic,
control, and arithmetic
operations

Hundreds of thousands of
of operations per second

seconds

Tens of milliseconds

elements with simple interface and com-
munication requirements. Highly
repetitive processing involving a limited
number of different operations can be
based in dedicated smaller machines. This
is why operations such as “smart terminal”
drivers and coordinate converters have
become distributed elements. The
midi/ mini/ microcomputer hierarchies
that are appearing are one aspect of dis-
tributed operations.*

However, certain functions by their nature
require a strong centralized processing
system capability. For example, if a
number of processing functions require the
use of an extensive set of files, they should
share them directly. The alternative to this
is duplicating these files for each processor
and communicating any changes as they
occur. In our generic TWS system, the
track files were used in detection, acquisi-
tion, and tracking. Since they might con-
tain hundreds of targets whose coordinates

*Buch, Clapper, and Smith discuss distributed processing at the
microprocessor level elsewhere in this issue.

DATA PR
STREAM—— OCESSOR

INSTRUCTION
STREAM

a) Re-entrant processor—single data stream/single instruc-

are continuously changing, the file users
must be tightly tied to the point where the
files are generated.

The world of signal processing is evolving
from the other direction, with highly struc-
tured requirements and extremely high
arithmetic content.

The magnitude of the arithmetic processing
problem is illustrated by digital matched
filtering. A transmitted waveform can be
internally coded so that a long pulse can be
compressed into a narrow pulse with good
range resolution. In this way, high energy
can be achieved in a short pulse without
exceeding the peak power limitations of the
transmitter. Compression ratios of a few
hundred to a few thousand are common. If
the range resolution is on the order of a
hundred feet, then independent cells will be
separated by 0.2 us after compression. This
presents a formidable processing burden,
as shown in the Appendix.

A time-domain form of matched filtering
multiplies the received signal by a replica of

DATA___ .| PROCESSOR
QU STREAM | No.1

INSTRUCTION
STREAM No. 1

the transmitted signal and then integrates
the result.” For the case where the
waveform coding has the form of a thou-
sand subpulses, there are 1000 mul-
tiplications and additions required every
0.2 us. This is an unacceptably high
processing burden, even for the fastest of
current machines. It can be reduced by two
orders of magnitude if time-domain filter-
ing is employed using the Fast Fourier
Transform and inverse FFT. However, the
arithmetic capability required is still very
demanding.’

Processing requirements drop con-
siderably after matched filtering has been
completed. However, the complete se-
quence (MTI, doppler processing,
envelope detection, and thresholding) must
be accomplished every 0.2 us if the
processor is to keep up with the input data.
Present-day systems commonly require
signal processors to achieve 100 times the
throughput of a minicomputer with only 10
times the parts count.*’ The signal process-
ing implementation problem, then, is one
of balancing processing speed and flexibili-
ty against cost.

Practical processors typically rely on some
form of parallel architecture for high-speed
operation.

Processing architectures can be categorized
by the number of data streams and the
number of instruction streams;*’ four
typical approaches are shown in Fig. 4.
With the exception of the re-entrant
processor (Fig. 4a), each type has explicit
parallelism in its structure. This parallelism
is central to achieving high-speed opera-
tion. The array processor (4b) has been
used where data is divided on a range basis
and different processors perform identical

PROCESSOR PROCESSOR
o pe ouTT
INSTRUCTION INSTRUCTION
STREAM Yo. 2 STREAMNo. N

c) Pipeline processor—single data stream/multiple instruc-

tion stream. tion streams.
l - { }+outpur
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PROCESSOR PROCESSOR PROCESSOR STREAM— STREAM—{ cet R,
REAM LR
Mot M1 TEAMT No. 2 STREAM| No- N No.1 B! No. 2 d e
No. N b
f { ’ INSTRUCTION INSTRUCTION INSTRUCTION
COMMON INSTRUCTION STREAM STREAM No. 1 STREAM No. 2 STREAM No. N

b) Array processor—muitiple data streams/single instruc-

tion stream.

Fig. 4

d) Parallel processor/multiprocessor—multiple data streams/

multiple instruction streams.

Basic processing architectures illustrate differences in approach for handling single and multiple instruction streams.
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Table Il

Parallelism, in many forms, must be integrated for high throughputs.

Form of parallelism Implementation

Arithmetic

Four multipliers and adders will perform an FFT,

butterfly, or second-order section

Memory

Separate instruction and data memories allow

parallel instructions and data accesses

Two operand memories allow simultaneous

fetching of operands for signal processing computations
Multiple buses (3) support simultaneous

memory accesses

Overlap of instruction
and data cycles

Parallel control
of units which must

Separate logic/control, registers and buses for instruction
execution and instruction and data accesses

Long instruction word for parallel control
Multiple address instructions (3) for data retrieval

operate simultaneously and storage of results.

processing on cells at different ranges.® The
pipeline structure (4c) typifies most current
hardwired processors. It is also applicable
where special microprocessors are used for
each processing function, and where the
function is established by firmware. That is
where processors are converted, for exam-
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ple, into an MTI processor, doppler
processor, or non-coherent integrator by
virtue of the program used in that
element.”'® The parallel processor is the
most generalized form of parallel con-
figuration.

Parallelism can also be implicit in the
internal structure of each processing ele-
ment. In fact, most high-performance reen-
trant signal processors are built using the
techniques given in Table II. Current signal
processing systems use both classes of
parallelism. The specific choice for any
particular application is a function of the
problem and the amount of flexibility
desired in the solution.

Flexibility can be achieved in a straight-
forward manner using digital techniques.

For example, in the case of pulse compres-
sion discussed earlier, long codes can be
generated by simply adding more sub-
pulses to the waveform. An analog
mechanization would require a separate
filter for each waveform. Where flexibility
is required, the frequently higher cost of
digital elements is offset by the multi-mode
or multi-function capability of the digital
hardware.

Many levels of flexibility are possible. At
the lowest level, a hardwired processor may
be capable of changing parameters (e.g.,
bandwidth) without altering its basic con-
figuration. This amounts to changing
stored constants within a specific con-
figuration.

On the other hand, the processing system
can be implemented using a programmable
signal processor, which is a general-

purpose re-entrant machine tailored to the
signal-processing problem. All of the radar
functions can be executed by sequential
operations. Changes can be implemented
by modifying the machine’s program. This
approach offers a high degree of flexibility,
especially where system requirements are
expected to evolve with time. Changes can
be accommodated without a hardware
redesign.*

But flexibility has its price. General-
purpose devices must have capabilities that
are not always used in each application.
Furthermore, in the case of programmable
machines of any kind, efficiency is lost
when flexible, high-order languages are
employed. The use of machine language
yields greater efficiency but makes the
software more difficult to change.

A third aspect of flexibility must be con-
sidered. This relates to cost as a function of
quantity. A common design with wide
application is required to obtain a cost
advantage. This commonality can be
achieved with general-purpose
microprocessors as well as with program-
mable systems. The high-performance
microprocessor is well suited to the array
and pipeline architectures that were dis-
cussed earlier.

* Herold and Timken discuss programmable signal processors in
this issue.

For further reading

Several papers in this issue illustrate a
number of specific implementations of the
architectures  discussed here. They
demonstrate some of the state-of-the-art
alternatives that RCA is currently in-
vestigating. They also show the significance
of programmability as applied to signal
processing.
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Appendix

Signal processing operations that remove noise and clutter from

the radar signal

Signal processing operations are primarily arithmetic
in nature, involving a number of multiplications,
additions, and time delays.

Linear processing

The linear filtering operations required in signal processing can be
examined by considering the filter transfer function

H(z) = Y(2)/ X(2), (M

where X(z) is the transform of the input signal and ¥{(z) is the
transform of the output. The general transfer function of any
system that can be described by linear difference equations with
real coefficients (and this covers all the sampled data cases of
interest) is of the form

Y(z) bo+ bzl 4 oo+ bz
H(z) = =

= 2
Xz) l4+az'+a@mz?+ - +ayz¥

The z' factor is associated with the delay between successive
samples; the a’s and b’s are real coefficients. By cross-multiplying
and taking the inverse transform, this becomes

Wn) = box(n) + bix(n—1) + - - - + byx(n—M)
(3)
—aiy(n—1) —axy(n—2) — -+ - —auy(n—M).

Thus the current output y(n) is the weighted sum of the present
input x(n) and all past inputs to x(»—M), together with past
outputs y(n—1) to y(n—M). The general filter is recursive since the
output feeds back into the input. This produces an infinite-
duration response to any input. For the special case where the
denominator of Eq. 2 is a constant, Eq. 3 reduces to a finite-
duration impulsive response.

The mechanization of Eq. 3 requires a series of multiplications,
additions, and time delays. A wide variety of implementations is
available; the choice depends in part on practical
considerations—the quantization effects associated with finite
word length and the computational efficiency of the candidate
architecture.

The computations can be decomposed into a series of simpler
computations. Since the denominator in Eq. 2 is a polynomial
with real coefficients, its roots are either real or complex
conjugates. This means that Eq. 2 can be represented as the
oroduct of transfer functions, none of which is greater than
second order. Thus, instead of computing Eq. 3 directly, a cascade
of second-order operations can be used. This suggcsts
mechanizations which sequentially employ simple second-order
sections of the form:

W) = Ay(n—1) + By(n—2) + Cx(n—2) + Dx(n—1) + x(n). (4)
Therefore, the capacity to do four real multiplications and four

real additions per step is the basic capability required for time-
domain filtering.

Eq. 1 suggests the frequency domain implementation of the linear
filter. It requires that X(z), the Fourier transform of the input

signal, be computed and multiplied by H(z), the filter transfer
function. The inverse transform of the product H(z) X(z) then
gives the filtered output y(n).

The use of the fast Fourier transform (FFT) algorithm allows the
discrete Fourier transform and its inverse to be computed
efficiently.’ The computational burden of the frequency domain
approach can be considerably less than the time domain
equivalent, even though it involves both a transform and an
inverse transform.

The FFT algorithm can be done in steps, by cascading com-
putations of the following type

+1) = + w
{u(m ) = u(m) v(m) )

v(m+1) = u(m) — Wm)

where u(m), v(m) are complex representations of the inputs to the
stage; u(m+1), v(m+1) are the outputs; and W' is a fixed compiex
multiplication factor. Complex operations are performed by
operating on the real and imaginary parts of the quantity of
interest. Complex muitiplication is equivalent to four real
multiplications and two additions. Thus Eq. 5 calls for the same
capability needed to do the time domain filtering in Eq. 4.
Therefore, linear filtering requires the capability to do four
simultaneous multiplications and additions, regardless of the
approach.

Non-linear processing

The non-linear operations required in signal processing are
envelope detection and threshold detection.

Envelope detection removes the phase information from the
signal amplitude returns. Prior to envelope detection, the signal is
coherent and is represented by two quadrature quantities—an in-
phase component, /, and a quadrature component, Q. These are
generated by phase detecting the received signals against a
reference oscillator and a 90° phase-shifted version of this
reference. The components (/,Q) are the elements of the complex
signal discussed previously. Amplitude detection requires
the computation of (#* + 0?)'? An exact value of amplitude is not
required for the threshold detection that follows. The use of any
monotonic function, such as (/* + (%), will allow for rejection of
signals below the critical amplitude level.

Threshold detection involves the simple comparison of the
integrated amplitude in a cell with the critical threshold value. If
the threshold is exceeded, the return has passed the single-scan
detection criterion and is sent on for further processing. If the
threshold is not exceeded, the return is irreversibly discarded.
Thresholding is the primary branching operation in signal
processing.

This brief summary confirms that signal processing operations
are primarily arithmetic in nature, involving a number of
multiplications, additions, and time delays. Although these
operations are relatively straightforward, the number of
operations required, in microseconds of time, makes high-speed
arithmetic capability an absolute requirement for real-time
processing.

Reprint RE-23-5-5| Final manuscript received January 9, 1978.
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Solid state for super-power radars

The ideal high-speed switch for multi-megawatt pulsed radar
modulators may be a thyristor.
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For the past several years, he has been the
principal engineer in a series of projects
aimed at developing high-power solid-state
pulse switches.

Contact him at:
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Development Engineering
Missile and Surface Radar
Moorestown, N.J.

Ext. PM-2153

One trend seems inevitable in the continu-
ing radar evolution—a constant demand
for more power. In particular, pulsed radar
(and laser) systems are already pushing
modulator output pulse power levels of
several billion watts peak—at relatively
high (up to 0.5%) duty cycles.* Typical
modulator requirements are for
pulsewidths of 10 us, with 2 us risetime, at
200 to 300 pulses/s. Continuous or in-
termittent duty may be required,
depending on the application.

The heart of any high-power pulse
modulator is the pulse-switching device.

Hydrogen-thyratron, spark-gap, and
mercury-pool devices—these have been the
traditional choices for handling the power
levels required. But their size and weight
are usually as impressive as their power-
handling capacity.

The ideal switch, of course, would be small
and lightweight, with long life and high
reliability—features that suggest a solid-
state approach. This paper describes the
five-year history of RCA’s investigations of
solid-state devices for high-power pulse
switching. Several developmental switches
are described, with performance ratings
that show very real potential as practical
switches for high-power pulse modulators.

Background of development

In a line-type pulse modulator, energy is
transferred from a high voltage power
supply to a “pulse-forming-network”
(PFN) capacitance, via a charging induc-
tance and a charging switch. This charge
transfer takes place over a relatively long
time called the interpulse period. The pulse
switch is then triggered to discharge
this energy into the load, producing a short,
high-peak-power load pulse. The PFN
configuration causes the energy to be
delivered to the load as a rectangular pulse.

*Duty cycle is the ratio of pulsewidth to interpulse period.

-reasonably

D.L. Pruitt

After a short interval to allow the pulse
switch to recover voltage blocking ability,
the charging switch is triggered to initiate
another cycle.

Power transistors generally make poor
switches in super-power short-pulse
modulators, mainly because the peak
capability of a power transistor is little
higher than its dc capability. This
characteristic leads to an inefficient use of
silicon, resulting in a large and un-
expensive switch.  Also,
transistors are more susceptible to damage
from fault current than are thyristors.

Power thyristors tend to be limited by rms
current rather than peak current, and are
thus more appropriate for design of a
relatively small, low-cost pulse switch.
Power thyristors are limited in pulse-
current risetime because of slow spread of
current across the silicon chip after the gate
is triggered. This characteristic (slow rate
of current spreading) can cause localized
chip overheat for rapidly rising current
pulses—the well known di/dr limit. Large
high-power thyristers are more susceptible.
to di/d: limitations than are small, low-
power thyristors. Several interdigitated
and regenerative gate designs have been
developed to enhance high frequency per-
formance. However, at the present state of
the art, it appears that relatively small chips
(up to 0.1 in. diameter and 35 A rms rating)
have a definite performance. edge over
larger devices for pulses with risetimes up
to 2 us.

Device selection

During the early study and investigation,
arrangements were made with the RCA
Solid State Division to make pulse dissipa-
tion tests on several thyristor-device
families: RCA S3700M, RCA S2600M,
and 2N3899. From these tests, tentative
ratings were derived, thus allowing cost
and size tradeoffs to be made in order to
select the best device for further work. The
tests were made using 20-us pulses, with
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Basic SCR switch “module” with 10 thyristors paralleled on acommon
anode plate. (Dotted lines indicate that the SCR circuit is repeated ten

times.)

risetime up to 2 us, and a low repetition
rate.

The resulting data showed that one 2N3899
can replace four S3700Ms or three
S2600Ms. The significantly higher parts
count with the smaller devices seemed
certain to make a S3700M or a S2600M
modulator more expensive than a 2N3899
modulator. Further, a 2N3899 modulator
would be smaller in overall size. Therefore,
the 2N3899 (stud mount)/2N3873 (press
fit) family was selected for further work.

Developing the switch
The switch was fabricated in two steps:

1)A “module” was constructed by
paralleling a number of individual
devices on a common anode plate.

2) A number of “modules” were con-
nected in series to obtain the desired
voltage capability.

A ten-thyristor module yielded 1.8 mega-
watts of peak power.

After an evolutionary period of many
months, a module using ten type-2N3873
thyristors pressed into a common anode
heat sink was developed. (Ten is an
arbitrary number; any convenient number
up to probably several dozen may be
paralleled.) As shown in Fig. 1, a pilot
thyristor (SCR1)provides gate drive to the
ten main thyristors by switching the voltage
cn Cl onto the common gate bus. Cl is
charged to the module anode-to-cathode
voltage. Gate-isolating resistors R2
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through R11 ensure a proper overdrive (2
A peak at the nominal 500 V operating
level) into each of the main thyristor gates.
Diodes D2 through DIl provide further
gate isolation, preventing feedback from a
leaky or shorted thyristor to the gate bus.
Inductors L1 through L10 are straight No.
18 bus wires, each approximately 4 ¢cm
long, which connect the ten main cathodes
to the next anode plate for a series stack.
Fuses F1 through F10 provide automatic
disconnect of an individual failed thyristor.

Pilot thyristor SCR1, an RCA S2600M, is
normally triggered by a nominal 1-A
(peak), 5-us pulse from current
transformer T1. The secondary of T1 has
50 turns of magnet wire ona small (CF111-
Ql) ferrite toroid. In a series stack of
modules, a 50-A (peak) primary pulse is
conducted through a single-turn primary
which links all of the toroids in series. The
primary turn is a silicon rubber-insulated
high-voltage wire.

Early versions of the module were con-
structed using the stud-mounted 2N3899
thyristors on a water-cooled copper plate.
Later versions were constructed using
press-fit 2N3873 thyristors on a water-
cooled aluminum plate. Fig. 2 shows this
latter version.

These switch modules were extensively
tested in a conventional artificial line type
modulator circuit at 6000 A peak. They
yielded 1.8-MW peak power and 9 kW
average power.

Using RCA2N3873 thyristors selected at
random from a lot of 1000 units containing

Parallel SCR switch, showing press-fit thyristors on a water-
cooled aluminum plate.

two different date codes, current sharing
among ten paralleled thyristors typically
fell within £209 of the average value. Two
continuous runs of 8 hrs each were made at
the given conditions. In destructive tests,
the devices exhibited remarkable
toughness: at least four, and sometimes five
of the ten devices had to be removed (by
clipping the cathode leads) before failure
occurred among the remainder in a 5-
minute test. Typically, soft solder melted at
the cathode connection before the device
failed in these destructive tests.

Twenty modules were connected in series to
produce a 30-megawatt switch.

On the basis of the encouraging early
results, the Air Force in 1974 awarded
RCA a contract to construct and test a 30-
megawatt switch.

Twenty modules were constructed, using
ten type 2N3873 press-fit thyristors in
parallel in each module; the 20 units were
connected in series to form a 10-kV peak-
voltage, 6-kA peak-current switch (Fig. 3).
A modulater was constructed to test this
switch to 50 MW peak power and 150 kW
average power.

This switch has been operated for short
periods (up to 5 minutes) at the full design
power levels. (The thermal constant of the
thyristor switch is short compared to 5
minutes.) With water cooling provided, the
switch heat sink temperature rise was only
a few degrees Centigrade. Longer
operational periods were precluded by the
danger of overheating test set components,
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Fig. 3

30-megawatt switch shows 20 modules in
breadboard configuration used to verify
high-power switching performance.

Fig. 4

Extension of switching voltage capability
from 10 to 15 kV was demonstrated in this
developmental switch.
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15-kV switch current and voltage waveforms show instantaneous switching capability on
normal 2 microsecond time scale (left) and on an expanded 0.5 microsecond time scale

(right).

particularly
capacitors.

the pulse-forming-network

Levels achieved were:

Peak switch voltage 10 kV
Peak switch current 7000 A
Peak load power 32 MW
Average load power 160 kW
Pulsewidth 20 us
Current risetime 1.7 us

(10% to 90%)

Repetition rate 250 pulses/s

Adding ten more modules produced an
additional 15 megawatts of peak power.

Under a contract extension from the Air
Force, the 10-kV, 30-MW switch described

above was extended to a 15-kV switch by
adding 10 additional modules in series fora
total of 30 series modules. (See Fig. 4.)

Because of test-set limitations, this 15-kV
switch could not be tested to its full
inherent capabilities of 45-MW peak and
225-kW average power. Therefore, the
switch was tested for the following
parameters:

Pulsewidth 10 us
Current risetime 0.8 us

Peak PFN votage 15 kV

Peak load current 4700 A
Peak load power 30.9 MW
Repetition rate 285 pulses/s
Average load power 88.1 kW

The switch was repeatedly snapped on and
off at full power, demonstrating instant full
power availability without warmup. Con-
tinuous runs were again limited to about 5
minutes by component (PFN-capacitor)
heating. Fig. 5 shows switch current and
voltage waveforms during the pulse.

Hybrid circuit
thyristor switch

Early in this program, the use of hybrid
circuit techniques was recognized as offer-
ing a potential dramatic reduction in size
and weight for the parallel SCR switch
module. Glass-passivated chips of an ap-
propriate size became available in 1975
(from Unitrode Corporation), and a hybrid
circuit development program was started in
1976.

A 40-A (rms rating) 600-V chip (R044060)
was chosen; this chip is 5-mm (0.2 in.)
square. The concept involves attaching, by
reflow soldering, 20 main switch SCR chips
in a ten parallel/two series configuration,
plus two trigger (or pilot) SCR chips, ona
beryllia substrate. Beryllia was chosen for
its excellent thermal properties—high con-
ductivity and high specific heat.

The resulting circuit (Fig. 6) is essentially
two series circuits, much like the configura-
tion shown in Fig. 1, but with an important
simplification. The electrical isolation of
the SCR anodes, provided by the beryllia
heat sink, allows placement of the fuses (F1
to F20) in the anode circuits; this, in turn,
eliminates the requirement for gate-
isolating diodes (D2 to D11 in Fig. 1).
Otherwise, circuit operation is exactly as
described earlier.

Several trial layouts were generated and
discarded in arriving at the hybrid circuit
layout. Because of the high rms currents
involved (40 A rms/chip), the SCR chips
are not soldered directly to the substrate
metallization, but rather to copper contact
pads which are in turn reflow soldered to
the metallization pattern. The printed-
circuit resistors (gate resistors and bleeder
resistors) add negligible weight to the
hybrid circuit. The trigger transformers
(T1 and T2) and the circuit capacitors (Cl
and C2) contribute significant (but not
major) weight to the hybrid module.

The completed module weighs 190 grams
without cooling fins, and 235 grams with
cooling fins attached. Fig. 7 is a
photograph of a completed hybrid-circuit
thyristor-switch module.




The performance objective, as an air
cooled switch, was as follows:

Peak voltage 1 kV

Peak current 3 kA
Pulsewidth 10 us
Current risetime 1 us
Repetition rate 100 pulses/s
Duty cycle 0.001

Peak power 1.5 MW
Average power 1.5 kW

Ten hybrid SCR modules were connected
in series to obtain a 10 kV (nominal) air-
cooled switch as shown in Fig. §, and the
switch was installed in the test modulator.
In initial testing, some difficulty was ex-
perienced with module voltage sharing,
resulting in loss of devices. After repairs,
maximum voltage was limited, resulting in
the following maximum operation:

Peak voltage 8.9 kV
Peak current 3 kA
Pulsewidth 10 us
Current risetime 1 us
Repetition rate 100 pulses/s
Duty cycle 0.001

Load resistance 1.2 Q

Peak load power 10.8 MW
Average load power 10.8 kW

Conclusions

The work performed on thyristor switching
has shown that series/parallel arrange-
ments of relatively small thyristors can be
used effectively in high-power artificial
line-type pulse modulators. A 30-MW
(peak) 150-kW (average) power modulator
was demonstrated using packaged 2N3873
devices with water cooled heat sinks. A
lightweight, compact, air-cooled hybrid
SCR switch attained 10 MW peak and 10
kW average in an artificial line-type
modulator. These results show that solid-
state switching has arrived as a practical
reality for advanced super-power pulsed
modulator applications.
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Hybrid switch module in completed form shows compactness attainable in final design.
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Air-cooled hybrid switch incorporates ten SCR modules in series for high-voltage testing.
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Pulsed GaAs FET microwave power amplifiers
for phased-array radars

R.L. Camisa
J. Goel

H.J. Wolkstein
R.L. Ernst

The successful realization of I-band (8-10
GHz) airborne phased-array radars
depends upon the development of high-
performance economical power-amplifier
modules. IMPATT diode amplifiers and
transistor amplifier-multiplier approaches
have been unsuccessfully tried at these
frequencies. At lower frequencies, three-
terminal silicon bipolar transistors are used
exclusively. Recent advancements in GaAs
technology indicate that efficient power
amplification is possible, with many
researchers? achieving output power in
excess of | W through 12 GHz.

This paper summarizes the performance of
a 9-10 GHz, 0.5-W pulsed GaAs FET
amplifier developed as part of an Air Force
exploratory technology program.3 The
amplifier reported here is considered a
driver for higher-power stages yet to be
developed, with an eventual output power
goal of 5 W. In array-radar applications,
the amplifiers must be operated in a pulse
mode such that the devices are activated
only when a radar pulse is being
transmitted.

Fig. 1
Typical RCA GaAs FET chip before flip-chip
mounting.

42

Phased arrays require pulsed operation at high frequencies,
but at the beginning of this project, nothing had been
published on the pulse characteristics of GaAs FET

amplifiers.

At the inception of this program, there was
no published prior art concerning the pulse
characteristics of GaAs FET amplifiers.
Therefore, the major goal of this effort was
to compare the cw and pulse performance
of microwave amplifiers using these
devices. The evaluation of phase variations
within a pulse was of particular interest for
this phased-array application, since low
phase variations make amplifier-to-
amplifier tracking problems less difficult.

The distinctive features of RCA GaAs
FETs used in this amplifier program are
briefly summarized below. Flip-chip
bonding procedures, first applied to GaAs
power FETs by RCA, presently differ-
entiate our approach from others in the
field and will be described. The amplifier
design approach discussed here emphasizes
pulse techniques and associated tradeoffs.

Device technology
Flip-chip devices have distinct advantages.

The distinctive features of RCA’s GaAs
FETs used in this amplifier program are: a)

P~

Fig. 2
“Flipped” device mounted on a gold-plated
copper carrier. This technique provides
good heatsinking and low source induc-
tance.

flip-chip bonding, for its heatsinking
qualities and reduced source inductance; b)
self-aligned gate processing, for its
simplicity; and c) multiple-layer epitaxy,
for its non-degrading ohmic contacts. The
details of the device processing have been
previously published" and only the
highlights will be briefly reviewed here. Our
fabrication processes use conventional
photolithographic techniques and avoid
difficult alignment problems. Modern
microfabrication techniques such as ion
beam milling are used, avoiding under-
cutting and resulting in an almost 1:1 ratio
of photoresist pattern to actual device
geometry.

Flip-chip bonding of devices allows
optimal heatsinking of units in a common-
source configuration, while at the same
time optimizing gain by reducing source
inductance to a minimum. This technology
uniquely lends itself to high-performance,
reliable devices which can ultimately be
adapted to large-scale production. Fig. 1
shows a typical RCA GaAs FET chip with
plated source posts. Fig. 2 is a photograph
of a “flipped” device mounted on a gold-
plated copper carrier. In the flipchip
bonding, ribbons or bond wires are at-
tached on gate and drain pads and the
device is then flipped down onto a copper
carrier, thereby contacting all the sources
at the same time. The gate and drain
connections are then tacked down on a
ceramic ring having metallization pads.
Inductance is minimized by grounding all
sources directly, without the use of
wirebonds. The copper pedestals extract
heat directly away from the surface of the
device, where the heat is generated. The
flip-chip technology appears difficult, but
this technique has proved very practical
with the advent of commercially-available
flip-chip bonding machines.




Amplifier development

The overall multistage amplifier was
designed in modular blocks.

This design allowed individual sections to
be separately optimized and cascaded easi-
ly with other stages. A modular construc-
tion is also desirable because it is
tractable—if an individual amplifier fails, it
can be easily located, reworked, or replaced
by an equivalent unit. The most common
type of modular design is the quadrature-
coupled balanced amplifier.’ In this con-
struction, each amplifier stage requires two
quadrature couplers and two single-ended
circuits. The main disadvantage of an all-
balanced approach is that two devices per
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Why do we need high-frequency pulsed amplifiers?

Airborne radars are requiring higher and higher resolution, and high-
frequency operation (up to 12 GHz) can provide it Higher frequencies also
mean smaller antennas and less aircraft weight. However, standard
amplifiers do not work well at such high frequencies, and GaAs MESFET
amplifiers seem to fill this gap.

It is also efficient to have an airborne radar work in both the air-to-air and
ground-to-ground modes. (The driving force here is for military tactical
aircraft, but future commercial applications szem possible—collision
avoidance with the air and ground are both important.) Thus, the radar must
be able to “look” in a number of different directions in a very short time.
Phased-array radars do this well, but they pulse beams in different
directions by combining a large number of different-phased beams. By
varying the individulal phases, the combined beams will cancel each other
out in different directions, resulting in a beam that can change its direction
quite rapidly. The requirement for rapid pulsing is thus passed on to the
amplifier.
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amplifier stage are required. An alternate
approach uses directly cascaded amplifiers
without couplers. The disadvantage of this
amplifier type is that individual amplifier
stages interact with each other, which
makes tuning the complete amplifier
difficult. The advantage of the directly
cascaded amplifier, however, is that a
minimum number of devices are used.

The final version of the driver amplifier
used a mixed single-ended and balanced
design as a compromise between the
number of devices used, alignment difficul-
ty, and overall volume. This was done by
separating the amplifier into three distinct
modules. The two output modules are
balanced stages. The input module is a
circulator-coupled, three-stage single-
ended amplifier. Fig. 3 is a block diagran
of the overall amplifier showing stage-by-
stage performance. At band center, the
output power of the overall amplifier was
500 mW with an associated gain of 30 dB.
The small-signal gain was 33 dB and the
noise figure was 12.5 dB.

The amplifier video circuitry design and rf-
pulse operation differentiate this amplifier
from all previous FET amplifier designs.

In an airborne-array application, in order
to conserve power, the FET amplifiers
should be off when no rf pulses are being
transmitted. Two methods of pulsing the
amplifiers were considered: pulsed-gate
and pulsed-drain.

In a pulsed-gate configuration, the device is
cut off by putting a reference voltage larger
than the pinchoff voltage on the device. In
order to turn the device on, a positive-going
pulse decreases the effective negative gate-
to-source voltage such that the FET can
draw its normal operating current. In the
second approach, the drain voltage is
pulsed from 0 V to the normal operating
drain potential and current. The drain-
biasing scheme requires a fast current
driver and the gate-biasing scheme does
not. However, a disadvantage of the gate-
pulsing scheme is that it puts heavy
demands on the maximum voltage that the
device must tolerate without damage—the
device breakdown voltage must be greater
than the algebraic sum of drain voltage,
gate voltage, and rf voltages. Our amplifier
used the gate-biasing scheme because of its
simplicity and ultimate lower cost. Also,
the amplifier was pulsed only inthe last two
balanced stages, where most of the power is
being dissipated.
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Stage-by-stage performance of the GaAs FET amplifier. Pulsed operation takes place inthe
last two stages, where most of the power is dissipated.
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Fig. 4

Experimental amplifier was produced in a microwave integrated circuit format. Note the
modular approach taken and compare the modules with the blocks of Fig. 3.

The amplifier performs well, especially in
terms of its AM/PM conversion.

Fig. 4 is a top view of the amplifier
delivered to the Air Force Avionics
Laboratory. The overall package is ap-
proximately 15X6X2.9 cm. The input and
output connectors are the hermetically
sealable type with excellent rf performance
through 18 GHz. The amplifier requires
two dc inputs (Fp =8V, Vyy=—4 V) and
one video pulse (0 to —4 V). With —4 V, the
last two stages are cut off, and with0 V, the
amplifier is turned on. The amplifier
package is divided into rf and dc (or video)
compartments.

The amplifier rf circuits were fabricated in
a microwave integrated circuit (MIC) for-
mat. All circuits were made on 0.635-mm
(0.025-in.) A1,03 microstrip transmission
lines with chrome-copper-gold metalliza-
tion. The substrate thickness is dictated
mainly by the type of coupler used in the

balanced design. Actually, at I-band, a
thinner substrate is preferred to minimize
dispersion and radiation effects.

Table 1 summarizes the design goals of the
amplifier and the experimental results; Fig.
5 shows the amplifier in pulsed operation.
The amplifier met all room-temperature
design goals except power-added efficien-
cy. The poor efficiency resulted from hav-
ing to select devices with high breakdown
voltages so that the FETs could be pulsed.
This should not be a fundamental problem
for the reasons stated in the article’s conclu-
sion. The AM/PM (amplitude-
modulation/ phase-modulation)  conver-
sion performance of this amplifier was
excellent. At frequencies within the desired
band, the AM/PM conversion was so low
that it was hardly measurable. With further
optimization, AM/PM could be further
reduced over the entire band to ap-
proximately 2°/dB.




Conclusions

A five-stage GaAs FET amplifier with 29.7
+0.4 dB gain at 500 mW output power over
the 9-10 GHz band was designed,
fabricated and tested. Extensive
characterization of the amplifier perfor-
mance was carried out under cw, pulsed-rf,
and pulsed-rf pulsed-bias conditions to
assess its suitability for airborne phased-
array applications. The amplifier perfor-
mance under cw and pulsed conditions was
almost identical. To obtain pulsed
amplifier stages not sensitive to the duty
cycle, the gate of each FET was pulsed from
pinchoff to its operating potential. This
technique eliminated the need for fast
current drivers, but put stringent con-
straints on the dc characteristics of the rf

- devices. If this gate-biasing technique is to
be used, all the rf devices must have similar
pinchoff values and their breakdown
voltages must exceed the algebraic sum of
pinchoff voltage, applied drain voltage,
and the total rf voltage swing at maximum
power output. In the limited time available
for developing this amplifier, it was
difficult to meet these dc requirements and
simultaneously obtain good rf perfor-
mance. This problem is not a fundamental
one, but it underscores the need for further
optimization of circuit and/or FET
geometries specifically designed for pulsed-
rf applications.
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Tabie |

Amplifier performance met all room-temperature design goals except power-added
efficiency. Low efficiency came from having to select devices with high breakdown voltages

so that the FETs could be pulsed.

Design goal

Gain and frequency

Output power 500 mW
Efficiency 20%
Pulsewidth 0.2 to 65 us
Repetition rate 300 to 0.3 kHz
Rise/fall time 50 ns (max)
AM/PM* conversion 3°/dB (max)
Pﬁlse-amplitude droop 5% (max)
Intrapulse phase shift 5° (max)

Unit-unit gain/

phase tracking 7° in phase

*AM/PM = amplitude-modulation/ phase-modulation

30 = 0.3 dB over 9- to
response 10-GHz band at 500
mW output power

0.6 dB in gain

Experimental results

29.7+ 0.4 dB at
500 mW output power

500 mW
8%

Both requirements met

< 30 ns
3.5°/dB (max)
< 5%

< 5°

No data obtained in
program time frame
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Fig. 5

In pulsed-gate operation (top) a positive-going pulse decreases the effective gate-to-source
voltage and so allows the FET to draw its operating current and turn on. Resulting phase

imbalance (bottom) is within specifications.
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¢ RCA Engineer—ranks second (after discussions with
associates) as a source of technical information about

RCA.

¢ TREND—ranks second (after the grapevine) as a source of
non-technical information about RCA.

* RCA Libraries—rank fifth as a source of all information—
rated right after: Your own files (some of which have been
accumulated with the help of the library), the engineers in
your own group, books, and handbooks (many provided
by the library).

¢ RCA Technical Abstracts—ranks lowest of the four, partly
because of its low visibility.

Engineering Information
Survey results

Part 3

D.E. Hutchison|J.C. Phillips| F.J. Strobl

A closer look at four information sources—

What value do RCA engineers place on the RCA Engineer?
TREND? RCA Technical Abstracts? The RCA libraries? The
recent Engineering Information survey answered these
questions and several others* related to these four RCA-
sponsored communication channels:

How accessible are they?
How are they used?
What should be done to improve them?

*An earlier paper focused on the general results of the Engineering Information
Survey.! A second paper compared the information needs and use patterns of high and
low achievers.? This paper reviews four specific technical information sources
available to RCA engineers.

how important are they to you?

How accessible are they?
Most engineers follow the path of least resistance.

Research on the use of information sources shows that
accessibility often determines frequency of use.**
Engineers frequently turn first to the information source
that is most accessible; perceived technical quality in-
fluences his decision to a lesser extent. This implies that
improving the quality of an information source may not lead
to increased use of that source—unless it is accessible.

**See, for example, Allen, T.; Managing the fiow of technology (MIT Press; 1877) p. 184.




How accessible is the RCA Engineer? Trend? RCA
Technical Abstracts?

% of respondents having access

RCA

RCA Technical

Engineer TREND Abstracts
Direct access 73% 67% 9%
Indirect access 13% 23% 36%
No access 14% 10% 55%

Direct access means that the information is distributed

" directly to the engineer’s office or home. Sources identified

as indirect access are available through circulation or
borrowing. No access means these sources are not
available or not used.

RCA Engineer is distributed on a company-paid subscrip-
tion basis and is generally sent to an engineer's home.
According to the Survey, coverage varies substantially by
location (100% in some to virtually none in others).
Research and development engineers get the most com-
plete coverage; manufacturing and service engineers, the
least.

TREND is sent in bulk quantities to each engineering
location within RCA. A distributor in the location routes
sufficient copies to engineering groups for distribution to
each engineer. The survey indicated that about 10% of the
respondents did not receive TREND.

RCA Technical Abstracts is distributed to libraries, to
engineering management, and to those who feel they have a
need for direct access. Many survey respondents (55%)
have no access (do notknow what RCA Technical Abstracts
is or have no access to it.)

What is your access to an RCA Library?

Contact him at:

Do you use the RCA Engineer, TREND, and Technical
Abstracts fo find personal contacts with experts with whom
you can discuss technical matters?

RCA
RCA Technical
Engineer TREND Abstracts

Source has provided
contacts withexperts.  39% 28% 18%

Let's analyze what these data tell us about the value of each
of these technical information sources.

RCA Engineer:
The above data confirmed:

—that the RCA Engineer’s major value is as a source for

general technical information. (Tech info—other.)

—that it is a valuable source of business information

about RCA.

—that in some cases it can be very valuable as a source of

job-related information, but

—that it has only moderate value as a source for industry-
" related business information.

—that another important measure of the RCA Engineer’s

usefulness is its value in fostering intracompany, in-

terdivisional contacts.
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Library at my iocation 77%
Remotely located library 7%
No access 16%

Advanced Widget
Development
Widget Systems
Ext. 1234

Library services are available to most survey respondents;
77% have direct access and 7% can take advantage of the
central library of their major operating unit.

How are they used?—a question of value

How would you rate RCA Engineer, TREND, RCA Technical
Abstracts, and the RCA libraries as sources for the follow-
ing types of information?

RCA
RCA Technical
Engineer TREND Abstracts Library
Tech.info—jobrelated 60% 42% 37% 90%
Tech. info—other 90% 68% 37% 93%
Business info-RCA 70% 95% N/A <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>