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Amplification of engineering skills-that's what our cover
and contents demonstrate in this issue. Our authors
focus on the tools and techniques that lead to greater
engineering productivity, company -wide. New computer
and robotics technologies, new software, new methods
for organizing engineering resources to achieve better
producibility, and new uses for statistics in manufactur-
ing take center stage. Engineers throughout the company
are integrating their skills with these new-found assis-
tants. They're making the amplifications "operational."
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James Vollmer

Productivity:
Where it begins and ends
Most people attribute the need for
increased productivity to the Japa-
nese but that is not so-the
requirement was there before the
Japanese competitive threat.
Neither did it originate within our
corporations; it is not traceable to
our boards of directors, or our
supervisors or any of us. It is our
customer who imposes the pro-
ductivity improvement requirement.
He imposes it by continuously
expecting lower prices, or
improved performance, or more
often, both. Historically, he has
always managed to get what he
wants. I believe he will continue to
do so, because we operate in a
competitive society.

Let's explore this idea a little
further. It is axiomatic that if we
don't meet the customer's needs,
someone else will. But the only
way that we can cut prices to our
customer, and still maintain the
quality necessary to stay in busi-
ness, is to cut our costs. It is
important to note that such cost
reduction should not be consi-
dered the burden of any single
group. It is everyone's responsibil-
ity. Furthermore, we must take cost
out of every element in the pro-
cess ... be it by spending less
time to produce ... or by testing
more effectively with fewer
tests... or by requiring less over-
head to manage. This is a difficult
challenge, made more so by a
simple reality-everyone involved
expects increased pay as his
experience increases, a condition
which drives the costs up, not
down.

For us to realize both expecta-
tions-the customer's and our
own-each of us must not only
find a way to be truly worth more,
but that extra worth must show up
in the product. That's the only
place we can generate the rewards
that we all want.

Thus, the need for productivity
improvement comes down to each
of us in a very personal way. We
must each establish a program to
improve our performance, to mea-

sure that improvement, and to
make sure that it shows up in cost
reductions in the product.

But the customer's role does not
end with his impact on costs. In
addition to imposing the productiv-
ity improvement requirement, he's
the ultimate judge of our quality
system-he literally applies the
final quality test when he decides if
our product does what he wants it
to do. Accordingly, we must cor-
rectly anticipate this-the design of
our quality system must begin with
the customer and his expectations,
then work its way back through the
salesman, through manufacturing,
into engineering and to the
inventor.

Recognition of the cited roles of
the customer leads us to his prim-
ary role, that of the Product Speci-
fier. He says what he wants and he
always gets what he wants. Rarely
does he say it by speaking, how-
ever; instead, he chooses from
current availables. When a newer
product or service comes closer to
his needs, he restates his choice
by choosing again, then again, and
again. Thus, product success is
fleeting. Clearly, we must make
every effort possible to find out
what the customer wants, and we
must do it continuously and
endlessly.

Where does all this lead us? We
conclude that the customer
demands on cost, on quality, and
on product, are inescapable-we
must respond to them, or we most
certainly will fail. But responding
alone will not assure our suc-
cess ... we must couple these
necessary but insufficient efforts
with our individual and our collec-
tive imagination, creativity, job
commitment, and energy. Only our
best will be good enough. It is safe
to say the opportunity now is
greater than ever. The future is
there to be taken-all we have to
do is take it.

James Vollmer
Group Vice -President
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in this issue ...
engineering productivity: tools and techniques

E Moore: "It is hoped that the applications strike a responsive chord in
other engineering activities and will be a catalyst for similar
improvements."

 Dreher: "The software that will be discussed throughout this paper
resides on the corporate computer center computers."

 Solomon: "APL allows the user to accomplish in a few lines of
instructions-even in one line-calculations that in other languages
would require dozens of statements."

 Gimigliano: "This team concept has subsequently been extended and
applied on all major programs."

 Reid-Green/Hatter/Quardt: "Using the appropriate computing tools, a
designer can try more than one idea without resorting to having each
idea reduced to a physical part or subassembly."

 Heffernan/Munk: "In our situation, we developed a compiler, together
with associated support software, that is memory efficient and that
maps the structure of diagnostic flowcharts directly."

 Hook, et at.: "We describe here a computerized system designed par-
ticularly to measure the surface contour of a metal part to high accu-
racy (-0.1 mil) at moderate speed."

 Morey/Kleppinger: "Although this statistical method of charting has
been used in production for less than a year and has gone through
several changes, the benefits appear to more than compensate for the
effort required."

INIslguyen/Wolfe: "To maximize engineering productivity by a CAD sys-
tem, engineers must use the stored database to its fullest capacity."

E Schaming/Zapriala: "This facility has been useful for various applica-
tions including target detection and tracing, fasimile bandwidth com-
pression, and optical disk demonstrations."
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E Nizet/Shand: "The versatility of the CDP1800 family has sold a
number of telecommunication companies in Europe on the CMOS
microprocessor -controlled telephone design."

mlAtilliams/Nosker: "Many of these particles are so small that they
remain suspended in air for days, but a single one of them, landing on
an electronic device during manufacture, can cause its malfunction."
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in future issues...

space technology,
technology transfer/energy,
RCA technology guide



E.E. Moore

Enhancing engineering
productivity in GSD
Government Systems Division uses computers
to free engineers for more meaningful tasks.

Abstract: /1 collection ofe_vample.sfrom
the !Our business units at Governs ent
Systems Division make up this package on
computer aids for the engineer. Short de-
scriptions of recently developed systems
and programs are accompanied by a name
and phone number, so that readers can
obtain more information.

VP ..1%INN (GSD) illustrate the wide-ranging applica-
\I tA) osto,iton of computers to engineering methods

40 .
and problems, to improve engineering pro-

1_45.1.10 ductivity. These examples have all been
1 -NT" 04 drawn from experiences during the last
660 6_ icc two years. Several of them remind us that
_ACM ' ery mundane engineering functions benefit
)\P'cticp\:, from the computerized approach. It is hoped

that the applications strike a responsive the the NOVA 840 used for processing failure data. )
1 atG',tvit,  .. chord in other engineering activities and iCst ,,A1
t44.AC,. will be a catalyst for similar improvements. merged, sorted, and otherwise manipulated now,

Failure data collection to provide insight into failure trends and °1,.1SI: ., In case more information is desired on any44 iv of the examples described, a name and All test events on all products in the fac- other production and reliability problems. 07 e:

'6,0tCrO' telephone number follows each example. tory at Automated Systems in Burlington, The database is currently on the order of .041%;

F  / -a,._:. , 0 These individuals did not develop the appli- Massachusetts, are recorded on Unit Under 50 megabytes. The effort takes one enEi- its(,),

,10- O cation in all cases. Test (UUT) forms that are then transcribed neer and two clerks. A nonautomated s,- `s7

I- rAtzu into a magnetic record on the Software tern required two engineers and six clerks.
',16469-1 0 1983 RCA Corporation Center NOVA 840 computer. About 500 and the data access was far less immediate.,sv Final manuscript received November 18 1982 (MI...Johnson. 326-3745)

;:::,

to ,,.../14 eprint RE -28-1 1

entries per day are made. The data can he

?coy 00) stoSP- sp%'-- vikt.r,--

.

c.v.7 og ectv-ii GO- ,..4.- ..*..0''''',-AtAt''.-t-',---04' 'A.- RCA Engineer  28-1  Jan./Feb. 1983t.iO.' ,,ia el .? , . ? ...G ctit' ovo
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Examples here from the four business
units of Government Systems Division

Mike Johnson, Manager, Products Engineering, Automated Systems, stands beside
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A,--0, A typical vibration test setup
g RCA Astro-Electronics.

ets

for spacecraft components or spacecraft systems at

9.0C
Signal analysis - ,

-1 ;1%1An analog signal -analysis system has been + 4.
replaced in the environmental testing area p%txe.v 
at Astro-Electronics. The previous four-

channel analog system consisted of the 140
necessary electronics to process vibration G," cri9,0
test data and to plot it on four x -y recorders. , r.;
The setup and processing/plotting of four ..0,1041:
channels of data took approximately forty kv4
minutes. Hence, the processing of fifty chap- p °
nels of data from a typical three -axis space- _Asij*cs*-
craft vibration test would take approxi- ,c001
mately 100 hours or 14 shifts. In addition, ?.0 ,v4G,
the manual setup and operator interaction Of- 4
was prone to the usual human errors, and c.14911,
engineers would not receive the test data
until at least a week after the test. In 1981,  "-7...01
the analog system was replaced with a 16- elvo\Y°-'
channel digital system based on a DEC P-1 99.0'
PDP 11 /34 minicomputer.

_A;

This system parallel processes 16 chan-
nels of data and plots serially to a line c*  T.",
printer/plotter. Setup and processing of 16 G',4
channels now takes approximately one- zp ,,o
half hour and the time for data processing Vit.'
from a typical spacecraft test now takes a ....0.1G.
less than one shift. Engineers can examine kt(CY' ttV
test data in nearly real time as it is pro-
cessed, greatly improving efficiency and,
more important, enabling the evaluation :4\1%601
of test data between each phase of the test. .o.V....tG

(J.M. McClanahan. 229-2392) 9"
Moore: Enhancing engineerilg productivity in GSD
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Modal testing of structures

tyk4At Astro-Electronics, computers have im-
proved efficiency in structural analysis

GSA
proved
through modal testing. Modal testing is a 0Q`'
process in which the fundamental govern- a' ?it
ing dynamic characteristics of a structure 9 \are experimentally determined. The pro- OA.

c`'.  st\O
V3Cots
t'ItG G0

CISC)  -010(
v.% Carl Voorhees, Senior Member Technical Staff at Astro, checks the setup for modal

flizCP"G testing of a K -band reflector.
het4 rAN".11-- t" etrr" Ca 014
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cess involves the acquisition, complex ma- SD 
nipulation, and analysis of large quantities a ev(
of response data acquired during artificial ptt
excitation of the structure. In the past, the
cost of modal testing was prohibitive due 4 AO
to the time required to perform and anal-
yze data from such a test. Modal tests aSV
were therefore, at best, limited only to ..4
large developmental programs, primarily As 'c
in the aeronautical areas. But with the ad- 00/2
vent of small microcomputer systems, the ',49,4
techniques for modal testing and data pro- tT. t,,V

cessing-and the speed with which the NAG
tests can be performed-have made great 10 e
advances.

As a result, modal testing of satellite )'.'
structures and substructures has become a
feasible and cost-effective tool used during AGO
the development cycle for understanding r.r
and improving the dynamic performance AD "1_1
of lightweight spacecraft structures. The txcArl
identification of structural resonances and)1 ot
the understanding of a dynamics structure
is key to solving many design problems ../LOW
efficiently and cost-effectively.

(C.R. Voorhees, 229-3494) NO

g'
Functional simulation
of a new computer

re Implementing a complex architecture design

fic'S using VLSI technology can be very time
consuming and expensive. Any design errors

Or' od at the functional level, if not discovered
G.?'..t( early, will be extremely costly at the later

c0,\V* development stages. Therefore, the design
1-.vt.V must be verified at the functional level

elst) it.c before entering the equipment fabrication
%c1P1`; and test phases. One alternative is to bread-

P;300N board the design using off -the -shelf com-
ponents. This is expensive and time con-

t,S49.,49 suming. For more complicated architecture
t4T"\r` designs, functional simulation seems to be

sc the most efficient and most practical ap-G
proach.

'03 Missile and Surface Radar has imple-
i*Vit9e1. mented a microprogrammable CPU archi-
.t.0*-7 tecture, executing the MILSTD-1862A

(Nebula) instruction set under the Military
i'44 E Computer Family (MCF) project. The archi-

tecture employs a horizontal microcode

00V4. 02,0 \ 9.0V) Ow' sra- taco r.:e 
9 ?

ctoe  okNAG *toG  001G t01\47c.SOG **5
tt Gt1

GSV \JO tc4
n4,7,59 It/4 G es4 tN, soek\4\60111 3,,C,OV4,0)C;°01C° fit°9 fitQC).."(1 r:, .VY

structure, driving numerous parallel hard-
ware functions to achieve a throughput
performance approaching 3 millions of in-
-tructions per second. The architecture de-
sign consists of the detail specification of
the CPU hardware, and the implementation
of the firmware needed for executing the
target instruction set on the machine. On
the hardware side, the architecture design
is mapped into five unique VLSI chip
types, each of which is specified in detail
at the functional level. The firmware imple-
mentation uses 4K words X 128 bits of
microprogram to execute the standard
Nebula instruction set.

In our design and development process,
we found that the network microprocessor
(N. mPc) functional simulator and the as-
sociated instruction set processor' (ISP')
hardware descriptive language (developed
by Case Western Reserve University) was
at excellent design aid. The figure on the
next page shows the top-level block dia-

141.4%7

of.

gram of the N.mPc system. The register -
transfer -level (RTL) descriptions of the com-
puter architecture, using the ISP' language
augmented with timing specifications, serve
as a complete functional specification of
the hardware design. The hardware imple-
mentation, firmware generation and verifi-
cation via simulation can therefore pro-
ceed in parallel with the detailed hardware
design and development based on these
specifications. The architecture RTL model-
ing, detailed microcode development, and
functional system validation required only
three man years of development for the
MCF project using this methodology.

The effectiveness of this methodology
has been clearly demonstrated on the MCF
project by the fact that several errors in
the functional design were uncovered early
in the simulation effort and were transmit-
ted to the hardware designers in time to
circumvent costly wire changes. Also, the
debugging of the firmware proved invalu-

.-!AAV*1-'-,.AVI"....-04W-:-.,,S(*".:1 tGAT"-
,GSC
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016N1 Message logs

In some complex real-time message sys-
tems, manual logs have been kept to deter-
mine how many messages have been han-
dled, a gross time-in/time-out log has been
kept, and because of the impact on occupy-
ing operators, most other records have been
minimal. Government Communications Sys-
tems has developed a data -capture system.
It is a software probe that collects data as
a message flows through the system. This
system is much more complete than the
manual system because, without affecting
the operator, it collects data on entry/exit,
on delays between various operations, and
on corrections or rejections due to traffic
errors; it categorizes various message types;
and it prepares a summary report for off-
line analysis. This system, which was devel-
oped for Bulldog, an ELINT system, not
only reduces time and effort by the opera-
tor, but allows us to get much more insight
into system bottlenecks, with little (less
than 1 percent) impact on throughput.

(I.N. Susskind, 222-3986)

This flowchart shows the interface of
the message log system with the over-
all message system.
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able because numerous errors were uncov-
ered during the simulation phase by run-
ning the test programs on the simulator.
The resulting code was virtually errorless
when installed on the advanced develop-
ment model of the CPU. For example,
only two additional firmware errors were
uncovered during the basic arithmetic and
logic instruction -set diagnostic program,
which test in excess of 1000 lines of mi-
crocode using over 1500 lines of Nebula
test software.

The current N.mPc system operates un-
der the UNIX operating system and is

installed on a PDP-11/70 minicomputer.
As indicated above, this system has proven
to be an excellent design aid. However, as
greater portions of systems are committed
to custom VLSI designs, the N.mPc design
approach will become an essential part of
our design methodology. Recognizing this
requirement, Missile and Surface Radar is
funding Case Western Reserve University
to significantly enhance N.mPc. The most

SO 
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LOADER
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RUNTIME
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MEMORY

PROCESSOR

A top-level block diagram of the Case
tional simulation system.

verting the system to operate under the
VMS operating system, on a VAX -11/780.
This conversion will significantly improve

significant enhancements will include con- functional simulation capability by provid-
r47.V4.47,Ar4Nd C "Alr" "*47Y1/40 * VT' G  '1"

Moore: Enhancing engineering productivity in GSD

+.41' ..,GV cc..14= -SO  V.-
r....'S40 _ 614 G ovN, 

Western Reserve University N.mPc func

ing reduced computer -execution time dur-
ing simulation and greater modeling ca- 01CP
pacity. 94 G 

( R. Cheng, 224-2752) tOto,r-  _e_vtty, - va... \-4,
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A high-speed, 16 bit, RCA Control Processor (RCP) developed at Missile and Sur-
face Radar using the DOD standard instruction set.

Verification of
new computer design

At Missile and Surface Radar many of the
systems developed require embedded com-
puters. In response to this requirement, a
high-speed. 16 -bit computer, known as
RCP ( RCA Control Proxssor), has been

MIS

11111111111111111111111111111111

111111111111111111111111i1111111

developed. In the development, the choice
of an instruction set must be made. This
choice is essentially between specifying a
unique instruction set for the computer or
designing the computer to execute an exist-
ing set. In either case, the designer must be
concerned with the problem of verification

HUI

Ted Kupfrian, Senior Project Member at Automated Sys-
, tems, explains the Logistics Support Analysis (LSA) system.

which operates on a VAX 11/780.S
e-10 ?W-1 ir16 140 \AG 

8 ?IX 1C4* fr-Ca'N 5s? 0-91 \v0 vt x.
GSC

of the computer's ability to execute the
instructions exactly as specified. This is no
small problem since all possible results of G$S0

all possible instructions must be tested. t  ..A1
Fortunately, the Department of Defense SP

has solved this problem for the designer of .14
military computers by specifying a stan-
dard instruction set and providing a test tr7
program that exhaustively tests such corn -

3Gputers. This is contained in MIL -STD - 11
1750A.

1

MSR has chosen to design the RCP to G 
execute this standard instruction set at least etAx4
in part using the supplied acceptance test Cc.'Cr":
program (ATP). which contains over GP'
125.000 lines of code. The ATP can be t.,6 
loaded into the RCP via a PDP-1 1 and IA(
used to verify the performance of the RCP. td0'..,
The ATP contains a small executive allow- tVitiV
ing the operator to control the test via an
interactive terminal connected to the RCP. '0-1
allowing selection of the instructions to he JO 
tested. Detailed error messages are gener-7is
ated. These messages tell the designer ex-

DUG%fa,

actly where the design deviates from the r:.  ".
correct instruction execution.

By electing to design its RCP to the ab.r
MIL Standard, MSR has been able to -scr,
exhaustively test over 220 instructions using 1,C,V
the government -supplied software and to t,oc
avoid the costly and time consuming prob-
lems that occur when hardware designers krc9.1
turn over a computer with hardware errors
to the applications programmers. 'y5®.r.:

Ni.
(T.J. Forquer. 224-3059) 0 c

Wl '. co ' . n9.0%
C; - L..,' '$4.,

f° 01 l*°\) NG  T G
_ 'it ....,c, _ cr... - . ,-.Vit\ 01 ttl - 4

Logistic support AG.
A computerized Logistic Support Analysis system has been devel-,r4 .
oped and placed in operation at Automated Systems. It serves to
keep track of thousands of drawings, parts manuals, and otherNIC`
maintenance data items. For Automated Systems it provides4.0
logistic support on major programs for the Army, such a0,05
EQUATE USM-410 and the STE products, and it compliesa\v"
with Specification MIL -STD -1388. An advantage of the RCA -.4) 
developed system is the flexibility provided to the engineer. Via V.11
a display -terminal interface, and the RCA -developed software.
the engineer is able to enter data updates immediately, including IIVIV
changes to maintenance instructions. Previously this was not OW
possible with keypunched computer programs or other pro- -/ etkC
cedures. ) *

The system provides the following advantages of:

 A two -to -one cost saving when running in accordance with the49.0c)
Government specification.

kA A very large improvement in error rate. G 
 Lease of data pickup/transfer from program to program. t14
The system runs on a VAX 11/780. It is in the forefront of e G,<
industry's drive to automate logistic support analysis and has pr
gained recognition, with the users, for its efficiency and depend -0c
ability. (ML. Johnson, 326-3745)
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Modem simulation

Government Communications Systems has
been under contract to the Navy for over
a year for modeling and simulating details
of existing Link I I (RF) modems; these
are the AN/USQ-74 and AN/USQ-76.
This entailed modeling these designs by
determining the performance of important
elements in the modem and then generat-
ing meaningful stimulus algorithms. The
results have compared favorably with actual
field results. This now means that further

Nod yr. -
G

ORF link
End -to -end RF-link analysis has historically
been done manually in Government Com-
munications Systems. The work is time
consuming. Either the results are paramet-
ric and therefore difficult to use when try-
ing to relate to multiple conditions (prop-
agation, dynamic noise, antenna perfor-

 mance, and so on), or they reflect single -
point performance. Through the use of
computer -based modeling, we are now able
to incorporate algorithms which, although

-V not executed in real time, allow examina-
tion of RF-link performance with com-

 plex, multiple -occurrence, real -time -related,
*4; stresses.

akG The flowchart of the transmitter portion
tG" ,of the modem simulation program. A  

v . similar flowchart exists for the receiver The block diagram illustrates RF Link simulation being used by Government Com-
munications Systems.

5.1

Gsv 

tests will not require the expense of run-
ning tests on aircraft and ships (although
some verification testing in the field is still
essential). In addition, design elements in
the modem circuitry can be changed within
the simulation to quickly determine their
effect on modem performance, prior to
physical modification. This allows us, and
the customer, to consider using the simula-
tion as a modem "test bed," and it there-
fore becomes a valuable "tuning" tool.

(I.N. Susskind, 222-39X6)

\14

Therefore, the use of computer programs
(some internally designed and some pur-
chased) greatly magnifies our ability to
handle complex models. Through judicious
use of run-time to real-time scaling, pro-
grams help us to relate performance to
time -related perturbations in the RF media.
input signals, modem performance, antenna
and coupler response, and so on. It also
means that once such a model and simula-
tion environment has been created, the
time consumed by engineers is reduced
dramatically for future tests.

(I.N. Susskind, 222-3986)
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Software problem control

Automated Svstems has developed and im-
plemented a computer -aided software prob-
lem reporting -and -control procedure for the
Technical Control Analysis Center project.
A database is maintained that provides for
entry of software problems identified any- c.4,0V`'
where (in the field or in the plant), prob- :,,nsi
tern tracking, problem fixing, and weekly d3;,.,1
updated status lists. A typical week's activ- .0%
ity shows over 200 problems reported, 50 01
software fixes awaiting management ap- P ,,,ty<
proval, 50 problems waiting for software i.*,,St''.
changes, and over 100 software actions ,.,59
closed. This system has proven invaluable C

in maintaining control of an enormous IsiVt
amount of newly developed software on oc:OC:
this large Army program. In addition to ficakl
the increased efficiency at RCA, it has 0
been invaluable in keeping the customer .,\G\:.
current on project status and assures that .c.i . 1/4

all parties are working from "one set of I\ I
1-c.. software problem cPntrol. (H.L. Fischer. 326-2138)

\S"Kathleen Cosgrove. Logistics Support Analyst, Automated Systems, inputs data for hooks."

GSw ' .' 1- e+- ... ,,,i ,

) vsii?!v.&

13
t...,03.0° r.,410ilq()41,., ' 16101C3C 1 \Vit° 1' \'G'' 1°v -e °t'iv G  NG .74-i06".7c.E.04°,,,...0°Gs. S0 ,o, ,G ....9.NA ...n\,, ,...\s_ ...._ -.Av.-

0G .A. g\r`cto0"7.4it\x' GOV- 00:0" t\ -V° ,,\G 040`csv ex) . t:
9.9..- - ,IG : ,-- ,, G

----Q.,- _....A.0-, c.9.\ - , \ i.NG\. ,,(7.,\ `,,AG\1.4 14 .., CS GSV . SVIsi GS91. T4 . Jci G.' COI
%.

Ed Moore joined RCA in 1942 and after ,....t*v.,10_,.4-.01 :,....n NC e,\\S"\ vixO Vt mot

engineering

Operations
Administrator,uvi

administrative posts.

Systems

so

G

i C

A (

: ' 4

5 t
.

:iOV::CioW lo Grp' r 410k 0:1Vs LO.tiG)1 itS6 ot I crOG t 1I:

. 04GtIcAAGO5iL,
04G14._"el,ixt.0.10G.;

Contact him at:
,,%1 G

Government Systems Division VG\ 'OW 1° A° \
Cherry Hill, N.J.
TACNET: 222-5833

)01C.\10%.11_in°:V-OkG:.2sits.":::>2.'_'. _,:;AG' 5.9..9:G:k1Ca-C,°-:4"..S17-o°1):GC:..\NctSt\tklbGV:k:.:;0*-"\'AcCI:4C)1s47*-St16°GS);:;:°:4.°9:114:6-:°'.14:11:1C):36::.C7:11:1S.9.11.°:".r7-C:(\:\:1°:::\

"\.

10 RCA Engineer 28-1  Jan./Feb. 1983



R.P. Dreher

The computer: An engineer's toolbox

Direct conversations with the corporate -computer -center
users form the basis for this survey of software availability
and applications.

Abstract: A computer alone does not
provide any inherent beneftul computer is
simply a machine that is used to store and
execute software. This software is devel-
oped to help solve an assortment of prob-
lems that are not easily solved manually.
This article portrays the computer as a
toolbox that can only provide assistance
when it contains the proper tools
(software).

The age of the information explosion is
upon us. The engineering community is
affected by this explosion as much, if not
more than, the business community. Tech-
nological advances have allowed our scien-
tists and engineers to gather more and
more information from the experiments
they perform. The task of sorting through
the data becomes harder as time passes.
The computer has both added to the prob-
lem and provided the basic tool to help
solve the problem.

The problem of voluminous output is
only one of the problems that face the
engineer or scientist. Because of technolog-
ical changes and the desire of everyone to
design and produce more efficient products
that add to the users' productivity, solu-
tions that were accepted yesterday no longer
satisfy today's demands. Old methods, al-
though they may still work, soon become
outdated and obsolete in today's society.
The computer can be used to help solve
these types of problems. This article por-
trays the computer as the toolbox of the
engineers and scientists. The software that

'1983 RCA Corporation
Final manuscript received November 9,1982,
Reprint RE -28-1-2

resides on the computer provides the engi-
neers and scientists with the tools they
need to write programs and design appli-
cations that will help solve their day-to-
day problems. I stress the word help because
the computer is not the answer to all prob-
lems. The software that will be discussed
throughout this paper resides on the cor-
porate computer center computers. These
computers are at Cherry Hill and Somer-
ville, New Jersey. The philosophy pre-
sented here applies to microcomputers and
minicomputers as much as it does to the
large IBM mainframes that are an integral
part of corporate computer center. For
more information on the corporate com-
puter center you may refer to the RCA
Engineer (Vol. 26, No. 5).

Computers are means to ends
The concept of the toolbox and its tools
resulted from my conversations with sev-
eral engineers and scientists. In addition,
because much of my time at RCA has
been spent in helping the users of the cor-
porate computer center in the sometimes
frustrating battle between themselves and
the software residing on the computer, I
have gathered information over the years.
I have come to one basic conclusion about
the use of the computer by noncomputer
scientists; that is, the computer is only a
means to an end. This philosophy was
stated most clearly in a conversation I had
with Roger Crane of the Applied Mathe-
matics and Physical Sciences Research
group at Princeton Laboratories. Dr. Crane
described three levels in the interaction of
engineers with the computer. First, and
most important, we have the real -world

problem, the problem the engineer has
been designated to solve. Second, is the
application program which an engineer may
use to help solve the problem. Third, is the
computer software (the "tools" as they
will be referred to in this article) that are
used to develop the applications.

The software
I spoke to several users of various software
packages. Some of the software mentioned
may be unfamiliar, so a brief description
of each of the software tools mentioned in
this article is given in the sidebar, page 12.
In general, the computer is used to solve a
wide assortment of problems that fall into
the following general categories: data gather-
ing, data storage, data manipulation, data
analysis and data display.

The answers to what software is being
used are as diverse as the answers to why
a particular tool is chosen. The whys range
from familiarity to the idealistic reason-
appropriateness. Both of these reasons are
valid. A primary example is FORTRAN.
FORTRAN is often used to solve prob-
lems that are more efficiently solved by
other computer languages. Because FOR-
TRAN is the language of choice of a vast
majority of engineers, those applications
developed in FORTRAN become more
portable and modifiable. However, the soft-
ware of choice may have some inherent
inefficiencies that require alternate means
to be researched. It is, therefore, important
to have a wide range of tools accessible as
the problems get more sophisticated and
require more accurate answers. I expected
to hear about tools such as FORTRAN,
SAS (a statistical analysis package),

RCA Engineer  28-1  Jan./Feb. 1983 11



FOCUS (a database package) and DIS-
SPLA (a series of graphical subroutines),
and I did, but I heard much more. Con-
versations sometimes strayed to less com-
mon tools such as FLECS (a FORTRAN
preprocessor), SPITBOL (a string process-
ing language) and NAG (a series of mathe-
matical subroutines). I also had a long
coversation about the benfits of APL, a
language which is the topic of another
article in this publication. These are just a
few of the tools that are being used through-
out the corporation; it is the availability of
such tools that adds to the productivity of
both the writers of the applications and
also the users of those applications.

Conversations with users

My belief that the availability of the proper
tools adds to the productivity of those
who both indirectly and directly use them
can best be explained by relating a few of
the conversations I had with users of the
corporate computer center and its asso-
ciated software. My first conversation was
with Roger Crane. Dr. Crane makes use
of several of the software tools residing at
the corporate center. We mainly discussed
the use of FORTRAN, FLECS, IMSL,
NAG and DISSPLA.

Problems people can solve

Our conversation digressed from the spe-
cific uses for each of the software products
to the reasons why these tools are needed.
The reason is relatively simple-people
formulate problems they feel they can solve.
Thus the types of problems are limited by
the solution techniques available or per-
ceived to be available. This is not to say
that problems do not exist that are not
solvable with today's technology. The key
here is that technological problems being
resolved today would not have been inves-
tigated yesterday, simply because there were
no feasible solution techniques. Products
such as IMSL and NAG have made feas-
ible the investigation of problems that a
few years ago either would not get solved
in a timely fashion or for which the best
solution obtainable with more primitive
tools would be inadequate. Examples were
discussed in the area of optimization. A
generalized optimization routine, if written
to solve a particular problem, might take
upwards of a year to write. A project that
would require such a routine may never
get undertaken. Tools such as IMSL and
NAG provide optimization routines and
thus allow the problem to be investigated.

Software tools used at RCA

APL: A Programming Language is an extremely powerful,
advanced language that uses a concise notation to
define and execute complex procedures that would
entail a much greater programming effort in other lan-
guages. APL uses common mathematical symbols with
which the user can imitate and evaluate expressions in
"calculator mode." APL is particularly well suited to
matrix and array operations, but also has file -handling
capabilities. The system includes a series of "public
libraries" for carrying out a wide variety of applications.

DISSPLA: DISSPLA is a series of FORTRAN subroutines that can
be used to create professional quality graphics through
calls from a user's application program. DISSPLA will
generate output on a great number of graphics devices,
including monochrome and color CRTs, pen plotters,
electrostatic printer/plotters and Computer Output
Microfilm (COM) recorders.

FLECS: FLECS, the FORTRAN Language with Extended Control
Structure, is both an extension to FORTRAN and a pre-
processor to implement the extension. The extension
allows the user to do structural coding that is not avail-
able in FORTRAN IV.

FOCUS: FOCUS is a comprehensive information management
system that affords fast and easy creation and main-
tenance of, as well as reporting from, databases. Its lan-
guage is mostly nonprocedural. FOCUS features an Eng-
lish -like query language, file structures, data encryption,
sophisticated security, terminal and plotter graphics.

FORTRAN: FORTRAN (short for FORmula TRANslator) is a high -

Much of Dr. Crane's work is done in
FORTRAN, but even that tool is some-
times not enough. Many times it is too dif-
ficult or too time consuming or too frus-
trating to write an application in the lan-
guage of choice and a decision must be
made between either learning another lan-
guage, not writing the application, or find-
ing something that will make the language
of choice a more suitable tool. For Dr.
Crane, FLECS (a FORTRAN preproces-
sor) provides a tool which allows him to
continue to develop his applications in FOR-
TRAN and to do them in the style and
time frame required.

Graphics is a hot topic

Graphics, especially the area of computer -
generated graphics, is a very hot topic

these days. The reasons are simple: The
cost of graphics hardware has come down
tenfold in the past decade; a one -page
graph can display as much information as
a multiple -page tabular report; and graph-
ics software has become more sophisticated
and easier to use. In the past, computer
graphics was not used to present data for
much the same reason that optimization
problems were not undertaken-there was
too much effort required to get a reason-
able payback on investment. Packages such
as DISSPLA have made feasible the use
of graphics in many applications. Graphics
are now being used in engineering in much
the same way as they are being used in
business-to replace tables of numbers. Infor-
mation feedback is the key. Dr. Crane has
made heavy use of graphics in the applica-
tion programs he has written.

12
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level programming language particularly adaptable for
scientific and engineering applications.

IMSL: IMSL, the International Mathematical and Statistical
Libraries, is a set of callable subroutines written in
FORTRAN. IMSL provides routines for a variety of
mathematical and statistical analysis including differ-
entiation, interpolation and smoothing, regression analy-
sis, nonparametric statistics, generation and testing of
random numbers, eigensystem analysis and linear
programming.

NAG: The NAG (Numerical Algorithms Group) Library is a
comprehensive collection of algorithms used for solving
numerical problems on computers. These algorithms
have been incorporated into a series of FORTRAN sub-
routines devoted to several branches of numerical
analysis that are based on the Association for Comput-
ing Machinery (ACM) modified SHARE classification
index.

SAS: SAS, the Statistical Analysis System, is a high-level lan-
guage for data manipulation, data description and
display, descriptive and inferential analysis, graphic
presentation, and report writing. Additional procedures
cover the areas of nonparametric statistics, economet-
rics and time -series analysis.

SPITBOL: SPITBOL is a compiler version of the SNOLBOL-4 lan-
guage. SPITBOL is a high-level language that is
particularly useful for string and character manipulation,
offering an extraordinary number of built-in functions for
these purposes. SPITBOL is extremely useful for large-
scale file editing and may be used for more unusual
applications such as compiler design.

The tools and topics we have discussed
so far have been related to mathematical
problem solving and data display. Two
sidebars (pages 14-16) show how the com-
puter, and specifically a tool called SAS,
can be used to solve a variety of data -
analysis type problems.

Data management

One of the biggest if not the biggst area
for which computers are used is data man-
agement. Data management is most com-
mon to business organizations, but engi-
neers and especially engineering manage-
ment have as much a need to have good
data management tools available to them
as any business -management information -
services group (MIS). I visited Linda

Bowker of RCA Astro-Electronics to in-
quire about the tools that Astro is using to
manage its engineering projects. Our con-
versation again turned away from the spe-
cific software tools to center on how soft-
ware tools can make the difference in the
feasibility of completing projects. Ms.
Bowker strongly believes in using the tools
that are best suited for the project. How-
ever, if an application is going to be trans-
ferred from person to person, then the best
suited tool may be one that is known by
all those involved. Although some other
languages may have some capabilities that
FORTRAN does not have, FORTRAN is
known by a vast majority of engineers.

Our conversation centered on the RCA
Astro-Electronics Engineering Load Pro-
gram. This is a system that is used by
engineering management to keep track of

engineering projects and the time spent by
the engineers on those projects. The Engi-
neering Load Program uses FOCUS as its
basic tool. Ms. Bowker noted that the pro-
ject would not have been attempted with-
out a database -management package. FO-
CUS was chosen as the database -manage-
ment system because of its compatibility
with CMS (the resident time-sharing sys-
tem at the corporate computer center) and
its relatively easy initialization and report
generation. Although FOCUS is an inte-
gral part of the program, we spent more
time discussing a little-known software lan-
guage called SPITBOL. Ms. Bowker stated
that SPITBOL is used as a general-pur-
pose preprocessing language. Such a tool
is required because data hardly ever resides
in the form that is needed. SPITBOL's
strong string manipulation capability allows
you to extract the required information
and tranforms it into the desired format.

APL is a powerful language

Most of what has been said about data
and numerical analysis has all been based
on FORTRAN and FORTRAN -related
tools. FORTRAN is not the only way an
engineer can accomplish his or her work.
In fact, the existence of other means to
solve the problems has made tasks of many
much easier. I visited John Grosh in Lan-
caster to talk to him about his use of APL
in an engineering environment. John makes
extensive use of APL in developing qual-
ity and reliability systems for Solid State
Division. John is an avid proponent of
APL-he "doesn't do FORTRAN or win-
dows."

John states that APL is a conceptual
language. By this he means that when you
think about a problem you think of things
such as "add all of these to all of those."
APL has operators that will perform that
exact operation, whereas most other lan-
guages do not. As I heard in several of my
other interviews, John started using APL
because it allowed him to do things that
he would not have been able to do in any
other language. The main application we
discussed was MAPS (Manufacturing Attri-
bute Performance Summary), an applica-
tion written solely in APL. John stated
that he would not do it in any other lan-
guage. He did not say it could not be done
using other tools, but the feasibility would
be extremely reduced. More information
on the MAPS application can be obtained
by referring to the April/May 1980 issue
of the RCA Engineer.

(Continued on page 17)
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SAS used as a design aid
for picture tube yokes

User comments by Paul Briley

The picture tube deflection yoke
basically consists of two coils of
wire and a ferrite core to positior
the tl-ree electron beams coinci-
dently on the phosphor screen sir -
face via the magnetic f eld gener-
ated by the coils. One coil deflect
the three beams horizontally and
the other deflects them vertically.
The vertical deflection coil is
wound about the ferrite core in a
specific fashion with wire place-
ment a function of core geometry..

It was hypothesized that irregu-
larities of surfaces A, B. and C in
production of the cores would
result in improper alignment of
electron beams on screen sur
faces. To test this theory, 200 cores
were produced and divided into 4
categories of 50 each. Category 1
had the upper edge (surface A)
ground smooth with a diamond bit
category 2 had surface B ground
smooth, category 3 had surface C
ground, and the fourth category
remained unground.

Coils were wound on each of
these cores and beam separation

Author Dreher (left) with Charles Sockweil.
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Core grinding experiment. An experi-
ment investigating the effects of fer-
rite core grinding upon the precision
of toroid wound coils extensively em-
ployed SAS routines for data compi-
lation. Vertical deflection coils are a
major component of a television re-
ceiver deflection system. The verti-
cal coils are toroid wound by ma-
chine on a ferrite core. On the same
winding machines, samples of end
ground, and unground ferrite cores
were used in the manufacture of ver-
tical coil windings. The vertical coils
were then tested on a CRT to deter-
mine their distribution of raster con -

0 100
k_

771

4 1.200

c

vergence errors. Use of SAS routines
resulted in the production of mean,
standard deviation, variance, data
plots and group frequency distribu-
tions of each set. A review of the
SAS data reduction showed that a
lowering of the manufacturing reject
rate was achieved by end grinding
the ferrite core before winding the
coils. The SAS routines used signifi-
cantly reduced compilation time and
limited computational errors to the
data input phase. Recommendations
based upon the ground ferrite core
experiment proved to be cost effec-
tive in actual manufacture.

at specific points was measured. It
was found that the beam triad con-
vergence significantly improved
when the ground cores were used.
This finding prompted a decision to
produce cores with surfaces A and
C ground. Today, however, all
these surfaces are ground to within
design specification before vertical
deflection coil winding is
undertaken.

SAS was used because of its
sophisticated data -input and
manipulation techniques as well as
its effective procedures to complete
the analysis. Mr. Bruey feels that
without the advantages offered by
SAS, he would not have been able
to complete the project.

-Produced by Charles Sockwell

Roger Dreher is Manager, Product Sup-
port, Corporate Information Systems and
Services (CISS). His group provides end -
user support for the software residing in
the computers at the corporate computer
centers. He joined RCA in 1978 as an
instructor in the CISS Education and Pub-
lications group. He has an MS in Computer
Science from the University of Rhode
Island.
Contact him at:
RCA Corporate Information Systems
and Services
Cherry Hill, N.J.
TACNET: 222-4264
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SAS used for VideoDisc test
instrument quality control

User comments by Karen Pitts

In the ongoing effort to improve
disc quality and performance, a var-
iety of materials and production
techniques are tested to determine
their characteristics. Among the
sources of error present in testing
new discs is that associated with
the test equipment itself. It is possi-
ble, for example, for this equipment
to malfunction and, if undetected, to
be attributed to disc problems. For
this reason, test equipment is
checked daily, the results of several

Plot 1

months of data are plotted, and the
plots are visually examined to
determine if equipment perfor-
mance has perceivably changed.
The plots have time -dimensioned
x-axis and signal strength mea-
sured along the y-axis. The data
mean and three standard devia-
tions above and below the mean
are calculated and plotted along
with the data.

To illustrate, some hypothetical
data were run through the program,
giving the results below. Plot 1
shows data from equipment that is
rather steady over the testing
period. Plots 2 and 3 show data
that seem to be behaving more
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erratically during the end of the
testing period.

We cannot determine what
effects these test equipment anom-
alies may have had on disc testing.
The researcher may, however,
choose to exclude results from the
equipment used in plots 2 and 3
from his/her experiment.

Originally, this type of analysis
was done using programs written
in APL. In this instance it was felt
that using SAS has saved consid-
erable programming effort.

-Produced by Charles Sockwell
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Testing equipment yields consistent results.
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Plot 2
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Testing -equipment results are suspect toward the end of the period.
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Specialized engineering software on corporate computer

AFTER helps generate functional test patterns for
testing Large Scale Integration (LSI) or
Automatic Test Equipment (ATE).

DYNA-3 is a large finite element program suitable
for analyzing any type of structure.

LOGSIM aids the logic design engineer in checking
and providing design results.

MIMIC is a logic simulation program.

MOTHA is a general thermal analysis program that
permits solution of steady-state and tran-
sient problem formulations.

NASTRAN is a general-purpose finite -element com-
puter program for structural analysis.

R -CAP is a circuit simulation program which can
analyze either the DC operating points, or
the transient or small signal responses of
bipolar and metal oxide semiconductor
(MOS) transistor circuits.

SPICE2 is a circuit analysis program designed
primarily for the simulation of integrated
circuits, both bipolar and MOS.

SUPER -COMPACT is an advanced, general purpose, high -
frequency. microwave circuit design
program.

TESTGEN is a test generation program to be used in
conjunction with sequential digital logic.

TDAS collects and stores voluminous data gen-
erated during the test cycle and produces
specialized reports.

Cont. from p. 13)

Conclusions

'I he availability of the proper software is
the underlying theme of this article. The
choice of the proper tools depends on sev-
eral factors: The type of problem that is to
be solved; the type of solution presentation

that is desired; and the availability of tools
that the problem solver knows how to use
or can easily learn to use. Proper use of
the computer can be shown to increase
the productivity of the users. This produc-
tivity gain may show up directly in the
time required to solve a problem or indi-

rectly by the solving of problems that pre-
viously were thought to be unresolvable.

The use of tools in combination appears
to be the best way to achieve the highest
rate of return from the smallest investment
of time. Historically, most applications were
written in a single language such as FOR-
TRAN, and if FORTRAN could not han-
dle the task, the task was either modified
or circumvented. FORTRAN is still the
language of choice but it is now supple-
mented by various tools, some of which
have been mentioned in this article. The
bottom line is that a job cannot be com-
pleted satisfactorily if the proper equipment
is not available. Quality and productivity
suffers when the right tools are not avail-
able. This is true if you are building a
house or designing a satellite. A computer
that does not have the software required
by the engineer is of no use to the engi-
neer.

This article has not delved into a very
important area with respect to the future
use of the computer, large or small, by all
of us; that is , the area of specialized soft-
ware application packages. These packages
can be used directly to solve many of the
real -life problems if they fit the available
information. Corporate Information Sys-
tems and Services attempts, whenever pos-
sible, to provide information about exist-
ing packages either on the system at the
corporate computer center or in the mar-
ketplace. A sidebar (this page) lists some
of the specialized software tools that reside
at the corporate computer center. In addi-
tion, much specialized software is running
in minicomputers and microcomputers
throughout the corporation. Much of the
information on these products is transmit-
ted through publications such as the RCA
Engineer and TREND.
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J.G. Solomon

APL and engineering productivity

A basic step-by-step introduction to APL shows how the
language can save you programming time, effort,
and headaches-even if you've never seen a computer.

Abstract: APL, a powerful and advanced programming lan-
guage, uses a unique and concise notation that simplifies pro-
gramming effort. It is particularly able to handle matrix opera-
tions, but has other strengths as well The author introduces the
language and its capabilities, particularly with reference to
FORTRAN, using a step-by-step approach and plenty of exam-
ples-curve-fitting string manipulation, etc. Sources of further
information round out the article.

e1983 RCA Corporation
Final manuscript received November 5, 1982.
Reprint RE -28-1-3

If productivity is the issue, then APL must take the spotlight.
APL is an amazingly powerful computer programming language.
It allows the user to accomplish in a few lines of instructions-
even in one line-calculations that in other languages would
require dozens of statements. Besides that, it's fun to use. I have
programmed (and taught) FORTRAN, COBOL, BASIC, BAL,
PL/I, . . . but I enjoy APL.

Dr. Kenneth E. Iverson, the inventor of APL, claims that the
ideal audience for APL is people who have never seen a compu-
ter, but who know that they have a problem that a computer
could solve: engineers, accountants, businessmen, and so on.
Being thus motivated-and knowing already what it is they
want to do-they quickly learn to use APL. Thus, instead of
turning over their problem to the programming staff, and wait-
ing for it to arrive at the top of the backlog stack, they can do it
themselves. You can learn, too. You can get information on
APL at RCA in the last section of this article.
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APL is a higher -level programming language, so you don't
need to know anything about the computer you're using. Because
it is an interactive language as well, you get answers more easily,
and you get them immediately. Furthermore, APL can let you
easily answer "what if' questions. That is, you can not only
write an implementation in APL much more quickly than in
other languages, but also you can frequently make drastic changes
in an APL program, sucrPssfully and in a remarkably short time.
Drastic changes in a specification very often require only mini-
mal changes in the APL implementation. You will see examples
later. In general, my experience with APL has been that, if you
find yourself saying, "Wouldn't it be nice if I could . . ," you
can. Easily.

APL's ability to solve your problems quickly derives from
several sources. For one thing, those operations that are built
into the language (the so-called "primitive scalar dyadic func-
tions") can generally be used for scalars, vectors, matrices, or
variables of even -higher dimension, with no change in syntax:
A + B means add A and B (if it's possible), regardless of their
size or shape-or contents. In only one statement, APL can per-
form the same operation on each element of an array-in
FORTRAN this would require a DO -loop (or several nested
loops). This fact alone tends to make APL programs much short-
er than programs written in other languages. There are no dec-
larations of variables, either-the bane of COBOL programmers.
APL automatically allots for each variable the amount of space
needed for the way you are using that variable.

APL is an interpretive language. This means that there is no
compiler to translate the entire program once and generate a
permanent "object module," which can be run whenever nerPs-
sary. Instead, each statement must be read and interpreted each
time it is executed. That sounds terribly inefficient but, because
there are far fewer statements to interpret, you still come out
ahead as compared to executing many statements of code pre-
viously compiled in another language. And, as noted, most APL
statements are executed only once, instead of being part of a
loop that is cycled through many times.

It's so easy!
Some examples at this point may help to explain my enthusi-
asm-and why I believe that you will become equally en-
thusiastic.

Suppose that you would like to add up a list of numbers. For
our convenience, let us suppose that the numbers are stored in a
variable named LIST. In most programming languages, the user
must identify by name those variables that have some kind of
structure to them, describe the structure, and tell the compiler
how many numbers to reserve space for. In FORTRAN, for
example, one might write:

DIMENSION LIST(100)

SUMLIST = 0.0
DO 78 I = 1,100
SUMLIST = SUMLIST LIST(I)

78 CONTINUE
Needless to say, it's easier in APL:

SUMLIST-+/LIST

pronounced, "SUMLIST is assigned the plus -reduction of LIST."
The APL syntax will be explained later.

Note, however, that the APL statement does not include any
mention of how many elements there are in LIST: The lan-
guage -processor knows how big the variable is-why should I
have to tell it? The significance of this apparently trivial favor
becomes clear when you learn that APL allows you to change
the size of a variable dynamically. In other words, LIST may
have 100 elements in it now, but I can change that to be 427, if
I want. And if I want to add up all the 427 elements, I still
write:

SUMLIST--F/LIST
In FORTRAN, on the other hand, I would have had to make at
least one change in the program to add the elements.

Other languages have helpful functions built into them; in par-
ticular, several have a SUM function that does the same thing as
the above DO -loop. One would write, then, in place of the
above FORTRAN DO -loop:

SUMLIST = SUM(LIST)
and it may appear that the advantage of APL has been over-
come. No. Suppose, for example, that I want to add up only the
positive numbers in LIST. A head-on comparison of FOR-
TRAN and APL is revealing:

FORTRAN

DIMENSION LIST(100)

SUMLIST = 0.0
DO 78 I = 1,100
IF (LIST(I).LE.0) GO TO 78
SUMLIST = SUMLIST + LIST(I)

78 CONTINUE

APL
SUMLIST-+/(LIST>0)/LIST

Please note that productivity gains like this one are realized in
APL every time you write a single statement that in other lan-
guages would require an entire loop.

The power and flexibility inherent in APL make it easy to
select items from a collection, and to process only those items
that match the selection criteria. In addition, "primitive" func-
tions-functions built into the design of the APL language-are
not restricted to operating only on scalar variables (that is, those
variables that do not appear in a FORTRAN DIMENSION
statement), but can also be used, for example, for lists and tables
(that is, those variables defined in FORTRAN as being one- or
two-dimensional, respectively).

As an example, if I want to double each number in LIST, I
write in APL:

2 X LIST

Let us suppose that the variable named LIST is actually a 27 -
dimensional variable (APL allows more!). How would you mul-
tiply each element in LIST by 2? Of course:

2 X LIST

As a more -interesting example, suppose I want to multiply each
element of LIST by a different number. Let these multipliers be
stored in a list named COEFF. Again, we compare FORTRAN
and APL:
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FORTRAN
DIMENSION LIST(100),
COEFF(100),PROD(100)

APL

DO 78 I = 1,100
PROD(I) = COEFF(I)*LIST(I)

78 CONTINUE

PROD-COEFF X LIST

Without being given special instructions, APL will multiply
each element in LIST by the corresponding element in COEFF.
Please note that the above APL statement will work as long as
both LIST and COEFF are the same length-whatever that
length is. Note also that the length can be changed many times
during execution of the program; the statement will still work, as
long as the changing length of LIST stays the same as the chang-
ing length of COEFF. As a matter of fact, APL also allows you
to change dynamically the shape of a variable. If a design
change suddenly makes LIST and COEFF three-dimensional
variables,

COEFF X LIST
will still multiply together corresponding elements of LIST and
COEFF, as long as they are the same size and shape. If they are
of different size or shape, then it is not clear what you want APL
to do-differently shaped variables don't have "corresponding"
elements.

Let's get practical: Suppose I have a list of quantities ordered,
conveniently stored in a variable named QUANT, and a list of
prices for the corresponding items, conveniently stored in a vari-
able named PRICES. To find the total cost for each item, I
would multiply the quantity of that item times the price of that
item. In APL, that is

PRICES X QUANT

and the printed result would be the total cost of each item. If I
would like the total price of the order, I write:

+/PRICES X QUANT.
It is interesting to note that the above APL statement to deter-
mine the total price of the order can be described in engineering
terms as taking the dot -product of the two vectors, PRICES and
QUANT.

As with any language, APL allows the user to define his own
functions to accomplish some task not built into the language.
However, APL is so powerful that frequently it is not worth
going to the trouble. For example, it would be silly to write a
function to compute the dot -product of two vectors-because, as
shown above, all the operations necessary can be stated in three
character -strokes.

A convincing example

At this point, a user -defined function may be the best way of
indicating the power of APL. One problem I assign to my stu-
dents of any programming language is the following: Write a
program, function or subroutine that has as inputs a short string
and a long string, and finds all occurrences of the short string in
the long string. In PL/I, this can be done in 15 to 20 statements-

Space constraints forced us to "fold" some of the statement lines. In these
cases we have not inserted a continuation character.

although a student of mine once did it in 55 statements. In
APL, it can be done in 20 characters. Instead of just blasting you
with the syntax, however, I will explain it as we go:

First, invent a short string and a long string.
SI4- 'THE '

S2+ 'WHAT IS THERE AT THE
ATHENAEUM THEATER?'

3

Just out of curiosity, how long are the strings?
p S 1

p S 2
39

The "outer product" applies the specified function between
each element of the left argument and each element of the right
argument. The dimension of the result is the sum of the dimen-
sions of the arguments.

PQ÷S 1 ° . =S 2

3 39
Q

000l0000l000000lol0000l00000000l0001000
010000000100000000100001000000001000000
000000000010100000010000100100000100100

The result has a 1 where the elements are equal, a 0 where they
are not. In this two-dimensional array, a "hit" is signalled by a
diagonal of ls. Now if only there were some way I could slide
the second row one character to the left, and slide the third row
two characters to the left . . . .

pX4- ( + p S 1 ) (I) Q

3 39
X

000100001000000101000010000000010001000
100000001000000001000010000000010000000
000000001010000001000010010000010010000

In its dyadic form,. is called "rotation," and it does exactly
what we need here. Now, we will "And" the rows together; if all
elements in a column are Is, we have found an occurrence of the
shorter string.

py.-A/[1] X
39

Y

000000001000000001000010000000010000000

Lastly, we use the above vector to compress the numbers 1,2,3, .

and find out exactly where each occurrence of the shorter string
begins.

pZ÷Y/IpS2
4

9 18 23 32
Now, we put all that syntax into one statement, and don't save
any of the intermediate results.

(A/[1](14.1pS1),S10.=S2)/tpS2

9 18 23 32
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Of course, you are never forced to put everything in one line-
the point is, in APL, you can.

At last, we are ready to write a function to do all this:

12.4 -SHORTER FIND LONGER

A J. SOLOMON. 8208301630.
A THIS FUNCTION FINDS ALL

OCCURRENCES OF THE SHORTER STRING
A IN THE LONGER STRING.
R÷(A/[1](1+IpSHORTER)OSHORTER0.=

LONGERVIpLONGER

V

9 18 23 32

The routine works (of course). The only problem is that it
finds even those occurrences of the shorter string that are embed-
ded within words of the longer string. If that's what we want,
we're done. However, if we insist on treating the shorter string as
a word, then we have to do something that will ignore occurren-
ces of the shorter string in the longer string unless they are sepa-
rate words.

[0] R÷SHORTER FINDW LONGER ;LEFT ;RIGHT

[ I] A J. SOLOMON. 8208301630.
[ 2] A THIS FUNCTION FINDS ALL

OCCURRENCES OF THE SHORTER WORD
[3] A IN THE LONGER STRING.
[4] A PUT A BLANK BEFORE AND AFTER THE

SHORTER STRING --MAKE IT A WORD.
[ 5] LEFT4-" ,SHORTER ,

[6] A JUST IN CASE, PUT A BLANK AT
EACH END OF THE LONGER STRING, TOO.

[ 7] R I GHT-4- , LONGER ,

[8] A

[9] R4-(A/[1](1+1pLEFT)OLEFT0.=RICHT)

hpRIGHT
V

SI FINDW S2
18

A little more convincing
Even those people who know almost nothing about APL know
that "APL is good for processing arrays." It certainly is-in fact,
one major purpose of this article is to show that APL is great for
other uses, too. But let us proceed with APL and arrays. Sup-
pose that MI and M2 are three -by -three arrays. The preceding
discussion should have convinced you that MI + M2 will add
corresponding elements, and MI X M2 will multiply corres-
ponding elements. Then how does one multiply MI and M2 in
APL according to the rules of matrix algebra? Easily:

MI +.XM2
In mathematics, the operation represented by the combination of
the three symbols "+.X" is called the "inner product"; in APL it
is a special case of the "generalized inner product," because the
"+" and "X" can be replaced by any primitive functions. There
are over 20 primitive scalar dyadic functions in APL; therefore,
there are over 400 different ways of writing a generalized inner
product.

Another application where APL makes life easy is in curve -

fitting problems. We will consider here only polynomial curve-

fitting, because it's the type most often used, but other methods
are available and are also relatively painless.

Let us suppose that you have a collection of data points, with
values of x and y stored in the vectors X and Y, respectively,
and you would like to pass the best straight line through them-
"best" in the least -squares sense, as usual.

YMX 0 . *0 1

will give you the intercept and slope, regardless of the number of
datapoints. You don't need to write a complicated subroutine-
you don't even have to CALL one. You say your problem isn't
linear, but quadratic? Then you need a second-degree poly-
nomial:

YIEX * . *0 1 2

will give you the least -squares -best quadratic coefficients. Would
you like a fifth -degree polynomial?

VEX* .*0 1 2 3 4 5

How about an Nth -degree polynomial?
YiiiX 0 . *0, IN

Imagine what you would have to do to a PL/I program to
implement those changes! I like APL.

A small amount of APL syntax
The distinctive rules of APL are simple, and there are no
exceptions:

1. If a function requires two arguments, they are specified by
having one argument to the left of the function name and one
argument to the right. If a function requires one argument,
that argument appears to the right of the function name.

2. There is no hierarchy of operations.
3. All expressions are evaluated from right to left.

4. Except where otherwise indicated by parentheses, the right -
argument of a function is everything to the right of the
function.

Although these rules are simple, they do take a little getting
used to. For example, while 4+3-5 is still 2, 4-3+5 is not 6
but -4. (See below for explanation of -4.) By Rules 3 and 4,
the evaluation is done as if the expression had been written
4-(3+5). In "ordinary" algebra, 4-3+5 is (4-3)+5. With a
little care, however, this should cause no trouble.

In constructing the non-English symbols of the APL charac-
ter -set, Iverson used symbols that were already available to pub-
lishing houses-generally, symbols from mathematics or the
Greek alphabet. Addition and subtraction, at least, use familiar
symbols: + and -. However, APL retains a distinction between
certain concepts that are usually coalesced in other languages. In
particular, the symbol for the minus sign that is the algebraic
sign of a number (that is, not indicating the operation of subtrac-
tion) is the "high minus": not -4 but -4. Multiplication uses X
and division uses + (not the slash, which has a totally different
meaning in APL). The single asterisk is used for exponentiation:
3*4 means 34, or 81.

"Monadic" and "dyadic" symbols

Most of the symbols in APL are used in two distinct contexts:
requiring one argument ("monadic"), and requiring two argu-
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ments ("dyadic"). For example, the monadic p ("rho") is the
"shape" operator: Tell me the shape of whatever is to the right.
For example, p LIST might return the value 100, which would
mean that LIST is a vector containing 100 elements. Dyadic p,
however, is the "reshape" operator. It means: Build, out of what-
ever is on the right, something whose shape is described on the
left. The result of executing

T -100p0
would be to build a vector of 100 elements, each equal to zero,
and store it in the variable named T. The result of executing

TEST4-3 Spt15
would be a matrix containing 3 rows and 5 columns, and whose
elements were the numbers 1 through 15. If I then executed

pTEST4
the result would be

35
telling me that TEST4 is indeed a 3 x 5 matrix. One can do
both in one statement:

pTEST4- 3 SptlS
will generate TEST4 and then tell me its shape. Note how easy
it is in APL to create variables of arbitrary size, shape, and
contents.

Assignment operator

The assignment operator in APL is not the equal sign, but the
left -pointing arrow. If the final result of all the calculations in an
APL statement is not to be stored in a variable-that is, if you
don't assign the result to a variable-APL assumes that you
want the result printed at the terminal. In particular, to check
whether TEST4 really does contain the integers 1 to 15, type
out TEST4 and see for yourself.

"Take" and "drop" functions

As mentioned earlier, APL makes it easy to select certain ele-
ments from a collection. Two related functions for selecting ele-
ments are "take" and "drop," represented by 1 and I respec-
tively. If I would like to select the first 37 elements of LIST, I
need only use the syntax 37ILIST. Presumably, this would be
part of a longer expression, although it is executable as it is. To
add up the first 37 elements of LIST, then, I would write:

±/371LIST.
To add up all except the first 37 elements of LIST, I would

write:

+ /371LIST.
If I want to add up all except the last 9 elements of LIST:

+ /-91LIST.
"Take" and "drop" can be combined. For example, to select
elements 7 through 20 of a one-dimensional variable named
BILL, I could write

6120tBILL
and this would take the first 20 elements of BILL, and then drop
the first 6, thus leaving me with the desired elements 7 through
20. Note that use of the take and drop operators does not
change the variable in any way; it only selects certain elements
of the variable, and makes their values available for use elsewhere.

Take and drop can also be used on variables of higher dimen-

sion. If I would like to select the first 3 rows and the first 7
columns of a two -dimensioned variable named CHECK, and
store them in an array named BLOCK, I write

BLOCK -3 71CHECK
To take all the rows, but ignore the last column, of CHECK, I
write

0 -1 !CHECK
(Taking all the rows is the same as dropping none of them.)

Trigonometric functions

Trigonometric functions are built into APL. Would you like to
build a table of sines? How about a vector of 100 entries, repres-
enting angles from Pi/200 to Pi/2 in steps of Pi/200?

TRIG4-10(0f200)x1100
will do it for you. If you would like to print all 100 values,
along with the values of the arguments, type

(0+200)x1100),[1.4] TRIG

Pseudo -random numbers

The question mark is used to generate pseudo -random numbers.
For example,

?100

will generate a pseudo -random number between 1 and 100.
They can also be generated in bunches:

?3 7 p 125
will generate a 3 -by -7 matrix containing 21 pseudo -random
numbers between 1 and 125. Some types of simulation require
the use of pseudorandom numbers. The ease with which they
can be produced in APL-in whatever quantity and range
desired-makes simulation an easier task. While you can, of
course, generate a set of such numbers once, and save them for
repeated future use, it is not necessary, inasmuch as APL will
generate the same sequence every time unless you instruct it
otherwise.

Polynomials

Evaluation of polynomials is interesting. Viewed from a certain
perspective, a polynomial can be considered to be a dot -product
of two vectors: powers of x, and coefficients of those powers.
Well, we know about dot -products in APL:
FOFX4-+/COEFFx1,x,(X*2),(X*3),...

where COEFF has the coefficients for the lowest to the highest
power of x. But how many powers of x do we need? Well, we
have one coefficient for each power of x, and one for the con-
stant term; in other words, the highest power of x we need is one
less than the number of coefficients:

FOFX÷+/COEFFxX*1+1pCOEFF
Again, let me point out that the above statement contains no
explicit reference to the degree of the polynomial, nor do you
have to know the length of the vector of coefficients: It will
evaluate any polynomial of any degree. So, let's look at a user -
defined APL function to evaluate polynomials. To print a listing
of a user -defined APL function, type VFN-NAME [ 11] V , so:
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R4 -X POLY COEFF

J. SOLOMON. 8208301630.
A THIS FUNCTION EVALUATES

ANY POLYNOMIAL IN X.
'COEFF'A IS THE VECTOR OF
COEFFICIENTS,

A AND COEFF[1] IS THE CONSTANT TERM.
R-4-4-/COEFFxX*1+1pCOEFF

V

The function is named "POLY," and it is dyadic. There are
five statements, and four of them are comments. To invoke a
function, use its name in an appropriate context:

A TRY 1+ (2xX) + X*2
6 POLY 1 2 1

49

A TRY 3

+ S 2xX*3
5 POLY 3 7 4 2

1 1 2

(7xX)
( 4 x X* 2 )

One easy way to check that the evaluation is correct is to
write coefficients that are all positive integers less than 10, and
set x = 10:

10 POLY 3 6 1 9

9163
10 POLY 17

7654321

10 POLY (P17

1234567
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The more you learn about APL, the more you will be
intrigued by its power. There is a function called "base value" or
"decode," which can be used to convert numbers from one
number -system to another. For example, 2 1 1 0 0 1 1 0 would
regard the right -argument as the binary number 100110, and
convert it to a decimal number. Positional notation is a short-
hand way of indicating how many to add of each power of the
base: To the base 2, 100110 represents

0+ 1X2' 1X22 OX2' OX24 1X2'
or, in the decimal system, 37. That may be understandable more
easily if we reverse the order of the terms:

1X25 + 0X24 0X2' 1X22 1X21+ 0
Now the terms are in the same sequence as the digits in the
original number. Does that look like the evaluation of a poly-
nomial? That's what number -systems are, using the digits from
left to right as coefficients of successively lower powers of the
base. Well, then, it should be possible to use "decode" to evalu-
ate a polynomial. The only problem is that now the vector of
coefficients has to go in the opposite sequence. If only there were
some way to reverse a vector . . . .

C-4-000EFF

called, of course, the "reversal" of COEFF, is exactly that. The
shortest statement I know of to evaluate a polynomial is

X I C

How could it be much shorter? The operative part is one
keystroke!

APL at RCA
APL is available at RCA on the CISS computer at Cherry Hill,
and, on computers at other RCA sites, as well. Computer Servi-
ces at Cherry Hill teaches APL classes twice a year. For further
information, see the systems programming staff at your location,
or call "the sixes"-TACNET: 222-6666. There is considerable
use of APL within RCA, and a user group is being formed. If
you are interested, get in touch with Jon Strong, RCA Corpo-
rate Information Systems and Services, Bldg. 204-2, Route 38,
Cherry Hill, NJ 08358. His telephone number is 609-338-6007;
his TACNET is 222-6007; and his VM Memo address is JON.
I'll be happy to talk or listen to anyone on the subject of APL.
My address and telephone number are listed with the biographi-
cal data alongside this article.

As I have mentioned, and tried to demonstrate here, APL not
only increases productivity, but it is fun to use. For those rea-
sons, you may wish to write your own functions in APL. For
those very same reasons, however, other people have already
written libraries of APL functions to do a large assortment of
tasks. For example, CISS has available APL functions that per-
form statistical analyses; design RLC ladder filters; calculate the
rate of return on investments; plot data; lead you through a
financial reporting system; and so on.

Many time-sharing companies offer APL in addition to the
better-known languages, and several even specialize in APL.
There is within the Association for Computing Machinery a
Special Interest Group on APL ("SIGAPL"), making APL the
only language to have its own SIG-other languages fall within
SIGPLAN, the Special Interest Group on Programming Lan-
guages: APL interpreters have been implemented for large com-
puters and small, from huge mainframes to the newest micros.
APL interpreters for the larger computers tend to be pretty much
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the same -namely, complete. Some micros are too small to
support implementation of full APL: for information on a spe-
cific micro, consult the vendor of that micro. As far as I know,
there does not exist a compiler for APL-to compile object code
is to lose all the benefits of the interactive interpreter. Nonethe-
less, some people are working on APL compilers, and compilers
may be available by the time this is published.

How do I join the faithful?
I hope that you are sufficiently interested to explore the feasibil-
ity of using APL. The most -popular text is

APL: An Interactive Approach
Leonard Gilman & Allen J. Rose
John Wiley & Sons, Inc.
New York, New York
Second Edition, revised reprinting, 1976

Ken Iverson has written several interesting pamphlets on APL:
"APL in Exposition," "Introducing APL to Teachers," and "An
Introduction to APL for Scientists and Engineers," to name the
most prominent. He has also written two APL -based algebra
books: Algebra, an Algorithmic Treatment, and Elementary Analy-
sis. All of these are available from APL Press, 220 California
Ave., Palo Alto, CA 94306. And, of course, Iverson wrote the
"Bible":

A Programming Language
Kenneth E. Iverson
John Wiley & Sons, Inc.
New York. New York,1962

Automated aids for the author
Engineers in ever increasing numbers are using
their terminals to accomplish their writing tasks.
And the compelling reason for this, we are told, is
convenience. Authors who have used word pro-
cessors (or word processing programs on compu-
ters) find that they write faster, but spend more
time on the critically important rewriting, because
it is so convenient to add, delete or move words
on the screen.

At the RCA Engineer, we received over one
third of the articles published in the last four issues
as machine-readable, word processing files. The
time saved by not rekeyboarding entire manu-
scripts allowed tne staff to give more attention to
other aspects of the production process-which
has given us more interesting articles.

Most of the WP files came to us as Wang floppy
disks and double-spaced printouts of the files. In
the RCA Engineer office we have a Wang tele-
communicating workstation wired to an AM Vari-
typer typesetter. This arrangement allows us to
amend the Wang files either before or after
transmitting them to the typesetter. A telecom-
munications board in the typesetter converts the
word processor's code set to the modified -ASCII
code set used for photocomposition. Only editor-
ial changes, corrections, type specifications,
math and tabular information are entered at the
typesetter keyboard. Also at the typesetter we
have a Racal-Vadic 212LC modem, permitting us
to receive files over the telephone from compu-
ters and word processors equipped with asyn-
chronous 212A -compatible modems. Users of the
corporate computer system have sent copies of
their files to the RCA Engineer ID on CMS.

First, try out word processing to prepare your
article, and then consider using these valuable
telecommunications links to transmit your article
to us.

Follow these guidelines when you decide to
send us a file. Keep it simple. Eliminate underscor-
ing and page breaks. Use a line length of
between 60 and 80 characters. Avoid end -of -line
hyphenations, other than those you want in the
published article. In addition, avoid indenting
material (at least, in the version of the file sent to
us). Tabular material and mathematical equa-
tions will be reset in our office, so don't worry
about how they are coded in the file. Do send us
a double-spaced printout of the article along
with the Wang disk or telecommunicated file.
Carefully mark unusual characters, mathematics
or underscores on this printout.

As of January 1983, we have received files from
authors at the following locations:
Astro Electronics, Princeton (Wang OIS 140)

Automated Systems, Burlington (Wang OIS 140)
Corporate Computer Services (CMS files from the
IBM mainframe)
Missile & Surface Radar (Wang files from various
input devices in MSR's text management system)

RCA Laboratories, Princeton (DEC VAX 11/780
and Lab/Net, their local area network)
Solid State Division, Somerville (Wang OIS 140 and
CMS files)

Outside RCA (Televideo computer, TS -802)

Please call us for more information at TACNET
222-4254. -TEK
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R.F. Gimigliano

Producibility The road to increased productivity

The basic economics of producing goods have made
producibility a focus of concern even in essentially
one -of -a -kind manufacturing operations.

Abstract: Producibility, a cornerstone of
efficient long -run production for many
years, has become an important factor in
one -of -a -kind high-technology develop-
ment as well This paper describes the
application of producibility concepts to
advanced radar system development at
MSR in Moorestown. Three specific areas
treated are (1) formation of interdisciplin-
ary teams to plan and implement produci-
bility approaches, (2) use of work centers
in Manufacturing Engineering to promote
producibility, and (3) application of mock-
ups and mechanized assembly techniques
to the production process.

Producibility, a product characteristic denot-
ing ease and economy of manufacture, has
been a prime objective of mass production
since that type of manfacturing came into
being. In recent years, the basic economics
of producing goods have made producibil-
ity a focus of concern even in essentially
one -of -a -kind manufacturing operations.

Cost drivers that create the demand for
producibility in such operations include
high cost of materials, high interest rates,
and the scarcity of skilled labor. Invest-
ments in new products and facilities are
closely scrutinized for the best return on
investment; this means that product mate-
rials must be of optimal quality with min-
imal cost and that production facilities must
find ways to reduce their dependence on
1983 RCA Corporation
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skilled labor. Producibility planning repre-
sents an approach to such problems. Suc-
cess in implementing a producibility plan
requires the early involvement of both de-
sign engineers and manufacturing opera-
tions engineers to maintain continuous moni-
toring of a new design from concept to
delivery.

Planning for producibility is nowhere
more important than at the very beginning
of a project, in the early design stages. At
this point a team approach, involving en-
gineering, management, manufacturing, and
purchasing personnel, can assure that de-
signs require the least costly materials and
techniques without sacrificing quality and
product performance.

Manufacturing operations must be flex-
ible enough to incorporate a variety of
producibility approaches during the pro-
duction phase. The development of effec-
tive approaches involves considering all
available parts, processes, facilities, produc-
tion technologies, and types of personnel
required for the project. All phases of the
manufacturing process must be considered,
from initial planning to shipment of the
product, to ensure that fabrication and as-
sembly methods meet producibility re-
quirements.

The application of producibility tech-
niques to one -of -a -kind manufacturing oper-
ations is receiving a great deal of attention
from government agencies as they discover
the benefits derived from cost reduction
and increased product quality. In fact, pro-
ducibility efforts are being invoked con-

tractually on more and more government -
sponsored projects. At Moorestown, as an
example, producibility has become a prime
consideration in manufacturing operations
involving development of advanced -design
radar systems. Producibility at Moorestown
is addressed in terms of team planning,
special organizational approaches, and ap-
plications of special techniques such as
mockups and mechanized assembly.

Planning for producibility
A basic element in Moorestown's produc-
ibility planning process was the formation
of a producibility team, to concentrate in
this area on an advanced radar system
development program. This team concept
has subsequently been extended and ap-
plied on all major programs. The team in-
cludes participants from Project Manage-
ment, Design Engineering, Production En-
gineering, Quality Assurance, and Materials
Management (Purchasing), each of whom
has unique responsibilities.

Representatives of Project Management
monitor the overall producibility plan to
ensure its effectiveness for the project. They
participate in tradeoff evaluations and are
responsible for obtaining consultants. They
also specify cost allowances in the project
plan to cover producibility efforts during
design and manufacture. Representatives
of Materials Management monitor acquisi-
tion of parts and equipment at Moores-
town and suppliers' manufacturing sites.
They also check to see that producibility
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Fig. 1. In Manufacturing Operations, various types of engineers responsible for
producibility are assigned to particular work centers. The first four groups each
have teams of Production Engineers (PE), Industrial Engineers (1E), Manufacturing
Methods Engineers (MME), and Test Methods Engineers (TME). The last group
requires only Test Methods Engineers.

Fig. 2. A section of a mockup of a column beamformer assembly is used to solve
problems in assembly and design configuration.

implementations are on schedule in the
suppliers' plants.

Design Engineering group members en-
sure that producibility standards are inte-
grated into the design. In addition to their
standard responsibilities during a project
(designing equipment and specifying hard-
ware), they interact with Production Engi-
neering representatives during design re-
views, design release, and engineering
change notices. They participate in tradeoff
studies with engineers from Manufacturing
Operations and develop guidelines to doc-
ument critical or special constraints that

may arise during the project. They then
follow production through to the first piece
of equipment manufactured.

Those producibility representatives from
Production Engineering review whether and
how the design can effectively be devel-
oped into manufactured hardware. These
engineers follow the design from concept
through layout and detail phases. They
establish producibility checklists, provide
cost estimates, and recommend areas for
tradeoffs and cost reduction. This group
not only presents producibility data at all
conceptual and major design reviews, but

also prepares producibility review reports
and documents supporting the tradeoff and
cost reduction studies. Quality Assurance
supports the reviews of indicated design
changes and processes, tooling, and test
plans to ensure that product quality is not
compromised.

Guidelines for producibility during a proj-
ect evolve as members of the producibility
team perform their individual functions,
interacting with each other. Establishment
of target costs signals the beginning of
tradeoff studies triggered by design varia-
tions for improving producibility; the prod-
uct then may be formally reviewed for
manufacturability. Planning for the actual
build cycle also evolves from this stage.

Getting producibility
into manufacturing
One of the principal approaches to pro-
ducibility during the manufacturing pro-
cess at Moorestown is the work center.
The work center concept was selected as a
potentially powerful approach to support-
ing production of major system compo-
nents by all the disciplines required to
carry out the operation. As an example,
the Printed Circuit Fabrication area has a
work center involving representatives from
Production, Production Control, Cost Con-
trol, Quality Assurance, and Manufactur-
ing Engineering.

The same work center concept is also
applied in the Manufacturing Engineering
organization (Fig. 1). The technical sup-
port for major work centers varies accord-
ing to the need; in fact, a properly struc-
tured manufacturing engineering group is
the key element to most efficiently intro-
ducing a product into the manufacturing
cycle.

The Planning and Coordination group
shown in the figure ensures that the proper
manufacturing procedures are established.
This group is also responsible for coordi-
nating producibility aspects of new designs
and for ensuring a smooth transition of
new products to manufacturing. A Pro-
duction Engineer from the Planning and
Coordination Group works closely with
design engineers during the conceptual
phase, guiding design decisions so that a
producible design results that is within spec-
ifications and cost constraints. As the prod-
uct design matures, the Production Engi-
neer interfaces with a counterpart in a
product line group (such as Printed Circuit
Fabrication) to ensure that effective tech-
nology is developed and implemented. Each
of the product line groups contains repre-
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sentatives of Manufacturing Engineering dis-
ciplines required for total technical support
and documentation of a project.

The concept of work centers organized
within Manufacturing Engineering is rela-
tively recent at Moorestown. The first work
center was established in 1981, and the
concept is being tested on a variety of
radar production programs. To date, each
work center established has proved suc-
cessful, both operationally and in support
of producibility goals.

Engineering aids for producibility
In addition to the organizational approaches
described above, a variety of engineering
tools are used to supplement producibility
during design and manufacture. At
Moorestown, two approaches to improv-
ing producibility involve the use of mock-
ups to expedite problem solving prior to
manufacture, and the application of robot-
ics to reduce costs during manufacture.

Mockups have multiple uses

A well -designed mockup can be invalu-
able in the development of product design,
in facilitating the development of assembly
techniques, and in highlighting problem
areas. For example, a column beamformer
mockup (Fig. 2), constructed in one proj-
ect to highlight a scheme for assembling
phase shifter elements to the antenna struc-
ture, is also used to investigate associated
wire routings, printed circuit card nests,
and waveguide assemblies. A full-scale wood-
en mockup of an antenna structure (Fig.
3) is used to determine cable lengths and
their routings, define handling fixture needs,
develop configurations for waveguides and
air flow ducts, and analyze subassembly
placements.

Robots are here to stay

A mockup of the antenna front face was
used as a means of determining how robot-
ics can be used during assembly of the
antenna. Robotics are generally considered
for assembly tasks that are routine and
tedious, yet highly specialized. In the case

of this antenna, more than 4000 alumina
windows (Fig. 4) must be emplaced on
the front face and held in place by an
adhesive, which must be accurately applied.
A producibility tradeoff study resulted in
the decision to use automated assembly
equipment to insert these windows and
apply the adhesive. The approach for the
window insertion system by automated as-
sembly was finalized after meetings involv-
ing producibility representatives from De -
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Fig. 1 A wooden mockup of an antenna structure serves to highlight potential
producibility problems.

tgb

Fig. 4. Alumina windows are carefully placed by hand in the face of a metallic
antenna mockup. Robotics are planned for the actual assembly.

sign Engineering, Manufacturing Engineer-
ing, Materials Management, and the sup-
plier.

This antenna face also must be accu-
rately coated with a certain paint, applied
to exact thickness. Controls must be pro-
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Fig. 5. The IBM RS -1 robot, introduced experimentally for phase shifter manufac-
ture, offers the speed, accuracy, and tactile abilities considered necessary for cost-
effective production.

vided that allow for variations in material
viscosity and slumping characteristics. A
series of tests established the processes for
material applications and suitable equip-
ment manufacture; the desired results were
obtained by employing a mechanized spray-
ing system.

Phase shifter elements contain critical
electrical components whose function de-
pends on accurate mechanical tolerancing
and uniform assembly techniques. These
elements are prime candidates for mecha-

nized assembly, since more than 300 dis-
crete motions are necessary to assemble
each phase shifter. Evaluation of available
robotic systems resulted in the selection of
an IBM RS -1 robot (Fig. 5) as the most
versatile for these tasks. The combination
of speed, accuracy, and tactile sensing that
this robot exhibits was considered advan-
tageous for performing the various assem-
bly steps successfully. A series of tests has
been performed in cooperation with Manu-
facturing Systems and Technology Research

at RCA Laboratories utilizing their IBM
robot. As a result, procurement of an RS -
1 robot for the Manufacturing Engineering
activity at Moorestown is planned for 1983
as a means of further investigating tech-
niques and design enhancements required
for best use of robotics in phase shifter
manufacture.

Preliminary evaluation has shown that
mechanized assembly with robotics is cost
effective, greatly enhancing producibility
and product reliability. Assembly units
using robots prove to be useful in achiev-
ing the desired improvement in produci-
bility and subsequently in return on invest-
ment.

Conclusion
Production capability has traditionally relied
on efficiency derived in part from the appli-
cation of advanced manufacturing tech-
nology. Efficiency is a recognizable ele-
ment of producibility that is becoming criti-
cal to all categories of manufacturing organi-
zations, from massive automated production
complexes to the model shops in a one -of -
a -kind assembly operation. First-class prod-
ucts can be produced by considering cost-
effective producibility, with an eye toward
quality-beginning in initial engineering de-
sign and continuing throughout all phases
of the process. It is important to recognize
that increasing productivity using produci-
bility techniques is not restricted to mass
manufacturers; these techniques are just as
valid and critical in the area of high-tech-
nology products produced in very small
numbers, such as the advanced radar sys-
tems built at Moorestown.

-14

Author Gimigliano (center) explains the planned application of mockups for mem-
bers of a producibility team representing Project Management, Materials Manage-
ment, Design Engineering, and Production Engineering.

Dick Gimigliano has been involved in
technical support of manufacturing opera-
tions since joining RCA in 1953. He is cur-
rently Manager, Planning and Coordina-
tion, in MSR's Manufacturing Engineering
organization, responsible for establishment
and coordination of producibility plans for
all major programs.
Contact him at
Missile and Surface Radar
Moorestown, N.J.
TACNET: 224-2924
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K.S. Reid -Green W.A. Hatter D.C. Quardt

CAD/CAM at RCA Laboratories
Tools and applications, present and future

This three-part report glimpses the future of computer -aided
design and manufacturing, including robotics, while showing
some of the equipment and techniques available today at
RCA Laboratories.

When asked if human spacecraft pilots would soon be un-
necessary, an astronaut replied: "Where else can you get a highly
adaptable nonlinear servomechanism that weighs only 150 pounds
and that can replicate itself almost automatically?" The astronaut
nearly defined the ultimate goal of designers of CAD/CAM and
robotics equipment-to build machines that can completely take
over jobs that once were the province of human workers.

The principal reason for trying to use machines to build other
machines is one of economy. In the past thirty years or so, the
cost in salary and benefits of a human worker has continually
increased while the size, cost and availability of adaptable ma-
chines (computers and computer -controlled machinery), have
decreased dramatically. Given the tireless consistency, versatility,
economy, and general good health of an assembly -line robot, it
is obvious that in the near future no human beings will be
employed on assembly lines. For the time being, however, it
doesn't look as if robots are likely to take over the job of repli-
cating the human species.

Most people in industry recognize that the acronym CAD/
CAM stands for Computer -Aided Design and Computer -Aided

Abstract: A combination of computers, robots, and automatic
machinery is used in CAD/CAM technology. Computer -Aided
Design and Manufacturing has shown significant productivity
increases in repetitive operations such as assembly -line produc-
tion. It can also improve productivity in the specialized or one -of -
a -kind production found in a research environment beginning
with design aids and ending with automatically produced
prototypes.
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Manufacturing. The word robotics has a much more esoteric
ring, conjuring up images of anthropomorphic robots such as the
well-known gold -anodized C3P0 character in Star Wars. I am a
computer programmer by trade, and to me a robot is an output
device. To be sure, it is of a different class of output device from
a printer or paper tape punch, but in the sense that a computer
controls the actions of a robot, an output device it is.

Integrating CAD and CAM
There is a tendency to think of computer -aided design and
manufacturing as separate entities. Although it is possible to set
up a CAD facility without CAM (in architectural design, for
example), and conversely (say, in a job -shop manufacturing
environment), there are places where the two components should
be integrated. A good example of such a place is the Manufac-
turing Systems and Technology Research Laboratory at RCA's
David Sarnoff Research Center, where prototype machines are
designed, built, and tested. It is not difficult to imagine why
computer -aided design would be useful, but is it reasonable to
include computer -aided manufacturing in a place where only a
very few identical parts are to be made? Most people tend to
confuse CAM with automation-the purpose of CAM is not to
facilitate the production of large quantities of identical parts, but
to provide the capability of completing parts accurately, quickly,
and, therefore, economically.

Numerical control
Computer -aided manufacturing requires numerically controlled
machinery. Numerical control (NC) of tools -is a lot like compu-
ter programming in the sense that the tool is designed to be of
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general utility and, to be useful, needs detailed guidance in the
form of coded instructions. The earliest numerical machine was
probably the one built at MIT in 1952 under contract to the
U.S. Air Force. Within five years, large numerical milling ma-
chines were in use for building aircraft and spacecraft structures.
It was clear by that time that computers were necessary to con-
vert a geometric description of a part into the numerical codes
used by the milling machine.

A three -axis mill can move the cutting bit up and down (Z-
axis), left and right (X-axis), and forward and backward (Y-
axis), either by moving the spindle or the bed on which the
stock to be machined is mounted. Most machines can simul-
taneously move in two or more axes. To control repeatability,
stepping motors are used to move the tool. Each step taken by a
motor moves the tool a small distance, perhaps 0.001 inches, in
a straight line. This means that to cut around a circular arc it is
necessary to compromise a little and imagine that an arc is actu-
ally a regular polygon made up of as many short straight lines as
is necessary to maintain accuracy within a specified tolerance.

The tool -path programmer should not be required to compute
the endpoints of all these lines, but the milling machine expects
them as input. This is where the computer comes in-the tool
programmer tells a computer to cut an arc whose center and
radius are specified, by using a tool of a certain radius, to a given
tolerance. The computer calculates all the straight-line motions
of the tool, offsetting the tool from the actual arc to allow for the
fact that the edge of the tool cuts on the arc, and minimizing the
number of cuts depending on the allowed tolerance.

Traditionally, the medium of input to a numerical machine
has been punched paper tape, so the computer, having com-
pleted the conversion of the tool programmer's instructions into
machine codes, causes those codes to be punched for subsequent
input into the numerical tool. A more modem and much faster
practice is to use either magnetic tape or direct transmission
down a wire, but paper tape is still a significant medium in this
field.

Computerized numerical control
As computers became cheaper and smaller, numerical control
equipment has been improved by the addition of a controlling
computer on the milling machine. Computerized Numerical
Control (CNC) increases the local intelligence of the tool-for
example, the arc described above can be expressed as an arc to
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the tool rather than as a series of straight lines. The tool will
compute the most accurate arc it can cut. Features of CNC
include automatic pocketing, peck drilling (retracting the tool
periodically while drilling in order to clear chips from the flutes
of the drill), and other well-defined processes.

In fact, the availability of high-speed, low-cost computing
makes CAD/CAM and robotics possible. Using the appropriate
computing tools, a designer can try more than one idea without
converting each idea to a physical part or subassembly. Having
selected a design, the designer can instruct the computer to pro-
duce an engineering drawing and a control program for a
numerically controlled lathe or mill, which will produce the fin-
ished part exactly to specifications. Since the advent of relatively
inexpensive computer graphics, a designer can see on a display
screen exactly what the finished part will look like. It is not
necessary to build anything except a mathematical model to see
how a part will look and how it will behave when installed in a
machine.

Rapid changes and robotics
A manager is faced with a very difficult job if he has to build up
a computer -aided manufacturing facility from scratch. The field
is changing rapidly at present because the economics of human
versus automated processes are superimposed on rapidly improv-
ing computer technology. Turnkey systems (packaged hardware -
software combinations) hold out the hope of instant access to
CAD, but they tend to be very expensive. Frequently, a large
system requires a large investment in training and a long learning
curve before new users exceed their former productivity. On the
other hand, home-grown software takes time to develop and will
be difficult to control in terms of cost, but it offers the opportu-
nity to provide exactly for the needs of the user. Similarly, the
robotics field is changing continually. There is clear pressure to
automate assembly lines, and in fact, progress has been made in
this direction, especially in hazardous environments. Manipula-
tors, which were used to handle radioactive materials, represent
an example of an early development in robotics. Although they
were not computerized (they required a human operator), work
was done to transmit "feel" to the operator so that he could
detect in his own fingers that the manipulator had a firm but not
crushing grip on, for example, a glass beaker.

A robot to be used in welding an automobile door frame may
be wired to do this one job for an entire model year. A com-
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puter-controlled robot, on the other hand, may be used for many
kinds of activity. As soon as the robot has been made to do a
job successfully, it can be reprogrammed for a new job with no
changes to the physical device at all. If the new program is simu-
lated in advance, on computing equipment, the robot can be
ready for a different job once the new program is loaded.

The design of functions that a robot can do depends to a great
extent on the capability of the robot hardware. Imagine a human
arm with the normal shoulder, elbow, and wrist. Below the
wrist, the arm is not human, having only an index finger and a
thumb. These digits have no joints, but can separate and come
together, sensing pressure when they touch an object. An emitter
on the finger gives off infrared radiation and, opposite it, on the
thumb, is a detector. This rudimentary eye can detect an object
that is between the thumb and finger.

Robots

Given the fact that this robot also has a brain in the form of a
computer, what can it do? It can play chess because all it needs
to know is the approximate height and location of the pieces and
the size and location of the chessboard. Using the robot arm to
make chess moves is much easier than writing a good chess -
playing computer program, and the latter has certainly been
done.

But although it is possible to use a robot to put screws in
tapped holes, the robot cannot do this inexpensively. When a
human being does this job, he must take a screw lying in a
random position and position it so that the point is extending

away from the fingers, which are gripping the head of the screw.
When he lets it go, it will probably tilt off the vertical axis, so
the human then has to use the left hand to straighten the screw
while the right hand guides the screwdriver into the slot and
then twists it, repeating the process until the screw is tight.
Screws are good fasteners, but a lot of hand -eye coordination is
needed to use them. Try to drive a screw with your eyes closed,
using only the thumb and forefinger of one hand. If you succeed,
it is because your processor is more flexible than the robot's.

Some robots have better eyes than the one described above,
and a controlling computer program that can recognize shapes.
At present, such robots are too expensive to compete with
human workers. The state of robot assembly today requires that
the designer adapt the design to the capability of the assembly
robot. As it turns out, the adaptations usually make assembly
easier for humans as well.

Most robots today don't move around or carry on a meaning-
ful dialogue with human beings. They are supposed to stay in
one place and to do boring or dangerous jobs very quickly, or at
least inexpensively, without complaining or asking for a raise.
But, they don't always do so. At a recent exposition, a robot was
demonstrating its ability to hang up a series of lettered tiles to
spell out Robots Spell Productivity. It had just reached the point
where most of the audience recognized the last word when it
went berserk and wallloped the back of the sign it was building,
knocking most of the tiles to the floor. Nobody expected it to
recover sufficiently to pick up the tiles and start again. Maybe in
another thirty years . . . .

-Keith Reid -Green

CAD/CAM: A productivity tool at RCA Laboratories

Dennis Quardt

The model shop at the David Sarnoff
Research Center has two Spindle Wizard
(Spindle Wizard is a trademark of Lesnor-
Maehr Manufacturing Corporation, Farm-
ingdale, New York) computerized numeri-
cal -control milling machines. These ma-
chines were acquired to increase shop produc-
tivity and to make prototypes used by the
technical staff. A computer -support system
has been developed to greatly assist this
process, including facilities for original de-
sign, design modification, drafting, and ma-
chining.

System components
An analysis of the needs of the computer -
support system indicated that all functions
could be performed efficiently by three
types of operations: manual, generalized
software, and in-house software. When the
milling machines were first installed, all

designs were done by hand-the machinists
wrote all the code to drive the numerical
mill. Shortly thereafter, a Computervision
system was acquired. It is a generalized
system that requires skilled operators and
a computer professional. A Tektronix 4052
graphics system was purchased for in-house
software development.

In-house software systems
Since all parts can be designed and cut
manually or by the Computervision sys-
tem, in-house software must have specific
advantages over either of the other opera-
tions to justify the cost of development.
The following requirements were developed
for in-house software:

1. All software must be very easy to use.
The average user should understand each

program after less than one hour of
training.

2. The software should help the user find
errors in design. Overhead in produc-
ing parts includes costs of tool setup,
and costs associated with debugging the
design, and with writing and debugging
the milling machine program. If many
copies of the same part are produced,
the percentage of overhead to total job
cost is lower than if only a few parts
are cut. Researchers usually require only
a few copies of each part, making it
essential to keep overhead down. The
best way to do this is to get it right the
first time.

3. All programs within a system will be
integrated. Systems will be constructed
to perform all phases of a process. Data
will be passed from phase to phase
without reentry.
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4. The software must be free from errors.

5. No effort will be expended to optimize
tool movement by the milling machine.

L__

So few copies of each part are pro-
duced that the time saved at the mill
by rapid movement and shortest path
operations is insignificant.

FLAT PARTS CALCULATOR

THE FOLLOWING CONVENTIONS APPLY TO ALL INPUTS TO THIS SYSTEM.

I). HOLE AND PROFILE DEPTHS CAN BE ENTERED AS EITHER OR '-
NUMBERS. DEPTH MEANS CUT FROM THE TOP AND DEPTH '-' MEANS CUT
FORM THE BOTTOM.

2). PROFILE RADII CAN BE ENTERED AS EITHER OR '-' NUMBERS.
RADIUS '*' IS USED FOR OUTSIDE CORNERS AND '-' FOR INSIDE.

3). THE CUTTING TOOL WILL TRACE A PROFILE ON THE INSIDE IF
IT IS ENTERED IN A CLOCKWISE SEQUENCE AND ON THE OUTSIDE IF
ENTERED COUNTERCLOCKWISE.

4). PRESSING USER DEFINABLE KEYIRESTARTjIN CONJUNCTION WITH THE
SHIFT KEY DURING THE INPUT OF A PROFILE OR SERIES OF HOLES WILL
RESTART INPUT OF THE PROFILE OR HOLE SERIES.

Fig.1. Preamble to the design and modification phases of the Flat Parts System.

PROFILE I DEPT.." I

PAD.

PI,I 0.000 0 000 1 000

PI,2 0 000 -I 000 0 000

P1,3 0.000 -2 000 0 000
P1,4 2.000 -2 000 0.000
P1,5 2.000 2 000 0 000
PI,6 0 000 2 000 0 000
PI,7 0.000 1 000 0 000

PROFILE 2 DEPTH.. 0.5

X Y RAD.

P2,1 1.500 -2 000 0 000

P2,2 2.000 -2 000 0 000

P2,3 2.000 2 000 0.000

P2,4 1.500 2 000 0 000

HOLES

HI 0.500 -1.500
H2 0.500 1.500

The in-house package
Over 80 percent of the software provided
by large generalized systems is used less
than 20 percent of the time. The larger the
system, the more dramatic these numbers.
For the purpose of in-house software, use-
fulness is defined in terms of two factors.
The first is the time that can be saved by
using the software on a single job. All
other things being equal, systems that save

Fig. 2. Two profiles defined by the Flat
Parts System.

NOTES

DIAM DEPTH..
0 500 -0.500
0 500 -0.500

*RADIUS CONVENTION,

...DEPTH CONVENTION:
''-TOP SURFACE; '-'.BOTTOM SURFACE

All Ir. Twee& 1.A. Chow n. 1A.1... .1.1.11 0n1 00err1es 11.01Al.

I. FEATURES TO BE LOCATED WITHIN .010
TRUE POSITION OF IMPLIED DATUM PLANES

2. THICKNESS: I

3. Notes con be added by the user.
4. More thon ono note can b. addled.
5. Space is the limiting factor.

0

a MA earrereilot ad 0011 ra. 0 010 .1 0..00 NAoast*  _la dif ...11100.

P2,4

IN.A.A.AA IA Frahm

P2,3,

-P1,5

---4'1,4

P2,1 P2,2

0 +X

C123456

0.1.0101 a f1111117 D1110.101alo

I.A.
511% Li
ADM PI

ri.SAMPLE.EART
DM* It 07/00/02 =so r

nc. 0111111110110

EY WM AlklIPIR MUNN 1211101
MILS IBM= IA Id .d Mr

01E ROM MC IS ATOM A11.01 COE i. 01

Lis
lein MI

C 123456
Dtr1 OMANI i 01.

Fig. 3. Drawing produced in the plotting phase of the Flat Parts program. Two
levels of cuts are illustrated along with holes cut from the bottom surface.

32 RCA Engineer  28-1  Jan./Feb. 1983



greater amounts of time are more useful.
This saving usually occurs if the system
handles large volumes of data or performs
long calculations.

The second factor is how frequently the
software can be applied. Usually, software
used on a daily basis is more useful than
that run only monthly. Other factors, such
as development and hardware costs, affect
decisions to write programs in-house or to
omit them. The most significant factor is
usefulness.

Flat Parts System
One of the packages developed in-house
that is very useful is the Flat Parts System,
developed to satisfy all the criteria for in-
house software. The system is menu -driven.
The user is prompted for each input by a
descriptive message. Three of the four
phases of the system have preambles that
describe the conventions in use within the
phase (Fig. 1).

Perhaps the most significant aspect of
the program is that the user sees graphical
displays of all design work. These displays
uncover many design errors and make mis-
cut parts at the mill nearly nonexistent.
Productivity gains produced by this system
primarily result when it detects errors before
they get to the milling machine.

Flat Parts definitions

Within the Flat Parts System, a profile is
defined as a closed path consisting of line
segments and circular arcs connected at
their endpoints. All segments and arcs in a
profile must be in the same plane, perpen-
dicular to the axis of the tool (Fig. 2).
Parts that consist of profiles and vertical
holes can be designed and machined with
the Flat Parts program. Profiles and holes
can be cut from either the top or the bot-
tom of the material (Fig. 3). Many profiles
at different depths can be cut into the
same part.

Program phases

The four phases of processing in the Flat
Parts System are as follows:

1. Design a part;

2. Change the design of an existing part;

3. Draw the part on the plotter; and

4. Produce a milling program.

Holes are cut in a part by identifying the
X and Y coordinates of their centers, diame-
ters, and depths. Negative depths imply
cutting from the bottom.

Fig. 4a. Circles defining the part. Fig. 4b. Software -introduced seg-
ments defining profile.

Circle X V Radius

1 0

2 3 1

3 3 3 1

4 1 2 1

Fig. 4c. Radius of circle 4 changed
to -1.

Y

Fig. 4d. Radius of circle 4 changed
too.

Profiles are defined by depth and the
position and size of each arc in sequence.
The depth of the profile is negative if cut
from the bottom, and positive if cut from
the top. Arcs defined with positive radii
are convex when viewed from the center
of the tool. Arcs defined with negative
radii are concave (Fig. 4). The position of
the center of the tool, relative to the pro-
file, is determined by the order of input. If
the arcs of a profile are entered in a coun-
terclockwise sequence, the tool will cut
outside the profile. Interior cutting occurs
when the arcs are entered in clockwise
sequence (Fig. 5). The software will insert
segments tangent to consecutive arcs if
needed. This relieves the designer or ma-
chinist of the need to calculate coordinates
for the points of tangency. Arcs of zero
radius are acceptable and are used to gen-
erate two consecutive line segments. Parts
are designed and modified by entering,
deleting, and changing the profiles and
holes. If an operator can define a hole and
a profile, he can define a part.

All data required for the drawing are
taken directly from the design except the

drawing number, date, notes, and labels.
The drawing number, date, and notes are
entered through the keyboard. Labels,
which define dimensions, are entered
through the user -definable keys (Fig. 6).
Figure 3 is an example of a drawing pro-
duced by the system.

Like the drawing phase, all data needed
for machining are taken from the design
except the diameters and lengths of the
tools, and the material type. These data
are supplied by the machinist. The Flat
Parts System calculates spindle speeds and
feed rates, and it generates a program that
is sent directly to the milling machine
through a connecting wire.

In conclusion, the Flat Parts System is
easy to use, reliable and inexpensive. Alter-
native designs can be visualized without
recourse to drafting or manufacturing. Steps
in the development of the part are auto-
mated wherever possible, feedback to the
designer and machinist provides for modi-
fication during design and manufacturing,
the possibilities for human error are mini-
mized, and users never have to say, "Back
to the drawing board."
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(a) Points entered in counterclockwise
sequence.

X Y R

0 0 1

3 0 1

3 3 1

1 2 -1

(b) Points entered in clockwise
sequence.

X V R

0

1

3

3

0

2

3

0

-1

1

-1

-1

Fig. 5. The solid line indicates the
part outline, the line with two sizes
of dashes indicates the center of
the tool, and the dashed line indi-
cates the outside of the tool.

PRESS 'RETURN' TO CONTINUE

A drawing is dimensioned by identifying each arc and hole by a code
and listing the dimensions in a table. If desired, the code can be
attached to the drawing by either a segment or by two joined segments
(see example). Codes are added by manipulating the USER DEFINABLE keys.
Initially, the pointer is placed at the center of the arc or hole being
labelled. This point is always the start of the first segment. USER
DEFINABLE keys will move the pointer as indicated on the chart on the
keyboard. When pressed alone, those keys cause a small movement of the
pointer. When pressed in conjunction with the shift key a large movement
occurs. Pressing 'KNEE' identifies the position of the pointer as the
point of Intersection of the two segments attaching the code to the
drawing. Press 'ACCEPT' to Identify the endpoint of the final segment
attaching the code. 'ACCEPT' also advances processing to the next code.
If the attached code is not wanted, press 'OMIT' in conjunction with the
shift key to go on to the next code.

EXAMPLES
Input sequence to label diagrams.

USER DEFINABLE keys used for input

H1

1) SHIFT 41
2) ACCEPT

PRESS 'RETURN' TO CONTINUE

(a)

1) SHIFT
2)
3)
4)

P3,2

KNES,

FLAT PARTS

I 1

sy)emossissmi RESTART

IL I I DIEE

"IT 1,

1.6<_1 =.11 ACCEPT I

(b)

Fig. 6. Preamble (a) displayed before labeling, and (b) user -definable key chart
for the Flat Parts System.
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Computervision equipment and numerical control

William Hatter

Numerical control, well suited to small -

lot production, has gained its reputation
by substantially reducing setup time, which
consumes unproductive man-hours. In some
instances, it has even been more economi-
cal to manufacture one part by means of
numerical control (NC) than by conven-
tional methods. To be cost-effective, numer-
ical control implies the use of computers
to convert the visualization of the part into
a milling -machine program. The genera-
tion of a correct numerical description of
an object is essential. Dimensions must be
exact, since all NC programming will be
developed from information contained in
this description. An operator, therefore, be-
gins the NC process by converting engi-
neering sketches into a three-dimensional
computer model. He is aided in this step
by a software package for mechanical
drafting.

Having developed the model and veri-
fied its correctness with the designers, the
operator consults with a machinist to estab-
lish raw stock (Fig. 1), toolpaths, and the
sequence in which the part will be made.
He is then ready to generate those paths
on the computer and is guided by an
interactive routine that asks for informa-
tion about the type of tool, the number of
base and side rough cuts, surfaces to be
cut, tolerance, and so on. Entities are then
selected in the proper sequence to define
the toolpath (entities are the lines, arcs and

RAW STOCA

Fig. 1 . The shape of the raw stock is
determined by the model maker. The
one shown above was cut from brass
alloy to 3.00 in. by 2.50 in. by 1.375 in.
and then put into a lathe. There it was
faced and the hub was turned to 0.625 -
in. diameter. The entire job could have
been cut from a solid block; this is the
model maker's decision.

RI X-0.903 Y.0.633 R.160
R2 XO YO R.625
R3 X0.396 Y-0.471 R.010
R4 00 YO R.406
R5 0-0.166 Y0.400 R.3I2
R6 XO YO R.745
R7 X-0.502 Y0.717 R-.130
R8 XO YO R -I.005

R9 X-0.348 Y0.953 R.010
RIO X.688 Y -I.055 R-2.250
RII X0.865 YI.198 R.010
RI2 00.865 YI.244 R.010
RI3 00.655 YI.365 R.010
RI4 00.312 YI.500 R-.125
RI5 XO YI.875 R.I88 .312 DIA THRU .625

1.8 7 5

Y

.000
t

.125 DIA THRU -

R9
R8

R7

RI

R6

NOTES:
I. MATERIAL: BRASS, FREE CUTTING, ALLOY 360
2. BREAK SHARP EDGES AND CORNERS .015R MAX.

3. CV PART RCA.WH.JOEY
4. CV DRAW I

5. NEGATIVE RADII',INTERNAL

6. POSITIVE RADII.EXTERNAL

R15

I

RI4

lc
.1881_-h_

R13

RI2

R11

RIO

R5

R4

R2 R3

1.125 .994
.750

10 -32X.3 8 DP

x.188

.500

094

.437

CENTERING LINN

"ilitAIAIII""'""`"'JMTTER i0 WA 02 mart00.D.FAIROARKS

_ "
C~-1

Fig. 2. The centering link operates a slide on the diamond insertion fixture, used in
the assembly of VideoDisc cartridges. In addition to being the main operating han-
dle, it also is used to center the diamond electrode facet, before it is inserted into
the stylus arm.

A three-dimensional model can be built on the Computervision equipment, which
can aid in the generation of toolpaths.
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circles that were used to create the part.)
Once all entities are selected, the system
generates a numerical description of the
toolpath that conforms to the defined
geometry.

In the case of the part shown here (Fig.
2), after the toolpaths were completed and
the part was ready for cutting, we encoun-
tered the toolmaker's nightmare, a design
change. The engineer wanted to change
radius 7 (Fig. 2) from -0.165 to -0.130.
This meant the tool we were planning on
using, a 0.375 -in. diameter end mill, would
be too large for the radius. Normally if
this change were to occur on milling ma-
chines without computer assistance, the mod-
el maker would have to rekey his entire
program manually after recomputing the
path. This process, being lengthy, is subject
to errors and is very time-consuming.

One of the features of the Computervi-
sion software was used to generate a new
milling -machine program by specifying a
new tool of 0.250 -in. diameter and instruct-
ing the computer to regenerate the tool-
path-a process taking only a few minutes.

After all toolpaths have been established,
the order in which they are to be cut is
selected. The milling machine will follow
this sequence, and the machinist will be
fully aware of his task because, in addition
to his having made all machining deci-
sions, the system will remind him of tools,
feed rates, spindle speeds and other machin-
ing information at the time the part is to
be cut.

The last step in the process is conver-
sion of the Computervision toolpath de-
scription into milling -machine code, which
is done in the model shop by a Tektronix
4052, a desk -top computer with graphics
capability. Before loading the milling ma-
chine, the 4052 draws each toolpath on its
display screen and prints a list of the tools
to be used. If the toolpath exceeds the
storage capacity of the milling machine's
controller, the 4052 will act as controller
and send one instruction at a time to the
mill.

The process as established at RCA Labo-
ratories leaves intact the benefits accruing
from the skills of the engineer, the comput-
er operator and the machinist, and allows
accurate, top-quality parts to be produced
in a minimal time.

Authors (left to right) Quardt, Reid -Green, and Hatter.
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J.S. Heffernan G.E. Munk

Using software tools
to enhance engineering productivity

In the future, structured test languages and computer -aided
software engineering will be two advanced tools for enhancing
productivity. Here's what Automated Systems software
engineers are working on today.

Fig. 1. Simplified Test Equipment for the Army's Abrams M1 tank and Bradley
Fighting Vehicle System (STE-M1 /FVS). The STE-M1/FVS is three separate units-
the VTM (right), the SETCOM (middle), and the CIB (left). The VTM, Vehicle Test
Meter, the main controller of the system, handles input from and output to the user
and controls the analog measurement system. The SETCOM, set communicator, is
a small hand-held terminal with 18 input keys and two 20 -character output lines.
This is used to enter the test number, guide the user through a diagnostic test,
output fault messages, and to query the user for information. The CIB, Controllable
Interface Box, provides the VTM with a 256 -channel analog measurement system,
which contains its own computer. The VTM communicates through a serial link to
the CIB and commands the CIB to make a measurement and return the results.

in designing and supporting portable, micro-
processor -based test sets for military vehi-
cles, we have found that eighty percent of
the development effort consists of software
design, debug and test. This software work
encompasses the development and main-
tenance of operating systems for hardware
products, and the creation of applications
software to test and troubleshoot vehicles
such as the Abrams M I tank and the
Bradley Fighting Vehicle. With small sys-

Abstract: This paper details the tech-
niques used to improve engineering pro-
ductivity during the creation of software
packages for portable, microprocessor -con-
trolled vehicle test systems. A test language
called Diagnostic Flowchart Language
(DFL) was created to reduce memory
needs and avoid problems associated with
assembly language coding. The authors
discuss solutions to problems encountered
when creating a language. Finally, the
authors examine areas where productivity
could be increased, through software tools,
in the future.

1983 RCA Corporation
Final manuscript received December 14. 1982.
Reprint RE -28-1-6
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Comments

..T1542.TW THIS PROGRAM CHECKS CABLE 2W105

.. REVISED 800328 VEF

SHRINK B 800617 R.W. CARON/P. SILVIA Fault message for user
ORG 62898

DIAGNOSTIC MESSAGES
1: 'EXCITER. 3W107 2W107.2W105' ..STARTER CKT
ACTION MESSAGES

1: 'ECU J1' -41rk---' Tells user which cable to connect

LIMIT PAIRS 4 Defines range of GO condition
1: 100.2000 ..ACCEPTABLE RESISTANCE
MEASUREMENT WORDS These symbols tell the
1: STIM. KEYO.J2.PIN 40. I993UA f compiler about hardware
2: MEASDIFFA. KEYO.J2.PIN 40.J2.PIN 75.7.97V/4000 OHMS measurements
3: STIM. KEYO.J2.PIN
ACTION WORDS "G" denotes GLOBAL action message
1: NULL

2: G51.622.G7.G449.6546.11544.G467:1.3.2:Itit------- Limit pair pointer
3: :G82

DIAGNOSTIC WORDS IINMeasurement word pointers
Action l Gli.1C----GO branch
word .

3: 3.END .1tr.."NOGO branch
TEST HEADERS

1542.1

COMMENTS ON THE FLOWCHART ARE DELIMITED BY A LEFT BRACKET.

THE SYMBOL IN THE FLOWCHART MAP TO THE FOLLOWING DFL CONSTRUCTS

O

O

= ACTION MESSAGE

= MEASUREMENT WORD

= DIAGNOSTIC WORD

= LIMIT PAIR

= SUBROUTINE
ENTRANCE

Fig.2a. This is an example of a short
DFL test's source code. The code cor-
responds to the diagnostic flowchart of
Fig. 2b. Diagnostic messages are dis-
played to the user when the fault is
found. Action messages consist of text
that directs the user to perform opera-
tions, for example, to connect cables.
Limit pairs denote the acceptable range
for a GO or PASS condition. Measure-
ment words define the hardware chan-
nels to measure and the type of mea-
surement to take. An action word defines
a composite of action messages, mea-
surements to take, and measurement
limits. Finally, diagnostic words control
the flow of the test.

tems, we found that programming in assem-
bly language with no advanced software
aids was practical. However, with large
systems, we found it necessary to develop
a test language compiler.

In the future, we see two ways of creat-
ing advanced software tools that realize
large gains in productivity. They are the
development of a structured test language
and the development of computer -aided
software engineering. The latter route pro-
duces machine readable code from a graph-
ics file that represents a flowchart. This
scenario contrasts sharply with that of engi-
neers "hand assembling" code only ten
years ago.

ATTEMPT TO ENTER INTO

SUBROUTINE 1542 AS
A MAIN TEST

NO SUCH TEST

PUSH STOP ANO CLEAR

(SUBROUTINE
CALL FROM MAIN

PROGRAM

SUB 1542 CANNOT BE

CALLED BY OPERATOR USING

SET-COM. IT IS EVOKED
FROM A MAIN TEST PROGRAM

MASTER POWER

BE SURE IT IS OFF /
DISCONNECT

2W105P5 - - ECU 33 /
REMOVE CX304.

CX307 ANO ECU JI

CONNECT CIBJ2 ICX3041 TO
2W105P5 ICA2051

/

(
STIM.

KEY 0, J2
PIN 40.

1993 UA

STIM.
KEY 0 J2

PIN 75.
4V

MEAS OIFFA.
KEY D. J2. PIN 40.
J2. PIN 75, 7.97V/

4000 OHMS

FAIL

PASS

GLOBAL ACTION MESSAGE PAIR
651 AND 622

GLOBAL ACTION MESSAGE PAIR

67 AND 6449

GLOBAL ACTION MESSAGE

6546 AND LOCAL ACTION MESSAGE I

GLOBAL ACTION MESSAGE PAIR
6544 AND 6467

APPLY 1.993 MA
STIMULUS TO PIN 40
ON J2 CONNECTOR OF

STAB TEST CABLE

- APPLY -4V STIMULUS
TO PIN 75 ON J2
CONNECTOR OF STAB
TEST CABLE

- DC DIFFERENTIAL MEASUREMENT
ON J2 CONNECTOR PIN 40 W/R
PIN 75 WITH DEFEATING
APPLIED STIMULI

CONVERSION CONST. = 7.97V PER 40001/

FAULTY EXCITER. 3W107
2W 107. 2W105 154202

t- CLEAR APPLIED

STIMULI

r- SUBROUTINE
RETURN

//- DIAGNOSTIC- WORD

MI

Fig.2b. Typical diagnostic flowchart comments are shown
within brackets to the left of the flowchart map.

Software problems

Originally, the test systems developed for
military vehicles were coded entirely in
RCA 1802 assembly language. The only
convenience used by programmers was a
pseudo -instruction interpreter. The. major
problem with programming in assembly
language is the time it takes to produce a
"bug -free" operating system program. It is
estimated that it takes from two to ten
times longer to code an equivalent pro-

gram in an assembly language than it does
to code in a Higher Level Language (HLL).
Assembly language programs are difficult
to read and modifying the software is time
consuming, even for the original program-
mer. Furthermore, assembly langauge cod-
ing requires intimate knowledge of the ma-
chine architecture and the input/output
subsystem. These problems become intrac-
table as a system grows in size. Addition-
ally, the 1802 cross assembler is written in
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unstructured FORTRAN IV, making it
difficult to support and modify.

Diagnostic Flowchart Language
The Army's MI tank contains numerous
electrical subsystems that are tested on the
STE-MUFVS test set, seen in Fig. 1. The
major subsystems of the tank are: the turret
and hull, laser rangefinders, ballistics com-
puters, and a night vision system. If assem-
bly language coding is used to program
the test set for this vehicle, the memory
requirements would be close to one meg-
abyte. The high cost of producing and
building a test set containing a megabyte
of EPROM (erasable programmable read
only memory), and then managing the
assembly language code, led to a method
of programming the tests in a more memo-
ry -efficient manner. This effort resulted in
the development of a new application test
language. The language is called Diagnos-
tic flowchart Language (DFL). DFL's ob-
ject code is interpreted in the target test -set
system. Its use has reduced the memory
required for application code by a factor
of five to one over assembly language and
has resulted in excellent memory efficiency
when compared to equivalent assembly
language applications programs. Moreover,
with DFL applications, programmers no
longer need to have intimate knowledge of
the measurement system hardware and the
operating system code of the test set. This
decreases the applications programmer's
time spent on creating or modifying a test.
Applications tests are defined using a stan-
dard flowcharting method. The constructs
of DFL follow the structure of the flow-
chart in a one-to-one manner. Therefore,
once a flowchart test has been drawn, the
coding of the test becomes a simple task.
The correlation between a diagnostic flow-
chart and DFL is illustrated in Fig. 2. A
sample DFL object record is shown in
Fig. 3. DFL has been proven to decrease
memory size and programming time, while
increasing program structure, ease of pro-
gram modification, and program -software -
configuration management.

Test word generator and linker

The creation of a relocatable compiler and
linker for DFL results in a sevenfold im-
provement in turnaround time to build
systems and less rote work for the project
librarian. While the DFL language in-
creased the productivity of application pro-
grammers, the fact that it was translated to
absolute addresses posed problems. The

16 BIT OFFSET

POINTER TO

ACTION WORD

BIT
15 BIT OFFSET

'N
GO BRANCH

POINTER

1

BIT

I NEW DIAGNOSTIC WORD

0 - DIAGNOSTIC MESSAGE

15 BIT OFFSET

NOGO BRANCH POINTER

Fig. 3. Diagnostic Word Object Code Format. The diagnostic word is the basic test
step of the Diagnostic Flowchart Language. The object code is in bit -packed form.
The first record of the object code is a 16 -bit pointer to an Action Word, which
describes the user output, the measurements to be taken, and a limit pair for com-
parison. The comparison results determine whether a GO or NOGO branch will be
executed. The single -bit records determine if the branch will be to a new Diagnos-
tic Word or to output a Diagnostic Message. The 15 -bit records contain. a pointer
to either the new Diagnostic Word to be executed, or to the Diagnostic Message to
be displayed. The interpretation of the branch pointer is dependent upon the pre-
vious 1 -bit record.

DFL language requires a compiler and
linker. The test word generator (TWG)
compiler was originally written using abso-
lute addresses, which start applications tests
at a fixed point in the target system memo-
ry. A linker had to be written to join the
tests together in a binary tree by test num-
ber. When a test was modified and required
more memory, all the tests that followed
the modified test had to be re -compiled
with new starting addresses to accommo-
date the new test. This required vast
amounts of computer time to reconfigure
a total test system. To correct the short-
comings of the absolute TWG and com-
piler, a new TWG and linker were created
to allow the application test code to be
relocatable. Both of these have been devel-
oped by RCA at private expense. The
immediate advantage is that any test can
be modified, and become shorter or longer,
without requiring any other test to be re-
compiled. The linker also became much
more automated, providing information to
the librarian that previously had been gen-
erated by hand. An example of the relo-
catable linker's output is shown in Fig. 4.

Special tests

DFL has allowed vast improvements over
assembly languages in several areas, but
there are occasions when it does not sup-
port a special algorithm needed for testing,
or does not have the speed necessary for
implementing a test on a particular piece of
hardware. In these cases, special tests writ-
ten in assembly language, but callable by
DFL, are used. To support these assembly
language special tests, a pre -assembler for
1802 assembly code was created, called

START END LENGTH IN BYTES

TEST ADDRESS ADDRESS (HEX - DECIMAL)

11542 001120 001185 0066 102

I542-TH 001186 001193 000E 0014

DIRECTORY. 0015 0021

GAM ORG 001000 001002

GDM ORG 001003 001005

GLP ORG 001006 001008

GMW ORG 001009 001008

GAW ORG 00100C 00100E

ROOTAOD 00100F 001011

REV ORG 001012 001014

REV TABLE: 0108 0264

MASTER 001115 0011IC

CHIPS USED IN THIS LOAD:

00

TEST RANGE FROM 1542 TO 1542

ROOT TST: 1542

ADDRESS OF ROOT TEST HEADER: 00186

NO ERORRS IN LOAD

Fig. 4. DFL improved linker output. The
original DFL linker provided the user
with a table of the chips used by the
link and a map of the open link poin-
ters. This required the user to hand -link
separate links. The improved linker provides
automatic linking of separate links. The
improved linker also outputs information
previously generated by hand, includ-
ing: test numbers, starting and ending
addresses, length of the test in hex and
decimal, range of tests, root test number
and root test start address.

PMAS. This pre -assembler does process-
ing on lines within the assembly code that
were marked for the PMAS to handle.
These lines of tagged code contain parame-
ters specified in standard DFL notation,
such as limits and the channels used for
the measurement. This allows a special
test programmer to define parameters to
different system -supplied routines in stan-
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1

Comments .11542.1W THIS PROGRAM CHECK CABLE 2W105
REVISED 80032B VEF

SHRINK B 800617 R.W.CARON/P.SILVIA
. REV 820709 M. LOSPINUSO HA'S & ACRONYMS

ORG 6289B Origin statement (absolute)

DIAGNOSTIC WORD NUMBER

ACTION MESSAGES:

i.q Program organized output by
diagnostic words

NO SUCH TEST

PUSH STOP AND CLEAR E Globais are resolved and printed

PASS/YES PATH:

TO DIAGNOSTIC WORD 1

FAIL/NO PATH:

TO DIAGNOSTIC WORD 1

DIAGNOSTIC WORD NUMBER 2

ACTION MESSAGES:

MASTER POWER 4 Long message, mostly globals
BE SURE IT IS OFF.
DISCONNECT

2W105P5 < -- -ECU J3
REMOVE CX304 AND
ADAPTER AT ECU JI
CONNECT CIBJ2 ICX304I
TO 2W 105P5 1CA6001

MEASUREMENT WORDS:

STIM.KEYO.J2.PIN 40. I993UA
STIM. KEYO.J2.PIN 75.-4V
MEASOIFFA,KEYO.J2.PIN 40.J2.PIN 75.7.97V/4000 OHMS

LIMITS PAIR:

100.2000 ..ACCEPTABLE RESISTANCE

PASS/YES PATH:

TO DIAGNOSTIC WORD 3

FAIL/NO PATH:

FAULTY EXCITER.3W107

2W107.2W105 154202

DIAGNOSTIC WORD NUMBER 3

ACTION MESSAGES:

MEASUREMENT WORDS:

CIB.RESET

PASS/YES PATH:

NO FAULTS FOUND

SNAIL/NO PATH.

O FAULTS FOUND

Fig.5. To aid in the validation and reading of tests, the Munkchart program was
created. The output seen above displays the action that each test step will perform
and the next paths that the test step may take. This allows the test programmer to
quickly check test flow and proper actions. This output is much more readable
than the source code of Fig. 2, from which it was generated.

dard DFL format using symbolic values as
opposed to binary numbers. The in -line
conversion eliminates the need of the spe-
cial test programmer to have knowledge
of what preset values the hardware requires

to set up measurement channels and of the
binary format of values returned from the
hardware. This decreases the coding time
of the special tests, and reduces errors as-
sociated with hardware -dependent values.

Munkchart Generator Program

The DFL language is difficult to read and
debug, so a program called the Munkchart
Generator was created. This program is
designed to supply the DFL programmer
with a simulation of the test on paper, giv-
ing an easy -to -read representation of the
source code as seen in Fig. 5. The Munk -
chart Generator accepts an application test
written in DFL as input, and generates an
output that describes the actions that each
test step will enact. The first use of the
Munkchart Generator is to reduce the com-
parison time between the source code and
the flowchart by two thirds. Previous to
the Munkchart Generator program, the
DFL programmer had to have seven doc-
uments to check the code for accuracy: the
test source code, the test flowchart, and
one copy of each of the five global DFL
source files. To check if a global reference
in the source code was correct, the appro-
priate global file had to be searched man-
ually for the reference. The Munkchart
Generator provides the DFL programmer
with all the information in one document
that can be compared directly with the
flowchart, eliminating the need for the glob-
al source files. The second use of the Munk -

chart Generator has reduced the validation
time of tests on the vehicle by an average
of 25 percent. When a test is validated on
a vehicle, it is compiled and linked into an
applications system which is then pro-
grammed into EPROMs. These EPROMs
are then placed in a test system (that is,
the STE/MI ) and the test is run on the
vehicle it is intended to test. Faults in the
test program are then discovered, corrected,
and run through the vehicle validation cycle
again. The output from the Munkchart
Generator is used to validate minor changes
to a test, without running the test on the
vehicle, and is now an accepted standard
method of validation.

Flowchart Generator Program
All application software needs a flowchart
describing each test. A change in a flow-
chart requires a change in the source code,
and vice -versa. A large amount of pro-
grammer time is involved in maintaining
this one-to-one correspondence between the
code and the flowchart. So, a program
called the Flowchart Generator (privately
developed by RCA) was designed. This
program takes the DFL source code as an
input, and draws the flowchart that reflects
the code. This sophisticated program draws
a flowchart using the same symbols that
the application programmer uses for each
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part. It also creates a representation of the
paths that may be followed through the
test. The program generates a flowchart of
the applications code in a fraction of the
time it takes to create the same flowchart
using current drafting methods. This allows
the applications programmer to have rough
sketches of the flowchart, code the test,
and create a final version of the flowchart
once the code has been debugged. An
actual computer -generated flowchart is

shown in Fig. 6. The Flowchart Generator
program also allows fast updating of exist-
ing code and flowcharts.

Future improvements
The test word generator (TWG) has proved
difficult to maintain because commonly
changed parameters are embedded in the
source code. Each hardware change results
in a new version of the test word genera-
tor. Furthermore, the development of a
new TWG typically takes two man-years.
This is a process that could be automated.
There is an ongoing effort to do just this,
and the test word generator for the next
generation of vehicle systems will be gen-
erated by a program. The specification for
a test word generator will be found in a
file that is written in STE Meta Language
(SML). This is a formal language created
at Automated Systems that will specify a
target language source code and object
code format (specifically, a test word gen-
erator). The output of the SML program
generator will be a PASCAL program.
When compiled and linked on the VAX,
the program will be a runnable test word
generator. This program will significantly
reduce the programmer overhead associated
with the maintenance of test word genera-
tors. In the future, the costly development
of new test word generators will be elim-
inated.

Expandability of DFL
Fo expand DFL so that special tests do
not have to be programmed in assembly
language, a number of extensions that allow
new constructs within the DFL language
have been created that provide a more
structured language and greater measure-
ment flexibility. These constructs include:
sitting in a tight loop until a measurement
is above or below a programmed value,
creating arrays of measurements for further
analysis, measuring two channels simulta-
neously, and triggering a measurement of
one channel depending upon the value
measured on another channel. Another fea-

/ STIM, KEYO, J2, PIN 40, \
\ 1993UA /.---'1Measurementwmd1
\ /

/ \
/ STIM, KEYO, J2, PIN 75, \
\ -4V filt----Measurementword3

/ MEASDIFFA, KEYO, J2,
\ PIN 40, J2, PIN 75,
\7.97V/40000HMS

Measurement word 2

/ \
Limit pair 1

/ \

/ 100, \ FAIL
\ 2000 /

\ /

\ /

: PASS

/ /
/FAULTY EXCITER,3W107/ /

/ 2W107,2W105 145202 / /

/ /

Fault message

Fig. 6. Portion of a computer -generated flowchart. The program looks at the DFL
source code and constructs the print file from information contained in the source
file. This program enables the engineer to easily check that the source code and
flowchart match. This represents part of the test shown in Fig. 2.

ture to be implemented will be time -
stamped measurements.

Future trends
As a long-term goal, we envision using a
computer -aided software engineering sys-
tem to build applications programs. Cur-
rently, the applications database for a com-
plex vehicle requires large numbers of diag-
nostic flowcharts (that is, eight -hundred
pages for the MI ). The flowcharts are
released to the users as documentation for
the software product. These tedious tasks
presently being done by engineers and drafts-
men could be done by computer. One
such task is the actual pen -and -pencil crea-
tion and correction of flowcharts. When a
change is called for, the flowchart must be

pulled and manually corrected. This pro-
cess could be done by a flowchart editing
program. This program could work using
Precision Visual's DI3000 device -indepen-
dent graphics package with VT100s,
VT125s, or raster graphics stations. If creat-
ing a new flowchart, it would present a
series of options to the user (for example,
"draw diamond"). The user could then
use the cursor to move around and put
words and symbolic information on the
screen and into a file. Syntax checking
could be done at this stage. The program
would output a file that would contain a
complete description of the flowchart in a
device -independent manner. In this way,
the tedious tasks of creating and modifying
flowcharts could be automated. Further-
more, it would then be possible to inte-
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grate these flowcharts into a database, mak-
ing retrieval of information or resources of
existing flowcharts easy.

Currently, after flowcharts are manually
created, they must be translated into Diag-
nostic Flowchart Language (DFL). How-
ever, since the flowchart could be com-
pletely descripted in a file created by the
flowchart editor, it would be possible to
bypass the manual translation into DFL
source code and have the computer do it
at less expense with better accuracy. This
step would also eliminate problems that
arise when flowcharts and DFL source
code do not match and discrepancies arise.
In the far future, simulation of tank elec-

tronics might be accomplished via a raster
graphics system, and the time-consuming
task of manual fault insertion, in order to
verify diagnostics, would not have to be
done on the vehicle itself. In summary,
graphics hardware and software will be
used to further enhance engineering produc-
tivity.

Conclusions
The major lesson we have learned over
the years in producing large software sys-
tems is that support software must grow
and expand along with the size and com-
plexity of the system under test. Clearly,

assembly language coding techniques be-
come impractical for systems with over a
thousand lines of code. In our situation,
we developed a compiler, together with
associated support software, that is memory
efficient and that maps the structure of
diagnostic flowcharts directly. While such
a move increased productivity substantially,
computer -aided software engineering, struc-
tured programming and automatic code
generators will change the whole approach
to programming now employed. These excit-
ing new fields provide a vast potential for
further decreasing software development
time.
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H.O. Hook 1J.P. Beltz D.P. Bortfeld
P. Kuczer W.C. Saunders IA. Mavrodin

A computerized system for gun parts measurement

Accurate knowledge of the shape of the focussing lens parts of
the electron gun is vital to the design and production of
improved color picture tubes. RCA researchers found a way to
measure these parts.

Abstract: The part -height measuring sys-
tem can measure parts within a cube 1.8
inches on a side to an accuracy of approx-
imately 0.0001 inch. Under computer con-
trol, parts are measured in one -tenth of the
time taken by the larger commercially
available parts -measurement machines.
The software written for this machine cus-
tomizes it for measurement of G3 and G4
parts for color picture tube guns. The
hardware can measure the height of any
portion of a part accessible from the top.
For a typical part requiring measurement
at 800 to 1500 points, the measurement
time is 5 to 8 minutes.

All color -picture -tube electron guns con-
tain stamped sheet -metal parts whose sur-
face contours and apertures shape the elec-
tric fields so as to form the electron beam
on the screen. Constant demand for im-
proved resolution at high brightness over
the entire picture area has led to a genera-
tion of weak, low -aberration lens designs
in which the surface contour plays an in-
creasingly important role. We describe here
a computerized system designed particu-
larly to measure the surface contour of a
metal part to high accuracy (-0.1 mil) at
moderate speed. We will discuss its use to

1983 RCA Corporation
Final manuscript received October 21, 1982,
Reprint RE -28-1-7

measure the blend radius of a standard
precision in -line (PI) gun part (see sidebar,
page 45) although more complicated experi-
mental parts have been measured with the
system.

Present production -measuring techniques
use dial -indicator gauges to measure local
surface deviations and optical comparators
on which the blend radius can be esti-
mated by depth -of -field methods. Besides
having limited accuracy, these gauging tech-
niques do not define the surface profile
unambiguously, because the two systems
lack a common reference plane. The new
system overcomes both of these limitations.

Gun parts can also be measured by
means of standard coordinate -measuring
machines-sophisticated, computerized three -
axis measurement machines capable of very
high accuracy. However, such systems can
take from 30 minutes to an hour to mea-
sure the same number of X- Y -Z locations
that the parts measurement system does in
five to eight minutes.

Finally, although the machine could mea-
sure many kinds of parts, the present soft-
ware customizes the system for use with
gun parts. This graphics -based software is
specific to the needs of electron -gun design
engineers. The software package not only
simplifies data input, but it aids in the
analysis of the thousand or more data
points measured on a typical part surface.

In what follows, we frst describe the
mechanical and electronic design of the

system. We then show how the custom
software aids our use of the system, give
some of the rationale for the data reduc-
tion, and finally show some of the results.

General description
Figure 1 is a photograph of the engineer-
ing system built for Mount Development
Engineering in Lancaster. The massive gran-
ite base was chosen to provide an accurate
and stable support for the motor -driven
stages. The electronic drive and interface
equipment is mounted beneath the granite
base.

Figure 2 represents the equipment sche-
matically. The X-, Y- and Z -stages all have
0.1 -mil incremental motion when their step-
ping motors are driven in the "half-step"
mode. The measurements are made by
moving the part to the desired location
using the X- and Y -stages; the part height
is then measured by lowering the linear
variable differential transformer (LVDT)
probe (see sidebar, page 45) and recording
the result. The Z -stage moves the LVDT
so it will be in its linear range when the
probe touches the part. The system can
measure any surface that can be seen by
looking straight down on the part.

If the surface measured is not horizon-
tal, a side thrust is put on the probe, which
can lead to errors. The LVDT we use
(Pneumo Precision) has very precise and
stiff air bearings. This relatively short, stiff
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Fig. 1. A heavy granite base for the measuring tables provides good stability, accu-
racy and repeatability. The desk -top computer is powerful enough to control the
measurement process and reduce the data at the same time.

Fig.2. Two data busses handle the information flow between the computer and
the control interfaces. The IEEE -488 bus also is the communication channel to the
printer -plotter.

probe allows us to measure surfaces tilted
>80° from horizontal.

Practical measurement requires a mea-
suring probe that is small compared to the
features to be measured. The 15 -mil ball -
tip probe is easily broken or bent; there-
fore, some protective arrangement is needed.
The electronic limit stops described below
protect against exrPssive end thrust. Figure

3 is a cross-sectional view of the magnetic
holding device. It is stiff enough to resist
the side thrust of measuring steep slopes,
but will break away before the tip is

damaged.
The surface of the X- Y stage has three

pins accurately placed to locate interchang-
able parts holders. Each part will have its
own holder machined to place it in the

Fig.3. A coupling using a rare earth
cobalt magnet is rigid enough to hold
the measuring tip accurately, but will
break away before the tip breaks.

desired position (usually centered on the
stage) for measurement.

The controller is an HP9826 computer
with built-in graphics capability, a range
of I/O options, and sufficient computer
power to do the data reduction in a rea-
sonable amount of time, all in a conve-
nient desk -top package. The associated
printer -plotter provides hard copy as
required.

Computer interface
The computer controls and monitors the
measurement process through two commu-
nication channels. The IEEE -488 bus com-
municates with the Modulynx® motor con-
trollers, the limit stops, and the printer -plot-
ter. The 16 -bit interface communicates with
the LVDT and the custom interval timer.

Modulynx® control

During the initialization of the measure-
ment program, the predetermined motor
parameters (low speed, top speed, and ramp
time) are sent to the Modulynx and exe-
cuted. Then a sequence of moves are made
to the negative "soft" limit stops for each
axis; this point is the system (0,0,0) point.
The stages are then moved as needed to
make the measurements. If the stage reaches
the outermost, "hard" limit stops, hits the
top limit of the LVDT, or suffers vacuum
or air -pressure failure, then a direct signal
sent to the Modulynx stops all motion
quickly and sends an interrupt to the
computer.

Interval timer

The crystal -controlled clock for the cus-
tom IEEE -488 interface is used as the
time base for an interval timer. It stores

®Modulynx is a trademark of Superior Electric Company
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numbers sent to it in a time counter. After
a "go" signal, it produces an interrupt via
the 16 -bit interface that many milliseconds
later.

"Soft" limit stops

The "soft" limit stops are activated when a
vane attached to a stage interrupts the
beam of an optical interrupter. During ini-
tialization, the computer uses these stops
to find the 0,0,0 locations. While measur-
ing, the computer produces a warning when
it detects a soft limit stop. The IEEE -488
bus is used for communication.

LVDT system

The lift and lower commands to the LVDT,
the control of the A/D converter, the data
from the A/D, and the control signals are
communicated by the 16 -bit interface. The
LVDT vacuum lift is activated for all long
motions and any motion where the part is
higher than the starting point. The A/D
converter completes its conversion 45 ms
after a convert command is issued. The
delay may be accommodated by using the
timer or a wait instruction in the program.

The linear variable differential transformer (LVDT)

The LVDT is an electrome-
chanical device that produces
an output voltage that is pro-
portional to the displacement
of a separate movable core.
The above plot of output vol-
tage versus core displacement
is essentially a straight line
within the specified range of
core motion. Beyond the nomi-

5 kHt
OSC

nal linear range, the output
begins to deviate from a
straight line in a gentle curve.
Since an LVDT operates on
the principle of magnetic cou-
pling, its output is stepless;
resolution is limited only by the
signal measurement
electronics.

REFERENCE

LVDT

1 INPUT

A 5 -kHz sinewave oscillator
with good amplitude stability
drives the primary of the LVDT.
A signal conditioner converts
the ac from the secondary to a

OUTPUT

SIGNAL
CONDITIONER

13 BIT AID

CONVERTER

DATA BUS

dc voltage that is proportional
to core position. An A/D con-
verter provides 13 bits of data
to the computer.

The use of the timer allows the computer
to do some computing during the conver-
sion time.

Two comparators provide out -of -range
signals from the LVDT. The signal at the
compressed end is used as an emergency
stop signal. The other limit may be used as
a dropped -off -the -edge signal when mov-
ing the X- Y stage with the probe lowered.

Computer programs
The computer handles three major tasks in
the system: (1) measurement control and
data taking; (2) data reduction; and (3)
result presentation. The computer software

customizes the system for a particular mea-
suring task. Although many widely useful
subprograms are contained in the software,
no attempt has been made to create a uni-
versal package. The top levels of the soft-
ware are very specifically tailored to mea-
sure color -picture -tube gun parts.

Measurement control and data taking

Data describing the nominal part to be
measured is stored in a data file named
with the part number. This file is prepared
in a uniform format by a computer pro-
gram, NEWPART, using dimensions from
the part drawing. When a part is to be
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measured, the operator responds to a com-
puter query by giving the part number.
Based on the part data a default program
is offered, which may be accepted or mod-
ified by the operator.

In the following, a default program for
a precision in -line (PI) part is assumed.
Each of three holes will be measured along
16 equally spaced radii. The measurements
will be made at 16 points on each radius

PART NUMBER: PI NOM
PART HEIGHT MEASUREMENT

Measured 11:02 08/24/82

NOMINAL MEASUREMENT DATA:
Common: Part Height
Apertures: Diameter

No. Holes
Racetrack: Width

Height
Rays/Side

APERTURE RESULTS:

SAMPLE NAME:TEST DATA

Computed 16:00 01/04/83

490.0 Points/Ray 16
214.0 Spacing 260.0

3 Rays/Hole 16
0.0 End Radius 0.0
0.0 Ctr Spacing 0.0
0 Rays/End 0

Blend rad 23.0

Blend rad 0.0

DIAMETER (mils)

--LEFT
--TOP-

HOLE---
BOTTOM

-CENTER
--TOP-

HOLE--
BOTTOM

--RIGHT
--TOP-

HOLE --
BOTTOM

Average 260.0 214.0 260.0 214.0 260.0 214.0
Std Dev 0.0 0.0 0.0 0.0 0.0 0.0

CENTER LOCATION [mils]
0-Coord 0.0 0.0 0.0 0.0 0.0 0.0
V-Coord -260.0 -260.0 0.0 -0.0 260.0 260.0
Z-Coord 494.0 471.0 494.0 471.0 494.0 471.0
Z -Std Des, 0.0 0.0 0.0 0.0 0.0 0.0

SURFACE TILT Cmils/inl
dZ/dX: Average -0.0 0.0 0.0 -0.0 0.0

Std Dev 0.0 0.0 0.0 0.0 0.0 0.0
dZ/dV: Average -0.0 -0.0 -0.0 0.0

Std Dev 0.0 0.0 0.0 0.0 0.0 0.0
BLEND RADIUS (mils]

Average
Std Dev

23.0 23.0 23.0
0.0 0.0 0.0

Fig. 4. Some 3000 numbers in the data taken are reduced to less than 100 critical
dimensions for the use of the electron -gun designer or parts maker.

EXPECTED MEASUREMENT LOCRTION5
PART NO. RIP
DATA TAKEN: 11/ 4/82 12:26,12
PLOT MADE: 11/4/82 13:6:54

Fig. 5. The radial lines show the paths
along which measurements were made.
This drawing provides a quick check of
the measurement program.

HORIZONTRL ERRORS. TOP VIEW.
PART NO. RIP
DATA IAMEN, 11/ 4/82 12,26,12
PLO1 MADE, 11/4/82 13:7:38
SCALE: 1' * 100.0 MILS
ERROR SCALE, l' 33.3 MILS

Fig. 6. A top view of the part has the
errors shown by the length of the radial
lines (normal to the lines representing
the design dimensions of the part).

which, on a part with nominal dimensions,
would be equally spaced along the surface
of the blend arc. The start of each blend
will be determined and stored as the zeroth
value in the array of Z -values.

The measuring peripherals sequence the
measurement program through the use of
interrupts. Whenever a time-consuming oper-
ation is started, control is returned to the
computation program; upon completion of
the operation, the hardware interrupts the
computation program to start the next mea-
surement step. The two programs are syn-
chronized after the 16 points along each
radius are measured.

Along with the controlling of the motions
and capture of the data, the computer will
be applying calibration corrections and pre-
paring the data for storage in a disk file in
standard units. After measuring each part,
the computer stores the data for that part,
the date, and the time of measurement.

Data reduction

For a measurement system to be useful,
one must be confident that the results are
correct. Many measurement systems simply
assert their correctness, expecting the user
to believe the assertion. However, if one

HOLE BLEND RADII.
PAM NO. RIP
0818 TRAEN, 11/ 4/02
PLOT MADE: 11,4/132 13:9:26
SCALE: 20.0 MILS

801E1

12:26112

Fig. 7. A dimetric view of the blend arcs
helps the viewer to visualize the errors
in the part. The circular hole is "un-
wound" into a straight line for this
drawing.
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wishes, a computer -controlled system can
do a certain amount of self -checking. Also,
if enough measurements are made, averag-
ing can improve the accuracy, and the
confidence level of the results can be com-
puted during data reduction.

Each time a model is fitted to the data
(for example, an arc of a circle is the
model of a line on the blend region), the
standard deviation of the sample from the
model is computed. These numbers pro-
vide the user with an estimate of how well
the system is measuring and modeling the
part.

Curve fitting

Least -squares fitting is used for all models
except averages. All points definitely proved
bad (as when the probe missed the part)
are removed from the data before fitting is
done.

To fit straight-line models, the classical
linear -regression methods are used. The
"textbook" shortcut and one -pass methods
are usually avoided since they sometimes
give poor results due to truncation errors
in computer arithmetic. Since each model
is fitted to no more than 16 points, the
extra computation of using one pass to
find the mean and a second pass (using
the deviations from the mean) to do the
regression is acceptable.

The full circles representing holes in the
part are fitted to 16 points evenly spaced
around the circumference. The X- and Y -
coordinates of the center and the radius
are the required outputs. By computing
the square of the radius, the problem may
be linearized for easier computation.

When data are available over less than
90 degrees of a circle, the straightforward
fitting of the best circle to the data often
does very poorly in fitting the real part
that was measured. Constraining the fit by
specifying a tangent line (in our case, the
top of the part) substantially improves the
results.

Presentation of results

No one is likely to be happy trying to
determine the quality of a part by examin-
ing a listing of 750 to 1400 X, Y, Z coordi-
nates. The measurements of a part should
be presented so the user has only the infor-
mation he needs and understands. Although
graphical representation is good for giving
an image of what has been found, certain
numerical values are still needed. The
choice of what to present depends on a
user's time and experience with the use of
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the results as well as the particular applica-
tion. Figure 4 is the summary of mea-
surements made on a gun part for a (PI)
series color kinescope. It probably has items
on it which will be eliminated as we gain
experience.

How one uses graphics depends to a
great extent on how easy they are to use.
The prototype system being built for Lan-
caster uses an HP9826 computer with fairly
easy -to -use graphics for either the CRT
screen or the printer -plotter. Three differ-
ent plots are now available:

1. Figure 5 is a plan view of the nominal
part with the expected measurement
locations shown.

2. Figure 6 is a plan view of the part with
the results of the measurements shown
as errors from the nominal locations.
The magnification of the measurements
is selectable.

3. Figure 7 is a false -perspective (dimetric)
representation of the blend radii
at the edges of the holes. It is presented
as if the loci of the blend radii centers
were straight lines.

Summary
A measurement system has been built to
measure the height of small parts rapidly
and accurately. Custom software, written

for the computer/controller, tailors the sys-
tem to the measurement of parts for color -
picture -tube gun parts. The same system
with other software could measure any
part that fits within a 2 -in. cube.
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Productivity in Engineering Documentation
The Kurzweil Data Entry Machine breaks the manual entry bottleneck.

Documentation is an area of engineering productiv-
ity that has received increasing attention in recent
years. The expanding availability of word-processing
equipment offers the potential for important reductions
in time and effort devoted to engineering documenta-
tion. But word processors and the larger, centralized
text management systems share a common problem
that prevents them from reaching their full potential for
productivity. This problem is the cost of manually con-
verting existing documents to digital form; high labor
costs and the relatively slow speeds of keyboarding
usually mean that only the most urgently needed
documents are converted.

All printed materials are machine-readable

Now, however, there is a way around this manual entry
bottleneck. At Moorestown, Missile and Surface Radar
(MSR) is using a Kurzweil Data Entry Machine (KDEM)
to convert printed documents to digital form for further
revision and reissue on MSR's Text Management Sys-
tem. Unlike conventional optical character readers, the
KDEM scans and recognizes virtually any type face,
either typewritten or typeset. Because it digitizes
printed material at rates much faster than those at-
tainable by human keyboard operators, the KDEM
makes conversion of existing documents to digital form
a practical, cost-effective element of the documenta-
tion process. As an example, the KDEM was used to
convert more than 50,000 pages of previously pub-
lished system specifications to digital form for revision
and updating-at a per -page cost well under half
that of standard rates for typing and proofing.

The KDEM uses a proprietary omni-font character
recognition technology to process printed material into

electronic or magnetic form. The system undergoes a
brief "training session" for each typeface to be
scanned, then stores up to 25 of these training sets on
line for immediate reference. After the document is
scanned, it is sent to the host system over asynchro-
nous or bisynchronous lines, or by industry -standard
nine -track magnetic tape (800 or 1600 characters
per inch).

In addition to these output formats, the MSR facility is
also able to output material from the KDEM onto
floppy disks suitable for direct processing on either
Wang or MICOM word processors. The services are
available, at cost, to all RCA operating units.

For additional information contact
Rich Camlin
Missile and Surface Radar
Moorestown, N.J.
TACNET: 224-2708
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R.F. Morey IR. Kleppinger

Process control charts to monitor
and guide device production

Process control charts provide manufacturing
with a method of gauging whether the product
is meeting specifications.

Abstract: Statistical process control
charts now establish control limits for each
process on the production line, and deter-
mine reject limits that assure that the prod-
uct being produced meets specifications.
These charts have increased the sensitivity
of production personnel to the importance
of maintaining process averages at the cen-
ter of the specification, and not just inside
the limits.

Process control charts are used at RCA
Palm Beach Gardens to monitor a number
of production processes and their results.
The introduction of the statistical process -
control -charting techniques described in this
article has improved the adherence of prod-
uct to specification, and has assured that
production processes are actually being con-
trolled. The charts have increased the sen-
sitivity of operators, supervisors, and engi-
neers to the need to keep the process
average at the center of the specification
instead of just inside the limits. In addi-
tion, the relationship between sample aver-
ages and control of product distributions is
better understood.

c'1983 RCA Corporation

Final manuscript received December 22, 1982.
Reprint RE -28-1-8

The charts are also being used to evalu-
ate new process equipment and changes to
current processes. Although this statistical
method of charting has been used in pro-
duction for less than a year and has gone
through several learning changes, the bene-
fits appear to more than compensate for
the effort required.

Previous method-
Incentive for change

Until the development of the chart de-
scribed in this paper, plots governing most
of the critical wafer -processing operations
at Palm Beach were constructed using engi-
neering knowledge to specify minimum/
maximum limits based on design and pro-
cess needs. These earlier plots were often
diagrams of individual sample readings with
upper and lower specification limits and
"action" lines inside the limits that were to
call engineering attention to measurement
values approaching the specification limits.
Normally these limits would be applied
strictly by production to control product -
lot acceptance.

In other cases, two or more readings of
samples from a process run were averaged
and plotted. Although average readings of

monitor wafers from each production lot
were used to determine lot acceptance, the
relationship of these averages to specifica-
tion limits was not considered. Process
engineers had responsibility for a process
or group of processes and the control plots
that were used for them.

The change-
Impetus and ground rules
An RCA in-house Process Quality Con-
trol course precipitated the decision to de-
velop statistical process control charts for
variables in accordance with the concepts
developed some years ago.'

The ground rules agreed upon for the
development of the new control charts
were explicit in that minimum disruption
of the wafer fabrication operation was to
be allowed. Accordingly, although during
development of the technique the place-
ment of control wafers and measurement
practices were modified to provide im-
proved control, the number of the sample
measurements being made was not in-
creased, nor were specification limits tight-
ened solely to assure that the process was
operating under control. The closed -cell
logic (C2L) LSI wafer -fabrication process
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Fig. 1. Typical statistical process -control chart used at RCA Palm Beach Gardens
to control transistor gate length of a C2L device. This chart shows the control and
reject limits imposed on the process operation and provides insight to the factory
as to the degree to which product is meeting specification. The definition of the
symbols and acronyms used in the chart is given in Table I.

was converted first, since it was a matured
production line.

The C2L wafer -fabrication or "fab" line
operates on a three -shift basis and involves
thirteen different process operations, some
requiring the use of several machines. It
was impossible to do a classical process -
capability study on each operation in a
reasonable time. Therefore, the most recent
control -plot data for each process was ana-
lyzed to establish the trial limits for the
development of the statistical control charts.
The data from each different machine used
for a given operation was analyzed separ-
ately to allow comparisons between
machines.

A statistical process -control chart
There are three basic general steps in the
construction of a statistical control chart
such as the one shown in Fig. 1:
1. Determine and standardize the number

of sample measurements.

2. Establish control limits for both the
average measurement and average range
of measurement for each process.

3. Establish reject limits for the average
value of the sample measurement for a
run so that the wafers in the run are
within specification limits.

The mathematics for establishing required
limits is straightforward.

The characteristic to be controlled
through the use of the sample chart of Fig.
1 is the transistor gate length of a C2L
device (this is the dimensional measure-
ment obtained after plasma etching of the
polysilicon layer, see Fig. 2). The symbols
and acronyms used in the chart are defined
in Table I. More detailed information con-
cerning calculation of the values represented
by these symbols and acronoyms is given
in the sidebar, page 52, and in Table II.
Study the chart at each step for the best
understanding of the operations involved
in its construction.

The first step in control -chart construc-
tion is the determination and standardiza-
tion of the number of measurements to be
made for each run. A "run" is a wafer lot
or batch of 48 wafers processed simul-
taneously. Two wafers are measured for
gate length in each of two locations, pro-
viding a sample size, n, of 4.

Specification limits are developed to
meet finished electrical -device requirements.
Consequently, this limit applies to each
individual structure (wafer or die). The
specification limits for the sample control
chart are 230 ± 25 microinches, or min-
imum, 205, and maximum, 255 micro -
inches.

Measured values of gate length are taken
for 25 lots, the minimum number of runs
needed to obtain an accurate average range,
R. The range is the difference between the
highest and lowest measured sample values
for each run. The average range for the 25
runs is calculated:

= 10.28.

Rte, the upper -control limit for R, is

then calculated as

Rmax = D4 X .17

where D4 is obtained from Table II for n
of 4. Plugging in our numbers, we see that

Rmax= 2.28 X 10.28 = 23.4

If Rmax is exceeded by a particular run,
that run has a wider product distribution
than that predicted by the standard range,
which is to say that it has a standard devi-
ation that is almost certainly larger than
the other runs, and is considered "out of
control." Such runs are eliminated from
the data and R is recalculated.

Reviewing the data, note that one lot,
No. 8, has exceeded the upper control
limit for range, Rte, with a value of 28.
Eliminating this lot and recalculating:

= 9.54

Rmax = 21.75

(A further discussion of standard devia-
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Fig.2. The Leitz linewidth measuring system includes: Leitz optics; an AMS 100
microprocessor; and an HP85 computer. The system is used for ADI, AEI Gate -1
length measurements.

tion as it applies here is presented in the
sidebar, part I, page 52.)

Since no remaining lots exceed the new
upper -control limit for range, Rmax, pro-
ceed to the next step. In actual production,
any lots that fail the maximum -range upper
control limit, Rpnax, are screened 100 per-
cent; that is, each wafer is measured, and
only those that fail the specification limit
are rejected.

Calculate the average measurement X.
The same 25 runs used to calculate the
average range, R, are used in this compu-
tation. All data points plotted are an aver-
age of the number of samples measured
per run. Calculation of either the average
measurement of each run or the average
of all the sample values will yield the
same results. However, at this point a deci-
sion must be made as to whether this cal-
culated average or the desired average mea-
surement will be used. The desired target
averages are usually the center of the spec-
ified minimum/maximum limits for the
process, unless another different target value
has been explicitly stated. Since there is no
wish to alter the specifications, the desired
average measurement, X = 230 micro -
inches, is used as the centerline on the
sample control chart.

Calculation to find the control limits for
X is done by using the expression:

A2R

where A2 is obtained from Table II for n
of 4, or calculated as explained in the
sidebar, page 52, Part II.

A2/7 = 0.73 X 9.54 7

Applying this expression to the desired
= 230 microinches yields the following:

Upper control limit, UCL = 237

Lower control limit, LCL = 223

values that exceed these limits are from
lots whose average is presumed to have

shifted from the desired target of 230 micro -
inches. These lots are considered "not in
control" for

Lot numbers 6 and 9 exceed the upper
control limit for the average. The process
must be checked to determine that all pro-
cess conditions and settings are correct and
have not changed. However, even though
the proms average has shifted upward,
the lots may still contain product that is
within specification limits. This is deter-
mined by calculating the upper and lower
reject limits for the average.

Since specification limits apply to each
individual in a population and since con-
trol charts plot averages, it is necessary to
establish reject limits for the average that
correspond to the specification limits for
individuals. The quantity that must be added
to the minimum specification limit and
subtracted from the maximum specifica-
tion to arrive at the reject limits for the
average is defined by the expression VR/d2.
Determining the values of V and d2 from
Table H (or the sidebar, part I):

VT?/d2 = 1.50 X 9.59/2.059 = 7

Table I. Symbols and acronyms used in the statistical con-
trol chart.

USL = Upper specification limit

LSL = Lower specification limit determined from final electrical
device properties

= Center of the specification limits

= Average range of 25 or more runs

n = Number samples per run

UCL = Upper control limit + A211)1

LCL = Lower control limit ()7 - A2M1

URL = Upper reject limit (USL - VA/d2)2

LRL = Lower reject limit (LSL + VR/d2)2

= Upper control limit for R (D4R)Rmax

1. See Sidebar, Part II, page 52; Table II; or ref. 2 for information on A2.

2. See Sidebar, Part I, page 52; Table II; or ref. 2 for information on V.

3. See text, Table II, or ref. 2 for information on D4.

Table II. Parameters required in calculation of control -
chart values. For a more elaborate description of parame-
ters, A2, D4, V and d2, see ref. 2.

n A2 D4 d2 V

2 1.88 3.27 1.128 0.88

3 1.02 2.57 1.693 1.27

4 0.73 2.28 2.059 1.50

5 0.58 2.11 2.326 1.66

Note: The parameter designations are those applicable to the construc-
tion of control charts using range, R.
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Calculations in control -chart construction
I. Minimum and maximum values.

The estimated typical 25 -run standard deviation,
a', is:

a' = g/ d2
where d2 is obtained from Table II and n is the
sample size of a run. Increasing the number of
runs averaged will increase the accuracy of this
estimate, but 25 data points (runs) is considered
sufficient.

Statistical theory states that for a normal distri-
bution, Fig. A, 99.7 percent of the measured values
of the population are included inside of ± 3 a'
about the average measured value X (X is dis-
cussed in detail in the text). Hence, X+ 3 a' de-
scribes the minimum and maximum values of the
population in a typical run.

The observed range, R, is a function of the
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Fig. A. Graphs showing standard normal deviation (a) and
area under the normal curve (b). According to statistical
theory, for a normal distribution, 99.7 percent of the mea-
sured values of a population are included inside a range
of ±3a' about the average measured value.

number of samples n that are drawn from the
population. For n = 2, the range is small, since the
probability is high that the samples drawn will be
near X. As n is increased, the range increases,
since the probability of obtaining values farther
away from X becomes greater. The empirically
derived factor d2 compensates for the increasing
R with larger sample sizes, so that the estimate
from R is accurate for all sample sizes.

R for the example has been calculated as 9.54.
Therefore, the standard deviation estimate a', for
the lots is, again:

a' = P/d2= 9.54/2.059 = 4.63
3 a' = 13.9 = 14

Thus, the typical run used in constructing the
sample chart contains individual gate length
values ranging from 14 microinches below to 14
microinches above the average. This range is well
within the allowed specification tolerance of ±25
microinches.

II. Calculation of A2.
Since the control chart plots the average value
for each run, the limits of the variation of X must
be known. These limits are defined by:

3a'/ /F-1 3/7/d2 Vr7= A2/7
The Central Limit Theorem of Statistics states

that, when samples are taken from a population
and the values averaged, the standard deviation of
the averages is less than the standard deviation of
the individual values. In fact, regardless of whether
the population is a normal distribution or not, the
standard deviation of the averages is related to the
standard deviation of the individual value by V17,

where n is the number of samples being aver-
aged. For example, for n = 4, the averages have a
spread of half that of the population of individuals.

Ill. Calculation of reject limits.
The method used to calculate reject limits is found
in the references and bibliography and is applica-
ble when range R is in control and 3 a' limits for
individuals in a process run are within the specifi-
cation limits. This condition permits a degree of
shifting of the average X beyond the strict control
limits while keeping all the individual values within
the specification limits.

How far the average can shift and still produce
wafers that are within specification limits can be
determined by considering the situation in Fig. B.
The typical distribution of individuals in a run is
shown: (1) In a center position (at the target); (2) in
a worst -case upper position with the 3 a' = 3R/d2
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Fig. B. How far the average measured value, X, can shift
and still produce wafers that are within specification limits

cal distribution of individuals within a run is shown in a

upper limit at the upper specification limit; and (3)
in a worst -case lower position.

Shown inside of each distribution of individuals
is the distribution of the averages (four in this
case). The difference between highest individual
value in the upper distribution and the highest
average value is:

(3P/d2) - (3R/ =
(3 - 3/2) R/d2 = VR/d2 = 1.5 P/d2

Values of V for sample sizes from 2 to 5 are

center position X (at the target), in a worst -case upper
position with the upper limit at the upper specification limit,
and in a worst -case lower position with the lower limit at
the lower specification limit.

shown in Table II or can be calculated from the
expression:

V= 3 - 3/ v
Adding VR/d2 to the lower specification limit

and subtracting it from the upper specification
establishes a reject limit for the average that
guards against the specification limits being
exceeded by any of the individual values. These
lines are also shown on the control chart for X,
URL, and LRL.

Upper reject limit,
URL = 225 + 7 = 248 microinches

Lower reject limit,
LRL = 205 + 7 = 212 microinches

Both lots 6 and 9, though requiring
process adjustment, are within the reject
limits and, therefore, are acceptable. How-
ever, Manufacturing must make appropriate
adjustments to bring the process back into
control. Had they failed the reject limits,
the normal disposition would have been to
measure each wafer and reject those that
fail the specification limits.

Results and their interpretation

The statistical method of control charting
has been applied to most of the C2L and
SOS processes used in production at Palm
Beach Gardens, as shown in Table III. A
monthly Process Parameter Summary is
published for each operation showing:

1. The process average versus the target.

2. Three standard deviations versus total
spread allowed by the reject limits.

3. The number of product runs failing the
reject limits.

4. A comparison of data from each piece
of equipment used for the same pro-
cess, Table IV.

This summary helps focus engineering atten-
tion on those operations requiring process
adjustments.

While introducing the control chart meth-
od, a case of over -control at gate oxidation
was discovered. Standards required the dif-
fusion operator to alter the deposition time
based on the previous run average. Appli-
cation of statistical control chart techniques
revealed that the operator was required to
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Table Ill. RCA Palm Beach Gardens control chart usage.
Number of Sheet

Process type different uses Thickness resistance Etch rate % P EDAX, Dimensional

Thermal Oxides

Diffusions

Implants

LPCVD2

Doped CVD

Dimensions

Metal

5

3

2

2

3

3

To be developed

X

1. % P EDAX is the percentage of phosphorous in deposited SiO2films as measured by an energy dispersive X-ray
system.

2. Low-pressure chemical vapor deposition (LPCVD) is a method of depositing layers of Si02, SiN4 (silicon nitride), or
polysilicon on integrated circuit wafers.

Table IV. C2L (July 1982) control -chart summary.

Process Step
Samples
Per Run X

Spec
Target 3 a 3-e

Reject
Limits Runs

High
Runs

Low
Runs

P -Well Resistivity
Machine 1-6 4 2306 2100 ± 173.1 + 450 20 0 0

Machine 2-1 4 2100 + - ± 450
Machine 2-2 4 2322 2100 + 135.1 + 450 22 0 0

Machine 1-5 4 2264 2100 ± 227.3 + 450 21 0 0

Gate Oxide Thickness
Post anneal 2 1257 1250 + 77 ± 80 50 1 0

ADI Gate 4 271.9 270 + 13 ± 19

AEI Gate 4 229.2 230 + 14 ± 18 122 0 0

Poly Thickness 2 4749 4700 ± 912 + 600 29 1 0

make process changes when the averages
were within the process control limits. These
changes caused the variability of the pro-
cess average to be greater than neeecsary.
The process was stabilized by removing
the instantaneous feedback loop.

A controlled process is defined when
the X and a' of each individual run is the
same as all the others, as is implied in the
calculation used in building the control
chart of Fig. 1. The variations in X and R
are due only to the randomness of sample
selection. When a single point exceeds the
UCL or LCL for X, the theoretical chan-
ces for a normal distribution are 997 out
of 1000 (99.7 percent) that this is due to
an actual shift in the average value of that
run. When a single point exceeds Rmax
the theoretical chances are 997 out of 1000
that this is due to an increase in the pro-
cess spread of that run.

Other rules commonly used as tests to
indicate a shift in X consider more than
one point on the chart. For example, seven

points in a row on the same side of the X
centerline indicates a shift in X with the
same probability as a single point outside
of control limits (UCL or LCL). Four out
of five beyond one-third of the control
limits (1/3 A2R), and two out of three
beyond two-thirds of the control limits
(2A2R/2) are also indications of an X
shift with approximately the same proba-
bility as a single point beyond the control
limits. Examination of Fig. 1 reveals that
the process was out of control from lot 16
to 22 because seven sequential points are
all below the centerline.

Experience with the first C2L control
charts immediately showed that in many
cases, the X chart was out of control more
often than the R chart, which only occa-
sionally went out of control. In some cases,
the reject limits were inside the control
limits, which means that even if the pro-
cfcs remains in control, wafers are pro-
duced that fail the specification limits. There
are two approaches to follow when this

happens. One is to review the specification
limits for the process step in question and
determine if they can be expanded with-
out affecting overall yield. The second ap-
proach, if the process step is critical to
yield or reliability, is to adhere strictly to
the reject limits.

Manufacturing is required to determine
the disposition of each lot failing the reject
limit and to make process adjustments.
Lots may be reworked, scrapped, inspected
100 percent, or continued with proper iden-
tification, so that the effect on yield of
such lots can be determined.

Summary
The control charts provide product protec-
tion through the use of the reject limits.
However, equally important is the control
of the prom% provided by analysis of the
average and range plotted for each run.
Specifically, data points falling outside the
control limits are a signal to Manufactur-
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ing that the process is out of control and
requires the determination of the assign-
able causes so that adjustments can be
made to bring it back into control. Thus,
an anticipatory feedback system is built
into the control chart to allow Manufac-
turing to apply preventive adjustments to
keep the procrss in control and the indi-
vidual product wafers within the desired
limits.
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T.N. Nguyen D.B.! Wolfe

Steady-state NOdal Thermal Analysis
for printed wiring assemblies

The program helps the circuit board designer avoid the "hot
spots," caused by improper placement of components, that can
lead to electronic failure.

Abstract: NOTA (NOdal Thermal
Analysis) is a GCS -generated FORTRAN
program developed primarily to analyze
the steady-state thermal characteristics of a
printed -circuit -board assembly. Although
the program can run on many different
machines that support FORTRAN lan-
guage, it's intended for the Applicon/RSX
operating system. Since the program is
highly interactive and employs easy -to -
understand prompts, both Applicon
graphics users and noncomputer personnel
can easily access the programs for a quick
thermal analysis output. Upon proper
instruction, the program will extract board -
layout and placement information from an
Applicon board -placement data file; then
the routine will carry out an analysis,

employing the Gaussian elimination
method for matrix solution, to arrive at a
set of steady-state nodal temperature
outputs.

This program can analyze printed cir-
cuit boards having up to 100 nodes. With-
out a computer, a 100 -node analysis is
almost impossible. To run a nodal analysis
using a general-purpose heat -transfer pro-
gram, an analyst will spend several days
modeling and partitioning the assembly
before entering the data into a computer.
NOTA, on the other hand, uses the data-
base acquired by the computer when the
board is designed. Therefore, a NOTA
analysis can be performed in less than a
half hour.

One of the most frequent causes of elec-
tronic component failure is heat. An exami-
nation of MIL-HDBK-217, "The Reliabil-
ity Stress and Failure Rate Data for Elec-
tronic Equipment," shows that the failure
rate for electronic components increases
approximately exponentially as a function
of increasing temperature. Therefore, the
mechanical design of a printed circuit board
must take into consideration the physical
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placement of components for thermal man-
agement as well as interconnection. Ana-
lytical methods can predict component tem-
peratures on a printed -wiring assembly.
Many computer programs, such as Missile
and Surface Radar's MOTHA (Moores-
town Thermal Analysis) and NASA's
SINDA (System Improved Numerical Dif-
ferencing Analyzer), are available for gen-
eral-purpose heat -transfer analysis. Although
these programs are fast and accurate they
do require extensive modeling. The "RADC
Thermal Guide for Reliability Engineers,"

published by the Rome Development Cen-
ter, estimates that a heat -transfer specialist
with at least five years of experience would
need one week to do a 20 -node model of
a printed circuit board and two weeks for
a 70 -node model.* To maximize the full
productivity of a computer -aided -design
(CAD) system, the database must be used.

The NOTA solution
The NOTA (NOdal Thermal Analysis)
program, a Government Communications
Systems FORTRAN program, can auto-
matically model, compute, and display or
print the steady-state temperatures of a
100 -node printed -wiring board in a half
hour because it uses the design database of
the circuit board. The procedure for design-
ing printed -wiring assemblies, using an Ap-
plicon CAD system, starts with the designer
entering the logic/schematic diagram into
the system. The physical board parameters
are also entered into the database. Applicon
software is then used to strip the net list
from the logic/schematic and to generate
component placement via a pairwise inter-
change algorithm, to provide optimum place-
ment for printed -wiring interconnections.
A net is a sequence of two or more con-
necting points interconnected by a copper

* RADC Thermal Guide for Reliability Engineers. RADC-
TR-82-122. June 1982, p. 58.
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path. A net list is a listing containing all
the nets in the circuit. For example, if Net
1 is U15 -Pin 7, U18 -Pin 7, CR2-Pin 1,
then Pin 7 of the integrated circuit (IC)
number 15 is connected to Pin 7 of IC
number 18 and is connected to pin num-
ber 1 of the diode number 2.

The pairwise interchange algorithm is
used to optimize the placement (locations)
of components on the printed circuit board
to facilitate the printed circuit routing. It
does this by finding the minimum overall
length of the line -of -sight interconnection
for the entire circuit board. The process
starts with the basic component placement
as entered into the CAD system by the
operator and systematically carries out an
interchange of pairs of components while
continuously calculating the length of the
line -of -sight connectivity. The program will
terminate when the minimum interconnect
length is reached. This procedure could
group several high -power dissipating com-
ponents together, which might cause a local-
ized heat problem.

At this time, the NOTA program can
be exercised to predict component temper-
ature. Boundary conditions such as ambient
air and heat -sink temperatures, conductive-,
convective- and/or radiation -equivalent ther-
mal resistances are interactively entered into
the system with the aid of friendly prompts.
The automatic partitioning feature of
NOTA will model the board into small
square isothermal areas. NOTA will then
ask if this model is satisfactory; the model
can be changed at this time. The program
will then automatically partition the por-
tion of each heat -generating component
located in each square, with the parti-
tioned power dissipations summed to the
center of each square (node).

The partitioning is performed using the
drawing fles containing the component
placement and Master Parts List. This list
contains part identification and typical pow-
er dissipation stored in the database. NOTA
will now indicate components not found
in the database. Missing components and/or
power dissipations are then added to the
database. NOTA will then compute and dis-
play the nodal temperatures.

Program description
NOTA, which is written in transportable
FORTRAN language and configured to
handle a computation of up to 100 parti-
tionings (that is, a printed circuit board
can be partitioned into as many as 100
nodes), has the following salient features:

 The program contains a self-explanatory

IMO
OPEN NEW PARAMETERS FILE.
OPEN MPL FILE.
ACCEPT REQUIRED PARAMETERS:
[HEAT SINK. TITLE COMMENTSI
AND INSERT INTO PARAMETERS FILE

INVOKE AUTO -PARTITIONING ROUTINE

FOR BOARD PARTITION ANO DEVICE

ALLOCATION.

ACCESS MPL FILE.
OPEN AND ACCESS PARTS LIST FILE
INSERT DATA INTO PARAMETERS
FILE

OPEN OLO PARAMETERS FILE

READ ALL REQUIRED DATA

ACCEPT DEVICES AND ASSOCIATED
NODES FROM TERMINAL.

FIND POWER DISSIPATION THROUGH
MPL FILE.
INSERT DATA INTO PARAMETERS
FILE

PARAMETERS PROCESSING
MATRIX SOLUTION

OUTPUT TEMPERATURES

Fig. 1. Functional flow diagram for NOTA shows that the program can run in two
different modes-Direct Data Input and Indirect Data Input.

man -machine interface input session.

 User inputs are either in numeric form
or in the form of "yes" or "no" answers
to computer prompts, so that no special
programming is required.

 The program resides on the Applicon
system, resulting in easy access to the
printed -circuit -board component -place-
ment data file.

 The program can perform automatic board -
layout partitioning (via access to the Ap-
plicon placement file) and can precisely
distribute the devices' power dissipation
throughout various nodes within the par-
titioning limits.
As shown in the functional flowchart,

Fig. 1, the program can be run in two dif-
ferent modes-Direct Data Input and Indi-
rect Data Input. When using the Indirect
Data Input, the program assumes that there
is a data file (available on the system disc)
containing all the necessary design parame-

ters required for the thermal analysis of
the printed -circuit board. This option is
used for rerunning an analysis of an exist-
ing design residing in the database.

The Direct Data Input mode is used for
constructing a database for running an analy-
sis. When using this feature, the program
requires a number of inputs from the user.
The program expects to read the following
inputs from the user's terminal:

 Conductive resistance;

 Convective and/or radiation resistance;

 Ambient temperature;

 Heat sinks (node sequence and tempera-
ture); and

 Optional printed -board -identification num-
ber, user's name and comments.

The remaining parameters, depending
on the user's command, can be read directly
from the user's terminal or extracted from
the Applicon drawing -placement file. This
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option is shown in the functional flow-
chart at the auto -partitioning step. These
parameters are:

 Number of partitioning columns;

 Number of partitioning rows;

 Component part numbers; and

 Component power dissipation.

If the user requests the user -input mode,
the program will read -in the devices' iden-
tification (ID) numbers and search a data-
base to obtain their associated power dis-
sipations. If the user selects the automatic -
partitioning mode, the program will need
to access an additional parts -list file for all
the devices' ID numbers before it can cal-
culate the power dissipation. This is re-
quired because the Applicon drawing -place-
ment file only contains the devices' symbol-
ic numbers, (that is, U6, R20, and so on).

The user -input mode is useful for ana-
lyzing circuit boards that were not designed
on the Applicon systems, and the board
and component placement geometry are
not stored in the database. However, when
using this mode, the designer must model
the circuit board.

In the auto -partitioning mode, the pro-
gram extracts the following information
from an Applicon placement file:

 Printed -circuit -board coordinates and size
with respect to some fixed common
origin;

 All the devices' coordinates, orientation,
and symbolic part numbers;

 The relationship between Applicon Gra-
phic System (AGS) and natural units;

 Natural unit of the printed -circuit board
(that is, in., ft., mm, and so on); and

 Type of each device (this information is
used by the program to obtain the de-
vice's size from an existing table and, in
turn, used to determine the device's posi-
tion within the printed -circuit board).

Solution
The heat -transfer equations are based on
an analog of Ohms Law where

E = IR
E = Potential (volts)
I = Current or flow (amperes)
R = Resistance (ohms).

The heat transfer analog to E = IR becomes

.. t = QR
t = Temperature potential (°C)
Q = Heat flow (watts)
R = Thermal resistance (°C/W).

Coefficients for the thermal nodal matrix
are calculated from the following relation-
ship:

Power dissipation =
Sum of ( ( T,-TH)/resistance)

Where T,,, and TH can be one of the
following:

 Temperature of a node and its adjacent
node;

 Temperature of a node and an associated
edge; or

 Temperature of a node and the surround-
ing air.

The matrix equations contain the boun-
dary condition variables such as heat sinks,
ambient temperature, and forced con-
vection.

The procedure for solving a system ma-
trix equation is analogous to that of the
Gaussian elimination method. The proce-
dure is as follows:

1. Search for largest coefficient in a
column.

2. Move the row that contains the larg-
est coefficient to the top of the matrix if
necessary.

3. Divide the entire row by the leading
coefficient.

4. Eliminate next variables.

The steps above are repeated until the
matrix becomes an upper triangular matrix.
Note that if the absolute value of the larg-
est coefficient in any column is equal to
zero, the system of matrix equations is sin-
gular and no unique solution can be ob-
tained. Finally, the last step, back solution,
does the successive substitutions to obtain
a unique set of solutions.

Data input
As part of the Nodal Thermal Analysis
program, the Man -Machine Interface
(MMI) routine is dedicated to handle the
Direct Data Input running mode. The MMI
interfaces to the user in interactive mode
through a CRT or a teletype terminal. The
MMI routine asks the user for inputs, then
reads and stores them at appropriate mem-
ory locations in a file on the system's disk.
Later, another routine of the thermal analy-
sis program will retrieve the stored input
file, then perform arithmetic calculations
to arrive at a set of nodal steady-state
temperatures.

The necessary inputs are requested by
the routine in the following sequence:

1. Conductive and convective resistances;

2. Ambient temperature;

3. Temperatures at the board's edges (heat
sinks);

4. Board configuration (number of columns
and rows); and

5. Devices' generic part numbers, their asso-
ciated nodes, and power dissipations.

The first three items above must be entered
into the terminal by the user upon appro-
priate prompts. However, the user has the
option to direct the program to obtain the
last two items either from the terminal in
user -input mode or from the Applicon file
in auto -partitioning mode.

Running the equipment in user -input
mode, the user must first enter the number
of columns and rows of the partition model,
then the part number of each component.
During the input session, the MMI routine
has access to a sequential file called the
Master Parts List (MPL) file, which is
stored on the system disc. After reading a
device ID from the terminal, the MMI
scans the MPL to locate this device. If the
device exists in the MPL, the MMI will
display its power dissipation (P.D.) value.
The MMI also allows the user the option
to input a new P.D. value that would
supersede the old value. If the device is
not already in the MPL, the MMI gives
the user the option to enter an associated
P.D. value for this device or go on to
input a next device, in which case the pre-
vious device is ignored. Eventually, all the
inputted devices' IDs, their associated nodes,
and P.D. values of a particular board will
be entered in a sequential parameters file
for later reference by the Nodal Thermal
Analysis program.

Partitioning

In auto -partitioning mode, the program
extracts placement data from an Applicon
file to compute the number of columns
and rows and to obtain all the devices'
symbolic numbers, that is, U3, R12, and
so on. When the number of columns and
rows are computed, the MMI displays these
parameters and allows the user to change
them as desired. The user also can change
the node width, which defaults to 1.0 in.
in the auto -partitioning process, to a number
of different sizes if necessary. Note that by
changing the partitioning node width the
number of columns and rows will change
as well. Next, the program uses a parts -list
file to obtain all the devices' generic part
numbers. Finally, the MPL file will pro -
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Fig. 2. Printed -circuit -board node -num-
ber sequence shown for a 16 -node
model.

vide the program with all the devices'
associated power dissipations, neccessary
for the calculation of the final nodal temper-
atures. If the parts list does not contain an
associated generic part number, or the MPL
does not contain an associated power -dis-
sipation value for a particular device, the
program will display appropriate messages
and allow the user to enter corresponding
inputs as desired. During the auto -parti-
tioning process, the associated power dis-
sipation of any device (or part of the device)
that is outside of the partitioning limits is
ignored in the temperature -calculation
process.

Finally, the user can go off-line and
invoke the sequential parameters file
through a text editor to make changes if
necessary. The thermal analysis program
then, upon entering the Indirect Device
Input mode, obtains information directly
from the sequential parameters file rather
than through the MMI session for a nodal
thermal analysis. The sequence (updating
the sequential parameters file and execut-
ing the thermal analysis program) can be
repeated until an optimum solution is ob-
tained.

In general, a given printed circuit board
can be divided into 100 nodes maximum,
and the number of columns (or rows) can
be, at most, 20. However, any partitioning
scheme satisfying the formulas given below
is allowed:

1 < nodes < 100
1 < columns < 20
1 < rows < 20

The number of nodes is simply the prod-
uct of the values of the number of columns
and rows of a board. For example, a

SI TOP HEAT SINK:
51: 1:4

2 3 4
BOTTOM HEAT SINK:

SI SI: 1:1

5 6 8 S2: 3:4

LEFT HEAT SINK:

10 11 12 51: 1:2

RIGHT HEAT SINK:
SI S2 NONE.

Fig. 3. This heat -sink node representa-
tion shows one sink along the top edge,
two sinks along the bottom edge, and
one sink along the left edge.

board divided into four columns and five
rows will have 20 nodes. All nodes must
be square for the thermal analysis program
to compute output temperatures correctly.
By program default, node size is one inch
square, but node size can be tailored to a
number of different configurations to meet
a user's requirements. But we recommend
that all nodes in any particular column (or
row) have the same width.

Nodes within a board are numbered
from left to right, and from top to bottom
in ascending order starting at node 1, then
followed by node 2, node 3, and so on.
Figure 2 illustrates how node numbers
must be sequenced.

Heat sinks on the boards's four edges
are called top heat sink(s), bottom heat
sink(s), right heat sink(s), and left heat
sink(s). If there is more than one heat sink
on the top or bottom (right or left) edge,
the heat sinks should be numbered from
left to right (top to bottom) in ascending
order starting at heat -sink 1, then followed
by heat -sink 2, and so on. If a particular
heat sink spans from node i to node j, for

Table I. The processor -board -parts list
file (portion shown here) contains the
reference designators and integrated cir-
cuit part number.

Reference
designator Part number

1.110 JM38510/30004BCX
U11 JM38510/30004BCX
U12 HM1-6514B-8
U13 HM1-6514B-8
1114 HM1-65148-8
U15 HM1-65148-8
U16 JM38510/30301BCX
U29 JM38510/30301BCX
U17 JM38510/30003BCX
U18 JM38510/30002BCX
U21 JM38510/30002BCX
U22 JM38510/30002BCX
U19 JM38510/30501BCX
U32 JM38510/30501BCX
1J20 JM38510/324018RX
U23 JM38510/30001BCX
U25 JM38510/07101BCX
1126 JM38510/32403BRX
U27 JM38510/32403BRX
U28 JM38510/307018EX
U30 JM38510/32803BRX
U31 DS1692/833B
U33 JM38510/00801BCX
U34 JM38510/30106BEX
1135 DS78LS120J/833B
U36 Z8442ACMB
U38 JM38510/32004BCX
U39 JM38510/30901BEX
1140 JM38510/30901BEX
U41 JM38510/30107BEX
U42 JM38510/16303BEX
U43 JM38510/11201BEX

example, the heat sink is represented by
(node i:node j). Figure 3 is an example of
several heat sinks and their nodal repre-
sentation.

Example

Figure 4 shows an assembly drawing of a
processor board partitioned into nine col-
umns and five rows. The multilayer assem-

*4=0-* .c:El.®
0 .;

j1111111111 11111111M liTyl116:
k- .4=E1":ZR

Fig. 4. This processor board is partitioned into 9 columns and 5 rows.
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Table II. Master Parts List file (portion)
containing the part number and typical
power dissipation in watts.

Part number

Power
dissipation

JAN2000 0.20
JAN1000 0.30
RCA07 0.15
M39014 0.20
INTEL '708 0.90
rA7400 0.09
SN7404 0.17
SN7410 0.09
SN7412 0.08
'N17474 0.12
Sh1748G 0.15
SN74155 0.13
SN74161 0.33
SN74175 0.23
TR1602 0.32
I M3900 0.50
MC G8000 1.20
AM2904 0.65
RCA 1802 0.95
RCA ATMAC II 1.60
SN74LS74 0.35
DUMMY 5.00
M39003 0.25
78400ACMB 0.5
28430ACMB 0.3
78442ACMB 0.25
HM1-7616-8 0.45
HMI -6.5148-8 0.009
MKB4118AP-83 0.175
JM38510/3000IBCX 0.012
JM38510/3030IBCX 0.014
AM38510/30002BCX 0.008
IM38510/30003BCX 0.018
JM38510/30004BCX 0.009
JM38510/00801BCX 0.1G
JM38510/31004BCX 0.022
JM38510/31001BCX 0.017
JM38510/30501BCX 0.025
JM38510/30102BCX 0.020
JM38510/07101BCX 0.15
JM38510/30701BEX 0.032
JM38510/30702BEX 0.034
JM38510/30901BEX 0.030
JM38510/30107BEX 0.055
JM38510/3010GBEX 0.080
JM38510/32401BRX 0.145
JM38510/32403BRX 0.160
JM38510/32803BRX 0.32
AM38510/32004BCX 0.045
11138510/3220320X 0.070
JM38510/16303BEX 0.325
JM38510/11201BEX 0.004
0S78L6120J/8338 0.050
1)51692/8338 0.090
PLR07C2701GM 0.004
RLR07C4701GM 0.003
PLR07C1002GM 0.001

bly contains integrated circuits and discrete
components. The printed wiring board was
designed on the Applicon system in the
Engineering Design Automation Center,
Government Communications System. The
design procedure followed was as outlined
above. This assembly is cooled by forced
convection and conduction to heat -sinking
board guides located on the left and right
edges of the circuit board. Based on its
multilayer construction, the circuit board's

Table Ill. Processor -board file (portion) containing the thermal boundary condi-
tions, node number, part number, and partitioned power dissipations.

Board conductive T LRM
resistance °C/W A

Forced air 1 AVG
09

convective
16.135

resistance
45.135
64.4

Ambient -air

temperature °C

PROCESSOR MAIN BOARD
BURTON 11-4-82
POWER SIDE -TO -SIDE AIR FLOW

Left sink
1

-11.1:5- 0.02
Left sink temperature °C

1:_ 7.23
Number of columns

Right sink

Right sink temperature °C

Number of rows

RLR0704701GM 19 0.003
Partnumber RLR07C4701GM

------AlsRLRO7C1002GM
19 0.003
38 0.001

RLR07C1002GM 38
RLRO7C1002GM 38 0.001
RLRO7C1002GM 38 0 001
RLR07C1002GM 38 0.001E
RLRO7C1002GM 38 0.001
RLR07C1002GM 38 0.001
RLRO7C1002GM 38 0.001
RLRO7C1002GM 38 0.001
RLR07C1002GM 38 0.001
RLRO7C1002GM 38 0.001
RLRO7C1002GM 38 0.001
RLRO7C1002GM 29 0.001
RLRO7C1002GM 38 0.000

29 0.001
JM38510/11201BEX 20 0.001

11 0.003
RLRO7C1002GM 10 0.000

11 0.001
RLRO7C1002GM 1 0.001

0.000
RLRO7C1002GM 1 0.001

0.000
JM38510/30901BEX 29 0.021

30 0.009
JM38510/30901BEX 30 0.030
JM38510/30001BCX 20 0.010

21 0.002
JM38510/30002BCX 21 0.008
JM38510/32203BEX 20 0.015

21 0.006
11 0.034
12 0.015

Node number

Part power

dissipation in

watts per node

conductive resistance was calculated to be
16.1°C/W. Convective resistance was cal-
culated to be 45.7°C/W, based on the lin-
ear velocity of the cooling air per nodal
area. The ambient air temperature was
given as 64.4°C and the right and left sink
temperatures were 70°C and 67.2°C respec-
tively.

Table I shows a portion of the proces-
sor -board parts list, where the reference
designators correspond to the generic part
identification. Table II shows a portion of
the Master Parts List, which contains the
various components and their typical power
dissipations. Table III shows a portion of
the board file containing the partitioning
information. Note that this file also con-
tains the conductive and convective resis-
tance, ambient air temperature, right and

left sink geometry and temperatures, and
the column and row data. The compo-
nents are shown by type, node location
and allocated power dissipation per node.
Table IV shows nodal temperatures by
row and column, and gives the ten highest
temperatures found.

Conclusion

The engineering productivity enhancements
that computers provide are well understood.
Computers now make it possible to calcu-
late and predict the answers to problems
that could only be guessed at in the past.
To maximize engineering productivity pro-
vided by a CAD system, engineers must
use the stored database to its fullest
capacity.
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Table IV. Steady-state nodal temperatures in °C. The rows and columns corres-
pond to the processor -board partitioning shown in Fig. 4.

LRM PROCESSOR MAIN BOARD
C A BURTON 11-4-82
AID POWER SIDE -TO -SIDE AIR FLOW

BOARD LAYOUT AND STEADY STATE TEMPERATURES

(1 C2 C3 C4 C5 C6 C7 C8 C9

R 1 GG.G8 66.33 G6.43 66.81 67.63 67.74 67.98 68.46 69.24

P 2 66.72 66.56 66.87 G7.21 67.88 G8.31 68.51 69.59 70.15

R 3 66.73 66.5' GG.89 07.45 68.16 6P.23 G8.96 70.51 70.53

N 4 66.73 66.57 67.04 G7.98 68.64 68.21 68.74 70.30 70.23

R 5 66.69 66.37 66.55 GG.99 67.35 67.45 67.87 68.66 69.30

TEN LARGEST TEMPERATURE VALUES

COLUMN: ROW: TEMPERATURE ( DEGREE -C :

9 3

8 3

8 4

4

9

8

9 5

9

7 3

7 4

TTO -- STOP

70.53

70.51

70.30

70.23

70.15

G9.59

69.30

69.24

68.96

68.74
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W.B.Schaming Zapriala

Advanced Technology Laboratories'
Image Processing Facility

Highly sensitive imagers, coupled with processing equipment
and cleverly programmed computers, create entirely new,
analytical and complete ways of seeing.

Abstract: Digital image processing done
at the Advanced Technology Laboratories'
sophisticated Image Processing Facility, in
Camden, has many useful applications.
Illustrated examples include target detec-
tion and tracking, facsimile bandwidth
compression, and optical disk demonstra-
tions. The authors present the facility's
equipment and capabilities, together with
some principles of operation. The conclu-
sions include a look at future applications
for image processing.

Digital image processing can be viewed
as the manipulation of images by comput-
er. Man, long fascinated by visual stimuli
of all types, has applied image processing
to practically every type of imagery, thus
fuelling this interest. It is a multidisciplin-
ary endeavor combining aspects of optics,
electronics, mathematics, photography, and
computer technology.'

Digital image processing can be applied
in a plethora of situations, so a facility that
is both extremely versatile and able to
cater to individuals with various back-
grounds and levels of expertise must be
available. To meet this real need, the Ad-
vanced Technology Laboratories' (ATL)
Image Technology Laboratory has assem-
bled the Image Processing Facility (IPF)
diagrammed in Fig. 1. This facility has
been useful for various applications includ-

1983 RCA Corporation
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ing target detection and tracking, facsimile
bandwidth compression, and optical disk
demonstrations.

Facility
The Image Processing Facility is composed
of four essential components:

1. An International Imaging Systems Mod-
el 70/E Image Computer and Display
Terminal.

2. The general-purpose Image Processing

CAMERA
RS170

VTR
OR

EIGEN

DISC

Operating System, which creates the
"friendly wall" separating the user from
the rest of the facility.

3. A Hewlett-Packard 1000 Model Per-
formance 45 16 -bit minicomputer, func-
tioning as the image computer's host,
that provides both powerful computa-
tional capabilities and program -develop-
ment facilities. Its primary purpose is to
act as the all-important "window to the
world" for the display terminal.

4. The host's own Operating System, respon-

12s

IMAGE

PROCESSING

SYSTEM

OL OR

MONITO

Fig. 1. Image Processing Facility overview.
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sible for providing the resource and file
management services required by the
system.

Note that there is no direct communica-
tion between the Image Processing Oper-
ating System and the Image Computer.
Linkage between these two subparts is accom-
plished via the host's hardware/software
interface.

The Image Computer

The display terminal acts as an extremely
powerful peripheral device, the keystone
around which the remainder of the system
is built. Just as with any other traditional
computer, the Model 70 is organized into
separate input, output, memory, and arith-
metic/control modules.

There are two key elements in the Model
70: the feedback/ALU (arithmetic/logic
unit), and the pipeline processors.

The feedback/ALU allows one to retain
processed data (appearing at the pipeline
output) and return it to refresh memory
for later processing in either the display
terminal or the host machine. With the
feedback/ALU, it is possible to perform
recursive procedures such as convolutions
in the spatial dimension. The 16 -bit data
that results from these operations is returned
to two 8 -bit refresh memory channels that
have been "concatenated" to form what is
called an accumulator channel. The ALU
can perform 48 different logic/arithmetic
operations. These ALU operations may be
restricted to a specifically defined region -
of -interest (ROI), a spatial mask defined
by the user in one of the system's graphics
channels. Two different operations may be
performed concurrently-one inside the
ROI, the other outside. The ALU output
may be routed to any other refresh mem-

ory(s) (including the 16 -bit accumulator)
or graphics channel.

Processing in each of the pipeline pro-
cessing channels (one each for red, green,
and blue) occurs at real-time video rates.
The pipelines are responsible for arithmetic
operations as well as generalized combina-
torial and switching operations. This means
that traditional image transforms can be
implemented in (or near to) real time.

The basic pipeline architecture allows
for the basic arithmetic operations using
the look -up tables (LUTs), adder array,
and output function memory (OFM). By
using the proper loading of the LUTs and
OFMs (with positive, negative, antilog, or
negative log mappings), one can perform
addition, subtraction, multiplication, and di-
vision (or ratio) between any two images
in real time.

Each pipeline also provides the circuitry
responsible for implementing hardware
scroll, zoom, and split screen. The split-
screen capability allows rectangular portions
of various images currently stored in refresh
memory to be simultaneously displayed
on a single monitor. This permits the user
to perform A -B comparisons of identical
portions of different images.

Image Processing
Operating System
The System 500 (S500) Image Processing
Operating System is usable by individuals
with all levels of expertise, including those
unfamiliar with computer programming
and/or the technical aspects of digital image
processing. This arrangement permits even
the novice user to quickly begin using
even some of the advanced image -process-
ing functions that are available, without
having to become familiar with either the
host's or image computer's operations.

(a) (b)
Fig.2. Two successive frames (a) and (b) are in a sequence used for tracker
development, with (c) showing the resulting scattergram.

This complete "turnkey" software sys-
tem operates as a subtask of the host com-
puter's operating system. The system in-
cludes an I/O driver that acts as a device
handler for the Model 70. In addition, an
image database management subsystem sup-
ports data on disc, magnetic tape, and
image computer refresh memory. It per-
mits subsectioning, subsampling, and sub -
banding of images as well as the conver-
sion between byte, integer and real data
types. Also, a centralized interpreter re-
sponsible for evoking the applications pro-
grams in the system, and an independent,
non -fatal, error handler are included. A
diagnostic interpreter is used for the initial
debugging of computational techniques as
well as hardware-checkout functions; small
programs can be created and modified by
a special internal editor, and then executed,
in order to access and control the subunits
that comprise the display terminal.

The system also includes a large reper-
toire of applications programs that pro-
vide both elementary and advanced image-

processing techniques including:

 Basic image -array arithmetic operations
(add, subtract, multiply, divide and ratio)
along with the interactive summing of
two images under trackball control.

 Histogram calculation done in hardware.

 Profile and points statistics.

 Plotting scattergrams (bivariate frequency
distributions) (Fig. 2).

 Both replicative and interpolative zoom.

 Magnification and minification of images.

 Reflection and transposition operations
on display -resident images.

 Image rotation.

 Roam and split-screen examination (Fig.

(c)

3).
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(a) (b)

Fig. 3. Images (a) and (b) can be compared side -by -side using the split-screen
function.

(a) (b)

Fig. 4. Readily -available transforms include negative transforms (a), histogram equal-
ization transforms (b), and logarithm transforms (c).

 Karhunen-Loeve, Hadamard, FFT (one-
dimensional: spectral/two-dimensional:
spatial), and Slant transforms.

 Scalar, negative, logarithmic, exponential,
as well as histogram equalization and
normalization transforms (Fig. 4).

 Radiometric transformations of images
(to a user -specified mean and standard
deviation as well as the ability to have
an image altered so that its histogram
matches that of another's).

 Local -area enhancement (Fig. 5).

 Deskewing and destriping Landsat and
other multispectral scanner images.

 Applying a Gaussian -shaped frequency
domain filter to an image.

 One- or two-dimensional Tukey filtering.

 Minimum distance classifier.

 Unsupervised classification.

 Image contouring.

 Piecewise linear intensity mapping (Fig.
6).

 Level slicing (Fig. 7b).

 False (pseudo) -color assignments that can
be either automatic or user -specified.

 Trackball -controlled linear mapping (Fig.

7c).

 Spatial convolutions with programmable
kernel size and weights.

 Animation of images using "flicker" tech-
niques (video loops).

 Digitization (and frame grab with real-
time averaging) for direct -image input.

 Graphics utility functions (Fig. 8).

 Real-time transforms and false -coloring.

Each of the applications programs is a
unique subtask, independent of all other
applications programs in the system, mak-
ing each independently modifiable.

(c)

(c)

The S500 structure was organized to
meet the goals of

 Modularity and ease of addition;

 Capability;

 Flexibility and ease of use; and

 Portability.

The system is transportable to various com-
puters. The majority of the code is written
in ANSI FORTRAN with the remainder
implemented in the host's assembler lan-
guage. This feature enhances portability
because only a lower -level machine -depen-
dent code must be converted when func-
tions are to be moved to another incom-
patible machine. There are three functional
categories of machine -dependent modules:
(1) task scheduling and inter -task com-
munication, (2) bit/byte manipulation, and
(3) I/O linkage (permitting the initiation
of I/O to/from a physical device).
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(a)

Fig. 5. Local -area enhancement can be used to "find" visual information not read-
ily apparent at first glance.

(b)

Fig. 6. An image can be transformed (c) by a user -defined intensity mapping in the
lower part of (b).

(a) (b)

Fig. 7. The trackball is used as an interactive input device in many of the built-in
functions, including trackball -controlled linear mapping, where its position deter-
mines the breakpoints used in the intensity mapping that has been graphically
overlaid in the figure (b), or the position and width of the window used in the
level -slice function (c).

(c)

(c)
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(a) (b)

Fig. 8. The graphics utility functions present in the system include those respon-
sible for generating three-dimensional plots (a) or regions -of -interest (b).

Simulation imagery
Most of our work uses imagery obtained
from two-dimensional sensor systems such
as RCA's infrared charge -coupled device
focal plane away (IRCCD/FPA). The mono-
lithic silicon Schottky -barrier (Si SB) focal
plane array has been under development
at RCA Laboratories since 1972. The de-
vice, which is operated at 80 Kelvin, is
sensitive in the 1.2- to
region.

"IR radiation is passed through the silicon
substrates (present in the device) and received
by the Schottky diodes. Interline column
CCD registers are used to receive charge
from the diodes and to shift information one
line at a time into a horizontal shift -register
for serial readout. This parallel -to -serial on -
chip multiplexing provides a high photon -
collection efficiency, no mechanical scanning
and a minimum number of off -chip electri-
cal connections."

"Furthermore, because of the excellent
array uniformity inherent to Schottky -bar-
rier detectors, spatial uniformity data pro-
cessing is not needed. The photoemissive
photodetection process ensures high speed,
high MTF (modulation transfer function),
and very low hot -spot bloom."'

A 25 X 50 element array was originally
used to develop and demonstrate the tech-
nology, with 32 X 64 and 64 X 128 (Fig.
9) array imagery already being demonstrated.

Imagery for simulations is obtained with
minimal effort. 512 X 512 X 8 bit imagery
can be input via magnetic disc or tape.
External data capture (frame grab) is effi-
ciently performed by the 10 -MHz video
digitizer, which can digitize an RS -170
signal (for example, from a TV camera,
videotape recorder or video disk) in real
time. The captured 8 -bit 512 X 480 image

is then transferred to magnetic disk (though
not in real time).

The digitizer channel appears to be a
pseudo -refresh memory channel to allow
for the real-time (digital) processing of video
input. The overall speed of the system can
be greatly enhanced by performing initial
scaling tasks in the display terminal's input
function memory (IFM), thereby offload-
ing the process of mapping the data being
loaded into the refresh memory(s) from
the host computer.

Each image can be represented as a
two-dimensional array of intensities (gray
levels). Obviously, attempts to evaluate the
results of an experiment by paging through
reams of printed output, where numbers
begin to blur together after awhile, can be
both a painful and mystifying experience.
The use of an impact printer to create
output imagery, where one tries to corre-
late character density with gray level, can
be an extremely time-consuming and in-
exact process.

In the past, we were somewhat better
off than most because we had the option
of creating specially -formatted computer
tapes that were used to "write" out imag-
ery onto film with an Optronics photo -
writer. Then, after the film was processed,
we had to spend hours examining the film
with a magnifying glass to determine how
well our algorithm had performed.

Obviously, it is better to watch one's
simulator in action, where each image,
along with color graphic overlays of perti-
nent information, could be viewed on a
color video monitor immediately follow-
ing computation. Our IPF now permits an
engineer to correlate input parameters with
performance, and to possibly get a "feel"
for frame -to -frame events. Simulations in

Fig.9. 64/128 element 1RCCD/FPA
imagery.

this system are extremely well facilitated.
Each of the simulators being developed

was originally implemented without the
use of the image computer for display
purposes. This was done to verify correct
operation before undertaking the task of
interfacing the computational side of the
simulator to the display terminal.

With the use of subtasking, one can
create a simulation program that will com-
municate with a "display" function that
has been integrated into the S500 function
library.

Due to the inherent structure of S500,
user -written additions are easily and quickly
accomplished. The addition of a new func-
tion into the function library requires only
two steps: (1) load the program on the
host computer; and (2) insert the new
function's name into System 500's func-
tion -name directory so that the command
interpreter will know of its existence.

Every function in the function library
makes use of:

 The centralized parameter subsystem
when prompting the user for program
parameters.

 The utility tasks, which afford the pro-
grammer easy access to the functional
capabilities of the Model 70 (including a
common set of I/O routines that are
used to perform all image I/O oper-
ations).

The simulation -display function is fairly
easily assembled with the use of modules
that control and converse with the func-
tional subunits present in the Model 70. Its
primary purpose is to act as the liaison
between the simulator and the video dis-
play that is exhibiting its performance.

The Model 70 can be equipped with up
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to twelve 512 X 512 pixel refresh memo-
ries. Presently three are available. Each of
these refresh memories is 8 -bits "deep,"
permitting each pixel to take on any one
of 256 (0-255) gray, or intensity, levels.
All nongraphic information is written into
these refresh memories.

A single array of up to eight (three are
presently available) independent 1 -bit mem-
ories is available in which to write graphic
overlays of binary data. Each graphics plane
may be assigned a unique color, with a
different color assigned to each of the pos-
sible combinations of graphics channels.
The annotation of images can be easily
accomplished by placing alphanumeric char-
acter images in the graphics planes.

Interactive input to any of the simula-
tors can be accomplished with a terminal
keyboard or via a trackball unit to selec-
tively control the (programmable) cursor,
operating as a pseudo -graphics channel, in
the x and/or y direction (independently or
simultaneously). Four function buttons are
provided with the trackball. The status of
these buttons can be checked by the host
computer, thereby allowing rapid user indica-
tion of desired menu choices.

Video output and hard copy
Just as the Model 70 is compatible with
NTSC and RS -170 formats on input, it is
also capable of producing RS -170 and
NTSC video on the output side using the
NTSC encoder that is included in the facil-
ity. The encoder permits RGB output (being
sent to the display monitor) to be con-
verted and transmitted to devices such as
VTRs and video disk units.

Although our simulations do not, obvi-
ously, take place in real time, their results
can be recorded on a video disc one frame
at a time (an option built into every simu-
lation package) and later replayed in real
time (Fig. 13).

The IPF is also equipped with a Matrix
Instruments Multi -Format Hard Copy Cam-
era (Model 4007) allowing the RGB infor-
mation to be "filmed" on Polaroid film
sheets (either 4X5 or 8X10) in several
formats as well as in 35 -mm or (Polaroid)
SX-70 format. The imagery in this article
was recorded using the Matrix camera.

Current applications
There are two principal application areas
that one can speak of when the subject of
image processing arises: the improvement
of pictorial information that is to be inter-
preted by humans, and the processing of

TARGET
WINDOW

BACKGROUND
WINDOW

Fig.10. Tracker window concept.

image data for machine perception.
Although machine perception algorithms

and methods can be used to perform char-
acter recognition and fingerprint process-
ing, weather -prediction and crop -assessment
using both aerial and/or satellite imagery,
and product assembly and inspection using
industrial robots,' our primary interest area
is that of military applications such as the
development of target detection, tracking,
and identification techniques.

The military has been actively pursuing
the development of "smart sensors" that
would augment or even replace the human
observer that is presently the keystone of
the target acquisition and munitions guid-
ance process. This process includes:

1. The detection of objects that could be
targets.

2. The tracking of these objects until they
can be recognized with some level of
confidence.

3. The identification of the object as a
sought-after target to be engaged.

4. Munitions launch.

5. Reacquiring the target, because it may
have moved during the transient intro-
duced by Step 4.

6. Tracking the target until final munitions
impact.

Automatic tracking systems possessing
some "intelligence" would be of great aid
in systems where a human cannot always
be a part of the classic control loop, and a
must for "fire and forget" (fully autono-
mous) weaponry.'

Multifeature Bayesian
Intelligent Tracker
We have developed a Multifeature
Bayesian Intelligent Tracker (MFBIT) that
provides superior capability for separating
targets from background under a multi-
tude of conditions, which will enhance the

performance of many military systems that
use electro-optic sensors." The bread-
board testbed is integrated into the IPF.

In a nutshell, the MFBIT derives image
statistics such as intensities and edge mag-
nitudes from two disjoint regions (Fig. 10):
(1) a target window which encompasses a
designated area, and (2) a background win-
dow-the immediate surround (window
frame).

These windows form joint -feature dis-
tributions from these statistics. These statis-
tics are combined into a single vector used
to segment the target from the background
(Fig. 11).

In the past, simple thresholding has often
been used to separate targets from their
background. The computation of the thresh-
old can be quite sophisticated and is usu-
ally accomplished by investigating the sta-
tistics of the incoming video signal. The
problem lies with the fact that it has already
been shown that simple thresholding is

severely limited in its ability to perform
satisfactorily.

At the present time, a typical multimode
tracker executes a contrast, edge, and cor-
relation tracker in parallel. A supervisory
or executive process is then used to deter-
mine which of the modes is providing the
best estimate of target position. The MFBIT
overcomes the necessity of making this
type of judgment by combining the avail-
able information into multidimensional sta-
tistics that represent target and background.

As an example, let us assume that we
are using intensity and edge magnitude as
our two features. What we essentially have
is a case where the MFBIT is encompass-
ing all three modes while operating in a
single mode:

1. When intensity is the best separator of
target versus background, the tracker
operates as a contrast tracker.

2. When edge magnitude is predominant,
then what we have is an edge centroid
tracker.
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Fig.11. Two examples of resultant feature images: (a) aircraft image from visible
TV data, (b) 4 -bit median filtered intensity feature, (c) 3 -bit edge magnitude feature,
(d) 32X 64 IR/FPA (3-5 micron) image of truck on road, (e) 4 -bit intensity feature, (f)
2 -bit edge magnitude image, and (g) 1 -bit spatial frequency feature. Initially, a
median filter is applied to the input imagery. The filter is a nonlinear technique that
is useful for suppressing noise in imagery. With this method, the central pixel of a
one -or -two dimensional window is replaced by the median of the pixels inside the
window.

Fig. 12. Typical tracker -simulator output.

3. We are always operating in a mode
that resembles a correlation tracker be-
cause the technique is forever searching
for pixels in the current image that are
statistically as close as possible to what
were believed to be the target pixels in
earlier frames.

Why does this combination of features
work? Simply stated, there are target/back-
ground conditions which are inseparable
when the two features are considered inde-
pendently, but readily separable using the
exact same features jointly.

How does the tracker operate in its sta-
tistical tracking mode? The preprocessed
video is used to generate multiple feature
images that will be subsequently used in
the decision process. These features are
combined into a probability density func-
tion for the target tracking window and
the background window regions. These
distributions are the basis of a statistical
decision process that classifies the image
pixels found inside the tracking window as
belonging to either the target or the back-
ground.

The tracker uses a Bayesian decision
rule that attempts to minimize the cost or
risk associated with a particular choice, as
follows:

A pixel is called target if and only if the
penalty associated with calling it background
is greater than the penalty of associating it
with the target.

Because we are using some number, M,
of features, the tracker attempts to approx-
imate an ideal bit allocation by trying to
find the allocation of N bits among the M
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features that will minimize the sum of
Bayes risk over the M features.

The information generated for each frame
is then used for subsequent frame process-
ing. The information controls the size and
position of the window region, which acts
as the source of the pixels used in the
process.

One of the MFBIT's (Fig. 12) more
important areas of potential growth is as-
sociated with the critical step of aimpoint
selection. The statistical tracker is unable
to isolate a specific aimpoint on the target
that it has been attempting to track. To
overcome this problem, we have been in-
vestigating the use of pattern recognition
techniques-shape detection being the pri-
mary point of focus-inside the statistical
tracking window.

The statistical tracker can provide an
estimate of target size, thereby overcoming
the primary hurdle associated with shape
detection, namely size variations. Because
this information is available from the
MFBIT, at virtually no "cost," we are
considering the use of the generalized
Hough transform to perform the detection
of predefined shapes within the tracking
window.

The Hough transform exploits the inher-
ent duality between the points that com-
prise an arbitrary curve and that same
curve's parameters. The transform is an
interesting and computationally efficient
method that can be used in the detection
of lines in images, a conceptually simple
step in scene analysis.

Conclusion
Additional applications for the IPF may
come from future RCA endeavors in areas
such as millimeter -wave and shortwave IR
sensors, robotics, bandwidth -compressed se-
cure TV-conferencing, and the autono-
mous processing of weather -satellite imag-
ery (ground or on -board).

The merit of the IPF's usefulness in
such diverse applications was recently dem-
onstrated when we used the IPF as the
data source/output display unit and analy-
sis/device controller for a Facsimile Data/
Text Compression (with Error Detection
and Correction) Demonstration System
(FAX). In this application, the IPF was
used in every phase of the system's devel-
opment cycle (Fig. 14).

ATL's Image Processing Facility has con-
sistently shown itself to be an extremely
resourceful and valuable tool, and will con-
tinue to be in the future as more and more
individuals learn of its capabilities.

LABORATORY CAPABILITY TO PROCESS NON -REAL TIME
UP TO 10 SECONDS OF ANY STANDARD RS -170,1R FPA
OR OTHER REAL TIME VIDEO

0-60 F SEC

RS -170 (OR SLOWER)
1 60-10 SEC OF VIDEO

VIDEO
DISC

1600 FIELDS)

REAL TIME
IMAGERY

i's

DISPLAY

NON -REAL TIME
IMAGERY

HP 1000

Fig. 13. Facility for demonstrating real-time tracker performance.
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Camden, N.J.
TACNET: 222-6244
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Technical Excellence Committees
support engineers' viability

To remain viable throughout his career, the engineer
must commit to continual updating. RCA has devel-
oped the Technical Excellence Committees (TECs) as
an aid in these efforts.

The first TEC started over 15 years ago and today
20 such activities have become an integral part of
most of RCA's engineering groups.

The activities, tailored to the needs of the locations,
cover the four charter areas shown on this page.

TECHNICAL EDUCATION. To provide formal and informal
sources of learning of engineering subjects.

Continuing Engineering Education (CEE)
planning of course offerings

Recommendations for future courses

Develop course resource list (internal and external)

Study need for courses and reasons for taking/not taking

Mini courses-by local instructors

Hands-on computer lab

Technology lectures-regular/irregular

Noontime movies/video tapes

Replay of Princeton colloquia

Workshops/brainstorming

Technical symposia

RECOGNITION. To support and provide recognition of
demonstrated technical excellence.

Technical excellence awards (quarterly, annually, etc.)

Author recognition (papers, presentations, patents)

David Sarnoff awards

Nominations for professional society awards

Nominations for IEEE Fellow

Recognition in TEC newsletter

Recognition in family news

Recognition in local papers

Recognition for teaching and holding office
in professional societies

Recognition for educational accomplishments
(CEE certificates, degrees, PE license, etc.)

Your local TEC is attempting to support you, to help
you develop and maintain a successful and satisfying
engineering career. You can help the TEC help you
by participating actively and contributing your ideas
regarding its programs.

TECHNICAL INFORMATION. To provide knowledge of and
access to the sources of pertinent available information.

Library committee

Library orientation

Computerized reference search

Plan for better accessibility of technical literature

Scientific bookmobile visit

Engineering forum: a social event with engineering lecture

Technical reference file

Engineering skill register

TEC newsletter

Business highlights-circulate to keep updated

Crosstalks-interdepartmental communications and reviews

PROFESSIONAL ACTIVITIES. To encourage activities
supportive of engineering professionalism.

Membership in professional societies

Participation in activities of professional societies

Holding office in professional societies

Course for PE license

Obtain PE license

Encourage publication

Encourage patent disclosures

Encourage technical presentations

Support of high school science programs

Computer clubs, users groups
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J. Nizet D. Shand

The CDP 1800 family
in intelligent telephone applications

Intelligent telephones that provide improved, more reliable
service at home, in the office, and in the telephone booth, owe
their "smarts" to the CDP1800-series CMOS microprocessor.

Abstract: An overview of the state of
developmen4 features, programming and
future prospects for the intelligent micro-
processor -driven telephone is presented
Special attention is given to the advantages
of the CMOS microprocessor in this
application.

The expanding telecommunications market
is demanding increased sophistication and
innovation in its products. These demands
are assuring that, in the future, home tele-
phones will store previously dialed numbers
and provide a catalog of prestored numbers,
among other features. Both home and pub-
lic telephones will dial an emergency num-
ber, for example, with the depression of
any single key. The user can also expect
magnetically or optically operated credit-
card "coinboxes" that will deduct the cost
of a call from his account.

In the office, the user will find (if he has
not already) increasingly complex tele-
phones and exchanges that offer more fea-
tures at lower costs. If his curiosity is
piqued, and if he investigates beyond the
instrument itself, he will find the cause of
this revolution in sophistication and inno-
vation-the microprocessor. This device,
being incorporated in a multitude of tele-
communications equipment, is directly affect-
ing the user through improved equipment
performance and, as a result, improved
service.

4:1983 RCA Corporation
Final manuscript received October 13, 1982.
Reprint RE -28-1-11

The microprocessor
The complementary metal oxide semicon-
ductor (CMOS) microprocessors that are
used in the intelligent telephones-the
CDP1802, 1804, 1805, and 1806-are 8 -
bit devices with sixteen 16 -bit registers,
any of which can be designated as a pro-
gram counter or stack pointer. Addition-
ally, these microprocessors can address a
full 64 kbyte of random-arrecs memory
(RAM) or read-only memory (ROM) with
no restrictions, via a multiplexed memory -
address bus and separate data bus. Figure
1 shows the telephone circuit board.

The availability of many registers is a
great advantage in program design, and
leads to reductions in the amount of RAM
needed. Along with the designation fea-
ture, this availability also permits reduc-
tions in program length through the use of
techniques not normally possible with other
microprocessor architectures.

Microprocessor input/output (I/O) is
on chip, and consists of one output and
four inputs together with three encoded
select lines for byte I/O. One interrupt
input and, for fast I/O transfer, direct mem-
ory access (DMA) input and output are
also available.

CMOS microprocessor superiority
The CMOS technology offers many advan-
tages over competitive technologies, espe-
cially in the telecommunications market,
and in particular in devices such as tele-
phones, which have to be powered from
the line.

Paralleling the growth of the micropro-
cessor has been the increasing price of

1tItiiitt

energy, and with it the corresponding pres-
sure by telecommunications authorities and
companies to reduce the power consump-
tion of telecommunications systems, includ-
ing elements such as telephones, coinboxes,
and exchange equipment. The properties
of the CMOS microprocessor, specifically
its low power consumption, make it nearly
the perfect match for the required energy
limitations. A typical CMOS microproces-
sor system consumes one -tenth the power
of systems designed from alternative tech-
nologies, such as NMOS. Not only does

Fig.1. An intelligent -telephone circuit
board. This board contains all the com-
ponents shown in the block diagram of
Fig. 2. The central unit on the board, in
terms of providing the system intelli-
gence, is the CDP1800-series micro-
processor.
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this mean that a telephone system designed
around a CMOS microprocessor operates
with very low current, but also that the
system, in consuming less power, is cheaper
to run and, very importantly, dissipates lit-
tle heat, therefore requiring no complex or
expensive cooling equipment. Without the
mechancal cooling fans, the CMOS-based
system can operate more reliably than alter-
native systems.

The reduced power consumption of
CMOS devices results in the microproces-
sor's wider operating temperature range
(most CMOS LSI devices are available in
versions that operate over a temperature
range of -40°C to +85°C), and extends
its use to outdoor applications. Yet another
important advantage of the CMOS micro-
processor in telecommunications applica-
tions is its ability to operate from a vary-
ing voltage, and to make the system less
susceptible to external electrical noise. For
this reason, a microprocessor -based tele-
phone system can operate normally nearby
an electric motor.

Intelligent telephone features
Figure 2 shows a block diagram of an
intelligent telephone system. The features
of this system, made possible through the
use of the CDP1802 microprocessor, are
described below. Several systems in pro-
duction now have the following features:

 Normal telephone functions

 Pulse dialing at the correct rate

 Redial of last -dialed number in memory

 Repertory dialing functions (12 or 20
numbers)

 Optional display with time -of -day clock

 Display of the cost of a phone call

 Display of total cost of all phone calls
from that telephone during a billing period

 Display indicating busy phones, when
the instrument is part of an internal subset

 Communications with a central office

 Security number; a number dialed out
when any single key is depressed.

The special features of the pay or coinbox
phones are:

 Coin discriminator

 Tariff and teletaxes computation

 Warning -tone generation

 Free -call control

 Dialing with operator control

 Communication with a central office.

ADDRESS BUS//////////////////////
/

C DP1833

ROM

CDP1823

RAM

I k x 8 128 x 8

/
/

// ////////// ///////72

CD P1802

MICROPROCESSOR

C D4536
T IMER

0

///

DATA BUS

-X-
DUAL - TONE MULTIFREOUENCY TONE GENERATOR

PROG.
I/0

INTERFACE

CDP1851

CD22105
DISPLAY
DRIVER

CD22859
DTMF)*

Fig. 2. The typical intelligent telephone system. Note the input keyboard, micropro-
cessor, memory, I/O, and display elements, and data transmission device.

The special features
Coin discriminator. Until recently, coin
discrimination was handled by a mechani-
cal coin filter, whose main problem was
blockage of the channel along which the
coins move-a blocked channel meant a
phone out of order. In modern systems,
the coins move past optical and electro-
magnetic sensors that detect the size and
magnetic characteristics of each coin. On
the basis of inputs from the sensors, a
microprocessor determines whether the coin
is valid or not. The electromagnetic por-
tion of this sensor/microprocessor system
involves analog -to -digital (A/D) conver-
sion; however the system as a whole is
economical and is essentially immune to
coin blockage.

A major advantage to the pay -phone
manufacturer of the coins discriminator is
its adaptability to varying coin characteris-
tics. Since coin parameters are checked by
the microprocessor against those on a small
erasable programmable read-only memory
(EPROM) in the instrument, the manufac-
turer can set up the system to handle coins
of any country, or new coins, simply by
appropriately programming, or replacing,
this EPROM.

Teletaxes. The telephone company deter-
mines the price of a call by counting the
number of time intervals called "periods"

that pass during the call. The tariff per
period is fixed, but period length varies.
For example, a given amount of money
might buy three minutes of a regional call,
but only a few seconds of an interconti-
nental call. The length of a given period is
defined by the generation of a 12- or 16 -
kHz signal, called a "teletax pulse," on the
line. To determine the cost of a call, the
telephone electronics has only to count the
number of pulses issued during the call,
and to multiply this number by the tariff.
Each time a teletax pulse is recognized, the
central processing unit (CPU) decreases
the credit (originally determined by the
coin discriminator) by the amount of tariff.
The remaining credit is displayed on an
LCD (liquid -crystal display). When the
credit becomes zero, the phone sounds a
warning tone; if no more coins are put in,
the phone switches off the line after 10
seconds.

At present the telephone company writes
off the 10 seconds per customer. However,
in the new generation of microprocessor -
controlled coinbox or pay phones, the CPU
calculates the rate at which the credit is
decreasing, anticipates by 10 seconds the
time when it will be zero, and sends the
warning tone 10 seconds before that time.

Free dialing. The intelligent pay phone
retains a list of numbers in memory that
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Fig. 3. A typical intelligent -telephone software system. The system software deter-
mines when the phone is being operated, and carries out the instructions input by
the user as he dials a number.

may be called at no charge (police, fire,
and so on). The CPU checks a dialed number
to see if it is on the no -charge list, and if
so, makes the connection without cost to
the customer.

Operator. When a customer inserts coins
while talking to an operator, the CPU will
generate a frequency on the line that will
identify to the operator the amount of
money put in.

Security. Callers attempting to use a phone
without paying will be thwarted by a sys-
tem watchdog, a monostable flip-flop that
must be reset at a fixed rate. If not reset in
the required time interval, because some-
thing interferes with the normal program
flow, the watchdog flip-flop will generate
a reset of the total system on the CPU and
so terminate the call in process.

FUNCTION
KEY

1,2,3

STATE DIAGRAM OF A MONITOR

Fig. 4. The asynchronous or monitor rou-
tine uses the state -diagram technique.

Communications with a central office.
Some systems have one communication
line dedicated to the central office, most
do not. In the latter case, when communi-
cations are necessary, they are handled by
means of dummy teletaxes from the cen-
tral office to the pay phone and with dum-
my dialing pulses from the telephone to
the central office. In one system now in
service, this central office is driven by an-
other CDP1802 microprocessor.

Telephone programming
The program used with the intelligent tele-
phones is made up of two major routines,
the synchronous (interrupt) routine and
the asynchronous (monitor) routine, Fig.
3.

The synchronous routine is interrupt
driven. Interrupts are received at a fixed
rate (for example, every 16 milliseconds).
The CPU enters interrupt and scans the
keyboard, refreshes the display, tests the
communication line, and looks for a tele-
tax or for a coin insertion, Fig. 4. In other
words, the synchronous routine schedules
time -dependent tasks.

All of these different tasks can be done
at each interrupt or divided among inter-
rupts. For example, the CPU can do a
display refreshment plus a keyboard scan
at one interrupt, and at the next do a tele-
tax test and a second keyboard scan. When
an event is detected and debounced, the
CPU sets a flag and stores the event code
at a RAM address or in a register.

To understand the asynchronous or mon-
itor routine, consider a telephone in the 0
state: receiver down, with no key pressed.
If the receiver is lifted, the system jumps

from the 0 state to the 1 state (hook lifted,
no key pressed). If a key is pressed, the
system goes from state 1 to state 2, but if
no key is pressed, it will perform the task
of state 1, then will stay in that state
awaiting an event to cause it to jump to
another state. In short, the monitor waits
for an event, determines which state it

must jump to, jumps into the new state,
does the task of that new state, and waits
for another event. It is the synchronous
(interrupt) routine that detects this event
and signals the monitor.

Systems in service
The versatility of the CDP1800 family has
sold a number of telecommunication com-
panies in Europe on the CMOS micro-
processor -controlled telephone design. The
several systems now in production or design
are given in Table I.

Table I. Systems in Europe have CMOS
microprocessor -controlled designs.

Pay phone

1 company in Switzerland

1 company in Belgium

1 company in Spain

2 companies in U.K.

1 company in Sweden

1 company in Germany

1 company in Austria

Card phone

company in Switzerland

company in France

company in Belgium

Intelligent telephone

4 companies in Germany

Line concentrator

1 company in France

1 company in Switzerland

1 company in Austria

Military telephone

1 company in U.K.

Small PABX (exchange)

1 company in France

1 company in Finland

1 company in Germany

Intelligent modem

1 company in Germany

Transaction terminal (through telephone)

1 company in U.K.
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Conclusions
All of the phones described in this paper
have one common feature-they are all
designed around a general type of micro-
processor, that is, a device designed for use
in a broad range of applications. The cur-
rent trend in the continuing effort to bring
more features at lower cost to the tele-
phone user, as well as design economy,
flexibility, and expansibility to the manu-
facturer, is toward the development of a
telephone -oriented version of a standard
microcomputer. This device, already on
the drawing boards at RCA and a number
of other companies, will optimize telephone
design by including on -chip such features
as a keyboard interface with interrupt pos-
sibility in a low -power mode, a serial bus
to interface to components such as serial
random access memory, liquid crystal dis-

play driver, tone dialers, and real-time
clocks, and a 16 -bit multifunction timer to
simultaneously generate a time base and
measure pulses like the teletax pulse. The
primary feature of the microcomputer will
be, however, the CMOS technology, which
offers low power consumption and low
operating voltage-immense benefits in tele-
phone design.

Technological advancements in the
CMOS area will also help to minimize
manufacturing and operational costs of coin -
box telephones. New design automation
techniques are now readily available for
fast generation of low-cost custom ICs (so-
called "semicustom ICs"). ICs built by these
techniques will be used to "swallow up"
the discrete circuitry now external to the
central microprocessor, and will, along with
advancements in high -density VLSI CMOS

ROMs, help to achieve the minimum -cost
goal. The advent of low-cost per -bit CMOS
ROMs is already increasing the use of
higher -level languages in coinbox telephones
and further reducing development cycle
time, costs, and maintenance.

The general public, if they are using
advances in telephone design as a barome-
ter of technological advancement, may not
be surprised to find that the coinbox itself
may soon give way to progress. Field trials
are underway to test the feasibility of card -
phones. Cardphones are public phones that
are operated by either magnetic or holo-
graphic credit cards. If technological pro-
gress is measured and somehow justified
by its benefit to the public, then the intelli-
gent telephone must be one of the best
examples of that progress.
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Duststicks to everything and everyone . .

and critically affeCts striagent requirements* for
manufacturing today's sensitive electronic products.

Abstract: Dust particles are an important factor in'tbe manu-
facture and use of electronic products. Strongly adherent parti-
' des are especially troublesome.. We have investigated the mecha-
nism of dust adhesion and found that it often involves Water-
soluble materials. Excursioni of the relative humidity above and
below a critical value can trigger a cementing. effect that we,
believe leadsto most of the damage caused by dust particles.

Dust is such an ordinary part of daily life that we rarely notice
it. Occasionally, a sunbeam at just the fight angle or the sight of
a laser beam in a darkened room reminds us of the multitude. of

 particles that are always there in the air around us: Many of
these particles are, so small that they remain suspended in the air

. for days, but a single one of them, landing on an electronic
device during manufacture, can cause its malfunction. Modern
electronics -exemplified by marvelously ingenious integrated cir-
cuits; kinescopes, and the VideoDisc has come to depend more
and more on large arrays of very small elements. Malfunction of
one or a small number of these elements can render a whole
system useless. Large systems can also be damaged by airborne

1983 RCA Corporation
Fmal manuscript received October 8. 1982
Reprint RE -28-1-12

particles. Outdoor solar -cell arrays many square meters in area
become coated with dust that obscures incident light with a
serious loss of efficiency.:

Though the problem of dealing effectively with particles in
manufacturing is formidable, there are some general principles
that apply. These help us to understand what is happening and
may help us to control the important conditions. Not all particles
are the same. Some stick to Surfaces more strongly than others,
and these cause most of the trouble. We have investigated the
nature of dUst particles and the physical processes that lead to
strong particle adhesipn on surfaces. In what follows we will
describe some of the things we have learned.

The role of electrostatic charge
Many dust particles are charged. The),. are attracted to neutral
surfaces by electrostatic image forces. Conversely, the surface of
an insulator can acquire an electrostatic charge and attract neu-
tral dust particles to it by the same mechanism. Either way,
more particles land on a surface when electrostatic charges are
acting. In this sense electrostatic effects aggravate the dust prob-
lem. -However, charged particles that reach a surface are not very
much more firmly bound than neutral particles. By measure-
ments that we will describe below, we have found an effect, due
to water soluble salt crystals, that causes some particles to be
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very much more firmly bound than others. To get an overall
perspective, we first describe the particles normally found in the
atmosphere.

The properties of atmospheric dust particles
Time which antiquates antiquities, hath an art to make
dust of all things.'

-Sir Thomas Browne

Atmospheric particles range from 0.002 to 100 µm in diameter.
Particles at the lower limit are generally unstable, since small
solid particles coagulate to form larger particles, and small liquid
droplets tend to evaporate rapidly. Particles at the larger limit
sediment quickly under the influence of gravity. Solid particles
are usually irregular in shape and often consist of aggregates. In
general, small particles greatly outnumber large ones. Figure 1

shows typical particle -size distributions that have been measured
in ordinary rooms and in various clean -room environments.'
Within RCA we carry out many processes in Class 100 installa-
tions. These provide an environment in which the number of
particles per cubic foot that have diameters greater than 0.5 pm
is 100 or less.'

The rate at which a particle falls in quiet air is a strong func-
tion of its diameter. Table I shows the time required for particles
of various sizes to fall one foot. A 3.0 -pm particle, for example,
falls 0.006 ft/s. A moving stream of air can carry such particles
along for great distances.

There are many sources of airborne particles. Each source
contributes its own type of material with a characteristic particle -
size distribution. Table II shows examples. It has been estimated
that a total of about 4.3 X 107 tons of particles fall on the U.S.
each year. About 72 percent of the material derives from natural
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Fig.1. Approximate distribution of particle sizes in a typical
room atmosphere, and in three classes of filtered, clean
environments as defined by Federal Standard Number 209a.3

Table I. Time needed for a particle to fall one
foot in still air.
Size of particle in Aim Time needed to fall 1 ft

0.25

0.5

1

2

3

10 hr

3 hr

1 hr

15 min

3 min

Table II. Approximate size distribution of a variety of airborne particulate contami-
nants. Data from Chemical Engineer's Handbook, 5th Edition, Ed. R.H. Perry and
C.H. Chilton, McGraw-Hill Book Company, New York, pp. 20-79.
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Fig. 2. Typical mass distribution of particles as a function of
size.

sources and 28 percent from human activities. Around heavily
industrialized areas or primary natural sources, the fallout of par-
ticles may be hundreds of times the average.

The largest natural sources are blowing soil, ocean spray,
forest fires, and volcanic activity. Blowing soil is most important
in arid regions, such as the U.S. Southwest, that have little natu-
ral vegetation, although it is a very important source everywhere.
Ocean salt spray dries in the air, leaving behind salt crystals that
make up a large source of dust particles, worldwide. Concentra-
tions are high near the seashore but, in some areas such as Cali-
fornia, onshore winds carry particles inland for hundreds of
miles. Volcanic activity is usually a minor source, but an occa-
sional major eruption can produce a dust cloud that encircles the
earth and produces vast amounts of sedimentation for a year or
more. Forest fires account for about 7 percent of the total. Plant
pollen and spores contribute about 3 percent, and, at certain
times of the year, may be the dominant particle source. Table III
shows the sources of particulate material due to human activity.

Table Ill. Breakdown of airborne particulate contamination
due to human activity (from Reference 5).

Activity Percent of total mass

Transportation 5.6

Fuel combustion in stationary sources 54.5
coal (incl. coal refuse burning) (39.8)
fuel oil ( 1.3)

natural gas
wood & plant matter (incl. structural

fires)

( 0.9)

(12.5)

Industrial processes 39.9
iron & steel ( 9.3)

other metals ( 0.8)
cement ( 4.1)

stone, sand, rock, etc. ( 4.1)

coal cleaning ( 0.9)

phosphate rock ( 0.9)
lime ( 2.1)

asphalt batching ( 2.5)
other mineral products ( 0.8)
oil refineries ( 0.5)
other chemical industries ( 0.4)
grain handling & storage ( 3.7)
pulp & paper ( 3.3)
flour & feed milling ( 1.4)

solid -waste disposal ( 5.1)

Total 100.0

Table III does not include occasional human sources, such as
salt crystals of sodium chloride and calcium chloride. These are
put on highways to melt snow and ice. The resulting solutions
are later sprayed into the air by moving traffic and end up as
atmospheric particles.

Recent studies° show that there can be three distinct peaks in
the size distribution of atmospheric particles, as shown in Fig. 2.
Coarse particles have a mean diameter of about 9 Am and they
derive from fly ash, mechanical and industrial processes, larger
sea -spray particles, wind-blown dust, volcanoes, and plant parti-
cles. They leave the atmosphere primarily by sedimentation.
There is also, typically, a peak in the distribution for diameters
around 0.02 These particles are the primary nuclei from
combustion and have enormous concentrations near combustion
sources. With time they grow by condensation and coagulation
to a mean diameter of about 0.3 Am. Smaller sea -spray particles
and wind-blown dust also contribute to the 0.3-µm peak. Many
of these fine particles are at least partly liquid. They are removed
from the atmosphere primarily by rain. On a mass basis, there is
relatively little coagulation of fine particles with coarse particles.

The above description applies to the particles found in an
outdoor environment. Indoors, there are additional things to
consider. First of all, how do particles make their way from the
outside to the inside? Particles will enter via an air exchange if
the air speed at the points of entry is high enough (Table I) to
keep the particles in suspension. This is especially important dur-
ing the heating season when there is a high rate of air exchange.
Many particles are carried in by people. We inevitably accumu-
late and redistribute particulate material. In addition to this
transfer process, particles are also generated indoors in great
abundance. Home cooking exhausts, mists, smoke, and industrial
fumes, along with the inevitable human emissions, all contribute.

It is hard to overemphasize the role that people play as pur-
veyors of dust. A person moving about transfers prodigious
quantities of dust onto clothing by sitting, leaning and touching,
then flings the particles hither and yon with sudden movements.
In the home, particle counts increase by factors of ten to twenty
when people are moving about. In the lower background of the
clean room these effects stand out even more. The use of clean
room overgarments is only marginally effective. Too little atten-
tion is paid to this human factor.

Experimental study of dust adhesion

We have found that the dust particles that settle on a surface are
not all held equally strongly. Most are bound only by electro-
static or weak intermolecular forces, and can be easily moved by
a jet of air or a probe. A few of the particles stick very tightly.'
Often, they cannot be removed from the surface without break-
ing off the particle or a piece of the substrate. Clearly a different
mechanism of binding is acting in this case.

To measure adhesion properties we applied known quantities
of standard dust samples by sedimenting the dust onto test sur-
faces, using a suitably dimensioned box with a timed shutter, so
that only particles in the size range from I to 30 kLm landed on
the surface. Particle concentrations were determined by counts
done under a microscope. To determine the degree of adhesion
we used a modification of the VideoDisc system as a tool. The
stylus can be used to scan a large area systematically so that it
encounters nearly every particle on the surface. Immediately
after dusting the surface, and for any time thereafter, as long as
the relative humidity in the room had not risen above 80 per -
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cent, the stylus traversed the grooves of the disc and pushed
nearly all particles out of its way without incident. Almost none
of the particles adhered strongly to the surface.

However, if the dusted surface was exposed to a humidity
cycle in which the relative humidity rose above 80 percent for
an hour or more and then returned to a lower value, the behav-
ior of the particles was quite different. Some particles then
adhered strongly and were literally cemented to the surface.
When the stylus hit one of these particles, it was kicked out of
its groove. By using a suitable circuit, these events were recorded
and counted. In this way, we found that, after the humidity
cycle, about 1 percent of the particles had become strongly
adherent. Microscopic examination of the dusted surface at this
point showed that some particles were surrounded by a stain.
These were usually adherent particles. We had directly measured
the force needed to move these particles. It was orders of magni-
tude higher than the force needed to move nonadherent particles
and was often roughly equal to the mechanical yield strength of
the substrate material. The particle had been glued to the surface
by the action of the humidity cycle.

These results suggested to us that the adhesive effect triggered
by the humidity cycle is due to the presence of water-soluble
particles in the dust. These may be present alone or together
with another particle as part of a composite particle. Since
water-soluble particles make up only a small fraction of all dust
particles, this would explain why only a few particles become
strongly adherent after the humidity cycle. In a humid atmos-
phere, soluble particles adsorb water on the surface until part of
the crystal dissolves. This process is called deliquescence and we
will describe it more fully below.

We confirmed the idea that soluble salt particles are respon-
sible for most of the strong dust adhesion by washing the dust in
water before using it for the adhesion test. The dust was washed
in pure water, then dried and used as in other tests. When this
was done, we found almost no strongly adherent particles. This
result confirms that water-soluble material present in natural dust
is responsible for the strong dust adhesion.

Deliquescence
At high relative humidities the atmosphere has a high moisture
content. When the relative humidity exceeds a certain critical
value, the deliquescent salt takes up moisture to form a solution.

Fig. 4. A glass ball, 2.5 mm in diameter, rests on a glass
substrate. A sodium carbonate particle, mass 300 times less
than the ball, lies next to the ball. In (a), the humidity is
below 78 percent and the particle is dry. In (b), the humidity
has been raised to 90 percent and the sodium carbonate is

Fig. 3. Francois Marie Raoult (1830-1901) in his laboratory
at the University of Grenoble, France. His theory of solu-
tions, known as Raoult's Law, describes how the vapor
pressure and other properties of a solvent change with the
amount of dissolved material. It explains a wide variety of
everyday phenomena, ranging from deliquescence to the
behavior of antifreeze solutions. (Photograph provided by
the Edgar Fahs Smith Collection, University of Pennsylvania.)

The solution continues to absorb moisture until its vapor pres-
sure is equal to that of the water vapor in the atmosphere. If the
relative humidity now falls below the critical value, the solution
will lose water until the salt crystallizes again. The critical value
of relative humidity varies from one material to another. The

in water solution around the ball. In (c), the humidity has
dropped below 78 percent and the sodium carbonate has
redeposited around the ball, gluing it to the substrate. The
force required to move the ball in (c) is 105 times greater
than in (a).
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Table IV. Critical values of relative hu-
midity for some water-soluble salts that
are found in the atmosphere. The criti-
cal humidity is defined in the text.

Soluble salt
Critical relative

humidity (%)

LiCI 15

CaCl2 32

MgCl2 33

K2CO3 44

NaCI 76

Na2CO3 78

NH4CI 79

Na2SO4 83

KCI 86

K2SO4 97
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Fig.5. High and low values of relative humidity for each day
of June, 1981, for three locations: Princeton, New Jersey;
Indianapolis, Indiana; and Phoenix, Arizona. The horizontal
line at 76 percent is the critical relative humidity for deli-
quescence of sodium chloride. Princeton data were sup-
plied by D.A. Kramer. The other data were supplied by the
U.S. Department of Commerce. Such data can be obtained
for any station for which data are recorded by calling Ashe-
ville, North Carolina, (704) 258-2850, extension 683, and
requesting a Local Climatological Data Form.

more soluble the salt the lower the critical value (Fig. 3). In
Table IV we list the critical values of relative humidity for sev-
eral soluble salts that are found as particles in the atmosphere.

In Fig. 4 we show how deliquescence can cement a particle to
a surface. In this case, we have used a small glass sphere on a

Fig. 6. Suppliers of table salt have found that the clogging of
salt shakers, due to changes in relative humidity as de-
scribed in the text, can be ameliorated by adding 0.5 per-
cent of sodium aluminum silicate. This inert material coats
the particles and reduces adherence. (Morton Salt trade-
mark used with permission of Morton Salt Divisiop of Mor-
tonNorwich.)

horizontal surface. The soluble salt is a particle of sodium carbon-
ate, shown in Fig. 4a, touching both the sphere and the surface.
Sodium carbonate particles are often found in the atmosphere
and are emitted by the cooling stacks of power stations and
industrial plants. Figure 4b and 4c show how, when the humid-
ity cycles above and below the critical value of 78 percent, the
salt dissolves, wets the sphere and the support surface, makes
intimate contact, and then recrystallizes to form solid -solid bonds.
This cements the sphere to the surface. At this stage, the force
needed to dislodge the sphere from the surface is 27 grams, or
105 times the force needed to move it at the original stage shown
in Fig. 4a. This sequence of flow and wetting, followed by solidi-
fication, is the normal way that an adhesive works. When the
environmental conditions are right, any water-soluble salt can
act as an adhesive.

The natural cycling of the relative humidity

Figure 5 shows high and low values of the outdoor relative
humidity for each day in June of 1981 for three different loca-
tions: Princeton, New Jersey; Indianapolis, Indiana; and Pho-
enix, Arizona. As a reference point, the critical relative humidity
value for the deliquescence of sodium chloride, 76 percent, is
drawn in each graph as a horizontal line. The humidity cycle
that we have described above takes place on those days that
have one point above the critical line and one below it. In Prin-
ceton, the cycle took place on 25 days out of 30 in this month,
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and in Indianapolis it took place on 19 days out of 30. In Phoenix
it did not take place at all during this month.

Indoors, the humidity does not normally swing through as
wide a cycle as it does outdoors. In one of the above locations, a
well air-conditioned room might have a mean relative humidity
of 50 percent with variations up and down of 10 to 15 percent.
However, concern about energy usage has led to less air-condi-
tioning. In June of 1981, for example, the indoor relative humid-
ity in RCA Laboratories averaged about 70 percent. There were
many days when the relative humidity went through the excur-
sion that gives rise to sodium chloride particle adhesion. In win-
ter the average relative humidity indoors will run much lower
but there may still be excursions around the critical value for one
of the materials in Table IV. When this happens, there can be
adhesion due to soluble particles.

In addition to its effect on dust particle adhesion, the deliques-
cence effect also gives rise to a common irritant in daily life-the
clogging of salt shakers. Excursions of relative humidity lead to
solution and recrystallization of minute quantities of salt, causing
the grains to stick to one another. Figure 6 and its caption show
how one company has solved this problem and given us one of
our most enduring advertising slogans-"When it rains, it pours."
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Introduction to Engineering for Co-op Stu-
dents-Presentation/Panel Discussion,
Northeastern University, Boston, Mass.
(11/82)

Government
Communications Systems

D.W. Diehl I M. Lysobey1B.D. Pewitt
Frequency -Agile HF Antenna Coupler-
Presented at Hi Freq. Comm. Symp.,
Griffiss AFB, Rome, N.Y., and published in
Proceedings.

D. Hampel
Low -Power Dissipation Micro -Signal Pro-
cessor for High Resolution Spectral Anal-
ysis-Presented at GOMAC Conference,
Orlando, Fla., and published in Classified
Supplement to GOMAC Digest (11/2/82)

E.J. Nossen
Robust HF Data Communications-Pre-
sented at Hi Freq. Comm. Symp., Griffiss
AFB, Rome, N.Y., and published in Pro-
ceedings (11 /16-18/82)

J. Springer
The Architecture of a Multi -Computer Sig-
nal Processor-Presented at Real Time
System Symposium, IEEE, Los Angeles,
Calif., and published in Proceedings
(12/7-9/82)

K. Weir IJ.J. Cohen
Operation and Maintenance Trainers for
TRIDENT Integrated Radio Room-Pres-
ented at 4th Interservice Industry Training
Conference, Orlando, Fla., and published
in Proceedings (11 /16-18/82)

Laboratories

D.F. Dixon
PASCAL vs. C: A Friendly Comparison-at
Presented to Princeton Chapters of ACM
and IEEE (11/9/82)

T.J. Faith R.S. Irven S.K. Plante J.J. O'Neill
Contact Resistance: Al and Al -Si to n+ and
p+ Silicon-Presented at American
Vacuum Society National Symposium,
Baltimore, Md. (11/16/82)

W. Kern I A.B. Comizzoli G.L. Schnable
Fluorescence Techniques Allow Defect
Study in Microelectronics-Industrial
Research & Development, Vol. 24, No. 5,
pp. 151-160 (5/82)

W. Kern
Fluorescent Tracers Simplify Detection of
Microdefects-Industrial Research &
Development, Vol. 24, No. 6, pp. 131-134
(6/82)

J.S. Maa IJ.J. O'Neill
Reactive Ion Etching of Al and Al -Si Films
with CCI4, N2, and BCI3 Mixtures-Pre-
sented at American Vacuum Society
National Symposium, Baltimore, Md.
(11/16/82)

J.L. Vossen
Thin Film Deposition Methods-SERI
Amorphous Materials Review, Arlington,
Va. (11/22/82)

J. Zelez
Low -Stress Diamond -Like Carbon Films-
Presented at American Vacuum Society
National Symposium, Baltimore, Md.
(11/16/82)

Missile and Surface Radar

O.G. Allen
The Control Chart As A Tool for Product
Improvement-ASQC 26th Annual Sympo-
sium, Cherry Hill, N.J. (11/18/82)

R.M. Blasewitz
Ada As A Program Design Language-
AFSC Standardization Conference, Dayton,
Ohio, Conference Proceedings (11/30/82)

F.J. Buckley
Software Quality Assurance-Instructor,
Software Quality Assurance Course, IEEE,
Washington, D.C. (10/30-31 to 11/1/82)

F.J. Buckley
Software Quality Assurance-IEEE
Seminar, San Francisco, Calif. (11/30/82)

F J. Buckley
The Application of Distributed Computers
to a Real -Time System-Stanford Univer-
sity, Stanford, Calif. (12/1/82)

F.J. Buckley
A Modest Proposal (With Apologies to J.
Swift)-Computer magazine (11/82)

C.L. Christianson
Air Defense-Highly Mobile Tactics, Very
Smart Weapons, New Survivable Architec-
tures Drive Military Needs-Computers in
Defense Conference, Data Processing
Management Assoc., Washington, D.C.
(12/2-3/82); and Boston, Mass.
(12/13-14/82)

W. DiCecca IJ. Golub ID. Kratzer
H. Pschunder
Application of Air Warfare Simulation in

Determining Tactical Air Control System
(TACS) Effectiveness -1982 Winter Simu-
lations Conference, San Diego, Calif.
(12/6-8/82)

M.L. Dorman, Jr.
Missiles From The Deep-Sea Classics,
Vol. 16, No. 1, pp. 58-77, Part 2 of 3 parts
(1/83)

J.W. Douglas
Building, Backing -up and Restoring the
Disk-Applicon Users Group Fall Techni-
cal Meeting, Philadelphia, Pa. (11/1/82)

B.M. Fell, Co-author
The Impurity -Density Dependence of the
Conductivity of a Metal-Acta Physica
Austriaca (9/82)

T.J. Forquer
Potential Supercomputer Architectures-
Computers in Defense Conference, Data
Processing Management Assoc.,
Washing-
ton, D.C. (12/2-3/82); and in Boston, Mass.
(12/13-14/82)

J. Haness
Effective Communications-IEEE PACE
Meeting, Moore School, Univ. of Pennsyl-
vania, Philadelphia, Pa. (12/6/82)

R.F. Kolc
VLSI Packaging at RCA Moorestown-
IEEE VLSI Packaging Workshop, Gaithers-
burg, Md. (9/14/82)

H. Urkowitz
Synthesis of Multiple Random Processes
Based Upon a Cholesky Decomposition-
GLOBECOM '82 (1982 Global Comm.
Conf.), Miami Beach, Fla., Conference
Record (11/19/82)

F.E. Wuebker
The Impact of Nebula, MCF, & ADA on
Real -Time Embedded Computer
Systems-AFSC Standardization Confer-
ence, Dayton, Ohio, Conference Proceed-
ings (11/30/82

Solid State Division

K. Karstad
Microsystem modem makes dialing -up a
breeze-Electronics magazine (12/15/82)

R.E. Stricker
Conductivity of Heavily and Lightly Ion
Implanted Polysilicon Films for VLSI Cir-
cuits -1983 International Symposium on
VLSI Technology, Systems and Applica-
tions, Taipei, Taiwan, R.O.C. (3/30 -
4/1/83)
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Engineering News and Highlights

Fisher named engineering VP

John D. Rittenhouse, Division Vice -Presi-
dent and General Manager, RCA Picture
Tube Division, announced the appointment
of Mahlon B. Fisher as Division Vice -Pres-
ident, Engineering. Mr. Fisher will be re-
sponsible for all product and equipment
engineering, design and development activi-
ties of the Division. Previously, Mr. Fisher
was employed in a similar position by the
N.A. Phillips Electronics Group, Inc. in

Seneca Falls, N.Y. He received his B.S. de-
gree in Electrical Engineering from the Uni-
versity of Washington and his M.S. degree
from Stanford University.

Staff announcements

Consumer Electronics

James J. Legault, Manager, Quality Con-
trol, announces the appointment of David
W. Keller as Manager, In -Process Quality
Control.

James E. Carnes, Division Vice -President.
Engineering, announces the appointment
of Tom W. Branton as Manager, Projection
Project Engineering.

Laboratories

Richard E. Quinn, Staff Vice -President, Ad-
ministration, announces the appointment of
William L. Harrington as Head, Materials
Characterization Research.

David Richman, Director, Materials and Pro -

Zang named to Corporate Engineering Education
Richard A. Zang joined the RCA Corporate
Engineering Education group in January
1983 as Administrator, Engineering Educa-
tion Programs. His most recent teaching
experience includes a stint as Chairman of
the Engineering Department at Stanly Tech-
nical College in Albemarle, North Carolina.
In addition he has taught Math at the State
University of New York (SUNY) at Bingham-
ton, Engineering at the University of North
Carolina at Charlotte (UNCC), and Micro-
processors at IBM. He logged eight years
in various positions at IBM, four of which
were as an Engineer/Scientist. Rick holds
a Bachelor's degree in Electro-Mechanical
Technology and a Masters degree in Math-
ematical Sciences from SUNY at Bingham-
ton. Contact him at: RCA Corporate Engi-

neering Education. Cherry Hill. N J

TACNET: 222-5020.

cessing Research Laboratory, announces
his organization as follows: Charles H. Ander-
son, Head, Applied Mathematical and Physi-
cal Sciences; Vladimir S. Ban, Head, Video -
Disc Materials and Diagnostics Research;
Chih Chun Wang, Fellow, Technical Staff;
Glenn W. Cullen, Head, Materials Synthe-
sis Research; Leonard P. Fox, Head, Video -
Disc Applied Process Research; Richard
E. Honig, Staff Scientist; Daniel L. Ross,
Head, Organic Materials and Devices Re-
search; and Robert J. Ryan, Head, Poly-
mer Processing Research.

Carmen A. Catanese, Director, Picture Tube
Systems Research Laboratory, announces
his organization as follows: Curt R. Carl-
son, Head, Image Quality and Human Per-
ception Research; Charles H. Anderson,
Fellow, Technical Staff; Harry E. McCand-
less, Manager, Advanced Development-
Electron Guns (TTL); David L. Staebler,
Head, Electron Optics and Applied Mathe-
matics Research; Roger L. Crane, Fellow,
Technical Staff; Ralph W. Klopfenstein, Fel-
low, Technical Staff; Peter J. Wojtowicz,
Head, Magnetic Deflection Research; and
William H. Barkow, Fellow, Technical Staff.

RCA Global
Communications. Inc.
Joe T. Swaim, Vice -President, Switched Ser-
vices Engineering and Operations, an-

nounces his organization as follows: Wil-
liam A. Klatt, Director, Network Operations;
Russell E. Blackwell, Director, KCC Com-
puter Operations; John P. Shields, Direc-
tor, Network Engineering; William D. Bar-
num, Director, Field Support Services; Rich-
ard L. Chory, Manager, Software Engineer-
ing; Rudolph K. Lang, Program Manager,
Telex Systems; Kenneth H. Wendt, Program
Manager, Message Switching Systems; and
Jerome S. Bonow, Administrator, KCC Ad-
ministrative Services.

John P. Shields, Director, Network Engi-
neering, announces his organization as fol-
lows: Leo A. Tita, Manager. Traffic Engi-
neering; Joseph G. Fitzgerald, Leader, Net-
work Planning; James M. Patrick, Leader.
Facilities and TOCC; and Dewey G. Snyder,
Leader, Computer Support.

James H. Muller, Director. Leased Facili-
ties and Systems Engineering, announces
his organization as follows: Anthony J. Fal-
co, Manager. Central Office Engineering;
Alexander A. Avanessians, Manager, Cus-
tomer Engineering; Solomon J. Nahum, Man-
ager, Construction and Installation; Robert
Ruben, Manager, Equipment Engineering;
Roger C. Lewis, Manager, Facilities Coor-
dination and Telephone Services; and
James R. McDonald, Administrator, Special
Projects.
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Obituary

Irving Wolff, radar pioneer, dead at 88

Dr. Irving Wolff, a retired RCA Laboratories executive who
pioneered in the development of radar, died at Princeton Hospi-
tal, in N.J. He was 88 years old. In addition to his work on
radar, Dr. Wolff made important contributions in such diverse
fields as acoustics, optics, radio, infrared detection, and radio fre-
quency heating.

Dr. Wolff was born in New York on July 6, 1894. A Physics
student, he was graduated from Dartmouth College in 1916, and
received his Ph.D. from Cornell University in 1923. Following
his graduation from Dartmouth, he served as a Physics instructor
at Iowa State College and at Cornell where he became a Hechsher
Research Fellow in 1924. Later that year, Dr. Wolff joined the
RCA Technical and Test Laboratory at Van Cortlandt Park in

Some recollections of Irving Wolff

Dr. Irving Wolff (right) and Dr. Ernest
Linder with microwave test equipment
at Atlantic Highlands, N.J., in 1934.

In 1932, Dr. Irving Wolff initiated an
RCA research program on
extremely short radio waves, later
called microwaves. He recruited
me from Cornell University to assist
him in that work. This was the
beginning of an association of over
50 years that was not only fruitful
scientifically, but resulted also in a
warm personal friendship between
us and between our families.

As a result of this research pro-
gram, the future importance of mi-
crowaves first became evident in
transmission tests at Atlantic High-
lands, N.J., in 1934. Measurements

New York. In the early 1930s, he was transferred to Camden,
N.J., the base for his radar work. Shortly after World War II, he
was appointed Director of the Radio Tube Research Laboratory
of RCA Laboratories in Princeton, N.J. In 1951, he was
appointed Director of Research, RCA Laboratories, and in
1954; he was elected Vice -President, Research. He retired in
1959.

In 1948, the Navy awarded him its highest civilian honor, the
Distinguished Public Service Award, for ". . . one of the funda-
mental contributions to modern-day radar." The Franklin Insti-
tute, in 1959, presented him with its prestigious Elliott Cresson
Medal "In consideration of his many important contributions to
the science of electronics " Long active in professional
and educational affairs, Dr. Wolff was a Fellow of the American
Physical Society, the Acoustic Society of America, the American
Association for the Advancement of Science, and the Institute of
Radio Engineers. Dr. Wolff served as an advisor to several edu-
cational, governmental, and scientific organizations.

showed no detectable absorption
in the atmosphere, and thus
cleared the way for important long-
range applications such as radar,
telephone relay systems, TV net-
works, navigation systems and,
eventually space communications
and survey systems. Tests were
made also
ties of microwave beams. We found
it possible to locate objects such
as large trees, a water tank, and a
ship, by reflection of the beam and
its subsequent reception by our
receiving equipment. Doc Wolff
coined the term "radio vision" for
this. Later, it was called "radar,"
but obviously Doc's term was much
more prophetic of future techno-
logical possibilities.

During the 1930s, Doc and four
RCA friends organized the Falcon
Aero Club, bought a monoplane,
and became enthusiastic amateur
flyers. Doc's interest in aviation had
a significant impact on the direction
of RCA microwave development.
Under his leadership, programs
were undertaken on radar, altime-
ters, and various navigation and
missile guidance systems, all of
which were importantly successful.
In recognition of these achieve-
ments, Dr. Wolff received numerous
awards and his continued suc-
cesses led, in 1954, to his election
as Vice -President, Research, RCA
Laboratories.

Doc enjoyed diversified interests.

As an enthusiastic skier, he fre-
quented the slopes of St. Moritz, the
Poconos, and Aspen. He was a
devoted family man. Ten years ago,
Doc and I, accompanied by our
wives, Connie and Jackie, toured
Europe together for three months.
This different environment brought
out some of Doc's qualities I had
not previously fully appreciated. His
extensive knowlege of European
history, his appreciation of art, his
comprehension of music, his
delight in gardens and flowers, all
became more evident. He displayed
a passable knowledge of the
French, German, and Italian lan-
guages, and delighted in making
use of it

But Doc Wolff was primarily a
scientist and maintained continued
direct contact with research in
progress. Even when he was made
Vice -President, he refused to move
his office, preferring to remain
where he was, surrounded by his
research people, each of whom
knew that Doc could be counted on
for friendly interest and steadfast
encouragement.

I found working with Doc to be a
stimulating experience. He pos-
sessed keen intelligence, a fertile
imagination, and an unusual ability
to reduce experimental concepts to
practical reality. Science in general,
and RCA in particular, have bene-
fited greatly from his talents.

-Ernest G. Linder
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Professional activities

RCA employee participates in Eta Kappa Nu Jury of Award Meeting

1982 Jury of Award. Seated (left to right): Ohlman, Renda. Musa, and Lueg.
Standing, (left to right): D'Arcy, Rathjen, and Cruz.

The 1982 Eta Kappa Nu (Honorary Elec-
trical Engineering Society) Jury of Award
convened at the headquarters of India-
napolis Power & Light Company on No-
vember 15, 1982, to select the Outstand-
ing Young Electrical Engineer of the
United States. The Jury Meeting was
organized by James A. D'Arcy (RCA "Se-
lectaVision" VideoDisc Operations), who
is Chairman of the Eta Kappa Nu Awards
Organization Committee.

The members of the Jury were:

Dr. Jose B. Cruz, Jr. (University of Illi-
nois) Vice -President for Technical Activi-
ties, IEEE;

Dr. Russell E. Lueg, Professor of Elec-
trical Engineering, University of Alabama
(Past President, Eta Kappa Nu);

Dr. Samuel Musa, Staff Specialist for
Electronic Warfare and target acquisi-
tion, Office of the Under Secretary of

Defense for Research and Engineering;

Mr. Charles E. Ohlman, Senior Vice -
President, Consumer Services, India-
napolis Power & Light Company;

Mr. Keith Rathjen, Vice -President for Ad-
vanced Technology and Engineering, De-
fense Electronics Operations, Rockwell
International; and

Dr. R. Bruce Renda, Dean of the School
of Engineering and Technology, IUPUI
(Indianapolis).

The Eta Kappa Nu Recognition Award
emphasizes among Electrical Engineers
that their service to mankind is mani-
fested not only by achievements in purely
technical affairs, but in a variety of other
ways. Since 1936, forty-six young men
who were less than 35 years of age and
who had received their Baccalaureate
degree less than 10 years before, have
received the Award and 100 men of
similar characteristics have received hon-
orable mention. The most recent RCA
employee to receive this Award is John
G.N. Henderson (RCA Laboratories) who
was the 1977 winner. In addition, two
other RCA employees, Glenn A. Reit-
meier and Dan Botez (both of RCA Labo-
ratories), were recognized as 1981 final-
ists in this award program. The 1982
winners will be honored at an award
banquet on April 18, 1983, in New York
City.

Technical excellence

Engineering recognition
award announced

The Astro-Electronics Engineering Excel-
lence Committee announced an Engineer-
ing Recognition Award for Steven D. Per-
gament for his outstanding analytical skills
and professionalism in the performance of
the thermal design tasks associated with
the DE -A and DE -B satellites.

Steve's assignment was to provide ther-
mal analyses in support of the design of
the DE -A and DE -B spacecraft, to support

the planning, setup, conduction and data
analysis of thermal balance testing of these
spacecraft, and finally to perform post -
launch evaluation of the thermal subsys-
tems. The assignment involved the perfor-
mance of detailed thermal analyses of com-
plete spacecraft configurations (both DE -A
and DE -B). These analyses, and later the
preparation for and conduction of thermal
balance testing were performed in a high-
pressure environment due to an extremely
compacted program schedule to launch,
and the untimely resignation of the former

key thermal analyst. Through Steve's out-
standing performance, not only was he able
to supply all of the required thermal analy-
ses, but he also assumed responsibility for
various power subsystem analyses.

The results of these analyses were pre-
sented on an almost immediate basis to
his supervisors, RCA program management,
and to the customer (Goddard Space Flight
Center). Steve's ability to interact with clar-
ity and consideration with other DE team
members was a motivating factor for the
whole project. This professionalism and en-
thusiasm carried through to Steve's assign-
ment as thermal subsystem engineer at the
Spacecraft Operational Control Center at
GSFC. Steve's efforts contributed directly
to the on -time shipment of the DE -A and
DE -B spacecraft. His analyses now serve
as the basis for further missions using the
DE type bus.
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Solid State Division recognizes technical excellence

Solid State Division's second and.third quarter 1982 technical
excellence awards were presented on November 19, 1982. Teams
and individuals pictured on this page Were honored at an awards
luncheon.

Pictured from left to right are Joseph Koskulitz, Manager, Off-
shore Facility Development, Roland Jacobus, Raymond Reusch,
Walter Nething, Joseph Ingrassia, Ralph Thompson, Alvin Hom,
Maurice Rosenfield, Manager, Assembly Packaging Development,
and Leonard Gibbons, Manager, Reliability Engineering. Mr. Jaco-
bus, Mr. Reusch, Mr. Nething, Mr. Ingrassia, Mr. Thompson, Mr.
Horn, and Mr. Beelitz (not shown) were recognized as a team in
their efforts relative to the specification, design and installation of
the RCA Assembly/Manufacturing Modernization Program within
the Malaysia facility.

itw
Richard Lydick (left) is being presented his award by David
Jacobsen, Director Custom LSI (right). As an individual award
recipient, Mr. Lydick was recognized for his development of LSI
Emulating Controllers using the SOS APAR Automated Design
System with sub -chip capability.

Pictured from left to right are Aaron Ashkinazy, Gary Gendel,
Shirley Chen, Chris Davis and Larry Rosenberg, Manager, Design
Automation. Mr. Ashkinazy, Mr. Gendel, Ms. Chen, and Mr. Davis
were recognized as team contributors in the design and devel-
opment of the state-of-the-art MIMIC Logic Simulation Program.

Bernie Leung (left) is being presented his award by Andrew
Dingwall (right). As an individual contributor, Mr. Leung was instru-
mental in the design and development of processing techniques
for the fabrication of Short -Channel VLSI Structures.
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Editorial Representatives
Contact your Editorial Representative at the TACNET
numbers listed here to schedule technical papers
and announce your professional activities.

Cablevision Systems
*John Ovnick

TACNET
Van Nuys, California 534-3011

Commercial Communications
Systems Division (CCSD)

*Bill Sepich Camden, New Jersey 222-2156
Clinton Glenn Meadowlands, Pennsylvania 228-6231

Consumer Electronics (CE)

*Eugene Janson
Francis Holt
Chuck Limberg
Don Willis
Byron Taylor

Indianapolis, Indiana
Indianapolis, Indiana
Indianapolis, Indiana
Indianapolis, Indiana
Indianapolis, Indiana

Government Systems Division (GSD)

Advanced Technology Laboratories
*Merle Pietz

Ed Master

Astro-Electronics
*Frank Yannotti

Carol Klarmann

Automated Systems
*Paul Seeley

Dale Sherman

422-5208
422-5217
422-5117
422-5883
426-3247

Camden, New Jersey 222-2161
Camden, New Jersey 222-2731

Princeton, New Jersey 229-2544
Princeton, New Jersey 229-2919

Burlington, Massachusetts 326-3095
Burlington, Massachusetts 326-2985

Government Communications Systems
*Dan Tannenbaum
Harry Ketcham

GSD Staff

*Ed Moore
Missile and Surface Radar
*Don Higgs
Jack Friedman
Graham Boose

Camden, New Jersey 222-3081
Camden, New Jersey 222-3913

Cherry Hill, New Jersey 222-5833

Moorestown, New Jersey
Moorestown, New Jersey
Moorestown, New Jersey

National Broadcasting Company (NBC)

224-2836
224-2112
224-3680

*Bob Mausler New York, New York 324-4869

Patent Operations

George Haas Princeton, New Jersey 226-2491

Picture Tube Division (PTD)

*Ed Madenford
Nick Meena
Jack Nubani
J.R. Reece

Lancaster, Pennsylvania
Circleville, Ohio

Scranton, Pennsylvania
Marion, Indiana

227-3657
432-1228
329-1499
427-5566

RCA Communications

American Communications
*Murray Rosenthal

Carolyn Powell

Global Communications
*Dorothy Unger

TACNET

Princeton, New Jersey 258-4192
Princeton, New Jersey 258-4194

New York, New York 323-7348

RCA Inc. (Canada)

Bob McIntyre Ste Anne de Bellevue 514-457-9000

RCA Records

*Greg Bogantz Indianapolis, Indiana 424-6141

RCA Service Company

*Joe Steoger
Ray MacWilliams
Dick Dombrosky

Cherry Hill, New Jersey
Cherry Hill, New Jersey
Cherry Hill, New Jersey

Research and Engineering

Corporate Engineering
*Hans Jenny

Laboratories
Eva Dukes

222-5547
222-5986
222-4414

Cherry Hill, New Jersey 222-4251

Princeton, New Jersey 226-2882

"SelectaVision" VideoDisc Operations

*Nelson Crooks Indianapolis, Indiana 426-3164

Solid State Division (SSD)

*John Schoen

Power Devices
Harold Ronan

Integrated Circuits
Dick Morey
Sy Silverstein
John Young

Somerville, New Jersey 325-6467

Mountaintop, Pennsylvania 327-1633
or 327-1827

Palm Beach Gardens, Florida 722-1262
Somerville, New Jersey 325-6168

Findlay, Ohio 425-1307

Electro-Optics and Power Devices

John Grosh Lancaster, Pennsylvania 227-2077

Solid State Technology Center
Judy Yeast Somerville, New Jersey 325-6248

*Technical Publications Administrators, responsible for review and approval
of papers and presentations, are indicated here with asterisks before their names.
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