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Architecture cast in a new light.

The cover for this software issue shows our
printer’s futuristic rendering of a terminal room at
RCA Missile and Surface Radar’'s newly built
computer center in Moorestown, N.J. (see
photographs by Ken Kleindienst and article by
Charles Liggett on page 37). In this room, software
engineers have access to a Program Generation
Center for compilation, test and debug of computer
programs. Here they use graphics terminals for
simulation and design work. Certainly, at RCA,
more is being built than meets the eye.

The engineer's creations cast the heretofore
tangible business of engineering in an entirely new
light. The sheer magnitude of recent software
development represents the bringing together of
cell upon cell of human activity to build module
upon module of computer code. This effort literally
leads to a new, software-based architecture,
created by a society of talented engineering

experts working in concert.
' —MRS
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The maturing of software technology

Computer science, having come of age as a discipline in its own right,
has begun to provide advanced software technology. During the last
decade, software applications have grown at an unprecedented rate.
Both this issue and the last issue of the RCA Engineer feature articles
that describe some of the advanced developments in RCA software
and their diverse applications.

Transfer of technology from scientist to engineer is the concept of
early successful structured programming, which is the subject of an
article by Braude and Mebus. Many other important ideas in computer
science are finding their way into practice, including the sophisticated
ideas of packages and parallelism found in Ada (see Blasewitz’s
article). In fact, software has become so important a part of RCA’s
business that special consideration must be given to the protection of
RCA's software assets (Tripoli).

Among the newest software applications are those which perform
functions normally associated with humans. The article by Zapriala et
al. in the November/December issue describes an example of RCA’s
concerted thrust in Artificial Intelligence software. An example of the
diversity of RCA software is the control of VideoDisc players
(Auerbach et al).

RCA not only uses software, but actually depends on it. We are now
approaching a point in VLSI design, for example, at which the quality
of our tools can hardly be separated from the quality of our products.
Even the development of software itself requires sophisticated
software, as pointed out by Suhy in the last issue of the RCA Engineer.

What of the future? RCA will be intimately involved with all the benefits
that the Information Age has to offer. The software of this Age will
assist us to give legal, medical, investment and defense advice and to
solve problems in ways we can only now begin to imagine.

RCA is a founding member not only of the electronic industry’s
cooperative Microelectronics and Computer Technology Corporation
(MCC) but also of the MCC Software Group. Through our software
technology thrusts and those of the MCC, we will be ready for the
challenges facing us in the next generation of computing technology.

Ronald A. Andrews

Director, Advanced Technology Laboratories
Government Systems Division
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in this issue ...
software

B Auerbach, et al.: “A design constraint was that ‘no electrical modifi-
cations to the basic circuit boards were allowed.’ This meant that the
only modifications to the basic player chassis allowed would be in the
software of the existing microprocessors.”

B Mebus/Braude: “Since hundreds of computer languages exist,
some have perceived the situation as a modern ‘Tower of Babel.””

B Blasewitz: “Ada’s adoption as a formal military standard guarantees
its use within the defense community, but the commercial applications
of Ada may surpass its military use.”

B Ed Reps: A special pull-out section shows the people in your di-
vision who will get your papers published.

m MSR Facility: “The realization of this powerful center unifies MSR’s
computer programming functions under one roof . . ..”

& Tripoli: “This article will explore the present-day legal alternatives for
protecting computer software.”

@ Knapp: “One of the benefits of building, operating, and maintaining
this complex system is that WNBC-TV has been a leader in local news
for several rating periods.”

® Stein/Winarsky: “Computation errors are especially pernicious when
the computer being used is part of a larger system, such as might be
used in automated manufacturing.”
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Multiprocessor control system
for the SJT-400 random-access player

Direct random access of VideoDisc material allows RCA
to explore new opportunities in nonlinear interactive

video applications.

Since the introduction of the CED Video-
Disc System in 1981, RCA has designed
and built machines that play the disc in a
linear manner from beginning to end. It
had always been realized that the system
could support nonlinear interactive appli-
cations, and a new VideoDisc player, the
SJT-400, has been introduced to support
these applications.

The SJT-400 allows the user to directly
search to a time, band, or “page” of the
disc. It allows custom programming of the
video material by time or band. It con-
tains an automatic stop feature to allow
users to select alternate branch directions
with specially prepared RCA interactive
discs. A user-friendly operating system and
on-screen display allow easy operation of
the player. The design of this player will
be reviewed in this paper.

At the inception of the SJIT-400 design
effort, it was realized that the only cost-ef-

Abstract: The microcomputer control
system for the 1983 series of VideoDisc
players is reviewed. The supervisory con-
trol system of the SJT-400 Random-
Access VideoDisc player, composed of
four major parts, is described. System
architecture, on-screen display, remote
control, and special interactive modes are
explained in detail.

©1984 RCA Corporation
Final manuscript recewved November 21, 1983.
Reprint RE-29-1-1

computer.

fective way to produce this type of player
was to modify the high-volume, linear-
play SJT-200 player to meet our require-
ments. A design constraint was that “no
electrical modifications to the basic circuit
boards were allowed.” This meant that the
only modifications to the basic player chas-
sis allowed would be in the software of
the existing microcomputers. The design
goals for the SJT-400 player were met by
modifying the software of the existing play-
er microcomputer to include an interface
to a second add-on circuit board with a
supervisory microcomputer and support
ICs. To understand the operation of the
SJT-400 player (Fig. 1), one must first

Fig.1. Interactive VideoDisc system composed of SJT-400 player and Apple®

understand how the basic SJIT-200 chassis
operates, and then note the changes needed
to upgrade its capabilities.

Basic SJT-200 control blocks

The control system of the RCA SJT-200
VideoDisc player consists of three primary
integrated circuits, associated peripheral cir-
cuitry, and three motors. The three pri-
mary integrated circuits are as follows:

1. The mechanism microcomputer
2. The player control microcomputer

3. The digital information buffer (DAXI
buffer, see box on page 7)

RCA Engineer e 29-1 e Jan./Feb. 1984




The three motors are as follows:

1. The function motor—A dc motor that
operates the player mechanics to auto-
matically insert and remove the disc.

2. The arm motor—A stepper motor that
positions the stylus over the play area
of the disc.

3. The turntable motor—A brushless dc
direct-drive motor that spins the disc at
450 rpm.

The operation of the basic player will be
presented by describing the interaction of
the above components.

Mechanism microcomputer

The mechanism microcomputer, as the
name implies, is predominantly responsi-
ble for controlling the various electrome-
chanical devices in the player (Fig. 2).
This microcomputer, like the others in the
player, is a 4-bit commercially available
device. Its responsibility starts during a
caddy-load operation, when it controls the
operation of pulling the disc caddy into
the player, removing the disc from the
caddy, rejecting the empty caddy, and lower-
ing the disc onto the turntable platter.

With the disc in the normal play posi-
tion, the mechanism microcomputer shuts
off the function drive and activates the
turntable drive to accelerate the disc to the
operating speed of 450 rpm. The turntable
drive is provided by a modern dc brush-
less motor. The mechanism microcomputer
measures the velocity of the turntable by
looking at two Hall-effect sensors (magnet-
ically controlled electronic switches)
mounted under the turntable motor magnet.
Speed can be calculated from the timing
of the Hall sensor outputs, while direction
can be determined by the phasing of the
signals. Electrical energy is transferred to
the turntable platter through orthogonally
mounted coils that interact with the per-
manent magnet rotor mounted to the turn-
table itself. The microcomputer controls
the speed by selectively driving these motor
coils with pulses of a calculated width,
and controls the direction by phasing the
timing of these drive pulses to the motor
coils. When the speed is stable, the mech-
anism microcomputer signals the remain-
ing microcomputers to begin the play cycle
of the disc.

When the player microcomputer signals
that the disc is to be stopped and removed
from the player, the mechanism microcom-
puter reverses the phasing of the drive sig-
nals to stop the motor in the minimum
time. Using the Hall-effect switches’ infor-
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Fig.2. The mechanism microcomputer is packaged in a 28-pin carrier. It has 1024
bytes of instructional read-only memory (ROM), 128 nibbles of read/write memory

(RAM), and 23 input/output ports.

mation, the microcomputer stops the turn-
table in one of four precise locations where
the disc can be raised for removal. After
stopping the disc, the mechanism micro-
computer commands the function motor
to lift the disc off the turntable for reinser-
tion into the caddy.

In summary, the mechanism microcom-
puter provides the intelligence to bring the
disc into the player, remove it from the
caddy, and spin it up to 450 rpm for play-
ing; it finally provides for stopping and re-
moving the disc.

Mechanism
microcomputer functions

O Operate and control the motcr
to pull the disc caddy into the
player.

O Control disc lifting and lower-
ing to turntable.

O Control dc brushless motor to
spin disc at 450 rpm.

O Stop disc in one of four pre-
cise locations.

O Provide turntable reference
signal to on-screen display to
prevent picture rolls when
switching stylus modes.

Auerbach, et al: Multiprocessor control system for the SJT-400 random-access player

Revised player control
microcomputer and DAXI buffer

The interaction and interdependence of the
player control microcomputer and the
DAXI buffer are so close that we will dis-
cuss them together. The player microcom-
puter is a 4-bit device with 2048 bytes of
ROM and 96 nibbles of RAM (Fig. 3).
The DAXI buffer is a custom IC that cap-
tures the digital control data in line 17 of
every VideoDisc field.

Modifications to the SJT-200 control
microcomputer were made to make this
part usable for the SJT-400. Some func-
tions that were better suited for the feature
microcomputer were removed from the
control microcomputer in the SJT-400.
The additional ROM that was made avail-
able was used to communicate with the
feature microcomputer, to provide single-
groove Freeze, and to add an automatic
stop operation for interactive disc applica-
tions. Wherever possible, the characteris-
tics of the control functions of the SJT-
400 player are identical to those of the
nonfeatured players.

The control microcomputer has five basic
modes of operation: Load, Play, Pause,
Scan, and Freeze. Except for Freeze, each
mode has other automatic and transitory
modes associated with entering or exiting
that mode. For example, the Load is always
followed by a Spinup mode whereby the



PLAYER CONTROL MICROCOMPUTER

Fig.3. The player control microcomputer is packaged in a 42-pin carrier. It con-

tains 2048 bytes of ROM, 128 nibbles of

disc is lowered onto the turntable, the
turntable comes up to speed, and the arm
is positioned over the disc. In the Load
mode, the player is waiting for a disc to be

RAM, and 23 170 pins.

inserted. Once the disc is inserted, the con-
trol microcomputer automatically proceeds
to the Play mode at the outer portion of
the disc. The commands from the feature

Control
microcomputer functions

O Communicates with the
mechanism microcomputer, to
load and unioad the disc.

O Communicates with the fea-
ture microcomputer, to send
control status and DAX! infor-
mation and to receive com-
mands and display data.

O Displays information received
from the feature microcom-
puter on two LED 7-segment
digits.

O Stores DAXI information (field
number, band number, flags).

O Maintains synchronization
with DAXI code and checks
validity.

O Mutes appropriate audio

channel(s) either automatically
or when commanded by the

features microcomputer.
O Blanks video when required.

O Controls the stepper motor to
move the stylus carriage to the
proper position.

O Generates appropriate kick
pulses to the kicker coils, so
that the stylus can scan across
grooves or freeze in a single
groove.

O Generates a signal to lift the
stylus when required.

O Provides corrective measures
for many improper player
conditions.

O Handles Stopbit processing.
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microcomputer are inhibited until the arm
is over the playable area of the disc. When
the feature commands are enabled, com-
mands to enter any of the other modes
may be executed. A return to the Load
mode allows the current disc to be removed
from the player.

During the normal play of the disc, the
player microcomputer is constantly calcu-
lating the desired arm position to keep the
stylus centered about the groove being
played. It knows the stylus position by
reading a digital code stored in the vertical
interval of every field. This information is
retrieved from the video signal by the
DAXI buffer IC. When “enabled” by the
player microcomputer, the DAXI buffer
searches the video signal for a unique pat-
tern of ones and zeros that is defined as
the start code. It then captures the field,
band, and flag information, checks it for
errors, and signals the player microcomput-
er that it is available for use. The player
microcomputer then transfers the binary
data from the buffer, at its convenience,
into its own memory via a serial link
between the two ICs.

For the Play, Scan, and Freeze modes
to operate properly, the control program
must be synchronized with the DAXI code

RCA Engineer o 29-1 o Jan./Feb. 1984




DAXI flags

All CED VideoDiscs have a 77-bit
Digital AuXiliary Information
(DAXI) code on horizontal line 17
of every field. This information is
essential for maintaining the nor-
mal sequence of video in the
presence of disc defects and for
identifying the different disc for-
mats and program content that
may be present on a CED Video-
Disc. Since every field is identi-
fied by a unique number in the

i DAXI code, nonsequential play of
a VideoDisc in an interactive
environment can be done quickly
and accurately (see even- and
odd-field DAXI information
below).

The first thirteen bits of the
DAX! code in each field identify
the start of the data. The second
| thirteen bits are check bits. The
field identification number is
located in bits 54 through 71.
Band number or system status

Even-field DAXI information:

(flags) are in bits 72 through 77
on alternate fields. Bits 27
through 53 are currently unas-
signed. Preprogram material is
identified by bits 72 through 77,
all zeros. Post-program material
is identified by bits 72 through 77,
all ones. During program-play
material, bits 72 through 77 are
defined to be the band number
during even (DAX]I) fields and to
be system flags in the odd fields.
In the current mastering specifi-
cation, band numbers must be a
minimum of ten seconds or 300
frames and no flag can change
state more frequently than once
in 24 frames.

The system flags define the
status of the audio material and
identify the occurrence of auto-
matic stop zones on the disc. The
audio may be mono, bilingual, or
stereo.

Mono (bit 76 = 0, bit 75 = 0) is
interpreted as audio on channel A
only. Bilingual (bit 76 = 1, bit 75 =

0) means the disc has two inde-
pendent audio channels. Stereo
(bit76 =0, bit75=1)hasL + Ron
channel A and L - R on channel
B. Audio noise suppression
encoded, that is, CX encoded (bit
74 = 1) is identified by this flag.
The stop zones are identified by
the presence of a stop flag (bit 73
= 1) and are separated by the
absence of the stop flag (bit 73 =
0). Playing a disc into a stop zone
causes the SJT-400 player to
repeatedly play the first full
groove in the stop zone. The
guard bit (bit 77) is used to gua-
rantee that the system flags are
not interpreted as pre-or post-
program material. If any one of
the other flag bits (72 through 76)
is a logical one, then the guard bit
is a logical zero. The guard bit is
a logical one when all the other
flag bits are zero. Currently, bit 72
is unassigned and will be a logi-
cal zero until it is assigned.

Bitnumber |1 13|14 26| 27 53| 54 72 17
DAXI Start Check . Unassigned l Field Band
Code Code Bits Bits Number Number

Odd-tield DAXI information:

Bit number | 1 13 |14 26| 27 53,54 Z1_H72 _____ Us
DAXI Start Check ] Unassigned Field System
Code Code Bits . Bits Number Flags

on the disc. This synchronization is done
in one of the transitory modes whenever
the stylus is lowered onto the disc and

KICK REVERSE LOCATION

NORMAL PLAY
SPIRAL /\. .

Fig.4. The CED VideoDisc stylus frozen
in one groove.

whenever there are sixteen consecutive
fields of bad or missing DAXI code. Sev-
eral safeguard measures are included in
the Play, Scan, and Freeze modes to avoid
undesirable player conditions such as scan-
ning past band zero at the outer edge of
the disc or the end band (band 63), stay-
ing in a locked groove, and continuing to
play with debris on the stylus. The feature
microcomputer may request the Play mode
with or without the Stopbit processing en-
abled. Stopbits are flags in the DAXI code
that can automatically cause the player to
Freeze in a groove, presumably where the
video is a still picture (Fig. 4). A Stopbit
zone consists of consecutive frames with
the Stopbit set. The zone is currently speci-
fied to be a minimum of 24 frames (or 48
fields, or 6 grooves). The recommended
Stop zone is 48 frames of still picture
video with the Sropbit set in frames 24
through 48 inclusive. Therefore, 2250 Siop

Auerbach, et al: Multiprocessor control system for the SJT-400 random-access player

zones can be stored on each side of a
VideoDisc. When Stopbit processing is en-
abled, four consecutive frames with the
Stopbit set cause the control microcomput-
er to go into the Freeze mode.

In the Play mode, the video progresses
in the normal linear manner, in which the
video was mastered on the disc.

The Scan modes provide nonlinear play
of the video by moving the stylus in a
radial direction at the time appropriate for
the desired scan rate. The stylus is moved
by electromagnetically kicking the stylus
from groove to groove and moving the
stylus arm carriage. The control microcom-
puter always kicks the stylus at the bottom
of the video picture, so as to disturb the
video as little as possible. Of the six differ-
ent types of Scan modes, four represent
two different speeds (16X and 128X nor-
mal) both forward and reverse. The other
two types of Scan are used to go to the
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Fig.5. The on-screen display is an RCA-developed part that allows superimposing
text on video. The part was designed to be used in both TV and VideoDisc

applications.

next or the previous Stopbit zone. To locate
the next Stopbit zone, the video proceeds
forward at the Play rate with the audio
muted and the Stopbir processing enabled.
The' previous Stopbit zone is located by
moving one groove in reverse during the
even (band) DAXI fields with the audio
muted until the beginning of the previous
Stropbit zone is passed, and then proceed-
ing into the Sropbit zone at the Play rate.
Once the Stopbit processing detects a zone,
the control microcomputer goes into the
Freeze mode. In all six of the scans, the
stylus remains on the disc, and video blank-
ing is controlled by the feature microcom-
puter.

The Pause mode causes the stylus to be
lifted from the disc surface. In this mode
the arm carriage is not moved. For the
most part, the control microcomputer is
idling, waiting for the next feature com-
mand.

During the Freeze mode, the control
microcomputer adapts the kick-pulse sig-
nal to the kicker coils to maintain a single-
groove reverse kick, once per groove. The
kick-pulse energy is also minimized when-
ever the location on the disc of the stylus
kick is changed. The feature microcomput-
er can command an offset to the kick
location at any time during this mode.
This offset command is used when doing
“plus” or “minus” a Page, or during Page
seeks. A groove-reference flag is sent to
the feature microcomputer to indicate when
the last field of the groove or Page oc-
curred.

Feature board control devices

As previously stated, no major changes to
the SJT-200 player chassis were allowed
in the design of the SJT-400 player. To
get additional player features, an electron-
ics board was added. This board provides
the player with the capability of infrared
(IR) remote control, computer interface,
on-screen display of data and prompts,
and direct random access to any time or
band address on the VideoDisc. The three
ICs added were the on-screen display, the
feature microcomputer, and the remote key-
board microcomputer (RKM). Again, these
parts will be explained separately.

On-screen display IC

The on-screen display (OSD) system was
designed in a single integrated circuit (Fig.
5). It can display up to six lines of text
with sixteen characters of text available on
each line. A font of 64 selectable charac-
ters is stored in an internal ROM. Each
character is shown in a 5 X 7 matrix for-
mat, 14 scanning lines high. For better vis-
ibility, each displayed character is set in a
rectangular black background. The OSD
receives coded alphanumeric data and con-
trol information from the feature micro-
computer in the SJT-400 player. The OSD
converts the coded data to video charac-
ters and uses the control information to set
the appropriate display format. It receives
horizontal and vertical timing from the
video on the disc being played, and uses
the timing to lock its output characters to

the video signal recovered from the disc.
This allows messages from the feature micro-
computer to be superimposed on the video
without any jitter. The OSD characters
and video from the disc are combined in a
mixing circuit external to the OSD IC.

In VideoDisc players without an OSD,
sync and video are not available when the
stylus is lifted off the disc. When the stylus
of those players is lowered onto the disc,
the vertical sync is often out of phase with
its associated TV receiver. The picture on
the TV receiver then exhibits a vertical
roll. To display characters while the stylus
is not on the disc and to prevent distract-
ing vertical rolls, the OSD generates com-
posite sync along with the characters and
maintains vertical phasing information by
using a vertical-rate reference signal from
the mechanism microcomputer that drives
the turntable.

As shown in the block diagram of Fig.
5, the 6-MHz dot clock is phase-locked to
either 15.75-kHz horizontal sync (2100
pulses per disc revolution) or to a 15.75-
kHz oscillator phased-locked to the turn-
table motor drive, depending upon the
position of the stylus. In either case, the
dot clock receives the same 15.75-kHz
frequency and the vertical counter receives
the same 31.5 kHz. This is how the verti-
cal timing is maintained independently of
stylus position.

Also, as shown in the block diagram,
the DAXI status pulse, which occurs on
line 17, is used to preset the vertical coun-
ter. The outputs of the horizontal and ver-
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tical counters are used to generate sync
and character background, control the shift-
ing of microcomputer data to the charac-
ter font in order to select the appropriate
5 X 7 alphanumeric matrix, and control
the shifting of the 5 X 7 matrix elements
through the data shift register. The vertical
counter sends a Busy signal to the feature
microcomputer, which tells the microcom-
puter when new data can be strobed into
the character shift register.

Although specifically designed for Video-
Disc applications, the OSD IC is flexible
enough to be used in other Consumer
Electronics products, such as TV receivers
and other video systems. This flexibility is
obtained by building-in different operating
modes and allowing selection in each appli-
cation. The control register is used for this
purpose. Under microcomputer control, it
(1) controls the vertical position of the
displayed messages, (2) selects a black out-
line around characters or a rectangular
black background behind them, and (3)
selects other operating modes.

Feature microcomputer

The feature microcomputer is the master
controlling element in the player (Fig. 6).
It coordinates the work done by the other
microcomputers and, if necessary, overrides
their control actions. This computer chip
is the largest and most powerful of this 4-
bit series of ICs in the player. The feature
microcomputer contains the logic that al-
lows the player to search to a time (the
user enters 4 digits of disc time in minutes
and seconds), a band (the user enters 2
digits to select one of 62 bands on the
disc), or a page (the user enters 6 digits of
disc time in minutes, seconds, and field).
The user may also program his player to
customize the video to his own taste. With
on-screen display prompts, the feature micro-
computer guides the user in entering the
programming to allow setting of a start
time and a stop time of disc material to be
displayed or in setting up a list of up to 5
bands for display. The logic to make this
player “user friendly” and easy to operate
required many iterations and most of the
processing power of the microcomputer.
At the start of this project, it was felt that
there was adequate margin to complete all
the forseeable tasks with this part. As hap-
pens in all computer projects, new require-
ments grow to exhaust any available excess
capability, and the largest part of the pro-
gramming effort was spent on code com-
pression to accommodate these new require-
ments.
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Fig.6. The feature microcomputer is packaged in a 42-pin carrier. It contains 4090
bytes of ROM, 192 nibbles of RAM, and 36 /0 ports.

Only by examining the flowcharts of
the program logic can one *fully under-
stand the details of the feature microcom-
puter’s function. To simplify the expla-
nation of the logic, with the exception of
the initialization, microcomputer operation
will be described by summarizing its pro-
cessing during one field (1/60 second).

At power-up, the feature microcomput-
er clears its RAM, sets its flags, resets the
on-screen display and loads the appropriate
message, updates the LED digit displays
and discrete annunciators on the player
front panel, and initializes the communica-
tions exchanges between the RKM and
player control microcomputers.

During each field, the microcomputer
does a sequence of tasks: it first waits for
an interrupt (a suspension of normal pro-
cessing) that occurs every 1/60 second from
the control microcomputer to indicate that
new disc DAXI information is available.
The feature microcomputer does a serial
exchange, with the player control micro-
computer using shift registers that are built
into both parts. The feature microcomput-
er takes this new DAXI information from
the player microcomputer and converts the
field number from binary to base 60 for
display. It then determines if band (even
field) or DAXI flags (odd field) are avail-
able for processing (see DAXI flags box,
page 7). Random-access seeks can take
many fields. At the start of the seek, the
seek type and termination data is set in

Auerbach, et al. Multiprocessor control system for the SJT-400 random-access player

Feature
microcomputer functions

O Supervise all other player
microcomputers in operating

a

O Execute programmed

the player.

Communicate with the player
control microcomputer, to
receive control and DAXI
information and send

comands.

Communicate with the RKM
microcomputer, to receive
local key, IR, or computer
inputs and to send control and
DAXI information.

Update the on-screen display
with player time, band, and

display prompts.

Update the LED indicator

information.

Convert binary time and band
data to base 60 decimal.

Check user inputs for validity
and issue friendly prompts for
inproper responses.

Execute random-access
commands to disc locations.

operations.
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RAM and a timer is started. At each field
following the recognition of a new DAXI
code, the seek-termination data are exam-
ined. Depending on the distance to the
target groove or band, the search speed
and direction are commanded. When the
new DAXI information indicates the target
has been reached, the feature microcom-
puter tells the control microcomputer to

stop the search and play or freeze depend-
ing on the type of random access. If the
feature microcomputer has not found the
target, then it checks the timer to deter-
mine if the search should be aborted. The
timer is included, in the rare event that
some disc defect prevents the completion
of a search to target the disc location.
Having completed the disc search oper-

ation, the feature microcomputer next deter-
mines if the on-screen display is on and if
it needs updating with new DAXI band
and time information or a programming
prompt.

The feature microcomputer now does
its exchange with the Remote/Keyboard
microcomputer (RKM). In this parallel ex-
change, the feature microcomputer sends
time, band, and player flags and receives
back external commands from the local
keyboard, the IR remote, or the external
computer.

With the new inputs from the RKM,
the feature microcomputer is now able to
enter its mode-dependent processing of man-
aging the programming inputs, setting up
RAM for the next micro-to-micro ex-
change, and determining the validity of
both the data and command inputs. With
these operations completed, the feature mi-
crocomputer waits for a new interrupt from
the control microcomputer that signals ar-
rival of new data and the passing of one
field of time.

The IR remote,
keyboard, microcomputer

Like all of the other microcomputers in
this player, the RKM handles data in 4-bit
nibbles. Although this microcomputer con-
tains 2048 bytes of ROM, like the player
microcomputer, it uses a 28-pin package
since it has fewer [/O requirements. The
RKM microcomputer is the [/O port for
the SJT-400 player (Fig. 7). It receives
player status from the feature microcom-
puter every 16.6 milliseconds and passes
along commands that it receives from the
outside world via the IR link or the hard-
ware port. The RKM microcomputer is
partitioned into two distinct and mutually
exclusive subsections, the infrared remote
(IR) handler, and the computer interface.
In addition to these tasks, the RKM also
monitors the keys mounted on the player’s
front panel (referred to as the local keys).

Many computer-controlled applications,
such as advanced game applications, require
a fast and comprehensive transfer of data
from the player to an external computer.
This is the reason why the high-speed com-
puter interface was developed. The com-
puter uses, as its interface, an RCA phono
connector mounted on the player’s back
panel.

The RKM microcomputer, on powering
up, monitors the computer port. If it fails
to see activity on the bus, it reverts to IR
mode. While in the IR mode, the micro-
computer tests the hardware port periodi-
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cally to see if there is an external comput-
er pulling the bus low. Upon detecting a
low level, the RKM begins counting to see
how long the bus remains low. If it is low
for a period greater than one half second,
the microcomputer assumes that the bus is
shorted and reverts to IR mode. It is as-
sumed that most players will not have a
computer attached, therefore, the failure
states always cause the player to drop
back into IR mode. A low that lasts longer
than 160 mulliseconds but less than one-
half second forces the RKM into the com-
puter-interface portion of its program.

The high-speed computer interface was
designed to communicate with most low-
cost personal computers. Routines have
been written and interfaces built to allow
communication with an Apple I, a Com-
modore Vic-20, an Atari 800, an IBM PC,
and even a Timex-Siclair 1000 (Apple II,
Commodore Vic-20, Atari 800, IBM PC,
and Timex-Sinclair 1000 are registered trade-
marks).

To talk to an Apple 1l computer, the
player requires a very simple hardware
interface (Fig. 8). This interface handles
the signal conversion from standard RS-
232C to TTL levels and from a two-wire
system to one that uses a single bidirec-
tional coaxial cable.

Since the bus is bidirectional, some meth-
od must be used to prioritize the transmis-
sions or bus contention will result. Because
the RKM is locked with the feature micro-
computer in a 16.6-millisecond cycle, the
natural choice is to let the player dump its
status and then listen for a command in
reply from the controlling computer. Com-
munication is bit serial, 9600 baud. The
player transmits seven characters. Each is

COMPUTER
DATA FORMAT

composed of a start bit, two 4-bit nibbles
of data, and a stop bit (Fig. 9). It then
opens a 4-millisecond “window” for the
external computer to reply. Again, if after
sixteen consecutive tries, there is no re-
sponse, then the player reverts to the IR
mode.

The data sent from the player once
every 16.6 milliseconds include stylus-po-
sition information (time and/or band),
mode (play, pause, scan), features infor-
mation (seek-in-progress, repeat, etc.), and
disc information (stereo, side, stop bit encoun-
tered).

As mentioned earlier, the RKM and
feature microcomputers are locked together
on a cycle that takes approximately 16.6
milliseconds, that is, video field rate (Fig.
10). From the viewpoint of the RKM
microcomputer, time 0 is the point when
the feature microcomputer asserts the
/DATAVL line (Fig. 10). At this point,
the transfer of thirteen data nibbles to the
RKM begins (preamble is not one of those
transferred). Upon completion, the RKM
presents a command to the feature micro-
computer. If no command exists to be
executed, the RKM supplies a “no-key”
code. There is, of course, appropriate “hand-
shaking” during this time to ensure that
the data are received correctly. Since this
is a parallel data exchange, it occurs rela-
tively quickly.

This entire process takes about one mil-
lisecond. At the end of this time, the serial
exchange with the external computer be-
gins. At 9600 baud, each bit is aproxi-
mately 104 microseconds long. Seven char-
acters are sent, each ten bits in length, and
one is received. Therefore, the total com-
munication time requires about 8.3 mil-
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BIT Q' = =3 | 6= : PROCESSING
RIS W BEGINS

Fig.9. Computer data sent and received by the player use
the above industry standard format. This format is easily
understood by USART chips found in most home computers.

RKM microcomputer
functions

O Scan and debounce local
keyboard.

00 Communicate with a computer.

O Scan the IR receiver for remote
commands.

O Check all commands for valid-
ity and application, and then
forward them to the feature
microcomputer for action.

liseconds. This leaves about 7.3 milliseconds
for the RKM to process the new com-
mand received so that the next exchange
with the feature microcomputer will not
be missed.

At irregular intervals along the way,
calls are made to the local keyboard de-
bounce routine to check for local key
presses.

Infrared receiver (IRR)
decode algorithm

The IRR infrared receiver portion of the
RKM microcomputer is charged with the
task of accurately decoding commands from
the Digital Command Center (remote con-
trol hand unit), while rejecting IR back-
ground noise, yet maintaining continuity
by “forgiving” minor interruptions of the
IR transmission. This task had to be accom-
plished by careful balancing of system pa-
rameters, since the restrictions placed upon
the goal seem to be in conflict.

r"’"s-

NN
AN

SERIAL TRANSFER
TO COMPUTER
BEGINS

~ {7-mis CYCLE

Fig. 10. The RKM and feature microcomputer exchange infor-

cuted.
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mation in every field. This adds delays between when ex-
ternal commands are sent and when they are.actually exe-
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VideoDisc products and makes possible the unified remote product that can con-

trol multiple devices.

The RKM microcomputer polls the IRR
input port every 0.5 milliseconds to see if
an IR signal is present. During this time, it
is also checking to see if a computer is
trying to establish contact, and it is also
monitoring the local keys on the player’s
front panel. If the software detects the
presence of what might be an IRR com-
mand stream, it begins measuring the start
bit time. As Fig. 11 shows, the start bit
may be 4- to 10-milliseconds long. If it is
too short, the timing phase is aborted. If it is
too long, an immediate “keyup” instruc-
tion is passed to the feature microcomput-
er (this prevents sunlight from “latching” a
scan command after the button is released).

Having accepted the start bit, the pro-
gram abandons computer mode until after
the IRR transmission is received and pro-
cessed. The RKM then polls the IRR port
on a 0.25-millisecond interval, devoting
itself full-time to the task.

The space also has to be within certain
limits. Too short a space causes return to

12

“mark” detection. Too long a space causes
a return to standby. If both mark and
space are correct, we proceed to the IRR
bit decoding.

IR bit decoding

Since a “zero-bit” is longer than a “one-
bit,” a method was chosen to increment a
count while monitoring the IRR input port.
In addition, the code was written to com-
pensate for differences in pulse widths from
various remote transmitters by performing
a timing phase correction continually. After
receiving the 24-bit message, the first four
bits of the “true” and “complemented”
portions are checked to see if they are
equal to “2,” the preamble assigned to the
VideoDisc player. If the preamble is not
correct, then the remainder of the message
is ignored. Having found a proper pream-
ble, the program then compares the “true”
and “complemented” data to see if they
are equivalent. If they are not correct, the

program will assume that the player is per-
forming the desired function and will pass
“continue function” code to the feature
microcomputer. The “bad read” flag is
incremented when this occurs and only
seven consecutive “bad reads” will be tol-
erated. On reception of the eighth one, a
key-up code is generated and passed to the
feature microcomputer. This “forgiveness”
code is necessary to correct for quick inter-
ruptions of the beam (for example, a fly
darting in front of the transmitter).

Once the command is received and val-
idated, it is then checked to see that it is a
legal code for the VideoDisc player and it
is sent to the feature microcomputer. Input
polling time is now reset to 0.5 millise-
conds (normal check for IRR signal time)
and the program starts looking for the
next IR transmission.

Conclusion

A control architecture consisting of multi-
ple microcomputers can be developed to
allow construction of a higher-cost “fea-
ture player,” without burdening the high-
volume low-end player design with addi-
tional parts and their associated cost. This
type of architecture provides for a cost-ef-
fective family of players whose performance
can be enhanced by simply adding more
computer power.

The SJT-400 adds a new dimension in
player capability and performance not pre-
viously found in the CED system. The
SJT-400 allows the viewer the option to
interact with disc programming. Specially
prepared software, such as a mystery disc
with multiple endings, can provide a new
form of entertainment not previously avail-
able in the CED format. The computer
interface allows the player to be used in
industrial application—one example is an
arcade football game.
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Computer languages—A view from the top

After just thirty years, hundreds of computer languages
populate a modern “Tower of Babel.” The important ones are
giving us better insight into computation and better ways to
accomplish it.

Abstract: This overview of P BABEL Languages allow humans to communicate. Computer languages
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variety of computer languages, their de- acoL| ALY nicating with and controlling spacecraft near distant planets,
velopment, and their special charac- g 1ran Lol providing video games, and simulating human intelligence.
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Fig.1. “The Tower of Babel,” from Jean E. Sammet, Programming Languages: Histor; and Fun-
damentals,’ ® 1969, front endpaper. Reprinted by permission of Prentice-Hall, Inc., Englewood
Cliffs, New Jersey. The tower has become much higher since 1969.

14 RCA Engineer ¢ 29-1 s Jan./Feb. 1984




Assembled Line
Instructions No. Loc OP ADDRESS Remarks
S AA I F C
01 ORIG 1000 Load at location 1000
1000: + 1013 0 2 32 02 GCD STJ EXIT Subroutine linkage
1001: + 1 05 15 03 LDX 1 Load x value into rX
1002: + 2 05 63 04 LOOP CMPX 2 Compare X to y
1003: + 1013 0 S5 39 05 JE EXIT Exit if equal
1004: + 1009 0 4 39 06 JL SWAP Else, if x<y swap them
1005: + 1 01 55 07 DECX 1 Otherwise decrement x
1006: + 0 0 2 48 08 ENTA 0 Clear rA (upper digits)
1007: + 2 05 04 09 DIV 2 Get remainder in rX
1008: + 1 0 0 55 10 INCX 1 Increment remainder
1009: + 2 05 08 11 SWAP LDA 2 Load y value into rA
1010: + 1 05 24 12 STA 1 Store into x location
1011: + 2 05 31 13 STX 2 Store new y value
1012: + 1002 0 0 39 14 JMP LooP Repeat the process
1013: + 1013 0 0 39 15 EXIT JMP * Return to where called
16 END GCD End of program

Fig.2. Greatest common divisor (GCD) algorithm in MIX
assembly language. MIX is a fictitious computer developed
by Donald Knuth,? for teaching programming and algorithms.
While the assembly code (right side) is detailed and difficult,

Tower of Babel

Since hundreds of computer languages exist, some have per-
ceived the situation as a modern “Tower of Babel” (Fig. 1). This
is due, primarily, to the many separate application domains for
these languages. For each application, some languages are highly
expressive, while others are abysmally inadequate. This diversity
also arises from technological advances in both computer hard-
ware and language technology.

Avoiding 0's and 1's

In theory, any computer program can be implemented by stock-
ing the computer’s memory with 0’s and 1’s. This approach is
impractical, however, because it is an unnatural language for
humans; it’s extremely tedious and error-prone. A language with
some words rather than “bits” (binary digits, that is, 0’s and 1’s)
is clearly needed.

The simplest way to introduce words is to write the name of
the instruction rather than the code that the computer wants to
see. Names can also be applied to the locations of data in
memory and the positions of instructions in the program, and
decimal numbers can be written instead of some other bit
strings. With this simple language, the programmer has a much
easier time writing, reading, and understanding the program. In
fact, this same language could be used to write programs for
different kinds of machines, computers that have a similar com-
plement of instructions in their repertoire, but that have different
bit codes assigned to them (that is, an ADD instruction may be
defined as 000000 on one machine and as 11000110 on another).
The only problem is that this form of the program must still be
translated into the 0’s and 1’s that the computer understands.

Assembly languages

Determining the bit values for the names used above is necessary
but still tedious and error-prone. The very mechanical nature of
the process, however, makes it an ideal application for a compu-
ter! This computerized translation process is called “assembly,”
the translating program is called an assembler, and the language
we have developed is called an assembly language. An example
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the machine code (left side) is much less readable. It would
be even worse if displayed in internal form of 41 bits per
instruction word.

GCD(X,Y)
DO UNTIL X=Y
IF X>Y
THEN replace X by X-Y
ELSE exchange X and Y
ENDIF
ENDDO
answer is X

Fig.3. A PDL description of the GCD algorithm. This is not
a program, but a “structured English” description. The DO-
ENDDO and IF-THEN-ELSE-ENDIF constructions follow the
discipline called “structured programming.”

of an assembly program and the corresponding machine codes is
shown in Fig. 2.

An example for comparison

We offer a flavor of various languages by writing a “greatest
common denominator” (GCD) program in each. The greatest
common denominator of two given positive integers is the larg-
est integer that divides both. For example, the GCD of 8 and 20
is 4, and the GCD of 8 and 21 is 1. The classical method (algo-
rithm) for finding the GCD of two integers is to replace the
larger by the difference between the two numbers. If the two
numbers are now equal, then their mutual value is the GCD,
otherwise, repeat the process.

Program Design Language

In a Program Design Language (PDL), used to describe algo-
rithms, the GCD process could be expressed as shown in Fig. 3.
A PDL is not a programming language. It is a language that
communicates program designs between people. We will see
how programming languages convey this information to com-
puters.

An improved example

As a point of professional responsibility, let us briefly consider
the efficiency of the GCD algorithm. If the sizes of the two




numbers differ greatly, time could be wasted with numerous sub-
tractions. The intent of the process is to find the remainder. Fig.
4 thus uses ((X — )mod Y) + 1, instead of subtraction, to
speed execution. This is essentially the modulo (remainder, resi-
due) function modified to produce Y instead of 0 whenever Y
exactly divides X. In that way we will still consider only positive
integers.

Really useful programs should also determine whether the
input data is proper and give appropriate informative error mes-
sages if it is not. These examples are only given for illustration;
they would have to undergo rigorous analysis and testing for
correctness before being considered reliable software products.

Widely used first-generation languages
FORTRAN

Assembly language programming requires the programmer to
know the exact makeup (the “architecture™) of the machine. The
first attempt to give programmers the ability to write programs

GCD(X,Y)

DO UNTIL X=Y

IF X>Y
THEN replace X by ((X=1)mod Y) + 1

ENDIF
exchange X and Y

ENDDO

answer is X

Fig.4. A second PDL description. The use of ( (X-1) mod
Y)+1 instead of X-Y greatly reduces the number of “DO
loops” performed, thus, speeding the algorithm, often substan-
tially.

INTEGER FUNCTION GCD(IX,IY)
123 IF (IX.EQ.IY) GOTO 987
IF (IX.GT.IY) IX = IX-IY*(IX-1)/IY

ITEMP = 1Y

[y = IX

IX = ITEMP

GOTO 123
987 GCD = IX

RETURN

END

Fig.5. A FORTRAN IV version of the GCD algorithm. Note
that in FORTRAN (a) names beginning with a letter from | to
N indicate integers; (b) “.EQ.” is a test for equality; (c) “=" is
used to assign values; (d) line labels look like numbers (but

aren't: GOTO 3*41 cannot be used instead of GOTO 123).

100 DEF FNG(X,Y)

110 IF X = Y THEN 180

120 IF X < Y THEN 140

130 LET X = X-Y*INT((X-1)/Y)
140 LET Z = Y

150 LET Y = X

160 LET X = 2

170 GO TO 110

130 LET FNG = X

190 FNEND

Fig.6. A BASIC version of the GCD algorithm. In BASIC,
every line has a label number and “=" is used for both
equality tests and assignment. Only 26 functions can be
defined (named FNA through FNZ).
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without requiring detailed machine knowledge was FORTRAN
(FORmula TRANGslator)’. Because we now take FORTRAN
for granted, few realize how big a step it was. The first few years
of frustrations in its development convinced many that such
automatic translation could not be accomplished. Obviously, it
finally was successful. The translation process is called “compila-
tion,” and the program that does the translation is called a
compiler.

The FORTRAN language allows programmers to write alge-
braic expressions in nearly natural form, rather than in sequences
of one-word commands. Due to the limitations of card punches
and printers the symbols *, / and ** were adopted for multiply,
divide and power operations—conventions held by most subse-
quent languages. The IF and DO statements are closer to natural
descriptions of decisions than assembly language can provide.
Arrays and tables of numbers are established by declaring them,
and their elements can be changed and accessed by specifying
their indices. A variety of types of numbers (integer, real, double
precision, complex) can be declared; appropriate arithmetic rules
for their computation are automatically enforced. Language fea-
tures for specifying the formats of listings were also incorporated.

The compiler program produces machine instructions for trans-
ferring control and data to and from “subroutines,” separate
pieces of software that can be used several times at various
places in a program. A statement in FORTRAN (and any other
compiled language) typically generates several machine instruc-
tions, unlike assembly languages that typically are one-for-one.
But best of all, the programmer does not need to know the
internal structure of the computer to write a computer pro-
gram—the compiler handles that automatically. Fig. 5 shows the
GCD algonthm in FORTRAN IV. Subsequent updatings of
FORTRAN,* especially FORTRAN 77, have added contem-
porary features that we will see in other languages.

BASIC

A direct descendent of FORTRAN is BASIC (Beginner’s All-
purpose Symbolic Instruction Code)’ originally intended as a
simple introduction to FORTRAN. The number of constructs
and capabilities are reduced, but the important features remain.
Its adoption as a standard language for home computers illus-
trates the success of these simplifications. A BASIC version of
our GCD program is shown in Fig. 6.

cOBOL

COBOL (COmmon Business Oriented Language)® is another
language that grew up with FORTRAN. As an historical note,
the two companies that first implemented COBOL were Reming-
ton Rand and RCA. Its designers wanted to provide a self-doc-
umenting language that managers would be able to read easily.
COBOL’s acceptance by the-business community has been enor-
mous. Many feel that COBOL’s wide acceptance is due to early
Government regulations mandating COBOL. Its readability stems
from its nearly exclusive use of English rather than algebraic
symbols. For example, in COBOL we may say

ADD APPLES TO BANANAS GIVING PRODUCE
rather than
PRODUCE = APPLES + BANANAS
as in FORTRAN. Many special facilities for generating reports,
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handling large amounts of data in record formats appropriate for
business, and data sorting and searching are embedded in
COBOL. Figure 7 shows COBOL code. Evidently, COBOL is
inappropriate for our GCD example.

Languages designed for special applications
ATLAS

Some programming languages seem to serve the purpose that
jargon does in natural languages. In fact, specialized applications
often have their own programming languages with embedded
words and phrases peculiar to the discipline. There are languages
for electrical circuit design, for civil engineering, and many other
restricted disciplines. ATLAS? is a standard language for direct-
ing automated test equipment (ATE). “ATLAS” originally meant
Abbreviated Test Language for Avionics Systems. The “Avi-
onics” later became “All” in recognition of wider applications.
Like COBOL, ATLAS leans heavily on English to provide good
documentation; the programs can instruct manual testing as well
as computer-driven testing. And, like COBOL, ATLAS is remark-
ably inappropriate for the GCD algorithm. Figure 8 shows an
ATLAS test procedure named GAIN CHECK.

Languages that reduce their worlds
to mathematical forms

APL

In 1962 Kenneth Iverson published a book named “A Pro-
gramming Language™® that proposed a new mathematical nota-
tion, a kind of algebra, for describing computations. Although it
looked strangely hieroglyphic, this notation combined similar
concepts from diverse areas of mathematics under a small set of
new symbols. It was given an unusually simple and consistent set
of “grammar” rules. A major contribution of this language was
to allow treatment of multi-dimensional arrays of data as single
data items. There were symbols for rotating, reversing, and
transposing arrays; selecting subarrays; and evaluating polyno-
mials from an array of coefficients. Even change of control
(branching) became a data manipulation, taking an integer to be
the next program line number to execute. The use of arrays
removed much need for branching and looping in computations.
“Iverson’s notation” was used for a variety of processing descrip-
tion applications. For example, it was used to describe the opera-
tion of significant parts of the IBM/360 computers.

In 1968 IBM released a commercial software product named
APL\360. Although based on the notation of Iverson’s book,
the language was even simpler, more consistent and more pow-
erful. APL is interpreted, not compiled. It is executed, symbol-
by-symbol, from right to left.

APL implementations are interactive; one uses the system as a
powerful algebraic calculator. When an expression is typed, the
system responds with the value of the expression. Data is created
and recreated dynamically (that is, when the program is execut-
ing). APL’s concise notation and interactive support system
allow programs to be designed, coded and debugged in one-fifth
to one-half the time other languages typically require. It is excel-
lent for algorithm development and experimentation, for one-
time computations and modelling 10

Figure 9a shows an APL implementation of the GCD algo-
rithm, and Fig. 9b shows a modified version able to handle arbi-
trary arrays of X and Y data, producing a similar array as a
result. But a different solution (more in the spirit of APL) has
been proposed!!: embed the GCD function as a primitive of the
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IDENTIFICATION SECTTION,
PROGRAM-ID. EXAMPLE,
REMARKS . THIS IS WISPS OF COBOL, FOR FLAVOR ONLY.

ENVIRONMENT DIVISION.
CONFIGURATION SECTION,
SOURCE-COMPUTER. VAX-11/780,
OBJECT-COMPUTER. VAX-11/780.
INPUT-OUTPUT SECTION,
FILE CONTROL., SELECT FIRST-FILE ASSIGN TO '2020' UTILITY.

DATA DIVISION.
FILE SECTION,
FD FIRST-FILE BLOCK CONTAINS 4 RECORDS.
RECORDING MODE IS ...

01 INPUT-RECORD.

02 FIELD-1 PICTURE 9 (20).

PROCEDURE DIVISION.
OPEN INPUT FIRST-FILE ...

CLOSE FIRST-FILE. STOP RUN.
RECORD~SELECTION SECTION,

PARAGRAPH-1. READ FIRST-FILK AT END GO TO PARAGRAPH-2.
IF FIELD-1 = FIELD-2 GO [0 PARAGRAPH-1 FLSE ...

EXIT.

Fig.7. An example of COBOL form and style. A complete
COBOL program, even a trivial one, takes lots of space. This
sketch indicates the concerns of a COBOL program (for
example, the Environment Division identifies all the hard-
ware to be used) as well as its readability and verbosity.

220000 DEFINE,

'GAIN CHECK',PROCEDURE, ('DC-IN','OUT-HI',
'OUT-LO',UP LIM','LOW LIM','FAIL EXIT')
RESULT( 'GAIN')}S

01 DECLARE,DECIMAL,STORE,,'DC-IN','UP LIM',
*LOW LIM','LOCAL', 'GAIN'S

02 DECLARE,STP,STORE, 'FAIL EXIT'S$

03 DECLARE,CONN,STORE,'OUT-HI','OUT-LO',6 CHAR §$

10 APPLY,DC SIGNAL,VOLTAGE'DC-IN' V RANGE 1V
TO 10V BY 0.1V,CNX HI J1-8 LO J2-9 $

12 MEASURE, (VOLTAGE ERRLIM +-.001V INTO'LOCAL'},
DC SIGNAL,VOLTAGE MAX 10V,CNX HI J1-8 LO J2-9 §

14 MEASURE, (VOLTAGE ERRLIM +-.001V),DC SIGNAL,
VOLTAGE MAX 100V,CNX HI 'OUT-HI' LO 'OUT-LO'S$

15 CALCULATE, ‘GAIN'='MEASUREMENT'/'LOCAL'S

16 COMPARE,'GAIN',UL 'UP LIM' LL 'LOW LIM'S

18 GO TO,STEP 'FAIL EXIT' IF NOGO §$

20 END, 'GAIN CHECK'S

Fig.8. An example of ATLAS coding. The readability of
ATLAS is apparent, as is its limited domain of application.
From ANSI/IEEE Std. 416-1978:7, ® 1978, pp. 6-22, 23. Re-
printed by permission of The Institute of Electrical and Elec-
tronics Engineers, Inc. New York, New York.

language. The OR function (symbolized by the inverted caret)
currently takes 0’s and 1’s as arguments and returns 0’s and 1’s
as results, The domains could be compatibly expanded to be the
integers without affecting the operation for bit values. Thus 820
would produce a 4 and 8v21 would produce a 1. Similarly, the
AND function (caret) could become the Least Common Multi-
ple function.

A revised example

You may notice that in the APL examples the defined functions
named GCD invoked themselves on their last lines. This practice
is called “recursion” and was not available in languages dis-
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cussed previously. Modern programming languages generally
allow recursion as another means of simplifying the program
statements, so let us revise our PDL description of the GCD
algorithm to reflect this capability. Figure 10 shows a recursive
form of the GCD.

Languages that embody modern software
engineering principles :

The modern notion of software engineering is based largely on
the ideas of Edsgar Dijkstra!? and others. Dijkstra developed
a method for writing reliable programs (“reliable” means that
the program always performs according to its prespecified behav-
ior). The most important software engineering principle is “top-
down” programming. Briefly stated, the top-down approach is to
break the problem into a manageable number of sub-problems,
and so on, until the sub-sub-problems can be conveniently writ-
ten in toto. The resulting software is composed of relatively small
“modules” which tend to be self-contained and independent.
Each module is easier to understand, write and change than one
huge program containing everything. Several teams of program-
mers can work simultaneously on different parts of the software
system.

VZ<X GCD Y
[11 <X
[ 21 »>(X=Y)/0
f3n S>(X>YV4L1
fu) X<1+Y|X-1
51 L1:2<Y GCD X
v
(a)

VZ«X GCD Y

[11 Z+X

[21 >(0eX=Y)40

[31] Z<XLY

[u] Z«Z GCD 1+Z|(X[Y)-1
v

(b)

Fig.9. Two APL versions of the GCD algorithm. Each strange
symbol stands for a built-in operation of the language. (a)
handles single values for X and Y, as do the other lan-
guages. (b) could accept, say, 17-dimensional arrays of
integers for X and Y values. The APL approach is as differ-
ent as its appearance.

GCD(X,Y)
IF X=Y
THEN answer is X
ELSE
IF X>Y
THEN answer is GCD(Y,((X~-1l)mod Y)+1)
ELSE answer is GCD(Y,X)
ENDIF
ENDIF

ALGOL

This top-down principle has dictated the basic structure of
ALGOL (the ALGOrithmic Language)!® by requiring a much
richer control structure capability. Unlike prior programming
languages we have seen above, ALGOL did not rely on GO TO
instructions to change the order of executing the program state-
ments, but used two revolutionary constructions:

if <condition> then <action> else <{action>
and

for <variable> = <{expression>> while <condition>
do <action>

where the items in the <> brackets stand for any appropriate
names, expressions or statements in the language.

Dijkstra had pointed out** that the GO TO statement was a
dangerous language feature because it could easily be (and was)
used to develop incomprehensible programs, ones with rat’s nests
of branching. One could not be sure in such programs just how
the program would really act under all possible sets of input
data. Repair of these programs often introduced even more baf-
fling branching. The new ALGOL constructs provided an en-
forced organization of control and of thinking about control.
They were eventually proven to be sufficient for all program
control; that is, the GO TO was no longer even needed.

In addition to the control structures, the nesting of those struc-
tures naturally accompanied them. ALGOL also introduced the
idea of the “scope” of data within the blocks and of dynamic
storage allocation. We won’t go into those items here, but they
all had significant impact on subsequent languages. In the U.S,,
ALGOL never became a popular programming language in its
own right, largely because the designers did not specify any input-
output capabilities in the language.

It did become a popular language in universities as a pedagog-
ical tool, however. Besides having the excellent control structures
ALGOL was the first really rigorously defined language. The
definition was done in a language used to describe languages (a
“meta-language™) called BNF'S. The abbreviation meant either
Backus Normal Form or Backus Naur Form. John Backus
invented the language and Peter Naur used it to describe the
syntax (“grammar”) of ALGOL. Because of ALGOL’s formal
BNF definition it was an excellent language for teaching tech-
niques for designing compilers. Figure 11 shows how ALGOL
can do the GCD algorithm.

PL/I

After ALGOL a language named PL/I'¢ was developed to be a
kind of language for all applications with something for ev-

integer procedure gcd(x,y);value x, y;
integer x, y:

begin if x=y then gcd := x
else if x>y then
ged := gedly, ((x-1)mod y}+1)
else gcd := gcd(y,x)
end

Fig.10. A PDL description of the recursive GCD algorithm.
An algorithm defined in terms of itself can often avoid toop-
ing (note that DO-ENDDO is gone). Some algorithms are
naturally recursive. For example, “0/ = 1, and n! = n*(n-1)!
for n>0" fully describes the factorial function.
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Fig.11. An ALGOL version of the GCD algorithm. Controt
structures (“if-then-else” and “begin-end”) first appeared in
ALGOL as did the use of “:=" to indicate assignment and
semi-colons as statement terminators. The procedure sec-
tion is actually a single statement.
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eryone. It combined features of FORTRAN, ALGOL, COBOL,
and even APL. PL/I has hundreds of reserved words. It is a very
large language requiring a very large compiler program. Despite
strong support from IBM, PL/I never became truly popular.
Figure 12 shows a PL/I treatment of the GCD.

Pascal

In reaction to excesses such as those in PL/I, Nicklaus Wirth
developed a small but capable language requiring only a small
compiler. This language, Pascal'? (named in honor of mathema-
tician Blaise Pascal), was based on the ideas of ALGOL. Its aims
were to be a language “suitable to teach programming as a sys-
tematic discipline based on certain fundamental concepts clearly
and naturally reflected by the language” and to “develop imple-
mentations of this language which are both reliable and efficient
on presently available computers.”

Pascal follows the flavor of ALGOL. Notable additions are
input-output features, new data structures and user-definable
types (as compared to built-in types such as integer and real).
Although designed for teaching, Pascal has enjoyed great popu-
larity lately, being implemented on both large computers and
microcomputers. It seems that “small is beautiful.” Figure 13
shows the Pascal version of GCD.

Ada*

In the 1970s the U.S. Department of Defense (DoD) realized
that a software crisis was looming. In addition to the many kinds
of military computers then in use, there was an unmanageable
number of programming languages (both assembly and higher
level) in military systems. Several of the “standard” languages,
notably CMS-2 and JOVIAL, had a number of incompatible
dialects besides. DoD decided that a standard language for all
military embedded computer systems should become a require-
ment.

To define the language,'® DoD requested suggestions from
military (U. S. and foreign), academic and industrial institutions
several times during the development of five increasingly detailed
requirements documents (named Strawman, Woodman, Tinman,
Ironman and Steelman).!” Four candidate languages (named
Red, Green, Blue and Yellow) were developed and Cii Honey-
well Bull’s Green was finally selected. Soon afterward it was
named Ada after Lady Augusta Ada Lovelace (who was the
daughter of Lord Byron and probably the first real programmer).
All four candidates were based on Pascal, a tribute to Pascal’s
careful design.

* Ada is a Registered Trademark of the U.S. Department of Defense (Ada Joint
Program Office).

GCD:PROCEDURE(X,Y) RETURNS(INTEGER) RECURSIVE;
DECLARE(X,Y) INTEGER;
IF X=Y THEN RETURN(X);
ELSE IF X>Y
THEN RETURN(GCD(Y,MOD((X-1),Y)+1));
ELSE RETURN(GCD(Y,X));
END;

Fig.12. A PL/I version of the GCD algorithm. In PL/l, you
must explicitly declare the procedure to be recursive for
recursion to be implemented by the compiler. The “ELSE”
statement is separate from the “IF-THEN" statement rather
than the single statement in ALGOL.
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Ada, however, goes far beyond the simple aims of Pascal due
to the extra requirements imposed on it. First, Ada supports the
orderly development of truly large software systems. To do this,
Ada has separately compileable “program units” so that many
pieces of a large software system can be written at the same
time. Another structural feature is the “packages” of data and
program units with two distinct parts. One part, called the “spec-
ification,” holds declarations of the interface, or the user’s view
of the items in the package. The other part, called the “body,”
holds the implementation of the package items. Various pack-
ages can be independently specified by many people and the
compiler can verify that their interfaces are compatible before
the implementations are written. Bodies can later be written or
completely changed without having to recompile the entire pro-
gram system.

Ada produces reliable programs. The package concept helps
here, as does the strict enforcement of “typing” (like Pascal) to
ensure that all data are used properly.

Ada supports concurrent processing (for example, for systems
of computers). A type of program unit called a “task™ identifies
pieces of software that can be run at the same time as other
pieces. There are also facilities for communication between tasks
and a means for handling errors automatically.

Ada supports the sharing of software among programmers
and the transportability of software among computers, both to
reduce the amount of software developed. “Generics” are tem-
plates or skeletons of programs or data with parts unspecified.
When a specific version of the generic software is to be used in a
specific application, then only the missing parts are specified to
allow the compiler to create that version. Transportability is
supported by requiring that all Ada-related tools, including the
Ada compiler, be written in Ada. Importantly, a standard pro-
gramming environment?®® (tool set) is also being prepared and
will be required for all Ada development.

The Ada language and its compilers are much larger than
Pascal and more capable.?! It remains to be seen how easy Ada
is to use. As a strong incentive to establish Ada, DoD has
required that, beginning in 1984, all new DoD software devel-
opments must be done in Ada. Additionally, Ada must be used
as a PDL for development of software requirements and specifi-
cations. Figure 14 shows an Ada version of GCD.

Languages for artificial intelligence

The LISP (LISt Processing)?2.2 language was developed in 1960
by John McCarthy and his team in M.LT.s Artificial Intelli-

function GCD(X, Y : integer) integer;
begin (* function GCD *)
if (X = Y) then
GCD := X
else
begin (*else¥*)
if X > Y then
GCD := GCD(Y,((X-1) mod Y) + 1
else
GCD := GCD(Y,X)
end; (* else*)

end; (* function GCD *)

Fig. 13. A Pascal version of the GCD \algorithm. Pascal fol-
lows the structure conventions of ALGOL, except that greater
use of “begin-end” bracketing is required to avoid ambigui-
ties about which “if” an “else” refers to.
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function GREATEST_COMMON DIVISOR(X,Y : integer)
begin
if X = Y then
return X;
end if;
if X > Y then

else
return GREATEST_COMMON_DIVISOR(Y,X);
end if;

end GREATEST_COMMON_DIVISOR;

return integer is

return GREATEST COMMON DIVISOR(Y, ({X-l)mod Y)+1);

Fig. 14. An Ada version of the GCD algo-
rithm. Although this function could also
have been called “GCD,” this shows
Ada’s support of long names (like
COBOL). Ada uses an “end if" phrase
to mark the end of an “if’ statement
This small program does not illustrate
Ada’s several features for developing
large programs.

(def gcd (lambda (X Y)
(cond
( (equal X Y)
( (greaterp X Y)
(t
)

plus {(mod (subl X) Y} 1) ))
) )

Fig.15. A LISP version of the GCD algo-
rithm. As all LISP functions, this is a
single expression in the form of a func-
tion name followed by arguments, and
each argument is in the same form.
Lots of parentheses result from this in-
herently recursive form.

gence Group. Its roots are in Artificial Intelligence (Al), and
LISP remains the language of choice in the Al community.
McCarthy’s work on a system to make deductions from impera-
tive and declarative sentences required a programming system to
manipulate formal expressions. He developed a scheme for repre-
senting an appropriate class of computations (partial recursive
functions on symbolic expressions) as the basis for LISP.2¢

The resulting programming language is radically different from
others in several ways. The data is in the form of lists containing
symbols and other lists. The functions of LISP are based on
recursion (McCarthy also influenced the inclusion of recursion in
ALGOL at about the same time). Programs are lists of sym-
bols—identical to data structures. Thus, programs can easily
manipulate other programs or even themselves.

The appearance of LISP programs is radically different too.
Parentheses abound, functions all use “Polish” notation with the
function name followed by the arguments, and (in classic LISP)
there is no assignment or use of variables. Programs are not
sequences of operations (do this, then do that) but are functions
of functions of functions . . . . Although LISP is only well suited
for list processing and general symbolic manipulation, it has
basic arithmetic operations. Figure 15 shows the GCD in LISP.

LISP has few primitive operations; all interesting functions are
built from them. In this way, one easily extends the language by
building layers of capability. Functions that produce other func-
tions are much easier to develop and use in LISP because pro-
grams are treated as data. Automatic production and modifica-
tion of new functions are instrumental to automated learning,
and very useful in Al applications.

Layers of definition and recursion also make processing slow.
Several LISP machines are now in production, specifically de-
signed to efficiently execute LISP programs.

Languages for saying what to do, not how to do it
PROLOG

Expert Systems are programs that mimic the diagnostic talents
and counselling of human experts, usually in specialized areas of
knowledge. Generally, the expert knowledge is expressed as a set
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GCD(J,Jd,J).
GCD(X,Y,Z2) :— X>Y,
Dl is X-1,
D2 is DIl mod Y,
D is D2+1,
GCD(Y,D,Z).
GCD{X,Y,2) :- GCD(Y,X,2Z2).

Fig.16. A PROLOG version of the GCD algorithm. These
three statements are the simplest expression of the GCD yet
(except for our modified modulo algorithm).

of “rules,” statements associating related pieces of information
with no “order of execution.” PROLOG (PROgramming in
LOGic)® is often used to implement Expert Systems. PROLOG
uses sets of rules and statements of “theorems.” A theorem acts
as a high-level goal to be proven or satisfied. The PROLOG
system automatically determines subgoals through which the
goal could be achieved, then repeats the process until rules are
found that satisfy the chain of subgoals. A practical feature of
this process is that programmers specify neither the order in
which the rules are used or the subgoals to be satisfied.

PROLOG shares some features with LISP. Figure 16 shows a
PROLOG version of the GCD. Although our modified modulo
function is not neatly handled, note that PROLOG needs to
make only the original statement of the problem. Thus, it is
easily seen to be perfectly correct.

PROLOG was developed in France and has recently become
popular in Japan where that country’s Fifth-Generation effort
aims to make widespread, practical use of Al in a short time.

Very high level languages

SETL

The less detail one must specify for a program, the easier it is to
write the program. This is the basic idea behind high-level lan-
guages. They save program development time by letting the

computer do as much of the work as possible. The level that a
language achieves is related to how easily concepts can be
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expressed in that language. SETL (SET Language)® is a so-
called Very High Level Language. It easily supports sets, maps,
graphs and trees as data types. It does arithmetic, set, and string
operations. It uses existential and universal quantifiers to conve-
niently identify subsets satisfying given properties.

A major triumph of SETL was the quick implementation of
the first Ada interpreter. Although the interpreter is very slow, it
provides use of the entire Ada language. The Ada interpreter
was also the first Ada translator (including all of the Ada com-
pilers being developed) to pass the stringent Ada certification
tests.

FP

John Backus, in his Turing Award lecture,?” presented a com-
plaint about current programming languages. Backus, the chief
designer of FORTRAN, contended that our programming lan-
guages are too closely tied to the machines on which they run,
that they suffer from a malady he termed “the Von Neumann
Bottleneck.” This bottleneck is the passageway between the con-
ventional computer processing units and the data memory. Not
only do the data and the instructions to be executed pass
through the bottleneck, item-by-item, but so do the addresses of
the data and the instructions. Too great a portion of the process-
ing has no direct relation to the intended computations.

To break away from this bottleneck, Backus proposes a func-
tional language based on the advances of LISP and APL. Its
basic operations operate on arrays and sets and on functions
(programs). Programs should satisfy algebraic rules with prove-
able characteristics. Not only will we have functions of functions,
but also higher levels of functional forms capable of spawning
whole classes of new functions. Programs would be more abstract,
smaller, and manageable. This development should also affect
the design of machines on which such programs would run. FP
is still in development, but it holds great promise.

Summary

Programming languages have changed enormously during their
three decades of life. They permit us to specify complex compu-
tations and processes in simple, convenient ways. Each purpose
for a computer language has led to new languages in the past,

and the trend continues. But, whereas the machine once dictated

the form and style of programs, the programming languages are
now influencing the structure of the machines that they direct.
The languages are also giving humans better insight into compu-
tation and ever better ways to accomplish it. They are even
teaching us more about language itself.

Acknowledgment

The authors wish to thank Helen Wu for supplying Ada and
Pascal examples, and Jim Whitehead for the LISP example.
Thanks, too, to the students in Eric Braude’s “Programming
Languages” class (taught at the New Jersey Institute of Technol-
ogy), and especially to Janice Ward, for their review of an early
draft of this paper.

References

1. J.E. Sammet, Programming Languages: History and Fundamentals, Prentice-
Hall, Englewood Cliffs, New Jersey (1969).

Mebus/Braude: Computer languages—A view from the top

Authors Mebus (left) and Braude.

Eric J. Braude is Manager of the Software Technology
Laboratory at RCA’s Advanced Technology Laboratories, where
he is responsible for several projects in artificial intelligence, pro-
gram verification and compiling.

Dr. Braude was educated at the University of Natal (South
Africa), Miami and lllinois, and received a Ph.D. in mathematics
from Columbia University.

He was formerly a Professor at the City University of New York
and Penn State University, and was a Computer Scientist at the
Naval Surface Weapons Center. He has published work on De-
scriptive Set Theory, Lattice Theory and Compiling Technology.
Contact him at:

Advanced Technology Laboratories
Camden, N.J.
TACNET: 222-4067

George Mebus is a Unit Manager, Software Technology Labora-
tory at the Advanced Technology Laboratories, Camden, New
Jersey. He joined RCA in March, 1983. His current responsibili-
ties are in programming languages and their processors in the
areas of microcode development, software engineering environ-
ments, and formal verification of computer systems. Previously,
Mr. Mebus worked at the Naval Air Development Center,
Warminster, Pennsylvania, where he led the development of the
Facility for Automated Software Production (FASP) for software
support of the Navy LAMPS project. He is a member of IEEE CS,
ACM, and Tau Beta Pi and holds a U.S. patent. His favorite pro-
gramming language is APL.

Contact him at:

Advanced Technology Laboratories

Camden, N.J.

TACNET: 222-3597

2. D.E. Knuth, The Art of Computer Programming, Vol. 1, 2nd Ed., Addison-
Wesley, Reading, Massachusetts (1973).

3. J.W. Backus, er al, “The FORTRAN Automatic Coding System,” Proceedings
of the Western Joint Computer Conference, Los Angeles, California, pp. 188-
198 (1957).

4. L.R. Meissner and E.I. Organick, FORTRAN 77: Featuring Structured Pro-
gramming, Addison-Wesley, Reading, Massachusetts (1980).

5. H.D. Peckham, BASIC: A Hands-On Method, McGraw-Hill, New York, New
York (1981).

6. COBOL—1961: Revised Specifications for a COmmon Business Oriented Lan-
guage, U.S. Government Printing Office : 1961 0-598941

7. An American National Standard IEEE Standard ATLAS Test Language, Insti-
tute of Electrical and Electronics Engin\eers, New York, New York, ANSI/IEEE
Std 416-1978, (1978).

8. K.E. Iverson, A Programming Language, Wiley, New York, New York (1962).

9. L.Gilman and A.J. Rose, APL—An Interactive Approach, Wiley, New York,
New York (1976).

21




10. J.G. Solomon, “APL and Engineering Productivity,” RCA Engineer, Vol. 28,
No. 1, pp. 18-24 (January/February 1983).

11. E.E. McDonnell, “A Notation for the GCD and LCM Functions,” from
APL75, Association for Computing Machinery, New York, New York (1975).

12. OJ. Dahl, EW. Dijkstra, and C.A.R. Hoare, Structured Programming, Aca-
demic Press, London, New York (1972).

13. P. Naur, Editor, “Revised Report on the Algorithmic Language Algol 60,”
Communications of the ACM, Vol. 6, pp. 1-17 (1963).

14. E.W. Dijkstra, “Go To Statement Considered Harmful,”Communications of the
ACM, Vol. 11, No. 3, pp. 147-148 (March 1968).

15. J.W. Backus, “The Syntax and Semantics of the Proposed International Alge-
braic Language of the Zurich ACM-GAMM Conference, Proceedings of ICTP,
UNESCO, Paris, pp. 125-132 (1959).

16. J.X. Hughes, PL/I Programming, Wiley, New York, New York (1973).

17. K. Jensen and N. Wirth, PASCAL User Manual and Report, 2nd Edition,
Springer-Varlag, New York, Heidelberg, Berlin (1974).

18. Ada Programming Language, Department of Defense, Washington, D.C,,
ANSI/MIL-STD-1815A-1983 (January 1983).

19. Requirements for High-Order Programming Languages, STEELMAN, Depart-
ment of Defense, Washington, D.C. (June 1978).

20. Requirements for the Programming Environment for the Common High-Order
Language, STONEMAN, Department of Defense, Washington, D.C. (February
1980).

21. N.M. Habermann and D.E. Perry, Ada for Experienced Programmers, Addison-
Wesley, Reading, Massachusetts (1983).

22. J. McCarthy, et al, LISP 1.5 Programmer’s Manual, M.LT. Press, Cambridge,
Massachusetts (1962).

23. P.H. Winston and B.K.P. Horn, LISP, Addison-Wesley, Reading, Massachusetts
(1981).

24. J. McCarthy, “A Basis for a Mathematical Theory of Computation,” Computer
Programming and Formal Systems, P. Braffort and D. Hirschberg, Editors,
North-Holland, Amsterdam (1967).

25. W.F. Clocksin and C.S. Mellish, Programming in PROLOG, Springer-Varlag,
Berlin and New York (1981).

26. J.T. Schwartz, On Programming: An Interim Report on the SETL Project, 2nd
Edition, Courant Institute of Mathematical Sciences, New York, New York
(1975).

27. J. Backus, 1977 ACM Turing Award Lecture: “Can Programming Be Liberated
from the Von Reumann Style? A Functional Style and Its Algebra of Pro-
grams,” Communications of the ACM, Vol. 21, No. 8, pp. 613-641 (August
1978).

Upcoming RCA Review issue announced

RCA Review is a technical journal published quar-
terly by RCA Laboratories in conjunction with the
subsidiaries and divisions of RCA Corporation.
Copies of the issue are available (at a cost of
$5.00) by contacting the RCA Review office at
Princeton, TACNET. 226-3222.

Contents, December 1983

Government Systems and GaAs
Monolithic Components

Kenneth J. Sleger

Some Microwave Properties of High-Speed
Monolithic ICs

K.H. Kretschmer and H.L. Harthagel

A Cooled Low-Noise GaAs FET Amplifier
Robert E. Askew

22

A Dynamic CAD Technique for Designing
Broadband Microwave Amplifiers

B.S. Yarman

A Computer Controlled Microwave Tuner for
Automated Load Pull

F. Sechi, R. Paglione, B. Periman, and J. Brown

Broadband Balun
Oakley M. Woodward

Microwave Tag Identification Systems

D. Mawhinney

Miniature Microwave Antennas for Inducing
Localized Hyperthermia in Human Malignancies
Robert W. Paglione

Phase-Locked Injection Laser Arrays With
Integrated Phase Shifters

D.E. Ackley, D. Botez, and B. Bogner

RCA Engineer o 29-1 o Jan./Feb. 1984




R.M. Blasewitz

Ada®—Not just another programming language

Ada promises to be the fourth generation higher order language
to bridge the gap in software technology, and begins—
in earnest—the assault on the software crisis.

“The Analytical Engine has no pretentions
whatever to originate anything. It can do
whatever we know how to order it to perform.
It can follow analyses; but it has no power
of anticipating any analytical
relations or truths.”

—Augusta Ada Lovelace
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The long-term and growing trend toward software domination
of systems, both commercial and military, has assumed the pro-
portions of a landslide in recent years. Essentially every system
under development or in the planning stages makes extensive use
of computer technology and software. Digital systems are now
commonly applied not only to control of the central function of
devices, but also to inter-system communications.

Why is software so dominant and why is it becoming even
more so? A principal reason is that, when a system modification
is required, software changes are easier to make than physical
system changes. Indeed, a Department of Defense (DoD) study
has shown that hardware changes cost 38 times as much as
software changes and take three times as long to implement.

Current annual DoD expenditures for software are measured
in billions of dollars, and estimates by the Electronics Industries
Association place military software costs at $32 billion by 1990
(Fig. 1). These estimates indicate that software costs are more
than substantial, they are dominant. When one considers how
many more commercial systems are required than military sys-
tems, and the attendant costs, then the impact of software is seen
to assume enormous proportions.

The growth of the software development processes has shown
a chaotic pattern from the beginning. Even now, after 25 years,
we find little uniformity in the specifics of software development.
It is also clear that there are not enough trained software profes-
sionals to meet today’s demands. And this situation is steadily
growing worse.

These issues have become increasingly clear in recent years,
virtually crying out for an intelligent, planned approach to the
problems. The United States Department of Defense, largely
because of the visibility of its needs in this area, took the lead in
the mid-1970s by sponsoring development of a new high-order
language suited to the full range of military applications and
incorporating state-of-the-art software practices. This develop-
ment program and the language itself were called Ada.® The
background and evolution of Ada make a fascinating study; a
highly abbreviated summary is contained in the accompanying
box.

Ada and its applications

DoD initiated the Ada program to save taxpayer money through
standardization. These savings will come from the portability
and reuse of operational software, more effective use of support
software (including Program Design Languages), improved pro-

Ada® is a registered trademark of the U.S. Government Ada Joint Program Office.

Abstract: Ada® is more than just another high-order language;
it is the basis for a modern perspective not only of programming
but also of software engineering. As the programming system
Jfrom which a new software culture will evolve and mature, Ada
is the cornerstone of the Department of Defense initiative entitled
“Software Technology for Adaptable, Reliable Systems”
(STARS). This paper describes the rationale for the creation of
Ada, and indicates progress to date in its broad-based applica-
tion. The structure of Ada is presented, with primitive examples
of its use in basic programming problems.

©1984 RCA Corporation
Final manuscript received December 2, 1983,
Reprint RE-29-1-3

24

40
Sin 37.99

Billions

30

201
Software

10F

4.10 Hardware 589

128 1 1 4 1 1 1 1 1 i
1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990

Fig.1. Software costs in DoD embedded computers will
approach $38 billion by 1990, a margin of nearly $32 billion
over hardware costs (courtesy EIA).

grammer productivity, and reduced software maintenance. Stan-
dards will also be beneficial for business concerns. There is little
question that the entire software industry is in need of a modern,
efficient, and highly portable system-implementation language
and tool set. In summary, technical arguments about which lan-
guage is best miss the point, because only Ada will benefit from
DoD’s investment in standards enforcement for compilers and
supporting tools.!

Unquestionably, then, Ada has come of age as an accepted
high-order language for use in embedded computer applications.
The proposed standard for the language is extremely compre-
hensive and is recognized as very powerful.2 Further, the ability
of Ada to solve problems is as great as that of any other pro-
gramming language. Ada’s adoption as a formal military stan-
dard guarantees its use within the defense community, but the
commercial applications of Ada may surpass its military use. A
number of factors contribute to this commercial interest:

1. American and European industries were involved in the
development of Ada design requirements and in the review
and revision of the language.

2. Ada is now widely used as a teaching tool in academia.

3. Ada has been adopted as the standard language for process
control by the European Common Market.

4. Commercial applications often mirror military applications in
function or character; for example, in process control and
word processing.

5. Ada is designed to ease future maintenance problems.

An indication of this commercial interest is seen in the parallel
and cooperative Ada development efforts being carried out by
the British and German Ministries of Defense, the European
Economic Commission, and the Japanese Ministry of Interna-
tional Trade and Industry. Another indicator of interest is the
number of compilers available and under development. Already
there are at least three validated (by DoD) Ada compilers avail-
able, with 20 more expected in 1984; a number of other compil-
ers have been developed for Ada and are awaiting DoD valida-
tion, Millions of lines of Ada code have been written and
executed, and large Ada applications are currently in use. One
such commercial user reports using a “bare bones” compiler to
begin implementing all in-house and contracted software in
Ada.? The results of the first effort—a payroll package and
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The evolution of Ada

in January, 1975, the Undersecretary of Defense for
Research and Engineering initiated the development
of Ada. Department of Defense directives and
instructions were then issued requiring the use of
high-order languages for military systems, designat-
ing existing languages (FORTRAN, JOVIAL,
TACPOL, COBOL and CMS-2) as interim standards,
and stating that the services should work together in
developing a single language suited to military
applications and incorporating state-of-the-art soft-
ware practices. The DoD established a High Order
Language Work Group (HOLWG) under the direction
of Lieutenant Colonel William A. Whitaker to coordi-
nate the effort.

The basic requirements for the language, which
was intended to counter increasing software costs
and poor-quality software, were defined in a
sequential series of draft specifications developed
between 1975 and 1977 by David A . Fisher at the
institute for Defense Analysis. These documents
were expanded in specific detail and formalism as
the HOLWG gained knowledge of the key tradeoffs
and applications requirements of embedded compu-
ter software.

in 1977, DoD issued a competitive request for
proposals from contractors to design a language
that met a set of requirements called Ironman.
Seventeen bidders responded, of which four were
chosen to present independent preliminary designs.
A final requirements document, entitled Steelman,
integrated the knowledge obtained through the
design contractors’ attempts to meet the require-
ments. Thus, Steelman became the target require-
ments document for the competing contractors. The
four finalists were Honeywell, SRI International,
SofTech, and Intermetrics. The designs were pres-
ented in early 1978, with all the designs being dis-
tributed throughout the Ada-invoived community for
comment. These comments dictated that the
Honeywell and Intermetrics design were preferred,
and thus these two contractors were selected for the
second, follow-on phase. The final designs were
submitted in April, 1979. Using the worldwide Ada
community for extensive evaluation, the DoD
selected the Honeywell design that had been devel-
oped by an international team at Cii-Honeywell Bull,
Paris.

The new language was named Ada, after Count-
ess Augusta Ada Lovelace. It was she, the daughter
of poet Lord Byron, who translated the work of italian
mathematician L. F. Menabrea, attaching her own
commentaries on the variances between the “differ-
ence engine” and the “analytical engine.”

Artificial Intel.

Automatic

Igol
M) B Programming

Pascal
Simula

Cobol

Fortran

| PL/ | | I

1 T 1 T
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Ada represents a major step in modern program lan-
guage development, and should exist until either artificial
intelligence or automatic programming replaces it.

The Analytical Engine does not occupy common
ground with mere calculating machines. It holds a
position wholly its own; and the considerations it
suggests are most interesting in their nature. In en-
abling mechanisms to combine together general
symbols, in successions of unlimited variety and
extent, a uniting link is established between the
operations of matter and the abstract mental pro-
cesses of the most abstract branch of mathematical
science. A new, a vast, and a powerful language is
developed for the future use of analysis, in which to
wield its truths so that these may become of more
speedy and accurate practical application for the
purposes of mankind than the means hitherto in our
possession have rendered possible. Thus not only
the mental and the material, but the theoretical and
the practical in the mathematical world, are brought
into more intimate and effective connexion with

each other.
—Augusta Ada Lovelace, 1842.

Lovelace also delivered the notes and writings of
Babbage (with her amendments) to the scientific
community of the time, and is thought to be the first
female programmer.

The Deputy Secretary of Defense announced the
DoD intention to make Ada a military standard,
opening another series of reviews and comments.
Subsequent months were used to expose the lan-
guage to the actual user community and to refine it
according to the feedback received. The proposed
Ada Standard Document, MIL-STD-1815 (the
number was chosen to honor the Countess’ birth
year, 1815) was published in July, 1980. In the same
year, DoD created the Ada Joint Program Office
(AJPO) under the direction of Lieutenant Colonel
Larry Druffel to manage the desired implementation
and acceptance of Ada. Ada was submitted to the
American National Standards Institute (ANSI) for
consideration as an American standard under the
ANSI canvass procedure in 1982, and approved in
January, 1983. Ada is also a registered trademark of
the U.S. Government (Ada Joint Program Office).

voucher entry system for a general ledger accounting package—
elicited comments such as “superbly efficient” and “The ability
to independently compile packages and insert them into a main
program provides an inherent flexibility in design that is not
readily available in any other commercial languages.” Of special

Blasewitz: Ada®—Not just another programming language

significance was a poll of the programmers on their language

preference—Ada was the unanimous choice.?

What other factors are important in this language’s climb to
esteem? Many computer scientists believe that in addition to
their use in coding, Ada-compatible methods and languages also
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have potential application in software life~cycle phases, such as
definition and specification of requirements, design, testing, docu-
mentation, maintenance, and project management and control.?
These uses of Ada are in their infancy and must await further
development. Yet many organizations have already derived their
own unique Ada-based design languages,’ perceiving this as a
method of capitalizing on three particular aspects of transition-
ing to an Ada-based programming environment, namely:

1. Immediate training in Ada
2. Experience in Ada’s software potential as a design tool

3. Qualification to respond to Ada-related DoD Requests for
Proposals.

Ada is also an important facet of a major DoD initiative
undertaken to solve the software crisis that is now so well recog-
nized. It is widely believed that the U.S. has lost its lead in
many of the mature technologies upon which our industrial and
military base were founded. The same threat now challenges our
lead in the computer, electronics, and software industries. DoD,
in recognizing this factor, has begun a strong, aggressive action
called “the software initiative,” or the Software Technology for
Adaptable, Reliable System (STARS) Program.” The purpose of
this initiative is to describe and plan a management strategy for
meeting the challenges of the future. Software is the essential
element in the STARS directive, for it controls and defines the
systems of today and tomorrow, embodies system “intelligence,”
and provides the flexibility to respond to changing threats, needs,
and requirements.

The STARS effort, which will build on the achievements in
the Ada Program, is designed to provide an integrated, automated
environment that covers the entire software life cycle. Both
STARS and the Japanese “Fifth-Generation” initiative are de-
scribed briefly in the accompanying box.

What is Ada and how does it work?

As a modern programming language, Ada incorporates many of
the advances made in programming languages and research con-
ducted in the past decade. Ada is based on Pascal to a large
extent, but this does not mean that Pascal is a subset of Ada;
indeed, virtually all of the features of Pascal were altered for
their introduction into Ada. The principal inheritance from Pas-
cal is its philosophy—that both algorithms and data structures
should be specifiable precisely and clearly, and that the logical
consistency of a program should be ensured by the compiler
wherever possible.! Thus Ada is concerned with software con-
cepts such as readability, maintainability, efficiency and a .con-
cern for programming as a human activity. All of these charac-
teristics stem from the basic need to alleviate the software crisis.
Ada is also unique technically for the following reasons:

1. Ada supports the concept of a software components industry

2. Ada is a blend of modern software engineering principles

3. Ada is a language designed to support programming solutions
throughout the life cycle of a software project

4. Ada will support production of very large and complex soft-
ware systems

5. Ada has numerous provisions for portability.

When we examine the problem domain for which it was
designed (embedded computer systems), we see that Ada is also
a language of considerable expressive power. In particular, the
DoD requirements mandated a language that would support
structured constructs, strong typing, relative and absolute preci-
sion specification, information hiding, data abstraction, concur-
rent processing, exception handling, generic definition, machine-
dependent facilities, and separate compilation.

Before we investigate how Ada accomplishes its major tasks,
let us consider the languages preceding Ada and make some
pointed comparisons. A programming language at any level
must provide three primary functions:

1. A vehicle that allows human beings to communicate more
effectively.

2. A tool that enables expression of thought.
3. A means of enabling humans to instruct machines (computers).

Looking at some of the major languages of the past we can
make capability assessments (Table I) that are, of course, sensi-
tive to the problem domain. In essence, Pascal was designed for
teaching sound software principles and Ada was designed for
major military software systems. Ada is compared with Pascal
for a number of reasons, but primarily because of Pascal’s wide
acceptance as a well-designed high-level language. Ada improves
substantially on the Pascal base as illustrated in Fig. 2. Ada not

Ada

Tasking

Generics
Private Types
Exception Handling
Separate Compilation
User Defined Operators
Unconstrained Array Types
Improved Data Typing System
Support for Data Encapsulation

/ Support for Abstract Data Types
[ Pascal Base —I

Fig.2. Use of Pascal as the building base for Ada permits
incorporation of state-of-the-art advances in programming
practices.

Table I. Language assessment for the three major language functions.

Ada Pascal Fortran Assembly
Function
Communication Excellent Average Below Average
Tools of Thought Very Good Good Average Below Average
Instructing Computers Good Average Excellent
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STARS and the Fifth Generation

A principal goal of the STARS Program is to improve
productivity while achieving greater system reliability
and adaptability.’”” The DoD planners knew that
attainment of this goal would involve broad
improvements in the environment in which software
is first developed and then supported. The Ada pro-
gram provides the initial focus for the development
of a common, sharable (portable) software base. The
STARS Program goes one step further and broadens
the scope of attention to the entire environment in
which software is conceived and evolved. The Ada
Programming Support Environment (APSE) widened
the focus beyond programming notations to the
automated support for the software life cycle as a
first thrust. The STARS Program expands this focus
to encompass the unautomated (and in many cases
unautomatable) aspects of the environment, the
personnel working in the environment, and the effi-
cient and smooth modernization of the environment
as effective new technology becomes available.

It should be noted that although the STARS Pro-
gram is motivated by a DoD need, the attendant
issues are common to most of the software industry.
The STARS Program is deliberately structured to
encourage the rapid transition of new technology
into practice. Initially the program does this by
addressing the need for strong educational activities.
Incentives will then be offered to develop and dem-
onstrate improved techniques for possible incor-
poration into STARS products. The third component
is the initiation of a Software Engineering Institute as
a vehicle through which new technologies will be
formed into products, validated, and brought into mil-
itary practice. The Institute will be responsible for
creating and operating a highly advanced software
environment from which environments for military
service standards will evolve. It will also ensure the
availability of expertise as well as documentation
and training support to reduce the risk involved in
transitioning new software practices and tools on
critical military systems.

The U.S. is not alone in realizing the importance of
hardware/ software technologies. Japan has pro-
claimed to the world that in ten years it intends to
develop and market the fifth generation of comput-
ers—artificially intelligent machines that can
reason, draw conclusions, make judgments, and
even understand the written and spoken word."® In a
crash program comparable to the U.S. space effort,
Japan has gathered the best and the brightest under
a charismatic leader, and backed the enterprise with
substantial resources. A quote from E.A. Feigen-
baum and P. McCorduck*® illustrates Japan’'s com-
mitment: “The wealth of nations, which depended
upon land, labor, and capital during its agricultural

—_—

Improve Increase Level of Expertise
Personnel .
Resources Expand Base of Expertise

{mprove Project

Management Tools
Improve Lr;\fvrec:v:f Improve Application:
Environments Tools Independent Technical Tools

Improve Application
Specific Technical Tools

Improve Business Practices
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Use of Improve Tool Usability
Tools
o Increase Level of Tool

Integration and Automation

STARS program objectives illustrate the emphasis placed
on improvement of present-day automated support envi-
ronments.

and industrial phases—depended upon natural
resources, the accumulation of money, and even
upon weaponry—will come in the future to depend
upon information, knowledge, and intelligence.”

Japan has also been pursuing the so-called soft-
ware factory. This approach seeks much higher lev-
els of software productivity with lower cost and
schedule risks than those now achieved. The lead-
ing Japanese corporations have aiready imple-
mented for their own use integrated systems of
automated software tools that support the entire
software life cycle. France and Great Britain have
also made efforts to create a software technology
research and development program, although
neither to the degree or scope of the Japanese pro-
gram. Quite simply, the Japanese are planning their
future as the leaders of the knowledge industry,
believing firmly that knowledge is power. This
knowledge is based on both hardware and software
guantum leaps over the technology of the past 30
years.

In summary, the U.S. is using Ada as a corner-
stone for the advancement of software technology.
The STARS Program strategy is to build upon exist-
ing DoD activities, and to meet the program objec-
tives illustrated above. The objectives of the STARS
Program are to improve the software state of practice
by synergistically improving key aspects of the soft-
ware development and support environment. STARS
will rely on the planned evolution of the software
environment, enhanced technically and by signifi-
cantly improved acquisition strategies, management
and business practices, and personnel upgrade
programs. Central to the evolution of the environ-
ment and the transfer into the DoD community of the
technology it embodies is the proposed national
Software Engineering Institute. Ada is important in
this program for it is more than a product: Ada is a
process.

Blasewitz: Ada®—Not just another programming language
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only adds those features specified in the figure, but also improves
upon Pascal’s syntax through the use of the Ada rules for using
the semicolon.

Pascal patriots need not be alarmed, for Pascal is still said to
have some advantages over Ada. These advantages include small
size, simplicity/learnability, and wide availability of compilers.
But (sorry, patriots), Pascal’s problem-handling domain is also
small, so that these advantages will dissipate rather rapidly. Ada
is also technically unique because it is currently the only popular
language matched to VLSI technology; it is the U.S. Army Mil-
itary Computer Family’s sole high-level language.

What is it that makes Ada a superior vehicle for software
development? What are its primary technical features? How can
the complexity of large-scale software development projects be
reduced by the use of Ada? Let us examine these issues in some
detail. In contrast to Ada, most existing programming languages
emphasize syntax and features that are used to describe relatively
small program units such as statements and procedures. Ada was
designed with an overriding concern for a structured program-
ming approach to software development: that is, the organization
of a large program into components so that readability, reliabil-
ity, and maintainability are maximized. Ada does provide excel-
lent support for these characteristics, since the major features of
the language explicitly reflect these qualities. Ada encourages,
even demands, what has been called a “constructive” approach
to programming.

The goals of modifiability, efficiency, reliability, understand-
ability, and maintainability are reasonable choices for virtually
any software system. The key to the production of software hav-
ing these attributes is the sound application of software engineer-
ing principles that support these goals. Although not all-inclusive,
an adequate set of principles might be:

 modularity
« uniformity
« information hiding

« completeness

« localization
« confirmability

» abstraction

Modularity is widely recognized as an important aspect of
program structure. The motivations for designing modular soft-
ware are based on Parnas’ concept of information hiding. In
recent years, the notion of information hiding has evolved into
the concept of data abstraction. Again, a language that includes
features inspired by these ideas is supportive of large-scale soft-
ware development. To a lesser extent, a separate compilation
facility also offers a means for modular grouping of related
procedures and, possibly, some common data objects.

The package concept

The concept of the Ada package is thought to be the language’s
principal contribution to the programming science.” An Ada
package consists of two components, the specification and the
body. Packages permit a user to encapsulate a group of logically
related entities. Therefore, packages directly support the software
principles of data abstraction and information hiding. The fol-
lowing example illustrates the structure of a package:
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Package MY _EXAMPLE_PACKAGE is

-declarations Visible and
. private parts
Visible N form the
part . package

specification.

private

-declarations Private part
is invisible to
users.

end MY _EXAMPLE _PACKAGE

Package body MY _EXAMPLE _

PACKAGE is

Package

-declarations body

-sequence of Ada statements

end MY_EXAMPLE_PACKAGE;

The package specification is simply a set of declarations con-
cerning data objects. The sequence up to the occurrence of the
word “private” is the visible part of the specification. The last
part is called the private part and will be described further
below.

The package body is the means by which the package pro-
vides the operations promised in the package specification. That
is, the code for the operations to be performed (for example,
compute the new time of day) is located within the body com-
ponent. The body may also contain declarations needed to
implement the operations, but these need not be usable outside
the package body.

This package structure supports the principles of modularity,
abstraction, localization, and information hiding. Programmers
can apply these principles in other languages, but Ada packages
enforce and encourage these principles. If a user violates the Ada
rules with respect to package specification, the compiler will trap
the errors at compilation time. Since the specification and body
may be compiled separately, it becomes an easy matter to create
the specification early in the software design process and then
later to add the body as details about the operations become
known. In other words, the package provides excellent support
for top-down design. Possibly most important, Ada packages aid
in the process of controlling the complexity of software solutions
(as was done by Fortran subroutines) by providing a mechanism
with which to physically partition related entities into a logical
grouping.

Information hiding

Abstraction is the next major principle of concern in the produc-
tion of engineered software implementation, which leads us to
consider the concept of information hiding. Ada provides two
mechanisms for hiding details of implementation while still mak-
ing the mechanisms for using the implementation available to
users. The purpose of hiding is to make inaccessible certain
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details that should not affect other parts of a system. Ada’s pack-
age structure gives programmers the ability to decompose the
entire package into a specification and body, where the body can
hide the implementation details of the package. In fact, given the
package specification, it is possible to compile programs that
make use of the package before the package body even exists.

The second mechanism noted above is the private part of the
package specification—a place for declarations that are necessary
to define the physical interface of the package, but that need not
be included in the logical interface. The physical interface pro-
vides the information that the compiler requires. The logical
interface is simply the visible part of the package. All of this
implies that the user of the package is unable to make use of the
information contained in the private part in any way that will
affect the correctness of his program.!® This distinction between
physical and logical interfaces permits enforcement of the follow-
ing maintainability characteristics:

« Changes to the package body are guaranteed not to require
modifications to the source of programs using the package,
which in turn leads to no new recompilations;

« Changes to the private part are guaranteed not to require mod-
ifications in the source code of programs that reference the
package, but may require recompilation of the source;

« Modifications to the visible part may require changes to the
source code, followed by recompilation.

Although abstraction and modularity are perhaps the most
important principles we may use to control the complexity of
our software, they do not ensure that the final products will be
consistent or correct. Hence the principle of uniformity directly
supports the goal of understandability, and implies that programs
use a consistent notation and are free from any unnecessary
differences.

The principles of completeness and confirmability also sup-
port the goals stated earlier by aiding in the development of
solutions that are correct. Whereas abstraction extracts the essen-
tial details of a given design, completeness ensures that all the
necessary elements are present. Efficiency is also enhanced by
strictly limiting the effect of lower-level implementation changes
on higher-level programs. The principle of confirmability implies
that we can decompose our software system so that it can be
readily tested and validated. Ada supports these principles with
such features as:

« Strong typing;

Ada Data Types

Simple Composite Private Task

/\
Access Scalar Array  Record

Real Discrete
R 2 ;
Fixed Float integer Enumeration

/\ )
User-Defined Predefined
Boolean  Character

Fig.3. Ada’s typing system abounds with power, robustness,
and freedom of expression for potential users.

Blasewitz: Ada®—Not just another programming language

« Configuration management over the naming space;
« Multiple methodological support (top-down and bottom-up);
« Full support of predefined data types; and

« Unique parameter-passing features and mechanisms.

Ada’s strong typing allows a user to express a set of values
and a set of operations applicable to those values in a unique
and conclusive manner. Figure 3 illustrates the allowable data
types within Ada. Notice that users may define their own class
of types under the enumeration heading.

For example, the following is a valid Ada variable type:
TYPE COLOR is (RED, WHITE, ORANGE, BLUE)

Allowing the user this flexibility and freedom of expression in
typing would seem to contradict good practice; however it is
more than balanced by the greater security and efficiency gains
produced.

Ada also facilitates the management of program name space
by requiring each compilation unit to indicate the other compila-
tion units with which the unit is to be compiled and upon which
it depends.!! For example, package ABC may begin with the
clause “with A, B” which states that package ABC can refer to
the names A and B and can use the names declared in A and B.
This name qualification aids in keeping symbols distinct and
more manageable, thereby aiding configuration management prac-
tices.

Ada supports bottom-up and top-down software development
methodologies. Bottom-up methods can proceed by the devel-
opment of packages at the body level first. Once the operations
at the low level are known (such as, compute radar dwell-time),
the algorithms can be implemented via the package body mech-
anism. The specification part of the package can be compiled
separately. In Ada, library units are used to implement this
methodology. Therefore, after the creation of packages that pro-
vide the primitive facilities we need, we can build up from the
tools they give us. Top-down development is accomplished with
the aid of program stubs and subunits. A stub indicates the place
where a separately compiled subunit must eventually be pro-
vided. For example, while developing package PROM, a pro-
grammer may write:

Package body PROM is

type MY_TYPE is array (1 . .. 100) of Integer
procedure NOT_DONE__YET
(X:MY _TYPE) is separate; stub

begin

end PROM;

The reserved word “separate” in this example informs the
compiler that a subunit consisting of the procedure named
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NOT_DONE_YET,with one parameter MY _TYPE, will be
compiled later. The compiler saves in the data base all of the
contextual information needed from PROM. For the subsequent
compilation of NOT_DONE__YET,a programmer can work
with the following subunit:

Separate (PROM)
procedure NOT_DONE_YET (X:MY__TYPE) is

begin

end;

In this manner, orderly top-down design and implementation
may proceed.

Ada’s technical features cannot be dismissed without also
looking at the following key elements (regardless of how they
may support engineering principles or goals):

1. Tasks

2. Exception handling

3. Generic program units

4. Representation specification
5. Input/output.

The Ada tasking model is based on the concept of communi-
cating sequential processes.!2 In other words, tasks can be viewed
as independent, concurrent operations that communicate with
each other by passing messages. When two tasks pass a message
to each other, they are said to rendezvous. The basic Ada mech-
anism for this communication is provided through the entry and
accept statements. Like a package, a task is also divided into a
specification part and a body. Likewise, the modularity and
abstraction concepts discussed for packages generally apply to
tasks. For real-time applications, Ada provides this strong facility
for multi-tasking or for logically parallel threads of execution
that can cooperate in a controlled manner.

In most operations, a system must be able to recover grace-
fully from error conditions—a beneficial attribute of any soft-
ware program. In most programming languages, an input format
error, divide check, and so on would cause the program to crash
and pass control back to the operating system. Ada permits a
block-structured exception-handling capability. Exceptions, which
are typically error conditions, may be predefined (such as divide
by zero) or user defined (such as buffer is full condition). In
Ada, if an exception occurs, nhormal processing will be sus-
pended and control will pass to the exception handler (a pro-
gram written for handling exceptions), which normally will
respond to the exception noted. In the case where total recovery
may be impossible, such as in peripheral device failures, Ada
will allow graceful (that is, gradual) degradation of computer
performance through the exception-handler mechanism.

The designers of Ada realized that its large and encompassing
applications domain would force the emergence of some special
features. Primary in this search for special features was the need
to reduce the maintenance costs of complex software systems. A
feature generated for this purpose was the ability to compile
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separate units, which was lacking in its predecessor, Pascal. In
addition, Ada gives generic program units the ability to factor
out common algorithms or procedures used on different data
types. For example, we may need to sort an array of numbers
from highest to lowest, or we may need to sort through an
alphabetized list of names. The algorithm to process such infor-
mation would be the same; only the data types would be differ-
ent. A programmer may take this common algorithm and pro-
vide parameters in the form of data items, thus creating a generic
unit.

At times a programmer must be able to exploit hardware
features. In most languages this is done by creating a separate
assembly-language routine, and then linking it to the high-level
language. Ada, however, includes features to specify implemen-
tation-dependent features and data representation. In particular,
Ada permits the specification of address, enumeration-type repre-
sentation, length, and record-type representation.

Embedded computer systems are noted for their unique input/
output devices or demands. Very few within the military domain
use such standard devices as printers or terminals; instead they
interface to signal processors, radars, and so on. To handle such
a wide variety of devices, Ada input/output (1/0) is achieved
through several packages. In particular Ada has predefined pack-
ages for high-level I/O (including binary I/O and text [/0), and
low-level 1/0. Ada also allows programmers to create their own
unique 170 packages as required. In fact, with the extensibility
provided by Ada’s packaging mechanism and generic facilities,
one need not provide any special language features to accom-
modate 1/0.

Obviously not all of Ada’s features can be examined here.
Only some of the more notable have been briefly summarized,
with some emphasis on their use or function. The language
draws on many years of research relating to algorithmic lan-
guages and methodologies to support modern programming prin-
ciples. However, there is less than total support for Ada, with
some critics claiming that Ada is simply too complex.!3 Possibly
the only answer to these critics is that the features that make it
so complex also make it a superior vehicle for large-scale soft-
ware development.

Training for a language of this robustness is not a simple mat-
ter.'.15 For the first time, a language is more than its syntax, thus
making it more of a method than a language. Its components are
complex and are difficult to understand and to apply optimally.
The design of real-time systems using Ada is a process that
requires special skills and backgrounds, and dictates that choices
for design be founded in sound engineering principles. Ada’s
approach to software development is truly unique, and to reap
its benefits users will need to be trained and skilled in using its
philosophy of software development—regardless of the meth-
odology selected. As a relatively new language, and one with
almost no track record with validated compilers, Ada presents
the potential user with a very real risk factor. However, with
DoDs firm support and a growing recognition of its inherent
superiority, Ada shows every sign of becoming a spectacular
success. S

Conclusion

Clearly, Ada is a language whose time has come. It is real, not
only because it was painstakingly developed to meet the long-
term needs of advanced system development, but also because
the demand for an Ada-like solution to the growing software
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development and maintenance problems is becoming increas-
ingly intense. Project managers and system developers share an
understanding with software managers that the demand for
software is escalating rapidly, and that the costs for software
usually (if not always) dominate the project cost. And although
much of the impetus in this area has come from the Defense
Department, the problems and their solutions have an even
greater long-term impact in non-military applications.

The final solution to the basic problems of the software crisis
(namely, human limitations) lies in applying modern software
methodologies that are supported by a higher-order language
such as Ada that encourages and enforces these principles.'¢ The
coupling of Ada with the tools and methodologies derived from
the STARS program offers the software industry a significant
inroad into the solution of the software crisis and its inherent
problems.

The very viability of future systems rests with the successful
infusion of Ada as the programming language. The DoD has
focused its energy on solving the software crisis and has pleaded
for industry support in this endeavor. Corporate awareness and
response to this plea should be of paramount importance for
future business considerations. Alert organizations will be pre-
pared for the challenges presented by state-of-the-art technology
in both the hardware and software domain, and should begin
now to transition their strategies toward the ever-changing tech-
nological marketplace.
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Your RCA Engineer Article . . .

Tips on technical article writing offered

If you are writing an article for the RCA Engineer’s multidisciplinary engineering
audience, the 48-page “Guide for RCA Engineer Authors” can show you practical
ways to attract and maintain reader interest. The material specifically applies to RCA
users. Experienced and novice authors can use many of the universally applicable
principles, methods, and examples given here. Each chapter presents a series of
Premises, Goals, and Methods that lead the author through the writing effort. Essays
on side topics embellish the main text.

The first chapter, on “Article Mechanics & Specifications,” defines the parts of
a complete article package. The second chapter, on “Article Content,” contains
idea starters that will help you to gather the right information and artwork for a multi-
disciplinary audience, organize the material, establish and keep audience interest,
and write for the reader. The third chapter, on “Writing Style,” illustrates by example
the five major ways to improve written expressions, by making them active, lean,
clearly qualified, symmetric, and specific.

To order, send your request for a free copy of the "Guide for RCA Engineer
Authors” to the RCA Technical Excellence Center, 13 Roszel Road, P.O. Box 432,
Princeton, NJ 08540. Call TACNET: 226-3090.
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Meet your Editorial Representatives

The editorial contacts at your location are available to
help you share the valuable information you have with
the rest of the engineering community.

These Editorial Representatives (Ed Reps) can help
you present that project or idea to a very important
group—engineers and engineering management at
RCA. Editorial representatives (for each major activity)
are appointed, usually by the chief engineer. Basically,
their objectives are to assist authors by stimulating,
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Byron Taylor

Indianapolis, ind.
TACNET: 426-3367

Don Willis
Indianapolis, Ind.
TACNET: 422-5883

* Technical Publications Administrators

planning, and coordinating appropriate papers for the
RCA Engineer and to keep the editors informed of
new developments. In addition, they inform the editors
of professional activities, awards, publications, and
promotions. On these four pages you will find a photo,
location, and phone number of your Ed Rep. They are
alphabetically listed by division for your convenience.
Get to know your Ed Rep, and develop your own con-
tribution to the professional literature.

Consumer Electronics (CE)

Larry Olson

Indianapolis, Ind.
TACNET: 422-5117

Eugene Janson*

Indianapolis, Ind.
TACNET: 422-5208

Corporate Technology

Tony Bianculli*

Princeton, N.J.
TACNET: 226-2111

RCA Engineer » 29-1 » Jan./Feb. 1984

33




&

Merle Pietz* Ed Master Carol Coleman
Camden, N.J. Camden, N.J. Princeton, N.J.
TACNET: 222-2161 TACNET: 222-2731 TACNET: 229-2919

L a o/JH

Paul Seeley* Dale Sherman Dan Tannenbaum*

Burlington, Mass. Burlington, Mass. Camden, N.J.
TACNET: 326-3095 TACNET: 326-3403 TACNET: 222-3081

Peter Hahn Don Higgs* Graham Boose

Cherry Hill, N.J. Moorestown, N.J. Moorestown, N.J.
TACNET: 222-5319 TACNET: 224-2836 TACNET: 253-6062

* Technical Publications Administrators

Princeton, N.J.
TACNET: 229-2544

Thomas Altgilbers

Camden, N.J.
TACNET: 222-3351

e A |

Jack Friedman

Moorestown, N.J.
TACNET: 224-2112

34

RCA Engineer » 29-1 e Jan./Feb. 1984



National Broadcasting
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TACNET: 226-2882 TACNET: 424-6141 TACNET: 222-6247 TACNET: 222-5986

* Technical Publications Administrators

RCA Enginger » 29-1 » Jan./Feb. 1984 35



“SelectaVision”
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CK. Liggett, Jr.

MSR centralizes soffware development
activities in new computer center

Overview of the Naval System Department’s Program
Generation, Analysis and Data Reduction Center, show-
ing three DECSYSTEM-2060s behind the disk drives. The
two VAX 11/782s are behind the DECSYSTEM-2060s.

|n January 1984 a major new computer center
became operational in Moorestown, New
Jersey, to serve Missile and Surface Radar's
rapidly expanding real-time computer software
development requirements. The center
occupies the entire ground floor of a newly
acquired three-story, 90,000 square-foot office
building on Route 38 in Moorestown, bringing
together essentially all of MSR's computer
programming functions under one roof,

In addition to expanded versions of two
facilities previously located in the main
Moorestown plant (the Naval Systems
Department’s Analysis and Data Reduction
Center and the Engineering Department’s
a;; RCA Corporation

Final manuscript received January 17, 1984
Reprint RE-29-1-5

RCA Engineer o 29-1 o Jan./Feb. 1984

Software Development Center), the center
features two major new facilities. These are the
AEGIS DDG Combat System Program
Generation Center and Computer Program Test
Site, established to support the development
and test of the entire AN/UYK-43-based
computer program complex for the AEGIS DDG
51 Combat System. These two special resources
are closely patterned after the highly successful
AN/UYK-7-based AEGIS CG 47 Combat System
Program Generation Center and Program Test
Site located in a nearby Computer Sciences
Corporation facility.

The terminal room provides access to the Program Gen-
eration Center for compilation, test, and debug of com-
puter programs as well as graphics terminals for simu-
lation and design work.
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Three-dimensional graphics capability supports opera-
tions analysis, system simulation, and ship design ap-
plications.

The center consists of three major
equipment rooms, together with a display
console room, tape vaults, programmers’
terminal rooms, a conference room, and work
areas for the convenience of visiting
subcontractor software personnel.

Program Generation Center and Analysis and
Data Reduction Center

These colocated facilities support data
reduction and performance analysis for the

The Computer Program Test Site contains one of the
first of the Navy's new AN/UYK-43 computers. This ma-
chine is being used to host the tactical computer pro-
grams for the AEGIS DDG 51 -Combat System. The
AN/UYK-43 provides a user-friendly maintenance panel
for testing and debugging programs.
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Table I. Equipment complement for the Program Gen-
erqﬁon/Ano/ysis and Data Reduction Center.

Main Memory

Type (and Number)  per Computer Disk Storage
of Computers (Mb) (Mb)
DECSYSTEM - 2060 (3) 2 "*(5) 440
**(4) 160
VAX11/782 (2) 8 (2) 516
(19 256
(1) 1400

* 36-bit words
"* All nine disk drives are shared by the three DEC
2060s

t Shared by the two VAXs

AEGIS program, simulation efforts for operations
analysis of system design and development,
and development and production of AEGIS
computer programs to e hosted on the
AN/UYK-43 tactical computers. Computer
equipment includes three DECSYSTEM-2060s
and two VAX 1I/782s, all manufactured by the
Digital Equipment Corporation. Table | shows
the equipment complement.

The DECSYSTEM-2060s support operations
analysis and data reduction efforts. Simulation
applications, including the use of 3-D color
graphics, are also hosted on these systems,
Languages used are FORTRAN, Pascal, and
Basic. The Navy’s Machine Transportable Sup-
port Software for 32-bit computers (MTASS/L) is
available, including the CMS-2L compiler. The
Accent R relational data base management
system is used for information processing.

Program generation is accomplished using
the VAX systems. These VAX 11/782s are the
largest of the VAX series of computers. Each sys-
tem has two Central Processing Units (CPUs)
and 8 Mbytes of main memory. The languages
available are FORTRAN and CMS-2L. The latter
is provided with the Navy’s MTASS/L environ-
ment, which also enables complete software

Overview of Software Development Facility showing VAX
11/780 in foreground and PDP-11s in background.
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Table Il. Equipment complement for the Computer Pro-
gram Test Site.

Main Memory

Type (and Number)  per Computer Disk Storage
of Computers (Mb) (Mb)
AN/UYK-7 (V) (3) 1 ("3) 674
AN/UYK-43 (V) (5") 10 (*3) 151.6

AN/UYK-20 (Clock
Simuiator) (1)

* One currently operational

systems for the Navy’'s AN/UYK-7 and AN/UYK-43
computers to be built.

Computer Program Test Site

The Computér Program Test Site is used to test
AEGIS tactical computer programs in a simu-
lated environment using tactical computers
and displays. Machines ranging from the 16-bit
AN/UYK-20 to the 32-bit AN/UYK-7 and 32-bit
AN/UYK-43 are available in shipboard configu-
rations. The AEGIS Tactical Executive System
(ATES) as well as programs for command,
radar, and weapons control functions will be
integrated prior to further testing at the Com-
bat System Engineering Development Site or
the Production Test Center. The equipment
complement is shown in Table .

Software Development Facility

The Software Development Facility is used for
the broad range of software product develop-
ment and support within MSR. Five Digital
Equipment Corporation computers (plus an
additional VAX planned for early 1984) are
connected in a common network to support
more than 100 users located at the Center, at
the main Moorestown plant, and at other
remote facilities. The network supports software

A direct-access console is provided for each computer

in the SDF network to allow system debugging.

The SDF computer network switch allows user access to
any of the five machines within the network.

product development, subcontract work, and

proposal efforts, Typical examples are support

of software/firmware requirements for modular
gun fire-control systems and high-technology

software development for the Military Compu-
ter Family Operating System.

In addition to the basic computer network
structure (Table ll), three Data General
computers are used to support radar software
development, maintenance, and simulation
(these machines can be accessed from the
network if required). Principal languages used
within the Software Development Facility are
FORTRAN, Basic, Pascal, and Ada.

Conclusion

The realization of this powerful center unifies
MSR’s computer programming functions under
one roof and provides support for the more
than 1000 design and development engineers
at Moorestown.

Table lll. Equipment complement for the Software De-
velopment Facility. o

Type (and Num- Main Memory
ber) of Computers per Computer Disk Storage (Mb)

VAX 11/780 (1) 4 Mb (2) 512

(1) 121
VAX 11/780 (1) 4 Mb (1) 456
PDP 11/70 (1) 896 Kb (2) 88
PDP 11/44 (1) 512 Kb (2) 67
PDP 11/24 (1) 512 Kb (1) 208
Eclipse (1) 128 Kb (1) 96
Nova 840 (1) 128 Kb (1) 10
Nova 800 (1) 64 Kb (1) 25
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J. Tripoli

Legal protection of computer programs

As the number of profitable software innovations increases, it
becomes important to know how the law protects the gains in
the field. Here’s an algorithm to get you through the legal maze.

Consider for a moment the various ways
we encounter computers in our daily lives.
We see these machines in businesses,
schools, banks, places of employment, and
places of amusement. Indeed, it takes an
effort to think of classes of people in this
country who are not affected in some way
or another by computers. But, without the
software to make them run and perform
the desired tasks, these marvelous machines
that can save time, money, and energy
would be nothing more than expensive
curiosities.

In the United States, the computer soft-
ware industry has already reached the multi-
billion dollar sales level. With school dis-
tricts all over this country emphasizing com-
puter literacy, the software industry will
apparently keep on growing for many years
to come.

Abstract: Computer software, an impor-
tant business asset, should be protected.
This paper explores the uses of patent,
copyright, and trade secret law as mecha-
nisms for protecting computer software.
Some recent court decisions have shed
new light on how each of these
approaches, and combinations of
approaches, can be effectively used. The
comparative analysis is discussed in terms
of a practical example taken from a land-
mark Supreme Court decision.

©1984 RCA Corporation
Final manuscript received October 28, 1983.
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Clearly, computer software can be a
valuable businesss asset. Valuable assets
should be protected under the law. This
article will explore the present-day legal
alternatives for protecting computer soft-
ware. Our point of view will be that of
the creator of a particular software package.

A practical example

Jim Diehr and Ted Lutton worked for a
Midwest corporation that makes a variety
of products molded from rubber com-
pounds. When Jim and Ted first started
working for the corporation, these com-
pounds were manually placed in heated
(and thermostatically controlled) molding
presses. A timer was started when the
press was closed. When the rubber-curing
process was complete, an alarm went off
and the operator manually opened the press.

But, there was a problem.

The press thermostats were only accu-
rate to =2 percent. In addition, different
operators took different amounts of time
to load the compound into the press. There
was a difference in starting temperature
that depended on the amount of time the
mold had been cooling before the press
was closed. Jim and Ted were told to
devise a system that would consistently
provide nearly exact cure times for the
rubber material being molded.

Eventually, Jim and Ted designed a
system that used well-known computers
and data storage banks containing the time-

temperature cure data for the particular
compounds being used. A surveillance sys-
tem monitored, almost continuously, the
mold temperature. The temperature data,
along with some other data and the elapsed
time, were fed to the computer. The com-
puter was programmed to solve the well-
known Arrhenius equation. This computa-
tion was continually redone and a new
time-temperature cure curve was generated
every ten seconds for the particular com-
pound being molded. When the calculated
cure time equalled the elapsed time, the
computer signalled an electromechanical
device, which opened the mold.

Jim and Ted, working together, designed
the system and did all of the program-
ming. The Plant Supervisor immediately
recognized this work as a significant improve-
ment over the old process and urged Jim
and Ted to see the company attorney con-
cerning legal protection for the concept.

The alternatives

Some of you will recognize that this exam-
ple is taken from the actual facts involved
in the United States Supreme Court deci-
sion in Diamond v. Diehr and Lutton.! In
the actual case, the attorney suggested seek-
ing patent protection. But, there are other
ways of protecting the work product. The
attorney could have suggested relying on
copyright protection for the involved com-
puter programs; or, maintaining the system
as a trade secret; or, he might have sug-
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gested some combination of protective tech-
niques. We will explore each of the alter-
natives and try to assess the advantages
and disadvantages of each course of action.

Patent protection

When the United States Patent and Trade-
mark Office (PTO) examined the Diehr
and Lutton patent application, the claims
were rejected as being drawn to nonstatu-
tory subject matter. In essence, the Exam-
iner was saying that the claims in the
application, which went to a method of
operating a rubber-molding press, were
steps that were being carried out by a
computer under the control’ of a stored
program. The Examiner reasoned that this
was not proper subject matter for a patent
under the Supreme Court decision in
Goutschalk v. Benson.? In the Benson case,
the Supreme Court had said that patent
protection was not available for a compu-
ter-controlled system that translated binar-
y-coded decimal numbers into pure binary
numbers. It was felt that the Benson sub-
ject matter was not “any new and useful
process, machine, manufacture or compo-
sition of matter, or any new or useful
improvement thereof . . . ™ as required by
the current Patent Act. In Benson, the
Court basically held that it would be wrong
to allow patent protection for a mathemat-
ical formula or algorithm.

The Diehr and Lutton application went
to the PTO Board of Appeals, which up-
held the rejection by the Examiner. The
case was then appealed to the Court of
Customs and Patent Appeals (CCPA),
where the rejection was reversed. The PTO
then took the case to the Supreme Court,
which ruled that the claims were proper
for patent protection. This was the first
time that the Supreme Court found a com-
puter-program-related invention to fall with-
in the definition of patentable subject mat-
ter. The Supreme Court keyed in on the
fact that the invention related to a method
that transformed raw uncured synthetic rub-
ber into a different state or thing—that is,
a cured rubber product—when the press
was opened. The Court recognized that
the claims involved a well-known mathe-
matical equation or algorithm, but the
claims did not seek to preempt the use of
that equation. Instead, the equation was
used in conjunction with all the other steps
in the process, such as continually moni-
toring the temperature, continually recal-
culating the cure time, and opening the
press at the appropriate time. Of course,
once it was determined that the claims fell
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This process, run in conjunction with computer programs, is patentable. The

program listing, alone, is not patentable.

within the proper subject matter for patent
protection, all the other standards for patent-
ability had to be applied. For example, the
claims had to be new, useful, and unob-
vious.

Several software-related CCPA decisions
were made after the Supreme Court’s Diehr
decision, The current test, in view of Diehr,
seems to be to look at the subject matter
of the claims of a patent application as a
whole. If the claimed invention seeks to
preempt a mathematical algorithm, then it
is not proper subject matter for a patent.
If, however, the claimed invention goes to
the application of a mathematical algorithm
to physical elements or process steps, then
it is proper subject matter and we can
proceed to consider the other issues of
patentability.

At least one “aftermath” case* shows
that we must distinguish between mathe-

matical algorithms and algorithms that are
not mathematical. 1f we are dealing with
nonmathematical algorithms we are already
outside of the Diehr test, and the invention
is treated as a process or method. But, we
must be careful here. The court can find a
mathematical algorithm even when such
an algorithm is not expressed in mathe-
matical terms in a claim’ That is, a claim
may include an equation written in words
rather than mathematical symbols.

At this point, a clarification should be
made. The listing of instructions for execu-
tion by a computer does not fall within

1. 450 U.S. 175,209 USPQ 1 (1981)

2. 409 U.S. 63, 175 USPQ 673 (1972)
3. 35 USC 101
4.

In re Pardo and Landau, 684 F.2nd 912, 214 USPQ
673 (CCPA 1982)

5. In re Meyer and Weissman, 215 USPQ 193 (CCPA
1982)
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Resources for inventors

Publications

The following are available from
the Commissioner of Patents and
Trademarks, Washington, DC
20231:

s Q & A about patents—Brief,
non-technical answers to fre-
quently asked questions. Free.

= Q & A about plant patents—
Same as above but for plant pa-
tents. Free.

=« Q & A about trademarks—
Same as above but for trade-
marks. Free.

s Patents—Specifications and
drawings of patents cost $1 each.
When ordering, give the patent
number or full name of inventor
and approximate date of
issuance.

s Trademarks—Copies cost $1
each. When ordering, give regis-
tration number or name of regis-
trant and approximate date of
registration.

These publications are available

Reprinted with permission, High Technology/
Technology lllustrated magazine, November
1983. Copyright©1983 by High Technology/
Technology Publishing Corporation, 38
Commercial Wharf, Boston, MA 02110.

For more information and assistance in
searching on-line databases, see your local
RCA Librarian.

from the Superintendent of Doc-
uments, U.S. Government: Printing
Office, Washington, DC 20402

s General information concern-
ing patents—Simply written
information about applying for
and granting of patents. $2.25.

= General information concern-
ing trademarks—Same as above
but for trademarks. $1.70.

= Patent official gazette—Offi-
cial journal of the Patent Office
contains a selected figure of the
drawings and an abstract of each
patent granted during the pre-
vious week. It also lists patents
available for license or sale and
latest rules changes. Annual sub-
scription: $300. Per copy: $4.00.

s Trademark official gazette—
Same as above but for trade-
marks. Annual subscription:
$88.40. Per copy: $1.70.

« Annual Indexes—Published
for both patents and trademarks.
Prices vary, depending upon size
of publication.

s Manual of classification—
Lists numbers and descriptive
titles of the more than 300
classes and 100,000 subclasses
used in the subject classifications
of patents, with an index. Sub-
scription: $60.

s Manual of patent examining
procedures—Detailed reference
work on patent examining practi-
ces. Subscription, including basic
manual, quarterly revisions, and
rules changes: $39.

» Patents and inventions, an
information aid to inventors—
How to decide whether to apply
for a patent, how to obtain patent
protection, and how to promote
inventions. $1.75.

s Patent laws—All the statutes.
$4.50.

= Patent attorneys and agents
registered to practice before the
U.S. Patent and Trademark
Office—A geographical listing of
those legally registered to
represent inventors before the
Patent Office. $8.

s Trademark rules of practice
of the Patent Office with forms
and statutes—Rules, laws, and

forms relating to trademarks. $5.

= 37 code of federal regula-
tion—Rules governing Patent
Office procedures. $5.50.

On-line databases

s LEXPAT—Will search and
retrieve the full text of patents
issued since 1975, plus new pat-
ents issued yearly. Key-word

the classes of subject matter that can be
protected under the patent law. For exam-
ple, if Diehr and Lutton had written a few
hundred lines of code, in, say, Fortran,
that Fortran listing would be considered as
a collection of printed matter. Printed mat-
ter is not included in any of the categories
of proper subject matter for patent protec-
tion. Therefore, the Fortran listing could
not be patented. The methodology or pro-
cess that Diehr and Lutton used to trans-
form uncured rubber into a cured molded
product included steps run in conjunction
with computer programs. This process was
patentable. Their program listing, alone,
could not be patented.

By seeking patent protection for their
design, Diehr and Lutton received the right
to exclude others from making, using, or
selling their automated rubber-curing pro-
cess for a period of 17 years from the date
6. US. Patent No. 4,344,142
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the patent issued. The protection covers
the functional concept expressed by the
claims in the issued patent.¢

Before receiving that protection, Diehr
and Lutton had to meet the rigorous stan-
dards of patentability and, in this case,
several years elapsed between the filing of
the application and the issuance of the
patent as a result of the litigation. Of course,
this was precedent-making litigation. In
the usual or ordinary case, it takes one
and one-half to three years to issue a pat-
ent in the United States.

Copyright protection

Diehr and Lutton could have decided (and
perhaps did decide) to seek copyright pro-
tection for the program that they wrote to
control the rubber-curing process.
Copyright protection, in general, pro-
hibits copying the form of expression of a

work or the particular way in which the
work is set down in tangible form. It does
not protect the underlying abstract ideas in
the work. Thus, if two people indepen-
dently produce similar works on the same
subject, without copying from one another,
there is no copyright infringement. As a
result, anyone in the rubber-curing indus-
try could sit down and independently pro-
gram a computer to solve the Arrhenius
equation without fear of infringing the as-
sumed copyright of Diehr and Lutton. But
the Diehr and Lutton software could have
taken many man-months or years to pro-
duce; this alone would make it desirable
to protect the software listings per se.
There was a question under the Copy-
right Act of 1976 as to whether or not
certain types of software, specifically ma-
chine-readable software, could or should
be protected by copyright. That issue was
resolved by Congress in the Computer Soft-
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search is available. Contact:
Mead Data Central, 9333 Spring-
boro Pike, Dayton, OH 45401,
(513) 859-1611.

= CLAIMS—Umbrella title for
several different patent databases
including CLAIMS/UNITERM,
which gives access to chemical
and chemical-related patents
issued since 1950. Includes sub-
ject indexing for each patent from
a controlled vocabulary to speed
retrieval of chemical structures
and polymers. CLAIMS/U.S.
PATENTS ABSTRACTS WEEKLY
is the latest weekly update and
records from the current month.
CLAIMS is published by IFl/
Plenum, Arlington, Va. Contact:
Dialog Information Services, Inc.,
3460 Hillview Ave., Palo Alto, CA
94304, (415) 858-3785.

= Hitech patents: data commu-
nications—Full text of “Hi Tech
Patents: Data Communications”
newsletter, which provides bibli-
ographic citations and abstracts
of patents in the field. Covers
Australia, Canada, UK., as well as
the U.S. Published by Communi-
cations Publishing Group, Inc.,
101 Verndale St., Brookline, MA
02146, (617) 566-2372. Published
on-line by NewsNet, Inc., 945
Haverford Road, Bryn Mawr, PA

19010, (800) 345-1301.

= Hitech patents: fiber optics—
Similar to above but for fiber
technology.

w Hitech patents: laser tech-
nology—Similar to above but for
laser technology.

= Hitech patents: telephony—
Similar to above but for telephony
technology.

= National Technical Informa-
tion Service—Current patent full-
text and bibliographic files pro-
duced weekly; patents issued
since January 1969 by title or by
company; patents issued by
inventor since 1975;: and more.
On magnetic media. Contact
NTIS, 5285 Port Royal Rd.,,
Springfietd, VA 22151.

Inventors’ associations

= Intellectual Property Owners,
1000 M St., NW, Washington, DC
20005, (202) 466-2396. Group
acts as lobbyist for corporate and
individual members to convince
Congress and the Administration
of the importance of intellectual
property protection such as
copyrights, patents, and
trademarks.

a National Congress of Inventor
Organizations, 345 E. 47th St

New York, NY 10017, (212) 705-
7943. Coalition of inventors’
groups to further creativity and
innovation. Among its 25
members are California Inventors
Council, Inventors Workshop
International, Inventors Clubs of
America, National Inventors
Cooperative Association, Affil-
iated Inventors Foundation, Inc,,
and International Association of
Professional Inventors.

= Small Business Innovation
Research Program. Established
in 1977, this program provides
phased grants to support
advanced research. It is aimed at
small firms with strong research
capabilities, rather than at indi-
viduals, and will not support pro-
duct development, pilot plants
efforts, or clinical research. Con-
tact: National Science Founda-
tion, 1800 G St., NW, Washington,
D.C.

= Technology Commercializa-
tion Program. Established in
1976, it is aimed at anyone with a
technology that can be commer-
cialized provided that a minority
inventor, investor, or innovator
benefits from the project. Contact:
Department of Commerce,
Washington, DC 20230.

ware Copyright Act of 1980. The Act
states that “a set of statements or instruc-
tions to be used directly or indirectly in a
computer in order to bring about a certain
result . . . " is copyrightable subject mat-
ter. There is no real question any longer
that the assumed Diehr and Lutton soft-
ware could be protected under the Federal
Copyright Act whether in source or object
code.

Under the present statute, the copyright
comes into existence immediately when
the work is fixed in tangible form. Thus,
the Diehr and Lutton copyright came into
existence the moment they finished writing
the program regardless of the language
used in making the listings. A copyright
gives the owner the exclusive right to make
copies, to prepare derivative works, to dis-
tribute the works by sale, by other transfer
of ownership, or by rental, lease, or lend-
ing. The copyright owner also gets the
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exclusive right to perform and display the
work publicly.

Copyright protection comes into being
automatically under the Federal Copyright
Act for unpublished works. When the work
is published, a copyright notice on the
work is required and registration of the
copyright in the Copyright Office of the
Library of Congress should be made. The
copyright notice consists of three elements:
(a) the letter ¢ in a circle, or the word
“Copyright,” or the abbreviation “Copr.”;
(b) the name of the copyright owner; and
(c) the year of first publication of the
work. Registration is required as a prereq-
uisite to a suit for infringement and for
recovery of certain statutory damages. The
Copyright Act is forgiving in the sense that
publication without notice is not an imme-
diate and fatal bar to protection under the
law, but care must be taken to rectify such
publication without notice.

Among the works generally accepted
by the Copyright Office for registration
are programs in human-readable form, that
is, source programs, user manuals, and flow
charts. In addition, the Copyright Office
will accept, under the “Rule of Doubt,”
programs in machine-readable form—for

7. Data Cash Systems. Inc. v. JS&A Group, Inc. 480 F.
Supp. 1063 (N.D. ILL. 1979), affirmed on other grounds
628 F.2nd 1038 (7th Cir. 1980)

8. Apple Computer Inc. v. Franktin Computer Corpora-
tion, 219 USPQ 113 (3rd Cir. 1983).
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example, programs expressed in object
code. In the “Rule of Doubt” cases, the
copyright owner may have to shoulder an

-additional burden of proof to demonstrate

the existence of a valid copyright.

There is a current split of opinion as to
whether or not a program encoded in a
read-only memory (ROM) is proper sub-
ject matter for copyright protection. One
lower court’ held that ROMs become part
of the computer hardware and, therefore,
become part of the mechanical process.
Mechanical processes are not proper subject
matter for copyright protection. But other
courts, expressing what appears to be the
majority view, have held that ROMs repre-
sent another form of the source code, and
therefore, the object code burned into a
ROM should be covered by the copyright
on the source code. The latest decision in
Apple v. Franklin® held that operating pro-
grams encoded in ROMs are proper for
copyright protection. Incidentally, the art-
work used to make integrated circuits, includ-
ing ROMs, is proper subject matter for
copyright protection as pictorial or graphic
works.

The formalities for copyright registration
of programs are relatively straightforward
and inexpensive. A simple form is com-
pleted and sent to the Copyright Office
with a ten dollar fee and the required
number of copies of the work. When a
program is first published in machine-read-

able form—for example, on tape or disc—
the Copyright Office will accept one copy
of the identifying portion of the work in
human-readable form. The portion must
include the copyright notice. If a source-
code listing is very lengthy, then the Copy-
right Office will accept the first and last 25
pages of the listing. These deposit copies
are public records and are available for
inspection in the Copyright Office. The
duration of the copyrght is typically for
the life of the author plus 50 years. When
a work, such as a program, is created by
an employee within the scope of his or her
employment, it is termed a “work made
for hire.” The Copyright Act provides that
title to the copyright in a work made for
hire resides in the employer, not the em-
ployee. The duration of this type of copy-
right is 75 years from the date of publica-
tion or 100 years from the date of creation,
whichever occurs first.

Trade secret protection

As a third option, Diehr and Lutton could
have decided to maintain their work as a
trade secret. The law concerning trade se-
crets is based on state statutes and the
common law resulting from court deci-
sions. There is no federal law concerning
trade secrets.

The Uniform Trade Secrets Act is a
model statute that some states have used
as a basis for enacting their own trade
secret statutes. The Uniform Act defines a
trade secret as follows:

“Trade Secret” means information, including
a formula, pattern, compilation, program,
device, method, technique, or process that:

(i

-

derives independent economic value, actual
or potential, from not being generally known
to, and not being readily ascertainable by
proper means to, other persons who can
obtain economic value from its disclosure
or use, and

(ii) is the subject of efforts that are reasonable
under the circumstances to maintain its se-
crecy.

Trade secret protection can go to almost
anything that gives a competitive edge and
is not known to others (or easily reverse-
engineered) and is kept secret by the own-
ers. There is no government agency in-
volvement in securing the protection.

It can be assumed that the overall design
of the Diehr and Lutton system, including
the application software, had value and
gave the owner of the information a com-
petitive edge over others. To acquire the
protection of the trade secret law, the owner
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Table |. Brief comparison of software-protection techniques.

Parameter Patents

Copyrights

Trade Secrets

What is proteaed?

system.

How is protection

obtained? in USPTO.

When does protection
start?

How long does

protection last? date of patent.

Criteria for providing
protection

Underlying ideas, concepts,
or methods used in the

File an application

Issuance of patent.

17 years from issue

Must fall within statutory
subject matter and must be

For published work: Place copy-

right notice on work.

Original works of ownership fixed in
any tangible medium of expression.

Formulas, ideas, devices,
compilations, programs,
techniques.

Maintain secrecy.

For unpublished work: Automatic

upon completion.

Upon completion
of the work.

Life of author plus 50 years.
Work for hire: 75 years

At creation of secret
information.

As long as information
is kept secret.

from publication, or, 100 years

from creation, whichever
comes first.

new, useful and unobvious.

Who infringes?

Available remedies

for infringement royalties.

Applicable Law

of the information must do more than
merely declare an intent to treat the infor-
mation as a trade secret. Positive steps
must be taken to maintain security. Is there
a stated company policy in respect to keep-
ing proprietary information secret? How
many people in the company have access
to the information? Is the information kept
in a safe or otherwise guarded location?
Are copies of the information numbered
and controlied? Is there an agreement with
employees that prevents them from using
this type of information when they are no
longer employed by the company? Are
disclosures of the information to outsiders
made only pursuant to confidential disclo-
sure agreements? These are some of the
factors a court might consider in determin-
ing whether or not reasonable efforts had
been made to maintain secrecy.

If the court finds that all the elements of
the trade secret are present, it can award
damages and/or stop the unauthorized use
of the information. The duration of the
trade secret can last indefinitely, as long as
the information is kept secret and does not
otherwise become available to the public.

To demonstrate infringement of a trade
secret, one would have to show that there
was a breach of a confidential relationship
or that unfair means were used to discover
or disclose the information. Very often,
trade secret litigation arises where a former
employee takes trade secret information
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Anyone who, without
authorization, makes, uses,
or sells claimed invention.

Injunction, reasonable

Federal Patent Act.

to statutory exceptions).

Injunction, statutory damages,
royalties

Federal Copyright Act.
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Moorestown, as a microwave engineer. In
1969, he transferred to Patent Operations,
Princeton, as a Member of the Patent Staff.
After he was graduated from the Temple
University School of Law with the J.D.
degree, he was appointed Patent Counsel.
He served as Resident Patent Counsel in
Camden from 1972 through 1974. In
December 1974, he was appointed Staff
Patent Counsel. He served in this post until
February 1978 when he was promoted to
Managing Patent Attorney in the Consu-
mer Products Group of Patent Operations.
In October 1982, he was appointed to his
present position where he coordinates the
Patent activities in support of the systems
work at RCA.

Contact him at:

RCA Patent Operations

Princeton, N.J.

TACNET: 226-2992

Any original work of authorship.

Anyone who, without authorization,
copies, makes derivative works, pub-
licly performs or distributes copyright-
ed work by sale, lease, rental (subject

Must have value and not be
generally known to others.

Anyone who violates a con-
fidential relationship or uses
unlawful means to gain access
to trade secret information.

Injunction, damages, crimi-
nal sanctions for theft.

.
with him and undertakes to use it in com-
petition with the former employer. To a
lesser extent, the litigation in this area in-
volves the theft of information in the form
of industrial espionage.

Which form of protection is best?

By now it should be clear that the selec-
tion of the form of protection for software

depends on the facts of a given case. Pat-
ent protection does not cover the software
listing, per se, but can be used to protect
the system in which the software is used.
Since the patent covers abstract ideas, it
can be used to exclude or control a variety
of approaches to the solution of a given
problem.

Copyright protection is relatively simple
to secure compared with patents. Even
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though the copyright covers only the form
of the expression of a program, this can be
a very important protective mechanism. A
copyright notice (followed by registration)
should be placed on all programs that
appear to have general commercial value
or widespread appeal.

Since patents and copyrights protect two
distinctly different areas, that is, ideas on
the one hand and forms of expression on
the other, it probably would be wise to
seek both forms of protection in the appro-
priate case. For example, where a pro-
gram is created to perform in a new and

unobvious system and it is likely that oth-
ers will work toward obtaining the inven-
tive system, it would be desirable to pro-
tect both the system and the program to
run the system.

The trade secret approach should prob-
ably be reserved for those situations where
the program has an extremely important
intrinsic value to the organization. For exam-
ple, in cases where the very life or well-
being of the organization is riding on a
particular program, then all efforts should
be directed toward preserving the secrecy
of the program. The number of disclosures

made, even pursuant to confidential dis-
closure agreements, should be carefully con-
trolled. It becomes difficult to maintain a
trade secret when a large number of peo-
ple have been given the information.

The question 1s, “Which protective mea-
sure, or combination of measures, should
be taken to protect computer software?”
The answer, as in so many legal issues, is
“It depends.” The best course of action is
to seek advice from your attorney before
charting a course and before taking actions
that could impair the ability to use these
various forms of protection.

Proud of your hobby?

Why not share your hobby with others? Perhaps their interest will make your
hobby more satisfying. Or maybe you'll find others who already share your hobby
and who can help make your own efforts more rewarding.
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The RCA Engineer likes to give credit to
engineers who use their technical
knowledge away from the job. We've
published articles about subjects as
diverse as a satellite weather station,
model aircraft and railroading, solar
heating, and an electronic fish finder.

For more information on how you can
participate in this feature of the RCA
Engineer, call your local EdRep (listed
ontheinside back coverofthe Engineer)
or contact Frank Strob!.
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E.A. Knapp

WNBC-TV expands live news coverage

To achieve competitive news ratings, stations need live
electronic journalism. The behind-the-scenes engineering
provides the technological foundation for these visible

journalistic achievements.

WNBC-TV, the NBC Owned and Op-
erated flagship station in New York City,
shares one of the major challenges faced
by every television station in the United
States. The challenge is to increase news
coverage for WNBC-TV viewers while at
the same time remaining cost efficient.

Pioneering live TV news

WNBC-TV, one of the pioneer broadcasters
in the use of microwave transmission of
live television news, started over 30 years
ago with portable (for those days) receiv-
ers and transmitters and large parabolic
antennas mounted on tripods. Eventually,
large plastic domes were installed on the
four corners of the 66th floor of the RCA
building in the heart of New York City,
the location of the Channel 4 studios. These
domes were manned by a technician who
would manually move the portable dish to
receive the incoming microwave signals.
Although this system required sending

Abstract: WNBC-TV provides news to
over 20-million people in the tri-state area
of New York, New Jersey, and Connec-
ticut. Expansion of the existing system of
microwave pickups of live news was
necessary to better serve the Channel 4
viewers.

This expansion included the establish-
ment of news bureaus with live picture
transmission, microwave relay facilities to
extend range, new microwave-equipped
mobile vans, and diversification of receive
sites. Presented in this paper is the devel-
opment of this expanded microwave
system.

©1984 RCA Corporation
Final manuscript received October 17, 1983
Reprint RE-29-1-7
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people to the roof for each microwave
remote, it worked well as long as only one
or two microwave shots were scheduled a
month.

At that time, all of WNBC-TV’s local
news was covered with film cameras. With
the introduction of smaller portable televi-
sion cameras and videotape machines,
WNBC-TV News wanted to provide more
live coverage to bring Channel 4 viewers
news as it was actually happening. The
objective was to improve the manned
domes on the roof or to develop a high-
tech replacement.

The beginnings of
electronic journalism

Because the WNBC-TV transmitter was
located on the 85th floor of the Empire
State Building (the tallest building in New
York City at that time), it was decided to
install receiving antennas that could be
controlled by the transmitter engineers from
inside the transmitter room. This evolved
into four custom-built dual-band quad horn
antennas mounted on the four corners of
the 85th floor parapet. One of these anten-
nas is shown in Fig. 1. There was a switch-
ing system to allow for horizontal, vertical,
or left- or right-circular polarization selec-
tion. The antennas had 18-dB gain and
18-degree half-power beam width (HPBW)
on 2 GHz, and 29 dB gain and 5.2-degree
HPBW on 7 GHz. Each horn was panned
and tilted by a multiwire remote-control
system and could cover more than a 90-
degree sweep with some overlap between
antennas.

This was truly a microwave system de-
signed for Electronic Journalism (EJ),
where a crew with a portable television
camera and portable microwave transmit-

Fig. 1. O/d system’s Quad horn, Empire
State Building. This horn could only be
controlled from the Empire State Build-
ing site.

ter could send live pictures back to our
studios with minimal set-up time. Four
13-GHz microwave circuits were estab-
lished between the Empire State Building
and the RCA building so that each of the
four antennas with their own receivers
could simultaneously be fed to our studios.

The system served WNBC-TV well for
several years and was also used by NBC
Network News and NBC Network shows
such as the “Today Show.” But, as the
news competition in New York City grew,
the need for more live coverage grew.
Several other stations had installed micro-
wave receiving equipment at the Empire
State Building for their news coverage.
This caused interference problems when
three or four stations would cover the
same story. It became apparent that the
“old” receive system needed diversification
and modernization. The wide acceptance
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Fig.2. New System’s Superquad, mpire
State Building, fully remote-controliable
from the WNBC-TV studios.

angle of the antennas and high receiver-
noise levels needed improvement over a
simple diode front-end type receiver. Low
noise amplifiers and selective tuned circuits
offered by modern receivers were neces-
sary to overcome interference.

Reevaluating electronic
journalism needs

An evaluation of the needs and operations
was researched by the WNBC-TV Engi-
neering Department, defining special prob-
lem areas. There was co-channel interfer-
ence from other broadcasters. The antenna
beam width was such that reflections way
off the main lobe were being received
along with the desired signals. The receiver
sensitivity was poor and the noise level
was high by today’s standards. The “can-
yons” of New York City, created by the
tall buildings, were making it impossible
to cover news without careful positioning
of the transmitting antennas. Something
better than portable equipment thrown into
a truck or car was needed for fast-break-
ing news. And last, but not least, there
was a concern for live pickups from
WNBC-TV News bureaus that were to be
Tocated in New Jersey and Long Island.

To overcome these problems, WNBC-
TV Station Management, News Manage-
ment, and Engineering Management devel-
oped the following goals:
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1. Provide “state-of-the-art” receiving equip-
ment.

2. Diversify the receiving locations in New
York City.

3. Establish distant microwave-relay facil-
ities.

4. Design small mobile vans with built-in
microwave systems.

5. Provide a central control point for all
the receive sites.

6. Provide live pickup links from the News
Bureau.

The WNBC-TV Engineering Department
implemented the project, except for Goal
4. Since the News Department crews would
be manning the vans, they were given the
responsibility to design and build the units.

The projects
New equipment

All of the latest microwave equipment was
studied to determine which devices would
best suit our purposes. The choice of re-
ceivers and antennas was wide; however,
Nurad, Inc., of Baltimore, Maryland, offered
a unique antenna that we eventually chose.
Their “Superquad” Model 45SQ3 provides
simultaneous reception of 2 and 7 GHz, is
remote controllable over telephone lines,
has built-in low-noise preamplifiers and
the reflector offered high gain and nar-
row beamwidth. The reflector also has a
cosecant-squared elevation beam shape that
does away with the need to tilt the antenna.
Moreover, the sense of polarization can be
changed by remote control from clockwise
circular to counterclockwise circular to ver-
tical linear or to horizontal linear. Figure 2
shows this new antenna mounted on the
Empire State Building.

In addition, Nurad offered the latest 2-
and 7-GHz rack-mounted Harris-Farinon
frequency-agile receivers with the capabil-
ity to split each channel into three seg-
ments. Frequency change, channel split and
fault alarms all tie into the Nurad remote-
control system. The final clincher in pick-
ing Nurad was that they had the expertise
and manpower to do complete “turn-key”
installations.

Diversification of sites

Two of the large plastic domes were still
available on top of the RCA building for
receive sites and were located on the north-
east and southwest corners of the building.
It was decided to install only two Super-

Fig.3. WNBC-TV's Superquad inside plas-
tic dome on the RCA Building. The dome
was originally intended for manned oper-
ation.

quads on the Empire State Building and to
place two more Superquads on the RCA
building. One of the dome-mounted anten-
nas is shown in Fig. 3.

The diagonally opposite corners from
RCA were chosen at Empire (the north-
west and southeast corners) for the Super-
quad positions. This gave us four receiving
antennas but better than a half-mile sepa-
ration between antenna pairs.

Remote relay facilities

WNBC-TV searched for sites that would
provide for increased coverage in New
Jersey, Connecticut, and Long Island while
providing a microwave path back to New
York City. A New Jersey Public Broad-
casting tower was selected in Warrenville,
New Jersey because it gave WNBC-TV
the coverage area outlined by the News
Department and a path back to the city. A
second site was found in Plainview, Long
Island, that gave us the expanded Long
Island coverage and, due to its proximity
to Connecticut, expanded coverage in that
state. This tower-mounted antenna is illus-
trated in Fig. 4.

Investigation of frequencies for the link
between the relay sites and the city caused
some concern. The paths were both approx-
imately 20-miles long, therefore, 13 GHz
would not provide acceptable fade mar-
gins. We did not want to use 2 or 7 GHz
for these inter-city relays since those fre-
quencies are heavily used for news pick-
ups. A relatively unused band located at




Fig.4. Tower mounted Superquad on
Long Island. A radome enclosure pro-
tects the antenna from the weather.

2.5 GHz offered four channels for televi-
sion. The concern was that, because mi-
crowave ovens operate in this band, there
was a possibility for interference to the
New York City receivers. In a careful
review of the situation, we concluded that
since we were locating the receivers on the
66th floor of the RCA building, we could,
in all probability, escape the usually low
level of microwave oven radiation. We
have encountered no problems in almost
two years that we have been running these
2.5 GHz links.

Mobile units

The WNBC-TV News Department de-
signed and built six mobile vans that con-
tained separate antennas for 2 and 7 GHz.
The fold-over masts reach 20 feet above
the ground and feature a dual “Golden-
rod” 2-GHz antenna and a two-foot dish
for 7 GHz, both manufactured by Nurad.
The vans included video and audio switch-
ing, two-way radios, mobile telephone, gaso-
line generator, and videotape equipment.
The units were designed to permit any
of the vans to be used as a microwave-re-
lay system. This was accomplished by pro-
viding the necessary radiofrequency shield-
ing and receivers for 2 and 7 GHz. There-
fore, by raising both masts, the van can
receive on one of the bands and retransmit
the received signal on the other band. This
allows our units to function even when

Knapp: WNBC-TV expands live news coverage

Fig.5. WNBC-TV mobile microwave vans. Fold-over masts are shown extended
and retracted.
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Fig.6. Microwave receiver and transri’tter contral room. The operator controls all
microwave receivers along with the main broadcast transmitters.

mountains or other obstructions are in our
path and extends our range of coverage
for big breaking news stories. Two of these
vans are pictured in Fig. 5.

Central control point

WNBC-TV had been installing remote-
control equipment to operate the Channel
4 transmitter at the Empire State Building
and was searching for a suitable space at
our studio location, the RCA building.
This space would also house the remote-
control units for the microwave equipment
along with the necessary switching and

monitoring equipment. WNBC-TV News
provided a suitable location on the 7th
floor, around which they were building a
new videotpae editing complex.

We moved the Channel 4 remote-con-
trol equipment, off-air monitoring and slow-
scan videotape recording equipment for
24-hour recording of WNBC-TV program-
ming into this control room. We then
installed the microprocessor-based monitor-
ing and switching units. New audio and
video cables were run to the RCA build-
ing roof for connection to the various receiv-
ers along with the data lines to operate the
remote-control units. Additionally, two-way
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radios were installed. These radios allow
the operator to talk directly to the vans.
Figure 6 shows the operating position of
the control room with the television trans-
mitter remote controls and the microwave-
receiver remote controls.

News bureaus

A News Bureau site was selected in
Newark, New Jersey, in a 32-story office
building. The roof offered a perfect mi-
crowave path to the RCA building. The
7.5-mile link, between the RCA transmit-
ter and a four-foot dish mounted on the
Newark roof, operates at 13 GHz. Audio,
video, and control cables were run from
the roof down to the bureau where provi-
sions were made to plug in a camera or
videotape machine. The transmitter is re-
motely controlled from the RCA building
7th-floor control room by rented telephone
data lines.

A Long Island News Bureau was estab-
lished about two miles east of WNBC-
TV’s microwave-relay facility. Another
13-GHz line was installed between the
Bureau and the relay tower with a dc con-
trol line rented from the telephone com-
pany to provide a control link between a
spare relay in the Nurad remote control at
the tower and a control unit at the bureau.
Suitable remote-controlled switching facili-
ties were built into the relay tower equip-
ment to allow the 2-, 7-, or 13-GHz re-
ceiver outputs to be connected to the 2.5-
GHz transmitter.

Conclusion

Figure 7 is a line drawing of the entire
system. A news microwave-receiving sys-
tem of this size is not developed and built
overnight. It has taken over three years to
reach the point that has been described in
this paper. But, the development of the
system never ends. WNBC-TV is now in
the process of moving the present Empire
State Building transmitter site to the World
Trade Center. When that move is com-
pleted, we will add two more microwave-
receiving systems to the top of the World
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Fig.7. WNBC-TV News microwave system. As this line drawing shows, the heart
of the system is the seventh-floor control room at the RCA Building.

Trade Center. We are also looking at new
remote receiving sites for further diversity
and increased coverage.

One of the benefits of building, operat-
ing, and maintaining this complex system

is that WNBC-TV has been a leader in
local news for several rating periods. Live
news coverage using microwave transmis-
sions has played a major part in achieving
this competitive position.

Edward A. Knapp was graduated from the
State University of New York at Farming-
dale with an Associate in Applied Science
degree in 1956. Mr. Knapp was Chief
Engineer for several Long Island radio sta-
tions before joining the RKO General sta-
tions in New York City in 1963. Over the
next seventeen years, he worked for RKO
General AM, FM, and TV stations in vari-
ous engineering capacities. Mr. Knapp
moved to the NBC Owned and Operated
Television Stations Division when he
joined WNBC-TV as Manager, Technical
Operations in 1980. He is currently Direc-
tor, Station Operations for WNBC-TV, a
position he has held since 1981.

Contact him at:

WNBC-TV

New York, N.Y.

TACNET: 324-2767
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P.G. Stein [N.D. Winarsky

Even a simple four-function (adag,
subtract, multiply, divide) calculator can wind
©1984 RCA Corporation up making big mistakes. Try these tests. The results
Final manuscript received December 2, 1983, 0

Reprint RE-29-1-8 might amaze you.
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Electronic calculators and computers are used extensively both
at work and for our personal caiculations. Until recently, these
machines have been capable of arithmetic errors, large and
small, that have been largely unnoticed by their users. Now, a
new IEEE standard for floating-point arithmetic offers the pos-
sibility of solving these problems.

Computing errors pose a special problem when the calcula-
tions are done in conjunction with automatic test and measure-
ment systems and with computer-aided manufacturing. When
the computing equipment operates heavy machinery, calculation
errors may result in more than defective numbers. They could
cause incorrect test results in production, and they can cause
improper operation of automatic manufacturing or aligning equip-
ment. The machinery could then damage a product, or, indeed,
the equipment itself. One well-known optics company spent
nine months and a lot of money looking for mechanical prob-
lems in a measuring instrument, only to discover errors in the
ability of the machine’s controller to compute the sine function
accurately.

Where do these errors come from? It’s true that add, subtract,
multiply, and divide are simple step-by-step procedures that are
taught to every schoolchild, and if done correctly, can be made
as accurate as necessary for the problem at hand. It’s also true
that electronic circuits can carry out these operations as correctly
as people can and will do so much faster. Once these operations
have been “debugged,” they continue to operate correctly.

However, people carry out calculations in different ways than
machines. They can check the results of each ministep, and will
notice intermediate results that look implausible. This is not an
easy thing for a computer to do.

Automation issues

Computation errors are especially pernicious when the computer
being used is part of a larger system, such as might be used in
automated manufacturing. Robots, assembly machines, automatic
test and alignment systems, and numerically controlled machine
tools are at special risk from computing problems. A mistake in
a computation made for an office or business environment and
printed in a report has at least the possibility of being discovered
and corrected before action is taken. A computer-controlled
machine acts immediately. The consequences of these actions
might simply be incorrect, such as the rejection of a good part
by a tester, but they might also be dangerous, such as a wild
motion of a robot arm.

A well-designed system will have limits, checks, and retests
built in so that a single error would likely have little or no effect.
It is difficult to anticipate and prevent all such errors, though,
and it’s therefore better to have some guarantees of correctness
in the computations themselves.

We live in an analog domain

A measurement such as your height can have any value and is
not limited to, say, multiples of one-half inch. Differences in

Abstract: We have come to trust that our calculators and com-
puters do arithmetic correctly, yet this is far from true. Here are
some examples of calculator errors, along with a discussion of a
proposed IEEE standard which should offer some relief. A
sidebar gives some simple methods for testing the accuracy and
behavior of your own calculator.

Stein/Winarsky: How well does your calculator calculate?

people’s heights of less than a half inch are not usually interest-
ing, though, and we usually truncate or round-off answers with
more significant figures. People also truncate or round-off in the
middle of calculations. For example, in dividing 1 by 3, you
would sort of automatically stop using the 0.3333333333333333-
33333333 when you knew you had enough digits. Although
people sometimes make mistakes in rounding or truncation, the
act of keeping in touch with each step of the calculation is likely
to keep them close to the right answer.

Word lengths are limited

Computers and calculators, the ones we commonly use today,
are all digital. They must function with a limited number of
digits, though sometimes this number is large. Computers can
only approximate the “real” number system, since they are
machines with finite storage. Nearly all computers today approx-
imate real numbers with “floating-point” numbers.

A floating-point number is characterized by three quantities:

« The number base 8

« The precision ¢

« The exponent range [L, U]

Each floating-point number x has the value

X:i[ﬂ‘f‘ii*' . +(—/i]’B‘
B B B

where the integers d; satisfy 0 < d, <S8
forl1 <i<t¢

andL<e< U

The integer e is called the exponent, and the number

[ & 2]

B B B

is called the fraction. The set of floating-point numbers is, there-

fore, finite, with exactly 2(8—1) 8 ' (U—L+1) + 1 numbers.!
It is the limited precision of the floating-point number system

that atlows the computer to violate the rules of arithmetic, such

as closure, associativity, and distributivity. Since some familiar

properties of numbers in fact do not hold for computer arith-

metic, our intuitive grasp of how these things behave will repeat-

edly fail us. For example, in the floating-point domain,

« There are positive numbers n such that 1 +7n = 1.
« There is a largest number.

« There is a smallest number.

« Situations such as —; # 2—“_’/ can occur.

In fact, working with floating-point numbers is a little like work-
ing with piles of sand. Each time you move one, you lose a bit
of sand and pick up a bit of dirt. Modeling the “continuous” real
world with a finite, discrete world also means that concepts
involving limits, such as integration and differentiation, must be
reanalyzed to have a meaning.

For example, let f be a function differentiable at a point x. Then
Flx) = lino1 f (xth) f(x)_

i

With the floating-point number system, we can choose an Ay

1. This is an oversimplification in some ways. For example, in some computers, the fraction
is binary, 8 = 2, yet the base for the exponent portion is 16, not 2,

53



Test your calculator

The following test is for four-function calculators.
The purpose is to see what happens to significant
figures when the arithmetic forces the calculator to
not display them all. Some calculators pass this test
with no trouble; others fail miserably.

This test is written for algebraic logic calculators,
by far the most common four-function setup. Each
keystroke sequence is shown here, followed by what
should show in the display. Don't try to shortcut or
change the key sequence, it will likely change the
results.

The keystroke sequence What the display shows

111+ 0.090909

100 +~ 0.000909

100 x 0.000009

100 x 0.000909 (pass)
0.0009 (fail)

100 % 0.090909 (pass)
0.09 (fail)

100 = 9.0909 (pass)
9.090909 (outstanding)
9 (fail)

As you can see, the calculators that fail actually

truncate small numbers rather than just moving
them to the right, off the display. The best ones,
such as the one labeled outstanding, actually carry
more digits than shown in the original calculation.

Scientific calculators should pass this test han-
dily. Because they have to use floating-point nota-
tion internally anyway, they should carry a separate
fraction and exponent, and all this multiplication
and division by 100 should not affect the precision
of the fraction.

The following test works for scientific calculators.
We have not specified a keystroke sequence since
there are so many possibilities. What you do is to
take the \/2, then take the \/ of the answer, then
take the \/ of the answer again, to a total of ten or
twenty times. When finished, square the answer the
same number of times and see how close you get
back to 2. 2

One calculator we tried wasn’t bad for ten times
(2.0005832 came back), but for twenty times, the
returned answer was total nonsense. Another, one
that was expected to conform closely to the IEEE
standard, refused to be fooled at all!

You might also try the test shown in the text for
argument reduction. Take the sine of = in radians. It
should be near zero. Then try the sine of = X 10,

x % 100, and so on, until you find trouble or get
tired. Trouble in poorly designed calculators will
likely come when the multiplier for = approaches
the word size of the calculator, eight digits or
whatever else it is.

such that x + Ay = x. Hence, f(x+h) = f(x) for any h<h,.
From this, we can mistakenly conclude that f’(x) = 0.

By naively applying a definition of limit appropriate only for
the analog domain, we have shown that the derivative of any
function at any point is always zero. This was an interesting
exercise, but it didn’t take place in a vacuum. Computational
errors based on this type of problem take place every day, and
it’s necessary to be aware of them before writing programs that
make mathematical computations.

Rounding and truncation

Actually, there are two types of errors to be confronted in com-
puting: round-off error and truncation error. Round-off error is
simply the error introduced when numbers are rounded off to
the precision of the computer. Truncation error is the error
committed when a limiting process is stopped before reaching its
limiting value. For example, approximating a function by the
first few terms of its Taylor series results in a truncation error.

In the example above, where the derivative of a function was
found, the key to calculating an accurate derivative is “balanc-
ing” the two errors. We commit a truncation error by approx-
imating
£(x) by fix+h) —f(x)

h
and we commit a round-off error in rounding x, x+A, f(x), and
f(x+h).

If we pick # too large, we will have a large truncation error,
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since the difference quotient will not necessarily be close to the
true tangent of f at x. If 4 is too small, round-off error will, as
we have seen, destroy the accuracy. Reference 1 describes a
technique for selecting A.

Choosing the right algorithm
Even some of the simplest formulas for solving equations can
lead to difficulty. For example, if we are asked to solve
x> —10%x + 1 = 0 for the smallest root,
our natural inclination might be to apply the quadratic formula,

_10° £ V(10°' -4 or = 10" + v/ 10" =4(1)
2 ' 2

X

At this point, most calculators will return 0 for the smaller root
of x.

The difficulty here is that 10° and V' 10'°—4 are nearly
equal large numbers, and we lose all accuracy by performing the
subtraction. We can’t even tell you what your calculator will do
with this problem. There are many possible responses, and this is
one difficulty addressed by the IEEE floating-point standard,
which we will discuss later in this article.

There are several good examples of how professional mathe-
maticians specializing in computation (called numerical analysts)
might go about avoiding this particular error. The first way is to
try another algorithm. This may seem inappropriate; after all, the
quadratic formula is an exact mathematical relationship. It's hard
to conceive of it as being the “wrong” algorithm for solving a
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quadratic equation, vet it just got us into a lot of trouble. The
trouble came not from the quadratic formula itself, but from the
fact that our calculator couldn’t handle all the digits of precision
necessary for the quadratic formula to come out right. At this
point, we could choose another algorithm, one that didn’t require
as much precision. For example, we could handle this particular
quadratic as a linear equation with a small perturbation term,
the x’.

Building this technique into a general equation solver, we
would have the calculator or computer test the sizes of the
incoming data (called arguments), and choose to use either the
plain quadratic formula or something else, according to which is
most likely to give the best results. Points at which the algo-
rithms may switch are called breakpoints.

Another approach to our quadratic solution is to avoid the
subtraction entirely using the following trick:

_ (10°+ 10" —4)

2 2010° + /107 —4)

10°— V10”4 (10" = V107 —4)
N

_ 10" —10"+4 _ 2
2010° +/107-4)  (10°+ V10" —4)

Now, there is no subtraction and we see that x = 107",

Another example of the need to understand the problem and
to choose the correct algorithm is a simple calculation: f(z) =
In(1 + z). If z is large, this formula is fine. If z is close to zero,
the addition to 1 will cause a loss of some (or all) of the digits of
z, resulting in an incorrect value for the natural log of (1 + z).

For small z, a better (but not obvious) way* to calculate f
would be

zZ)= _—: In
Bl TFz— |
where Z means the computer-generated value for z. g(z) is accu-
rate to the precision of the machine.

(1 + 2),

Argument reduction

As a final example of loss of accuracy, let’s look at one example
of an all-too-common problem. When we calculate sin (x), we
expect the accuracy to be the same for all values of x. Unfortu-
nately, this is rarely true. We tried sin (n7) in radians on a
typical handheld scientific calculator. The answer should always
be zero, of course. Table I shows what we got:

Table |. Typical calculator makes errors
in calculating sin (nir).

n Sin (nm)
T =
100 105
104 0.999 x 1073
108 0.09998
108 0.554
(Should Always
Be Zero)

Stein/Winarsky: How well does your calculator calculate?

Error analysis for In (1 + 2)

Let 1 + z be the computer-generated value of 1 + z
We can set1 + z=(1+ z) + ¢, where ¢ is the differ-
ence between the computer-generated argument
and the actual argument. Then,
In(1+2)=In[(1+ 2 +e¢]

Now In(1+2)=0+ z—(z2/2) +(28/3) . ..
and so

IN[1+(z+e)]=z+e-[(z+e?/2]+.. ..
Let the absolute error E be the difference between
the computer answer and the actual answer.
E=In1+2-In(1 + 2

=~ (Z+e)-2Z-(z+€?2/2+2722/2 .. =¢.

The relative error is then = ¢/In (1 + z), which is =
e/ zfor small z This blows up for small z!

What’s going wrong here? Most trigonometric algorithms
have several breakpoints and work best within limited argument
ranges, usually

_m T
g x5y

To use these algorithms over very wide ranges, techniques of
argument reduction are employed. To go from an angle near
10%7 to the corresponding angle near , it is only necessary to
divide the argument by 7 and save the remainder. If you think
about it, though, to get a remainder from such a division and
retain the full precision inherent in the original number, you
have to handle twice the number of digits normally used, and
your internal value of 7 must also be of double precision. In this
way, when you throw away the full precision of the quotient,
the part you weren’t interested in, you are still left with full
precision in the remainder.

These problems and others are computer dependent—that is,
the accuracy depends on the internal programming of the calcu-
lator used. Also, as with the previous examples, how you must
use your calculator to get the most accuracy can also depend on
which calculator it is.

Each computer or calculator can have its own floating-point
numbering system, with its own number base, precision, expo-
nent range, argument reduction, algorithm breakpoints, decimal-
to-binary conversions, overflow and underflow handling, and so
on. This presents an enormous challenge to the programmer and
even to the casual user. How can we find our way out of this
jungle?

The proposed IEEE floating-point standard? describes in detail
an “arithmetic engine.” In particular, specifications are laid down
for

» Single- and double-precision format representations for numbers.
« Overflow and underflow thresholds.

« Bit patterns for + oo, and other “exceptional numbers.” These
cases arise, for example, from division by zero.

« Standardized responses for exceptions such as division by zero,
invalid operations, and so on.

« Rules for the algebraic operations +, —, X, +, /.
Without the IEEE standard, a programmer can either customize
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a version of his or her procedure to the arithmetic idiosyncrasies
of each calculator or computer, or can just ignore the potential
problems shown here and take a chance.

The standard will not guarantee correct results when perform-
ing numerical calculations. The fact that the floating-point num-
bering system is finite is fundamentally inconsistent with the
notion of always getting the “right” answer. The standard will,
however, make it much easier to understand how the floating-
point system models the real-number system, and, therefore,
make it easier to understand the consequences of each operation
and to estimate the resulting accuracy.

As a further consequence, programs and procedures can be
moved from one machine to another without creating unex-
pected inconsistencies in the answers. One manufacturer has
already produced an integrated-circuit arithmetic engine to this

standard, and it is, therefore, possible for the first time to do
well-understood, portable floating-point computations. This should
prove of immense benefit not only to the mathematicians and
computer scientists, but also to the rest of us who use computers
and calculators in our everyday work.
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Patents

Advanced
Technology Laboratories

Pryor, R.L.

Protection and anti-floating network for
insulated-gate field-effect
circuitry—4408245

Astro-Electronics

Fox, S.M.
Attitude control system for spacecraft
utilizing the thruster plume—4407469

Automated Systems

Sutphin, E.M., Jr.
Apparatus for testing linearity of an FM
transmitter—4412348

Commercial
Communications Systems

Pastore, D.C.
Multichannel magnetic head for a
recorder-reproducer system—4408240

Consumer Electronics

Griffis, P.D.
Matching volume control characteristics
for two channels—4404429

Griffis, P.D.

Volume control signal coupling circuit in
an audio signal processing
system—4405948

Muterspaugh, M.W. |Whitledge, G.A.
Impedance transformation network for a
saw filter—4410864

O'Leary, D.B.{Ross, G.D., Jr.
Video disc player—270442

Thornberry, G.E.

Vertical detail enhancement on/off
switch—4403246

Government
Communications Systems
Nossen, E.J.

Digital phase demodulation and
correlation—4412302
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Thomas, C.H., Jr.
Digital sequence detector—4404542

Laboratories

Avery, LR.
Protective integrated circuit device
utilizing back-to-back diodes—4405933

Bell, A.E.
Reinforced bubble recording medium and
information record—4408213

Blackstone, S.C.

Method of forming closely spaced lines or
contacts in semiconductor
devices—4402128

Buzgo, AW.
Spacer for use in testing information
recorded discs—4408320

Chin, D.|Maturo, R.J.
Tuning display for a television
receiver—4410913

Coutts, M.D. |Matthies, D.L.
Video disc processing—4405541

Datta, P.|Poliniak, E.S.
High density information disc
lubricants—4410748

Fairbanks, D.W.
Stylus dispensing apparatus and
method—4406381

Ferguson, J.M.|Chen, T.Y.|Gibson, W.G.
Video disc player having vertical timing
signal generator—4409626

Flory, R.E.

Simplified transmission system for
sequential time-compression of two
signals—4410981

Gorog, |. |Fox, L.P.

Method for the manufacture of a metallic
recording substrate for a capacitance
electronic disc and the recording sub-
strate detained thereby—4402798

Hernqvist, K.G.
Processing the mount assembly of a CRT
to suppress afterglow—4406637

Kipp, R.W.|Johnson, H.C.
Frequency synthesizer with learning
circuit—4410860

Kleinknecht, H.P.|Ham, W.E.|Meier, H.
Optical measurements of fine line

parameters in integrated circuit
processes—4408884

Knight, S.P.

Television signal converting apparatus
providing an on-screen tuning
display—4405946

Kosonocky, W.F.

Charge transfer circuits with dark current
compensation—4412343

Labib, M.E.

Capacitance electronic disc stamper
having improved stain resistance and
method for the manufacture
thereof—4405670

Lang, F.B.
Television receiver high voltage protection
circuit—4412254

Levine, P.A.

Electrical compensation for misregistration
of striped color filter in a color imager with
discrete sampling elements—4404587

Levine, P.A.
Apparatus for processing CCD output
signals—4412130

Lin, P.T.
Internal caddy cleaning
apparatus—4403369

Maa, J.
Etching of tantalum silicide/doped poly-
silicon structures—4411734

Marcantonio, A.R.
Interrupt signal generating means for data
processor—4404627

Miller, A.
Array positioning system—4404465

Pampoline, T.R.|Kilichowski, K.B.
Positive radiation sensitive resist

terpolymer from omega alkynoic
acid—4405776

Pritchard, D.H.
Signal processing apparatus effecting
asymmetrical vertical peaking—4404584

Robbi, A.D. [Sinniger, J.D.
Digital timing system for spark
advance—4408296

Ruhland, K.

Pseudo random number generator
apparatus—4408298
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Schiff, L.N.
FM/TV automatic gain control
system—4403255

Sechi, F.N.
Bandpass filter with an active
element—4409557

Shanley, R.L.,, 2nd.|Harwood, L.A.
Brightness control circuit—4404593

Shanley, R.L., 2nd
Switching circuit for television receiver on-
screen display—4412244

Shefer, J.|Catanese, C.A.
Electron gun with improved beam forming
region—4409514

Smith, T.R.
Memory-type sync generator with reduced
memory requirements—4412250

Tarng, M.L. |Hicinbothem, W.A,, Jr.
Method for improving adhesion of metal
film on a dielectric surface—4404235

Theriault, G.E.
Multiband tuning system for a television
receiver—4408348

Tosima, S.|Harada, S.
Method for the evaluation of
solderability—4409333

Tults, J. |French, M.P.
Dual search mode type tuning
system—4405947

Vinekar, S.R.|Hettiger, J.|Friedline, K.L.
Burst gate keying and back porch clamp
pulse generator—4410907

Wine, C.M.
Servo system for a video disc player car-
riage assembly—4406002

Missile and Surface Radar

Breese, M.E. |Robinson, A.S.
Controllable phase shifter comprising
gyromagnetic and non-gyromagnetic
sections—4405907

Martinson, L.W.

Digital dual half word or single word posi-
tion scaler—4411009
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Patton, W.T.|Mason, R.J.
Coaxial line to waveguide
coupler—4409566

Pruit, D.L.
Dc-to-dc switching converters—4408267

Solid State Division

Atherton, J.H.
Input buffer circuit—4406957

Butterwick, G.N.
Method for processing a lithium-sodium-
antimony photocathode—4407857

Delrio, E.H.
lon implanter end processing
station—4405864

Harford, J.R.
Noise sensitivity reduction apparatus for a
TV receiver AGC system—4408229

Olmstead, J.A.
Operational amplifier with feed-forward
compensation circuit—4410857

Solid State
Technology Center

Dingwall, A.G.
Active load pulse generating
circuit—4404474

Stewart, R.G.
Precharge with power
conservation—4405996

Video Component
and Display Division

Chase, T.L.|Ehemann, G.M., Jr.
Photographic method for printing a
viewing-screen structure using a light-
transmission filter—4408851

D’'Amato, R.J.
Electrode for an electron gun—4409513

DeAngelis, M.E.

System for removing shadow mask
assemblies from kinescope panels of vary-
ing sizes—4406638

Deyer, C.E.

System and method for use with apparatus
for sensing bare metal on a moving strip of
insulatively coated conductive
material—4404515

Forberger, S.C.
Method of printing intelligible
information—4403547

Halbrook, J.C.

Degassing a CRT with modified RF heat-
ing of the mount assembly
thereof—4410310

Hale, J.R.

Glass support rod for use in electron-gun
mount assemblies—4409279

Hughes, R.H.

Color picture tube having an expanded
focus lens type inline electron gun with an
improved stigmator—4406970

Raush, R.G.|Alleman, R.A.

Externally adjustable seal and bearing
structure—4407531

Wardell, M.H,, Jr.
Television display system handling and
adjustment apparatus—4405950

Williams, R.H.
Wet processing of electrodes of a CRT to
suppress aftergiow—4406639

VideoDisc Division

Cave, E.F.|Cowden, J.J.
Stylus coning fixture—4403453

Mehrotra, G.N. |Vanarsdall, G.
Video disc player having stylus cleaning
apparatus—4408315

Miller, M.E.
Stylus assembly—4404669

Prusak, J.J.
Apparatus for producing disc records with
a molded-in center hole—4402660

Taylor, BK.

Pickup arm retainer for video disc
cartridge—4404670

Taylor, B.K.|Riddle, G.H.

Video disc player with self calibrating
stylus translator—4412319
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| en and | Od I u I I . Recent RCA technical papers and presentations

To obtain copies of papers, check your library or contact the author or his divisional
Technical Publications Administrator (listed on back cover) for a reprint.

Advanced
Technology Laboratories

G. Ammon

An Optical Disk Jukebox Mass Memory
System—Presented at Large Scale Memo-
ries Symposium, sponsored by AFCEA and
NADC, Willow Grove, Pa. (9/29-30/83)

A. Feller

Custom LSI Design Using Computer-
Aided Design Techniques—Presented at a
Seminar at Drexel University, Phila., Pa.
(10/25/83)

J. Saultz

RCA/GSD Perspective on VHSIC—Pre-
sented at 3rd Annual VHSIC Conference,
Gaithersburg, Md. (9/19-21/83)

J. Saultz

RCA as a VHSIC Second Source—Pre-
sented at 3rd Annual VHSIC Conference,
Gaithersburg, Md. (9/19-21/83)

J. Tower |J. Moffa

High-Density Schottky-Barrier IRCCD
Sensors for Remote-Sensing Applica-
tions—Presented at IEEE IGARSS Confer-
ence, San Francisco, Calif. and pubtished
in the Proceedings (8/31 - 9/2/83)

Astro-Electronics

J. Baldo

Thermovision Used for Non-Destructive
Test of Solar Panels—Presented at SPIE
Thermosense VI, Brook, IIl. (10/2/83)

G. Brucker

Soft Error Impact on Computer Devices in
Space Applications—Presented at AIAA
Computers in Aerospace, Hartford, Conn.
(10/24/83)

G.J. Brucker

Ground Test of Devices for lonization
Damage Testing & Failure
Analysis—Presented at '83 Intl. Soc. Test &
Fail. Anal.,, Marriott, La. (10/17/83)

L. Bulwer

Performance Measurement Using Value of
Work—Presented at the Artemis Users
Assoc.{11/15/83)

R. Buntschuh

Direct Broadcast TV—Economical TV Dis-
tribution System—Presented at the Nat'l.
Telsys. Conf., San Franciscao, Calif.
(11/14/83)
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C. Chao|F. Chu|J. Yang

New Algorithm Force Orthogonality of
Measured Modes—Presented at Shock &
Vib. Sym., Pasadena, Calif. (10/28/83)

F.H. Chu

Modal Testing and Model Refinement
(Book Published by ASME)—Published in
ASME AMD-Journal (12/83)

F. Chu|J. Yang

Heuristic Opt Balancing in High Speed
Rotors—Presented at the ASME Winter
Mtg., Boston, Mass. (11/13/83)

S. Gaston

The GSTAR & Spacenet Nickel Hydrogen
Batteries for Geosynchronous Applica-
tions—Presented at IECEC (Intersociety
Energy Conversion Engineering Conf.),
San Francisco, Calif. (8/19//83)

3. Gaston |S. Schiffer

RCA Satcom Battery in Orbit Performance
Update—Presented at NASA GSFC
WORKSHOP, Greenbelt, Md. (11/15/83)

P. Goodwin

Autonomous Redundancy Mgmt. on
DMSP Spacecraft—Presented at AIAA
Computers in Aerospace Conf., Hartford,
Conn. (10/24/83)

J. Graebner
EHF Interoperability for DMSP—Presented
at MILCOM 83, Washington, D.C. (11/1/83)

D. Gross |K. Johnson

E. Bair|N. Samhammer

Development of Computer-Aided Mechan-
ical Engineering System at Astro—Status
of Experiment—Presented at Mechanical
Eng. Sym., RCA, Moorestown, N.J.
(10/19/83)

K. Johnson |D. Gross

Development of Computer-Aided Mechan-
ical Engineering System at Astro—Retro-
spective—Presented at Mechanical Eng.
Sym., RCA, Moorestown, N.J. (10/19/83)

J. Keigler |B. Stewart |J.F. Clark
Advanced Satcom: State of the Art Tech.
Operational Service—Presented at the
34th Int’l. Astronaut Congress, Budapest,
Hungary (10/9/83)

J.N. LaPrade

Solid-State C-Band Power Amplifier for
Communications Satellites—Presented at
Int'l. Telemetering Conf., San Diego, Calif.
(10/27/83)

J. Petheram

A Raman Laser for Temperature/Humidity
Profiling—Presented at Optical Soc. of
America, New Orleans, La. (10/17/83)

W. Proscia

Muitiple Step Global Mechanisms for
Oxidizing Higher Carbon Number
Alkanes—Presented at Brown University,
Providence, R.l. (11/9/83)

C. Voorhees |G. Clark

Experimental Modal Analysis Applied to
Lightweight Composite Structures—Pres-
enied at ASME Annual Winter Mtg.,
Orlando, Fla. (11/13/83)

Automated Systems

L.B. Blundell | T.J. Plunkett

Implementing Microprocessor Test Strate-
gies for the Army Aquila RPV Program—
AUTOTESTCON '83, Forth Worth, Texas
(11/83)

D.A. Gore

Simplified Test Equipment Using Micro-
processors for Maintenance of Diesel and
Turbine Engines—IEEE Student Chapter
Meeting, Northeastern University, Boston,
Mass. (10/83)

S. Imhoff

Applications of a Microprocessor to a
Dedicated ATE System—IEEE Student
Chapter Meeting, Northeastern University,
Boston, Mass. (11/83)

J.F. Martin |J. Craven (Termiflex)

Front-line Automated Diagnostics Facili-
tated by Handheld Terminals—Mini/Micro
West Symposium, San Francisco, Calif.
(11/83)

R.J. McLaughlin

Recent Product Developments at Auto-
mated Systems—Meeting of Town
Government Executives, Town of Burling-
ton, Mass. (10/6/83)

W.T. Meyer

Electronic Templating Techniques—Tacti-
cal SIGINT & EW Officers Course, U.S.
Army Intelligence Center & School, Ft.
Huachuca, Ariz. (11/83)

S.P. Patrakis

Computer-Aided Electronic Rack
Design—Computer-Aided Mechanical
Engineering Symposium, RCA MSR,
Moorestown, N.J. (10/19/83)
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J.C. Tranfaglia

Profile of Two CAD/CAM Operators—
Computer-Aided Mechanical Engineering
Symposium, RCA MSR, Moorestown, N.J.
(10/19/83)

Consumer Electronics

Basab B. Dasgupta

Harmonic Analysis of a Planar-Wound
Toroidal Deflection Coil—Published in
|EEE Transactions on Consumer Electron-
ics, CE-29, p. 508 (1983)

Missile and Surface Radar

J.A. Bauer

Chairman of CAD/CAM Session—I|SHM
Annual Meeting, Philadelphia, Pa.
(11/2/83)

R.M. Blasewitz

Status of the IEEE Working Group on Ada
as a Program Design Language—IEEE
2nd Software Engineering Standards
Applications Workshop (SESAW-II), San
Francisco, Calif. (5/19/83}

F.J. Buckley

Software Quality Assurance—IEEE Soft-
ware Quality Assurance Seminar, Paris,
France (10/12/83); Los Angeles, Calif.
(11/30-12/2/83)

F.J. Buckley

Software Quality Assurance and the IEEE
Standards Process—AFCIQ Congress,
Toulouse, France (11/20/83)
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A.S. Cooper

Computer-Aided Engineering for Thick
Film Multitayer Hybrids—ISHM, Philadel-
phia, Pa. (11/2/83); Applicon Fall Users
Meeting, Detroit, Mich. (11/9/83)

L.P. Dorsett

Survivability in Design—4th Annual CS
Symposium, ASNE, Washington, D.C.
(10/13/83)

J.W. Douglas

Applicon Disk RSX File Structure—Ap-
plicon Fall Users Meeting, Detroit, Mich.
(11/83)

W.A. Harmening

Advanced Near-Field Scanning for Ultra-
Precise Phased Array Antenna Align-
ment—Published in Microwave Journal
(10/83)

W.C. Grubb, Jr.

Minicomputers and Microcomputers for
Non-Electrical Engineers—George
Washington University, presented at Naval
Air Test Center, Patuxent, Md. (7/27/83);
George Washington University, Washing-
ton, D.C. (10/26/83)

W.C. Grubb, Jr.

Solid State Electronics for Non-Electrical
Engineers—Drexel University, presented at
Western Electric, Allentown, Pa. (6/3/83);
George Washington University, presented
at Naval Air Test Center, Patuxent, Md.
(7/13/83); Drexel University, presented at
Lakehurst Naval Air Station, Lakehurst, N.J.
(7/22/83); George Washington University,
Washington, D.C. (7/9/83)

W.C. Grubb, Jr.

Electro-Optics for Non-Electrical Engi-
neers—George Washington University,
Washington, D.C. (11/30/83)

D. Lesser

Quality Control: A Primer for the Mana-
ger—Published in Machine Design
(9/22/83)

F.E. Oliveto

The Multipurpose Aspect of the Failure
Mode and Effects Analysis (FMEA)—Pub-
lished in NAVMAT 06 - OQVERVIEW, Issue
No. 5 (10/83)

J.W. Smiley

Wirewrap Backplane Design Automation
System—Applicon Fall Users Meeting,
Detroit, Mich. (11/6-11/83)

W.A. Soper

Panelist for Discussion on Level of Model
Detail—Winter Simulation Conference
WSC 83, Arlington, Va. (12/14/83)

M. Trachtenberg

Order and Difficulty of Debugging—/EEE
Transactions on Software Engineering
(11/83)

M.L. Weisbein

'd Rather Be Programming, or A View
from the Quality End of Software Engineer-
ing—ASQC 27th Annual Symposium, Hor-
sham, Pa. (11/17/83)

B.A. Wiegand

Three-Dimensional Computer-Aided
Design and Manufacturing—Numerical
Control Society, Delaware Valley Chapter,
MSR, Moorestown, N.J. (6/14/83)
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Engineering News and Highlights

Lohman named Staff Vice-President for Solid State Research

Appointment of Robert D. Lohman as Staff
Vice-President, Solid State Research, was
announced by Dr. William M. Webster, Vice-
President, RCA Laboratories, in Princeton,
NJ. In his new position, Mr. Lohman is
responsible for RCA Laboratories integrated
circuit technology research.

A native of Chicago, lllinois, Mr. Lohman
received a B.S. degree in Electrical Engi-
neering from Norwich University in 1949
and an M.S. degree in Electrical Engineer-
ing from North Carolina State College in
1951.

Mr. Lohman joined RCA Laboratories as
a Member of the Technical Staff in 1951

and engaged in research in the areas of
basic semiconductor noise phenomena, tran-
sistor circuit development, color television
display systems, and information theory. In
1956, he transferred to the RCA Semicon-
ductor and Materials Division in Somerville,
N.J., as an Applications Engineer. The next
year he was appointed Manager of Appli-
cations for computer devices. In 1960, Mr.
Lohman was promoted to Engineering Man-
ager, Computer Products, and in 1963 was
named Manager, Integrated Circuit Engi-
neering. He returned to RCA Laboratories
in 1966 as Head of Integrated Electronics
Research and, in 1968, was appointed Head
of Optical Data Storage Research.

Mr. Lohman became a Laboratory Direc-
tor in 1977 and has headed the Display
Systems Research Laboratory, the Video-
Disc Systems Laboratory, and the Display
Processing and Manufacturing Research
Laboratory. Earlier this year, he was named
Director of the Integrated Circuit Technol-
ogy Research Laboratory, the position he
held until his new assignment.

Mr. Lohman has been issued 14 US.
patents and has published 15 technical
papers. In 1973, he was elected a Fellow of
the Institute of Electrical and Electronics
Engineers “for contributions to transistor
technology applied to television and com-
puters.”

Smylie named Americom
Vice-President, Government
Communications Services

%qr ¢
I
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Dr. James J. Tietjen announced the elec-
tion of R.E. Smylie as Vice-President, Govern-
ment Communications Services, at RCA
American Communications, Inc. In his new
position, Mr. Smylie is responsible for direct-
ing the marketing of RCA Americom's satel-
lite communications services to various agen-
cies of the Federal government. He replaces
John Boning, who has retired.

A 21-year NASA veteran, Mr. Smylie most
recently served as Associate Administrator
for Space Tracking and Data Systems at
NASA headquarters in Washington. In an-
nouncing the appointment, Dr. Tietjen said,
“Mr. Smylie brings to RCA Americom an
outstanding record of accomplishment in
both the technical and administrative as-
pects of a highly complex business. We
look forward to his contributions in expand-
ing the Satcom satellite system’s role in
providing voice, data, and video services to
our various customers in the Federal govern-
ment.”

Reed is New
Products Division Ed Rep

5

Robert E. Reed, Manager, Neutral Beam
Source Project, has been appointed the
RCA Engineer Editorial Representative at
the New Products Division. Mr. Reed has
been employed continuously by RCA-Lan
caster since June 1952. He received his
B.S. degree in Electrical Engineering with
Distinction from the University of Oklahoma
in 1952, an M.S. dgree in Physics from
Franklin & Marshall College in 1971, and
has continued his graduate studies towards
a PhD degree with Solid-State Physics
courses at F & M College.

Mr. Reed has a diversified background
in high-power electronic devices and cir-
cuits, including the development of struc-
tural methods, evaluation of environmental
capabilities, improvements of processing,
design of circuits, computer-aided design
technigues, and applications engineering.
X-ray shielding, high voltage hazard, and rf
radiation control have all been adjunct re-
sponsibilities in these endeavors. He has
also served on the Product Safety Commit-
tee for the Lancaster plant. He pioneered
many developments of ceramic-to-metal
sealing technigues, carburizing and coat-
ing technigues for thermionic emitting cath-
odes, tuned broadband rf circuits, and spuri-
ous mode suppression, as well as improved
vacuum processing and testing methods.
High power devices required the develop-
ment of high intensity cooling for the high
dissipation densities encountered.

Contact him at:

RCA New Products Division
Lancaster, Pa.

TACNET: 227-2485
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Braverman named Marketing
Manager at RCA Advanced
Technology Laboratories

Dr. Leonard W. Braverman has been named
Manager, Marketing and Planning at RCA
Government Systems Division's Advanced
Technology Laboratories (ATL). A resident
of Moorestown, N.J., he is responsible for
planning ATL's technical efforts and assist-
ing in the achievement of business goals.

Dr. Braverman previously served as Man-
ager of ATL's Systems and Electromagnet-
ics Laboratory, a position he had held since
1982. Formerly he was a staff scientist at
Bechtel Group Inc., San Francisco, Calif,
and before that, manager of the laser
sources section at GTE, Sylvania Systems
Group, Mountain View, Calif.

Born in Philadelphia, Dr. Braverman re-
ceived bachelor's, master's, and doctor's
degrees from the University of California at
Berkeley. He holds four patents relating to
gas lasers. A member of the Institute of
Electrical and Electronics Engineers, Dr.
Braverman has published articles on gas
lasers, molecular spectroscopy and ultra-short
pulsed lasers.

GCS becomes
Camden landiord

John D. Rittenhouse, Group Vice-President,
announced that effective December 1, 1983,
the Government Communications Systems
Business Unit of Government Systems Di-
vision assumed landlord responsibility for
the Camden location.

In addition to his current responsibilities,
Lawrence J. Schipper, Division Vice-Pres-
ident and General Manager, Government
Communications Systems, directs Industrial
Relations and all Manufacturing Activities
including Materials, Plant Engineering, and
other related functions in the location.

Additionally, the location Accounting and
Management Information Systems respon-
sibility is assigned to the Government Com-
munications Systems’ Finance Department.
Mr. Schipper will continue to report to Paul
E. Wright, Division Vice-President and Gen-
eral Manager, Government Systems Divi-
sion.

Staff announcements

Consumer Electronics

D. Joseph Donahue, Vice-President and
General Manager, Consumer Electronics Di-
vision, announces the appointment of Bruce
M. Allan as Director, Strategic Planning.

Larry A. Olson, Manager, Manufacturing
Technology Center, announces the appoint-
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ment of D. Terry Stephens as Administrator,
Production Systems.

William A. Lagoni, Manager, Signal Proces-
sing, announces the appointment of Robert
L. Shanley, Il, as Manager, Signal Pro-
cessing-Chassis.

Gary A. Gerhold, Plant Manager, Indiana-
polis Components Plant, announces the ap-
pointment of Henry L. Slusher as Manager,
Plant Engineering Projects.

Gary A. Gerhold, Piant Manager, Indiana-
polis Components Plant, announces the ap-
pointment of Walter E. Todd as Manager,
Facilities Services-CED Indianapolis.

Robert R. Beasley, Manager, Plant Engi-
neering, announces the appointment of
Donald R. Stapert as Manager, Engineer-
ing and Services.

Government
Communications Systems

Lawrence J. Schipper, Division Vice-Pres-
ident and General Manager, Government
Communications Systems, announces his
organization as follows: John R. Allen, Princi-
pal Scientist, Arthur J. Barrett, Director, Manu-
facturing; Donald D. Miller, Chief Engineer,
Marvin Gelman, Manager, Special Pro-
grams; Alan E. Matt, Manager, Industrial
Relations; Donald J. Parker, Director, Dig-
ital Communications and Recording Sys-
tems; Morton Raphelson, Manager, Product
Assurance; Lawrence J. Schipper, Acting,
Advanced Missions Group; Lawrence J.
Schipper, Acting, Radio Systems; John F.
Serafin, Director, Integrated Communica-
tions Systems; Guy H. Shaffer, Director,
Information Processing Systems; John C.
Shannon, Director, Transmission Systems;
Alfred C. Thompson, Director, Marketing
and Advanced Programs; Edward W. Wil-
liams, Director, Finance; and George P.
Williams, Manager, Business Planning and
Plant Security.

Arthur J. Barrett, Director, Manufacturing,
announces his organization as follows: H.
Stanley Barr, Manager, Manufacturing Ad-
ministration; Joseph D. Borucki, Manager,
Plant Engineering; Richard J. Grimm, Man-
ager, Materials; George H. Lines, Manager,
Fabricated Products; Fred Pfifferling, Man-
ager, Technical Operations; L. Clair Phil-
lips, Manager, Government Manufacturing;
Vincent J. Renna, Manager, Commercial
Manufacturing; and Nathan Shectman, Man-
ager, GWEN Manufacturing.

Morton Rapheison, Manager, Product As-
surance, announces his organization as fol-
lows: Smith A. Cochrane, Manager, Quality
Assurance; Meyer R. Greenberg, Manager,
Quality Assurance, Quality Control; Myles

J. Burke, Manager, Government Quality Con-
trol; Thomas E. Hassett, Manager, Govern-
ment Quality Control; Frederick P. Molden,
Administrator, Quality Assurance; Virl E.
Haas, Manager, Quality Assurance; R. David
Houck, Manager, Quality Assurance; James
J. Brennan, Administrator, Quality Support;
Nicholas B. Sher, Manager, Quality Assur-
ance; Judith C. Dodd, Administrator, Qual-
ity Support; Anthony J. LaRocca, Manager,
Assembly Quality Control; J. Douglas Lo-
gan, Manager, Materials Quality Assur-
ance; John P. Baleria, Manager, Fieid QA
and Administration; Edward J. Horner, Lead-
er, Material Quality Assurance; lliana Okum,
Manager, Training and Statistics; Walter A.
Sawyer, Manager, PMI; Michael J. Yanky,
Manager, Assembly Quality Control; Richard
J. Noch, Administrator, Quality Assurance;
Joanna M. Shukal, Manager, Quality Assur-
ance; Jerry L. Lenk, Administrator, Quality
Assurance; Robert W. Moore, Manager,
Government Quality Control; James B. Reid,
Manager, Government Quality Control,
Thomas R. Yahraes, Manager, Assembly
Quality Control; David I. Troxel, Manager,
Systems Effectiveness; Harvey R. Barton,
Unit Manager, Engineering Staff; John J.
Davaro, Unit Manager, Engineering Staff;
Ronald M. Gould, Administrator, Quality As-
surance; and Frank M. Winton, Unit Man-
ager, Engineering Staff. Miss Shukal and
Messrs. Cochrane, Greenberg, Haas,
Houck, Sher, and Troxel will report to the
Manager, Product Assurance.

Laboratories

William M. Webster, Vice-President, RCA
Laboratories, announces the following ap-
pointments: Bernard J. Lechner is Staff Vice-
President, Advanced Video Systems Re-
search; and Robert D. Lohman is Staff Vice-
President, Solid State Research.

William M. Webster, Vice-President, RCA
Laboratories, announces the organization
of the RCA Laboratories as follows: Jon K.
Clemens, Staff Vice-President, Consumer
Electronics Research; Bernard J. Lechner,
Staff Vice-President, Advanced Video Sys-
tems Research; Robert D. Lohman, Staff
Vice-President, Solid State Research; James
L. Miller, Staff Vice-President, Manufactur-
ing and Materials Research; Kerns H.
Powers, Staff Vice-President, Government
Systems and Communications Research;,
Richard E. Quinn, Staff Vice-President, Ad-
ministration; Brown F Williams, Staff Vice-
President, Display and Optical Systems Re-
search; and Dominick A. Zurlo, Staff Vice-
President, Industrial Relations.

Jon K. Clemens, Staff Vice-President, Con-
sumer Electronics Research, announces his
organization as follows: Arch C. Luther,
Senior Staff Scientist; David D. Holmes,
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Director, Television Research Laboratory;
Arthur Kaiman, Director, Digital Products
Research Laboratory; Diane P. Smook, Di-
rector, Special Programs; and John A.
vanRaalte, Director, VideoDisc Systems Re-
search Laboratory.

Bernard J. Lechner, Staff Vice-President,
Advanced Video Systems Research, an-
nounces his organization as follows: Curtis
R. Carlson, Head, Image Quality and Human
Perception Research; Charles H. Anderson,
Fellow, Techical Staff, Frank J. Marlowe,
Head, Digital Video Research; Paul
Schnitzler, Head, Broadcast Systems Re-
search; and Robert E. Flory, Fellow, Tech-
nical Staff. Drs. Carlson, Marlowe, and
Schnitzler will report to the Staff Vice-Pres-
ident, Advanced Video Systems Research.

Robert D. Lohman, Staff Vice-President,
Solid State Research, announces his organ-
ization as follows: Walter J. Merz, Director,
Laboratories RCA, Ltd. (Zurich); Norman
Goldsmith, Head, Lithography and IC Pro-
cessing Research; Gary W. Hughes, Head,
LS| Imagers and Special Devices Research;
Walter F. Kosonocky, Fellow, Technical
Staff, Louis S. Napoli, Head, LS| Memories
and Devices Research; Charles J. Nuese,
Head, Silicon Device Research; Jacques |.
Pankove, Fellow, Technical Staff, George
L. Schnable, Head, Device Physics and
Reliability Research; and David E. O’Con-
nor, Senior Project Manager. Messrs. Gold-
smith, Hughes, Merz, Napoli, Nuese, O'Con-
nor, and Schnable will report to the Staff
Vice-President, Solid State Research.

Kerns H. Powers, Staff Vice-President, Gov-
ernment Systems and Communications Re-
search, announces the appointment of
Leonard Schiff as Director, Communications
Research Laboratory.

Kerns H. Powers, Staff Vice-President, Gov-
ernment Systems and Communications Re-
search, announces his organization as fol-
lows: Leonard Schiff, Director, Communica-
tions Research Laboratory; Paul Hashfield,
Head, Communications Technology Re-
search; Allen H. Simon, Fellow, Technical
Staff, Chares B. Oakley, Head, Satellite Trans-
mission Technology Research; Leonard
Schiff, Acting, Communications Analysis Re-
search; Harold Staras, Fellow, Technical
Staff, Fred Sterzer, Director, Microwave Tech-
nology Center; Erwin F. Belohoubek, Head,
Microwave Circuits Research; Ho-Chung
Huang, Head, Microwave Process Re-
search; Yegna S. Narayan, Head, Micro-
wave Device Research; Markus Nowo-
grodzki, Head, Subsystems and Special Proj-
ects; and Herbert J. Wolkstein, Manager,
Space and Countermeasure Programs. Drs.
Schiff and Sterzer will report to the Staff
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Vice-President, Government Systems and
Communications Research.

Carmen A. Catanese, Director, Picture Tube
Systems Research Laboratory, announces
his organization as follows: David L.
Staebler, Head, Magnetic Deflection Re-
search; William H. Barkow, Fellow, Tech-
nical Staff; Norman D. Winarsky, Head, Elec-
tron Optics and Applied Mathematics Re-
search; Roger L. Crane, Fellow, Technical
Staff, and Ralph W. Klopfenstein, Fellow,
Technical Staff. Drs. Staebler and Winarsky
will continue to report to the Director, Pic-
ture Tube Systems Research Laboratory.

David D. Holmes, Director, Television Re-
search Laboratory, announces the appoint-
ment of Edgar J. Denlinger as Head, Sig-
nal Conversion Systems Research.

New Products Division

Erich Burlefinger, Division Vice-President
and General Manager, New Products Div-
ision, announces his organization as fol-
lows: Harold R. Krall, Division Vice-Presi-
dent, New Product Development; Don R.
Carter, Director, Tube Operations; Reginald
R. Pattey, Director, Strategic Planning and
Services; Ronald G. Power, Director, Solid
State Emitters and Detectors; Carl L. Rintz,
Director, Closed Circuit Video Equipment;
Randolph C. Rose, Director, Finance; and
Eugene D. Savoye, Director, CCD and Sil-
icon Target Technology. Messrs. Krall, Car-
ter, Pattey, Rintz, Rose, and Savoye will
report to the Division Vice-President and
General Manager.

Solid State Division

Robert S. Pepper, Vice-President and Gen-
eral Manager, announces his organization
as follows: Herbert V. Criscito, Division Vice-
President, Marketing; Peter A. Friederich,
Division Vice-President, Industrial Relations;
Larry J. Gallace, Director, Product Assu-
rance; Donald W. Gangaware, Director, Stra-
tegic Planning and Services; Walter J.
Glowczynski, Division Vice-President, Fi-
nance; Robert P. Jones, Director, Power
Operations; Heshmat Khajezadeh, Division
Vice-President, Standard Integrated Circuit
Products; and Jon A. Shroyer, Division Vice-
President, LSI Products and Technology
Development.

Heshmat Khajezadeh, Division Vice-Presi-
dent, Standard Integrated Circuit Products,
announces his organization as follows:
Stephen C. Ahrens, Director, Engineering -
Standard Integrated Circuit Products;
Richard E. Davey, Director, Manufacturing

- Standard Integrated Circuit Products; John
R. Kowalak, Administrator, Standard Inte-
grated Circuit Products Administration;
Arthur M. Liebschutz, Manager, Long
Range Product Planning; and James L.
Magos, Director, Product Marketing - Stan-
dard Integrated Circuit Products.

Stephen C. Ahrens, Director, Engineering ~-
Standard Integrated Circuit Products, an-
nounces his organization as follows:
Charles Engelberg, Manager, Test Engi-
neering; Merle V. Hoover, Manager, Engi-
neering, Computer, Telecom and Industrial
Products; Lewis A. Jacobus, Jr., Manager,
Engineering - Logic Products; Sterling H.
Middings, Section Manager, Layout Servi-
ces; and Bruno J. Walmsley, Manager, Engi-
neering - Automotive and Consumer Prod-
ucts. Messrs. Engelberg, Hoover, Jacobus,
Middings, and Walmsley will report to the
Director, Engineering - Standard Integrated
Circuit Products.

James L. Magos, Director, Product Market-
ing - Standard Integrated Circuit Products,
announces his organization as follows:
Richard E. Funk, Manager, Applications En-
gineering; James L. Magos, Acting Man-
ager, Product Marketing - Distribution;
James L. Magos, Acting Manager, Product
Marketing - Computer & Industrial Products;
James L. Magos, Acting Manager, Product
Marketing - QMOS & Telecommunications
Products; and Seymour Reich, Manager,
Product Marketing - Automotive & Con-
sumer Products. Messrs. Funk and Reich
will report to the Director.

N.C. Turner, Manager, Trident and High
Reliability Operations, and L.J. Gallace,
Director, Product Assurance, announce that
the Materials and Processing Laboratory
formerly reporting to Norman C. Turner,
Manager, Trident and High Reliability Opera-
tions is transferred to the Product Assur-
ance organization. This function will report
to Leonard H. Gibbons, Jr., Manager, Reli-
ability Engineering Laboratory.

VideoDisc Division

Arnold T. Valencia, Division Vice-President
and General Manager, VideoDisc Division,
announces his organization as follows:
David M. Arganbright, Division Vice-Pres-
ident, Marketing Operations; Bruce G. Bab-
cock, Division Vice-President, Custom Press-
ing Marketing; Jay J. Brandinger, Division
Vice-President, Disc Operations; Joseph P.
Clayton, Division Vice-President, Consumer
Sales; Mark L. Frankel, Division Vice-Pres-
ident, Finance; and Herbert J. Mendelsohn,
Division Vice-President, Advertising and Mer-
chandising.
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Professional activities

Eta Kappa Nu Jury of Award meets at RCA

The 1983 Eta Kappa Nu (Honorary Electri-
cal Engineering Society) Jury of Award con-

vened at RCA “SelectaVision” VideoDisc .

Operations on November 14, 1982, to select
the Outstanding Young Electrical Engineer
of the United States. The Jury Meeting was
organized by James A. D’Arcy (RCA “Selecta-
Vision” VideoDisc Operations), who is Chair-
man of the Eta Kappa Nu Awards Organi-
zation Committee. The members of the Jury
were:

« Mr. George L. Benning, Vice-President
for Advanced Technology and Engineer-
ing, Collins Avionics Group, Rockwell Inter-
national Corporation;

Dr. J. Robert Betten, Professor of Elec-
trical Engineering, University of Missouri,
(Past President of Eta Kappa Nu);

Dr. Edward M. Davis, President, General
Technology Division, IBM Corporation;

Mr. Stephen A. Mallard, Sr. Vice-Presi-
dent, Planning and Research, Public Ser-
vice Electric & Gas Company;

Mr. E.D. Maynard, Jr., Director, VHSIC
PROGRAM, Office of the Under Secre-
tary of Defense for Research and Engi-
neering; and

Dr. George F. Mechlin, Vice-President,
Research and Development, Westing-
house Electric Company.

The purpose of the Eta Kappa Nu Recog-
nition Award is to emphasize among Elec-
trical Engineers that their service to man-
kind is manifested not only by achievements

1983 Jury of Award. Seated (left to right): E.D. Maynard, Jr.; Edward M. Davis; J.
Robert Betten; George F. Mechlin. Standing (left to right): Stephen A. Mallard;
George L. Benning; James A. D’Arcy.

in purely technical affairs, but in a variety
of other ways. Since 1936, forty-seven
young men who were less than 35 years of
age and who had received their Baccalau-
reate degree less than 10 years before,
have received the Award and 100 men of
similar characteristics have received honor-
able mention. The most recent RCA em-
ployee to receive this Award is John G.N.
Henderson (RCA Labs) who was the 1977
winner. This year, two RCA employees are

D’Arcy elected Director of Electrical Engineering Honor Society

James A. D’Arcy, Senior Member of the
Engineering Staff at RCA VideoDisc Opera-
tions in Indianapolis, Indiana, has been
elected a Director of the Electrical Engi-
neering Honor Society, Eta Kappa Nu. Found-
ed in 1904 at the University of lllinois, Eta
Kappa Nu today has a membership of about
150,000 of the top electrical engineering
graduates with student chapters in 168 of
the leading universities and colleges in the
United States, four alumni chapters and
seven foreign branches (Chapters-At-
Large).

During his professional career, Mr. D'Arcy
has published several technical articles and
has been involved in various technical soci-
eties and activities. He was active in the
Young Engineers’ Organization of the Engi-

64

neers' Club of Philadelphia, serving in var-
ious offices, including President (1969-
1970), and he received the Club's Qutstand-
ing Young Engineers’ Award in 1967.

Since 1974, he has been a member of
the Eta Kappa Nu Award Organization Com-
mittee and has served as Chairman since
1979.

He was a member of the Engineering
Excellence Committee of RCA Astro-Elec-
tronics for several years, serving as Chair-
man on two occasions. He was appointed
a charter member of the Technical Excel-
lence Committee of RCA VideoDisc Opera-
tions when it was being formed in 1980
and served as the first chairman of this
committee in 1981.

being recognized as finalists; they are:
Russell R. Barton, RCA Laboratories,
Princeton, N.J.. and John W. Betz, RCA
Automated Systems Division, Burlington,
Mass. The award is given on the basis not
only of what success the young Electrical
Engineers have had in their vocation, but
also what they did to broaden themselves
culturally and what they did for others. The
1983 winners will be honored at an award
banquet on April 30, 1984, in Philadelphia.

Prize-winning paper
is national contest entry

Rutgers University School of Law has se-
lected a paper written by a Moorestown
engineer as its first-prize entry in a national
competition. John Corbett’s paper, entitled
“"Who Owns the Program?: Adverse Rights
of Employees, Consultants, and Independent
Contractors in Copyrights of Computer Pro-
gram Products,” was selected by’ Rutgers
as its first-prize entry in the Nathan Burkan
annual competition for scholarly legal pa-
pers on copyright law. This competition,
sponsored by the American Society of Com-
posers, Authors and Publishers (ASCAP),
is open to all accredited law schools in the
United States and awards prizes for the
best five papers entered; the winning pa-
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pers will then be published in ASCAP Copy-
right Law Symposium Number Thirty-Three.

John is Unit Manager, Combat System
Definition, in the Naval Systems Depart-
ment's Combat System Design organization.
His engineering career dates from 1968
when he received the BSEE degree from
Rensselaer Polytechnic Institute. Since join-
ing RCA in 1976, he has been involved in
systems engineering tasks on the AEGIS
Program. John is in his final year at Rutgers
Evening Division law school, scheduled to
graduate in May 1984.

Hoffman is president
of engineering council

Dorothy M. Hoffman, RCA Laboratories, has
been elected president of the Engineering
and Technical Societies Council of Dela-
ware Valley, Inc. This non-profit coopera-
tive of over 30 professional societies pro-
vides career guidance for young people,
public service for the community, and pro-
fessional betterment for the members. The
headquarters is at the Engineers’ Club in
Philadelphia, Pa.

IEEE Society to meet

The IEEE Professional Communication So-
ciety will meet on October 10-12, 1984 in
Atlantic City, N.J. The Program Chairman is
Jack Friedman, Technical Publications, RCA
Missile and Surface Radar in Moorestown.
Designed as a forum for engineers, man-
agers, professional communicators, educa-
tors and others, the program this year em-
phasizes practical aspects of scientific and
technical communication. Prospective
authors are invited to get a list of topics
from the Program Chairman (TACNET:
224-2112). A 250-word abstract is due on
February 29, 1984.

Astro engineers belong
to IEEE working groups

Ronald L. Cariola, Manager, Ground Soft-
ware Development is a member of the IEEE
Working Group for a Standard for Software
Reviews and Audits. Raouf H. Farag, Man-
ager, Ground Software Development, is a
member of the IEEE Working Group on a
Guide for Software Configuration Manage-
ment.

Astro scientist

chairs robotics sessions

Dr. Kamal Karna, Senior Staff Scientist, RCA
Astro-Electronics, chaired two sessions at

the Twenty-sixth IEEE Computer Society
International Conference (Compcon 83) held
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Paul E. Wright, Division Vice-President and General Manager of Government Sys-
tems Division, congratulates John Bauer on his selection as Engineer of the Year
by the International Electronics Packaging Society.

The International Electronics Packaging So-
ciety has named John A. Bauer its Engi-
neer of the Year for 1983. The Society,
which makes only one award each year,
honored Bauer in its Annual Meeting in
Chicago for his long-term contributions to
improving the state-of-the-art in microelec-
tronics packaging and to disseminating the
information both nationally and interna-
tionally.

Bauer, who is Manager, Design Automa-
tion at RCA's Missile and Surface Radar

operation in Moorestown, N.J., introduced
the chip-carrier ceramic module to the in-
dustry, demonstrating its potential for high
density and high reliability. He was also an
early advocate of applying design automa-
tion tools to the chip-carrier technology.
His contributions in electronic packaging
technology are currently being implemented
in the Surface Mount Technology, which is
providing approaches to bring down the
size, weight, and cost of electronics for all
applications.

in Crystal City, Virginia, on September 26-
30, 1983. He chaired a robotics session
that included four papers and a computer-
vision session that included four papers.

Kant receives Founder’s Award

Milton Kant, Senior Member Engineering
Staff, Naval Systems Department, Missile
and Surface Radar, received the Founder’s
Award from the Institute of Electrical and
Electronics Engineers Electromagnetic Com-
patibility (EMC) Society at the 1983 IEEE
International Electromagnetic Compatibility
25th Anniversary Symposium held in Wash-
ington, D.C., on August 23-25, 1983.

The Founder's Award was given in recog-

nition of contributions to the October 10,
1957, founding of the IEEE EMC Society.
Mr. Kant was one of six founders of the
Institute of Radio Engineers Professional
Group on Radio Frequency Interference,
forerunner of today's 2000-member IEEE
EMC Society. He has served in numerous
capacities with the society over the years,
including Administrative Committee mem-
ber, Newsletter Committee member, Secre-
tary of the society, and chairman of the
RFI/EMC symposium held in New York
City in 1965.

He was awarded the IEEE EMC Society
Certificate of Appreciation in 1968. From
1968 to 1977 he served as chairman of the
society Information Retrieval Committee,
which prepares EMC abstracts to be pub-
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lished in the EMC Society Newsletter, He
was chairman of the Philadelphia Chapter
from 1978 to 1983.

RCA participates
in recent ISHM conference

The annual meeting of the International So-
ciety for Hybrid Microelectronics was held
in the Philadelphia Civic Center and Frank-
lin Plaza Hotel, Oct. 30 to Nov. 3, 1983. Dr.
Thomas T. Hitch of the RCA Laboratories’
Electronics Packaging Group was the Pro-
gram Chairman. Dr. Ashok N. Prabhu, also
of Electronics Packaging, participated in
abstract selection and helped to organize
the technical paper session on the topic of
Soldering. Richard Brown of the Microwave
Technology Center at the Labs led a short
course entitled “Introduction to Micro-
waves.” Missile and Surface Radar employ-
ees also participated in the program: John
F. Bauer and Mitchell Davis were session
chairmen. In addition, Alan S. Cooper gave
a paper and R.L. Schethorn spoke in a
round table. Bernard Greenstein of Con-
sumer Electronics and Robert R. Bigler of
Government Systems, Camden, were ses-
sion chairmen.

The conference proceedings include
105 papers. Four ISHM monographs are
available describing the short courses. Dr.

Hitch gratefully acknowledges the support
of RCA for this work and thanks Lu
Onyshkevych, John Vossen, and Dorothy
Hotfman for their excellent advice during
the organization of the technical program.

Chu is committee chairman

David Chu, RCA Astro-Electronics, served
as Chairman for the Modal Testing and
Mode! Refinement Symposium at the ASME
Winter Annual Meeting in Boston on Novem-
ber 14-18, 1983. He was elected to be Secre-
tary of the Shock and Vibration Committee
Meeting for June 1984 to June 1985, and
will become Chairman of the Committee
for June 1985 to June 1986.

RCA and NASA receive
group achievement award
for Shuttle radio

A team of RCA and NASA engineers has
received the space administration’s group
achievement award for producing the space
shuttle’s UHF radios.

Six RCA and three NASA employees were
recognized for “outstanding performance
and technical creativity in accomplishing
the development and provisioning of the

Shuttle Extravehicular Activity/Air Traffic
Control Communications System at low cost
while meeting all other program require-
ments.”

Named in the citation were: Sam B. Holt,
John O. Sheldahl, and Charles T. Shelton
of Government Communications Systems
in Camden, N.J.; John C. Feltus, Robert L.
Black, and Ronald A. Sykora of RCA Ser-
vice Company in Houston; and Richard W.
Armstrong, Paul E. Shack, and Gareth H.
Nason of NASA in Houston. NASA said the
team’s significant accomplishments in-
cluded development of a management and
technical concept resulting in a 50-percent
cost savings for the program.

The RCA-built radios played an impor-
tant role in the first shuttle flight when they
became the only line of communications
during key moments of the launch and land-
ing of shuttle orbiter Columbia. The main,
S-band radio failed to provide communica-
tions, so the astronauts turned on the UHF
radio and kept it going for the rest of the
54-hour flight. The first voice the astronauts
heard after they came out of reentry “black-
out” was over the UHF radio.

The radios continued to perform success-
fully in future flights, and RCA-built UHF
backpack radios were used by the astro-
nauts during the STS-6 flight when they
worked in space outside the shuttle orbiter
Challenger.

Technical excellence

—

Americom presents Technical Excellence Awards

RCA Americom Technical Excellence A

ward. From left to right: Fred Hoedl, Carl-

ton Barnes, David Fremont, Steve Osman, and Dem llagan with John Chris-
topher, Vice-President, Technical Operations.
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The Americom Technical Excellence Com-
mittee announced that the latest recipients
of Americom’s Technical Excellence Award
are Fred Hoedl, Carlton Barnes, Steve
Osman, Dem llagan (members of the Mic-
rowave Engineering Group) and David
Fremont, Manager, PMO. The team has
been recognized for their outstanding accom-
plishment in implementing the complex Dig-
ital Audio Transmission System (DATS).
The team’'s dedication and combined
skills—used during the installation, align-
ment, and debugging of the advanced dig-
ital audio equipment—enabled RCA Amer-
icom to overcome some of the technical
and delivery problems experienced by our
hardware subcontractor. The team’'s con-
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certed effort was key to a successful con-
clusion to an extremely difficult service
offering.

The Digital Audio Service has been ac-
cepted by all four networks, ABC, CBS,
NBC, and RKO and is now operational
across the country, offering quality audio
performance in a cost-efficient manner to
our customers. In addition to cash awards,
the team was honored at a luncheon.

Moorestown third-quarter 1983

SSD Mountaintop award given

The December, 1983, Mountaintop Tech-
nical Excellence Award, designed to rec-
ognize and reward members of the techni-
cal community who have consistently ex-
hibited qualities of initiative, leadership,
technical competence, attitude and follow-
up, has been given to Jim Hoshowsky, Carl
Obaza, and Frank Zdancewicz.

Technical Excellence Award winners

Clark Grandmaison

Drenik

Kent Link

Nesbit

Matthews

Richard D. Clark—for developing a comput-
er-controlled acceptance testing station for
the EDM-4 array column assembly, ensur-
ing proper connections to every wired com-
ponent and verifying absence of crosstalk.
He selected equipment for the test station
and developed a flexible software design

RCA Erigineer » 29-1 o Jan./Feb. 1984

for rapid isolation and resolution of cross-
talk problems. The station, which worked
efficiently from the start, is being replicated
for future growth test applications.

Nelson De Grandmaison—for systems engi-
neering contributions to the Federal Avia-
tion Agency’s Advanced Automated Pro-
gram host computer system design compe-
tition. His development of an accurate meth-
od to verify cost proposals proved invalu-
able to the FAA, as did his approach to
contract data item review. The methodolo-
gies developed by Mr. De Grandmaison
gave the FAA a fundamental structure for
coordinated, disciplined reviews of contract
documentation and a firm technical basis
for cost proposal analysis.

John Drenik—for his outstanding achieve-
ment in the design of the EDM-4 antenna
assembly, involving modularization of col-
umns and integration of all components in
self-sustaining subassemblies independent
of the antenna support structure. His
unique configuration of the Beam Steering
Controller and power supplies in a totally
integrated antenna assembly and his use
of pre-tested column assemblies permit pro-
duction of AN/SPY-1B antennas at rates
necessary to meet Navy shipbuilding sched-
ules.

John D. Fanelle—for a successful system
design and development of an Imbedded
Sub-Element Test System (ISETS) for the
EDM-4 signal processor. He developed the
algorithms and hardware configuration to
support fault detection and isolation, plus a
microcomputer Maintenance Panel concept
design that proved successful in system
checkout. His proposal for eliminating a
potential data-base memory overflow has
been highly effective in actual hardware
demonstrations.

Edward J. Kent—for special achievements
in stripline component development for the
EDM-4 receive-column combiner networks.
Combining analytical tools with precise em-
pirical procedures, he developed five dif-
ferent T-junctions as the basis for comput-
er-generation of the 200 specific designs

Hoshowsky

Zdancewicz

needed for 40 different combiner circuits.
He also devised a method of fine phase
adjustment of these networks by means of
capacitive irises to compensate for minute,
but critical, variations in material charac-
teristics.

Alan J. Link—for extensive personal con-
tributions to the design, testing, and inte-
gration of the TV-tracker software modifi-
cation of the NIDIR radar system at Aber-
porth, Wales. In the process of developing
the necessary modifications, he also dis-
covered and fixed several software prob-
lems and resolved unexpected instabilities
in the radar. His ability to isolate and resolve
hardware and software problems was a
key to customer acceptance of the modifica-
tion.

David L. Matthews—for outstanding per-
formance in the development of timing and
control application firmware for the micro-
computer control network of the EDM-4
signal processor. His technical direction
and personal design contributions were key
elements in the successful implementation
of a set of complex real-time programs for
the Executive, Waveform Generator, and
Detection microcomputers. The resulting work-
ing programs have supported all significant
milestones of frame test and signal pro-
cessor integration.

Gerald Nesbit—for unique contributions to
critical microwave component development
for an L-band solid-state phased array T/R
module. Mr. Nesbit's successful use of
GaAs FET devices in his low-noise L-band
amplifier design was without precedent at
microwave frequencies in Moorestown, and
he also developed an innovative RF con-
nector design for the T/R module. His con-
tributions will play a significant role in RCA’s
entry into the airborne radar market.
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Microfilms, Indexes, and Back Issues

Put the RCA Engineer at Your Fingertips

The back issues of the RCA Engineer—over 160 of
them—record RCA’s progress in invention, develop-
ment, and manufacturing. You can take advan-
tage of this wealth of technical information by using
the cumulative 25-Year index to the RCA Engineer,
published in 1980. We have recently updated this
reference tool with a supplementary Index fo
Volumes 26, 27 and 28—covering 1980 through
1983.

Subject and author indexes can help you find
specific information that you need for your work. Or
the Index might provide a vital contact in another
RCA business, someone who has related

Supplement at your RCA Technical Library. Or, write
to: RCA Engineer Indexes, Technical Excellence
Center, 13 Roszel Road, Princeton, NJ 08540.

Once you've found the article you want to read,
your RCA Librarian has a complete set of back
issues for your use—in hard copy or microfilm edi-
tion. Moreover, back issues and reprints listed below
may be ordered internally from the RCA Engineer
Editorial Office at "RCA Laboratories—Roszel Road,
Princeton.”

All back issues are $2.00. (The Index and sup-
plement are free.) To order, photocopy this form,
and include your name, RCA charge number, and

experience.
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THEME-RELATED ISSUES
O Consumer Electronics Manufacturing
VOL. 24, NO. 4 Dec 78/Jan 1979

0O Microelectronics
VOL. 24, NO. 6 Apr/May 1979

0O Microprocessor Applications
VOL. 25, NO. 3 Oct/Nov 1979

O Quality (Do it right the first fime)
VOL. 25, NO. 4 Dec 79/Jan 1980

0O RCA International
VOL. 25, NO. 5 Feb/Mar 1980

0 Color TV Receivers
VOL, 25, NO, 6 Apr/May/Jun 1980
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your internal mailing address. Please don't send
Free copies available: You can obtain your cash.
personal copies of the 25-Year Index and its

0 25th Anniversary Issue
VOL. 26, NO. 1 Jul/Aug 1980
O Communications Trends
VOL. 26, NO. 3 Nov/Dec 1980
0O Mechanical Engineering
VOL. 26, NO. 4 Jan/Feb 1981
0O Increasing Your Effectiveness
VOL. 26, NO. 5 Mar/Apr 1981
0O “SelectaVision” VideoDisc, Part I
VOL. 27, NO. 1 Jan/Feb 1982
0O Manufacturing Engineering
VOL. 27, NO. 2 Mar/Apr 1982
0O Electro-Optics
VOL. 27, NO. 3 May/Jun 1982
O 26th Anniversary Issue
VOL. 27, NO. 4 Jul/Aug 1982
O Microwave Technology
VOL. 27, NO. 5 Sept/Oct 1982
0 Modeling, Simulation, and Analysis
VOL. 27, NO. 6 Nov/Dec 1982
0O Engineering Productivity
VOL. 28, NO. 1 Jan/Feb 1983
0O Space Technology
VOL. 28, NO. 2 Mar/Apr 1983
0O Technology Transfer
VOL. 28, NO. 3 May/Jun 1983
Q 27th Anniversary Issue:
Systems Engineering
VOL. 28, NO. 4 Jul/Aug 1983
0O Digital Broadcast
VOL. 28, NO. 5 Sept/Oct 1983
0O Software
VOL. 28, NO. 6 Nov/Dec 1983

COLLECTIONS OF ARTICLES

0O Consumer Electronics
PE-515 1971

0O Solid State Technology
PE-552 1972

O COS/MOS Technology
PE-580 1973

0O Automotive Electronics
PE-681 1976

O Microprocessor Technology
PE-702 1976

0O Electro-Optics
PE-703 1976

0O Picture Tube
PE-748 1980

CUMULATIVE INDEX & supplement
o 25-Year Index to RCA Engineer
Aug 1980
o Index to Volumes 26-28
Dec 1983




Editorial Representatives

Contact your Editorial Representative at the TACNET
numbers listed here to schedule technical papers
and announce your professional activities.

Broadcast Systems Division (BSD) TACNET
*Jack Dearing Camden, New Jersey 222-4688
Consumer Electronics (CE)

*Eugene Janson Indianapolis, Indiana 422-5208
Francis Holt Indianapolis, Indiana 422-5217
Larry Olson Indianapolis, Indiana 422-5117
Byron Taylor Indianapolis, Indiana 426-3367
Don Willis Indianapolis, indiana 422-5883

Corporate Technology

*Tony Bianculli Princeton, New Jersey 226-2111

Government Systems Division (GSD)

Advanced Technology Laboratories

*Merle Pietz Camden, New Jersey 222-2161
Ed Master Camden, New Jersey 222-2731

Astro-Electronics

*Frank Yannotti Princeton, New Jersey 229-2544
Carol Coleman Princeton, New Jersey 229-2919

Automated Systems

*Paul Seeley Burlington, Massachusetts 326-3095
Dale Sherman Burlington, Massachusetts 326-3403

Government Communications Systems

*Dan Tannenbaum Camden, New Jersey 222-3081
Thomas Altgilbers Camden, New Jersey 222-3351

GSD Staft

*Peter Hahn Cherry Hill, New Jersey 222-5319

Missile and Surface Radar

*Don Higgs Moorestown, New Jersey 224-2836
Graham Boose Moorestown, New Jersey 253-6062
Jack Friedman Moorestown, New Jersey 224-2112
National Broadcasting Company (NBC)

*Bob Mausler New York, New York 324-4869

New Products Division

Lancaster, Pennsylvania 227-2485
Ste Anne de Bellevue 514-457-9000

R.E. Reed
Bob Mcintyre

Cablevision Systems

*John Ovnick Van Nuys, California 534-3011

Patent Operations TACNET
George Haas Princeton, New Jersey 226-2888
RCA Communications

American Communications

*Murray Rosenthal Princeton, New Jersey 258-4192
Carolyn Powell Princeton, New Jersey 258-4194
Global Communications

*Dorothy Unger Piscataway, New Jersey 335-4358
RCA Laboratories
Eva Dukes Princeton, New Jersey 226-2882

RCA Records

*Greg Bogantz Indianapolis, Indiana 424-6141

RCA Service Company

*Murray Kaminsky Cherry Hill, New Jersey 222-6247
Dick Dombrosky Cherry Hill, New Jersey 222-4414
Ray MacWilliams Cherry Hill, New Jersey 222-5986

“SelectaVision” VideoDisc Operations

*Nelson Crooks Indianapolis, Indiana 426-3164

Solid State Division (SSD)

*John Schoen Somerville, New Jersey 325-6467

Power Devices

Harold Ronan Mountaintop, Pennsylvania 327-1473

or 327-1264
Integrated Circuits

Dick Morey Palm Beach Gardens, Florida 722-1262
Sy Silverstein Somerville, New Jersey 325-6168
John Young Findiay, Ohio 425-1307
Video Component and Display Division
*Ed Madenford Lancaster, Pennsylvania 227-3657

Circleville, Ohio 432-1228
Marion, Indiana 427-5566

Nick Meena
J.R. Reece

*Technical Publications Administrators, responsible for review and approval
of papers and presentations, are indicated here with asterisks before their names,
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