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Alfred N. Goldsmith 
Sept. 15, 1888- 
July 1, 1974 

.. 

Dr. Alfred N. Goldsmith died on July 1, 1974 at the age of 86. He was co-found- 

er of the Institute of Radio Engineers, which merged in 1963 with the American 

Institute of Electrical Engineers to form the Institute of Electrical and Electronics 

Engineers, an organization that now has a membership of some 175.000. When 

RCA was formed in 1919, Dr. Goldsmith was first Director of Research and then 

Vice President and General Engineer until 1931, when he became Senior Tech- 

nical Consultant. His many achievements and honors have been widely docu- 

mented in the world press. 

Dr. Goldsmith's passing is a particularly sad loss to those who have been in- 

volved with the punlication of RCA Review over the years. He was the elder 

statesman of the Board of Editors, which he served for 39 years, and yet at the 

same time displayed great vigor, remarkable foresight, and constructive enthus- 

iam. Until two years ago, when failing health brought on a forced retcement, he 

always made himself available, and was frequently called on, for advice and as- 

sistance. His energy and insight never flagged. 

We have lost one of the great pioneers of the electronics art. 
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A Facsimile System Using Room -Temperature 
Injection -Laser Scanning 

P. V. Goedertier, I. Gorog, J. D. Knox, I. Ladany, and J. P. Wittke 

RCA Laboratories, Princeton, N. J. 08540 

Abstract-This paper reports the first use of cw room -temperature injection lasers in a 

scanning facsimile system. The document reader can resolve about 2000 

spots in each horizontal line of its raster scan, which is close to the perfor- 

mance attained using an He-Ne gas laser. Our results thus suggest that these 

small, efficient lasers can replace gas lasers in many applications. 

Introduction 

The recent development of (A1Ga)As-(AlGa)Ast and (AlGa)As-GaAs2 
cw room -temperature injection lasers with useful operating lifetimes 
of thousands of hours permits them to be used to replace bulkier, 
more fragile gas lasers in many applications. Injection lasers are very 
small, rugged, and reliable. The required power supply must provide 
only a few watts at a few volts. In addition to these advantages, the 
lasers can he readily intensity modulated at rates up to hundreds of 

megahertz by simply modulating the drive current-an important ca- 

pability in several possible applications currently under study.3 

Document Reader 

This paper reports on the application of this new device to a docu- 
ment reader, where it is used as the source in a flying -spot scanner.* 

* Details of the optics, drive electronics and signal detection and pro- 
cessing techniques will be given in a forthcoming publication. 
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The operation of the scanner is indicated in Fig. 1. The astigmatic 
beam from the laser is shaped to a nearly round cross section by an 
optical chain comprised of spherical and cylindrical lenses. The 
shaped beam is then brought to a focus in the scanning plane, where 
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Fig. 1-Schematic representation of the document reader. 

HIGH RESOLUTION 
CRT 

the document is placed. Scanning in two orthogonal directions is ac- 
complished using two galvanometer -driven plane mirrors. Ramp volt- 
ages are applied to both galvanometers, providing a fast horizontal 
line scan and a slow vertical scan, raster -scanning the document in 
14.0 seconds. 

The light scattered from the scanned document is detected in a 
photomultiplier. Alternatively, an array of silicon photodetectors is 
used. Spectral filtering is used to minimize the perturbing effects of 
ambient light. The output signal from the detector is an analog signal 
corresponding to the diffuse reflectivities of the sequentially scanned 
document. This signal is fed into a comparator circuit that defines a 
black-white threshold level. Use of the comparator eliminates the re- 
quirement of extreme linearity throughout the system that would 
otherwise be necessary. The signal from the comparator can he used 
or displayed in any of several ways, as indicated in Fig. 1. 

The oxide -isolated, stripe -geometry laser, deg eloped at this labora- 
tory, is of the double-heterojunction type, with aluminum in the ac- 
tive (high -index) region, as well as in the lower -index waveguiding re- 
gions of the structure; the resulting emission wavelength was about 
810 nm. As seen in Fig. 2, the far -field emission pattern of such a 
source is far from axially symmetric. Here, the injection laser used in 
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FACSIMILLE SYSTEM 

this work has been scanned in two orthogonal directions, in the plane 
of the junction and perpendicular to this plane. When the laser is 
driven well above threshold, the emission in the plane of the junction 
is in a narrow, sharply directional beam only a few degrees in width, 
even though the laser oscillates in several modes simultaneously. Per- 
pendicular to the plane of the junction, due to the narrowness of the 

RELATIVE INTENSITY 

-80 -60 -40 -20 0 20 40 60 
BEAM ANGLE, DEGREES 

80 

Fig. 2-Far-field beam patterns of the cw room -temperature injection laser source, 
scanned In the plane of the p -n junction and perpendicular to the junction 
plane. Laser output power during the scan was 10 milliwatts. 

active high -index region, the fields of all the oscillating modes are the 
same, and the beam pattern, determined by the optical properties of 
the various layers comprising the laser, is much broader. The pat- 
terns were taken at a beam power of 10 milliwatts. The multimode 
nature of the pattern in the plane of the junction is suggested in the 
figure but not marked. At this power level, the laser beam is essen- 
tially linearly polarized, with the optical E -vector in the plane of the 
junction. 

The laser was operated at an output power of 10 mW. The optical 
system was able to focus about 3 mW onto the document, the losses 
occurring predominantly at the lens and mirror surfaces. The laser 
wavelength closely matched the peak of the spectral responses of the 
(S-1) photomultiplier and silicon photodetectors used. To utilize the 
full laser output power, an anamorphic optical system is clearly desir- 
able. Such a system was used to produce the nearly round focused 
spot in the scan plane indicated in Fig 3. It consists of a X10 micro- 
scope objective close to the emitting facet of the laser, followed by 
two cylindrical lenses of focal lengths 18 mm and 100 mm. The hori- 
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Fig. 3-Focused laser spot In the object plane, scanned horizontally and vertically.. 
The total horizontal scan width was 20 cm. 

zontal scan of Fig. 3 is the plane of the laser junction, while the verti- 
cal scan direction is perpendicular to the junction plane. 

As shown by the figure, the spot diameter at the scan plane was 
about 100 µm. The total scan length was 20 cm, at an optical lever 
length of 74 cm. The scan angle was about 15°. Thus, approximately 
2000 spots can be resolved in each horizontal scan. The correspond- 
ing spatial frequency response (with the above dimensions) is shown 
in Fig. 4. Typical results obtained with the injection laser document 
reader are shown in Fig. 5, which is a photograph of (a portion of) the 
faceplate of a storage oscilloscope that was used to display the output 
from the signal comparator. Since the display unit had only a resolu- 
tion of 300 line -pairs across its face, its resolution was inadequate to 
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Fig. 4-The spatial -frequency -response function (Fourier transform) corresponding to 
the horizontal scan in Fig. 3. 
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FACSIMILLE SYSTEM 

show the full performance of the document reader. Nevertheless, a 

reasonable impression of the capabilities of the system can be ob- 
tained from the figure. 

ionic chargépatterns óf sufficient magnitt 
ciency: An important feature óf this réchr 
merry for multiple storage is as lárge as [ 
(See Section II:) Thusy high storage cápap 

We have been investigating, this techni 
standing the mechanisms involved. Out pri+ 
temperature sensitivity and `storage capacit, 
of otdr investigations aré reported here. 1 
tivity, recording 'range, and multiple stora, 

means ;cohplete; but suggests futüre directi 
this área: 

0 

A. -SENSITIVITY 

° We measured the' sensitivity for recoEl 1 

Holograms Were recorded with the standard a= 

Fig. 5-Portion of a storage-oscillloscope display of a page of typed test as read by the 
document scanner. 

Conclusions 

High -resolution flying -spot scanners can be constructed with room - 
temperature cw injection lasers. These lasers provide an intense light 
source that can be focused, with simple optics, into a spot comparable 
in size to that obtainable using gas lasers. It is clear that they will 
find other applications in a variety of equipments that currently use 

gas lasers. 
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Video Processing in Charge -Transfer Image 
Sensors by Recycling of Signals Through the 
Sensor 

P. K. Weimer, W. S. Pike, F. V. Shallcross, and M. G. Kovac 

RCA Laboratories, Princeton, N.J. 08540 

Abstract-The recycling of video signals from the output of a solid-state image sensor 

back into its input permits the sensor to perform various types of analog signal 

processing simultaneously with image pickup. Early experiments on back- 

ground subtraction, multiple readout of a single pattern, and mot,on detection 

are discussed. 

1. Introduction 

A useful feature of charge -transfer scanning in image sensors is the 

ease with which an input register can he incorporated into the device 

permitting it to function in an alternative mode as a memory or ana- 

log delay line. Such an input register was included in an early three- 

phase charge -coupled sensor' made at Bell Laboratories, and its op- 

eration as a "series-parallel-series"analog delay line was reported.2 

Similar experiments on sensing and delay were performed at RCA 

Laboratories using a smaller three-phase sensor; having 45 x 60 ele- 

ments.f Preliminary experiments wre carried out with this device 

using a novel mode of operation in which the output signal from the 

sensor was simultaneously fed hack to its input to obtain other useful 

forms of signal processing. By such recycling of signals it was shown3 

Presently with Dytron, Inc., Waltham, Mass. 02154. 

t The 45 X 60 element sensor was fabricated at RCA Laboratories under ONR Contract No. 

N00014 -71-C-0415. 
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that with a minimum of peripheral equipment (1) multiple fields or 
lines of the display could be repeated, (2) image motion between suc- 
cessive fields could be detected, and (3) nonuniform fixed back- 
ground patterns could be subtracted from the signal. The recycling of 
signals to obtain enhanced accuracy in measurement of transfer effi- 
ciency in CCD's has also been reported.4 

The purpose of the present paper is to discuss more fully the con- 
cept of recycling of signals in image sensors and to report some of the 
early recycling experiments that were performed. The feasibility of 
signal processing by this means has been established, but a full evalu- 
ation of its effectiveness has not been carried out. 

2. General Description of Vídeo Recycling in Image Sensors 

The recycling of video signals back into the input of an image sensor 
permits the sensing and delay capabilities of the sensor to he used si - 

RECYCLING CIRCUIT OR REGISTER 

INPUT REGISTER 

©Do11 
CI 

REGISTERS L_I `---' L__I '--" LJ ` U "" 
PARALLEL 

1 

WITH 
INTER- 
-}LEAVED S S i SSENSOR 
ELEMENTS 

1 E Ó El Ó LJE-E 
OUTPUT REDGISTER 

PROCESSED 
VIDEO 

OUTPUT 

Fig. 1-Block diagram of vertical -transfer charge -coupled image sensor having nonil- 
luminated registers and Interleaved sensor elements. Video signals are recy- 
cled by direct coupling between the output and input register. 

multaneously. Signals from successive frames can he repeated and 
combined within the sensor for various forms of signal processing. Al- 
though video recycling can also he accomplished in other types of 
sensors, such as a photodiode array with XY address strips, the 
method is particularly convenient with charge -transfer sensors. Con- 
sider, for example, a vertical -transfer charge -coupled sensor with 
nonilluminated registers and interleaved photoelements, as shown in 
Fig. 1. This structure differs from the currently available interleaved 

342 RCA Review Vol. 35 September 1974 



IMAGE SENSORS 

sensors5 by the addition of an input register. By coupling the output 
of the sensor to its input during the readout of signals it is possible in 
one scan to replace a given charge pattern by the same or modified 
form of the original pattern. The recycled pattern can then be read 

out again or combined internally with subsequent picture informa- 
tion to carry out the desired signal -processing function. 

In the normal operation of this sensor, the photoelements are illu- 
minated continuously by the optical image, causing a picture charge 
pattern to be accumulated on the sensor elements. These charges are 
transferred simultaneously to the adjacent registers during the verti- 
cal retrace period. Scanning is accomplished by transferring the en- 
tire pattern step -wise to the output register, where each row is trans- 
ferred out in sequence. The clock drives for the vertical registers op- 
erate at the horizontal line frequency while the output (and input) 
registers are driven at the element rate. 

For successive recycling operations it is necessary to he able to con- 
trol the return position of the recycled pattern within the registers. In 
most cases it is desired to return each elemental charge For some 
function of the charge) to exactly the same location at which the 
charge first entered the register. This can he done provided the fol- 
lowing conditions are met: 
(1) Transfer losses and charge leakage are sufficiently low that reso- 

lution and signal are not appreciably degraded. 
(2) The feedback circuit and the input and output registers are de- 

signed so that each line of information returns to coincidence 
with the column from which it originated. The horizontal 
blanking interval allows the input and output registers to op- 
erate for extra cycles, if necessary, to compensate for small de- 
lays in the feedback loop. 

(3) The vertical clock drives are pulsed for the correct number of cy- 
cles in each field to match the total number of stages in the 
vertical registers. Additional scanning lines can he inserted 
into the vertical blanking interval if needed to compensate for 
more than one line delay in the feedback loop. 

The summing of the recycled pattern and the new pattern occurs 
within the registers during the vertical retrace period when the new 
pattern is dumped into the registers. Since the registers transfer only 
one type of carrier, negative -polarity signals must be recycled as a 

negative modulation of a fixed bias charge. It is therefore important 
that the input and output circuits be linear and that the combined 
charge not exceed the full well capacity of the registers. Various types 
of low -noise, linear input and output circuits have been described.6 
'the feedback connection could he a charge -transfer register located 
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on the same chip, or an external circuit coupling the input and output 
registers. 

Fig. 2 shows how the sensor of Fig. 1 can be operated with video 
recycling for multiple nondestructive readout, motion detection, and 
background subtraction. For multiple readout, the sensors are ex- 
posed during the first field period and the charge pattern is trans- 
ferred into the vertical registers at the end of this period. During the 

iolioiaio 
io1oiolo 

1 L L 
± FB 

SIGNAL OUT 

FIELD I 2 3 4 5 

MULTIPLE 

READOUT 

OPTICAL IN Si - - - - 
F9 - Si Si Si SI 

OUTPUT - Si Si Si Si 

MOTION 

DETECTION 
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FB - -Si - S3 - 
OUTPUT Si S2 -S1 S3 S4 -S3 

BACKGROUND 
SUBTRACTION 

OPTICAL IN BGi S2+BG2 BG3 $. +BG4 BG5 

FB - -BGi - -BG3 - 
OUTPUT - - S2 - S4 

Fig. 2-Operation of a charge -transfer sensor such as shown in Fig. 1 with video recy- 
cling for multiple readout, background subtraction, and motion detection. 

second and subsequent fields, the charge pattern is read out and si- 
multaneously recycled back into the vertical registers. The recycled 
signal can be either positive or negative, but in the latter case the dis- 
played signal would alternate in polarity in successive fields. With 
positive feedback, care must he taken to avoid instability. 

For motion detection, the sensor array is exposed during each field, 
but recycling (with negative polarity) occurs only on alternate fields. 
The output signal alternates between the normal signal and a differ- 
ence signal whose value would approach zero in the absence of motion 
between successive images. 

Background subtraction in an image sensor is of interest in appli- 
cations where the picture signal level is small compared to a fixed 
background pattern. Such a pattern can be caused by nonuniform 
dark current in the sensor. Although dark current background can 
usually he kept small enough to not be objectionable at normal signal 
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levels, it can limit the performance at low illumination levels. Figs. 2 

and 3 show how recycling of the background signal on alternate fields 

could he used to subtract out the nonuniform background component 
in the low -light signal. An optical shutter shields the sensor from the 
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Fig. 3-Use of video recycling for subtraction of background signals caused by nonuni- 

form dark current in an Image sensor. 

light during fields 1, 3, 5, etc., so that only a dark -current pattern is 

accumulated on the sensor elements during these fields. At the end of 

each odd field, the dark -current pattern is transferred into the empty 
vertical registers. During the even -field scanning period two pro- 

cesses occur: (1) the dark -current signal (BG) is transferred out and 

recycled with inverted polarity, and (2) a picture signal pattern with 

accompanying background signal (S+BG) is accumulated on the sen- 

sor elements. The two signals S+BG and -BG are combined in the 

register during the next vertical retrace period and the uniformized 
picture signal S is read out during the odd fields. Fig. 3 illustrates 
how the inverted background signal is recycled by negatively modu- 

lating a fixed input signal I. 
It is apparent that this background subtraction method is only 5096 

efficient in utilization of total light and total bandwidth. Background 
subtraction would not be useful in sensors in which statistical noise, 

such as shot noise, transfer noise, or output circuit noise, was limiting 

the performance. Fortunately such noise sources7 can he kept rela- 

tively small in charge -coupled sensors, so that a factor of two loss in 

RCA Review Vol. 35 September 1974 345 



total signal can often be tolerated. However, in sensors that have no 
image section to provide picture charge multiplication prior to scan- 
ning, or in sensors that are not cooled to reduce dark currents, the in- 
tegrated background charge arising from the dark current can he 
much larger than the picture signal at very low light levels. Under 
such conditions the spatial variations in the background signal are 
likely to be more objectionable than the fluctuation noise arising 
from all other noise sources. A reduction of this fixed background 
pattern by means of recycling thus offers a means for detecting low- 
level signals that would otherwise be unrecognizable in such a sensor. 
The same procedures could also be applied to infrared sensors in 
which dark current patterns obscure the image. 

The use of vídeo recycling is not limited to interleaved sensors of 
the type shown in Fig. 1. Preliminary experiments on recycling were 
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Fig. 4-Layout for a 45 X 60 element (90 X 60 interlaced) three-phase charge -cou- 
pled sensor including a bucket -brigade output circuit and an input register 
used for recycling experiments. 

SA' 

carried out on a 45 X 60 element frame -transfer sensor described in 
the next section. 

3. The 45 X 60 Element Sensor Used in the Recycling Experiments 

Figs. 4 and 5 show a layout and photograph of the three-phase illumi- 
nated -register sensor used in these tests.3'1'he clock electrodes are co- 
planar aluminum strips with 2.5 um gaps. The sensor area is illumi- 
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nated from the metallized side through the gaps and the registers are 

of the n -channel surface -transfer type. The sensor and storage areas 

each contain 60 vertical registers with 45 stages in each portion. The 
resulting number of picture elements is 45 X 60 in the normal mode 

or 90. X 60 in the interlaced mode.8 

INPUT 
REGISTER - 

SENSOR AREA 

TEMPORARY 
STORAGE 
AREA 

OUTPUT 
REGISTER 

r 
Id 11 

jj.] _ _t 
no I. rr , OUTPUT 

AMPL IFIER 

Fig. 5-Photomicrograph of the 45 X 60 element charge -coupled sensor. The three- 

phase registers having zoplanar aluminum electrodes are directly illuminated 

from metallized side. 

Operation of an illuminated -register frame -transfer sensor requires 
that the clock supplies connected to the sensor area (A,A9A3) he 

stopped during each field scanning period so that a picture charge 

pattern can be integrated under one set of electrodes. This pattern is 

then transferred into the storage area during the subsequent vertical 
retrace period by activating both the A,A2A3 and B,B2B3 clock 

supplies at a relatively fast rate. The readout of the video signal oc- 

curs during the following field period, when the pattern is transferred 
from the storage area to the output register. The B, B21-13 clocks oper- 

ate at line frequency during the scanning periods. causing successive 

rows of charge to be dropped into the output register during each 

horizontal retrace interval. Charge integration and scanning proceeds 

continuously for successive fields as shown in Fig. 6a. 

The output clocks C1C2C3 were operated at elemental frequency 
for 65 cycles and were then stopped during the horizontal retrace pe- 

riod with C2 high and CI and C3 low. The input clocks I),D2I)3 had 
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identical waveforms to the output clocks, except that all three phases 
were kept low during the horizontal retrace period. All four clock 
drives (A, B, C, D) and the two-phase bucket -brigade clocks were in- 
dependently adjustable in amplitude and bias. 

The frame transfer sensor could be operated as a series-parallel- 
series delay line by introducing an electrical signal into the input reg- 
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Fig. 6-Clock waveforms for the vertical registers and the resulting function of the 
sensor and storage regions of the 45 X 60 frame transfer sensor under two 
modes of operation: (a) normal sensor mode and (b) background subtrac- 
tion with recycling of every third field. 

ister. For this mode of operation the AIA2A3 waveforms described 
above were not suitable, but successive picture fields containing 45 X 
60 elements could be delayed satisfactorily by driving both the sensor 
and storage areas with the B1B2B3 clock waveforms shown in Fig. 6a. 
Modified B clocks with 90 equally spaced pulses would he required to 
utilize the full 90 X 60 element storage capacity of the array. 

The requirement for stopping the vertical clocks in the sensor area 
for charge integration during each scanning period precludes the 
recycling of video signals in the normal frame -transfer mode. Fig. 6h 
illustrates an operating sequence for this sensor that permits recy- 
cling signals on every third frame. During field 1, the background 
pattern BG is integrated. During field 2, the background signal is 
read out, inverted, and recycled into the sensor area. During field 3, 
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the sensor area is illuminated by light from the scene, causing the 
charge pattern S+BG to be built on top of the stored inverted back- 
ground signal -BG. The resulting output signal S is read out (but not 
recycled) during field 4, when a new background charge is being inte- 
grated. It is noted that the optical shutter is open one third of the 
time for light exposure. This system may be compared with the inter- 
leaved sensor shown in Fig. 1, which allowed the shutter to be open 
one half the time. If the light were sufficiently intense that a full W, - 

.sec exposure time were not required, a light flash during alternate 
vertical retrace periods could be used with recycling in the series-par- 
allel-series clocking mode described above. 

4. Preliminary Tests on Recycling of Signals 

The 45 X 60 element frame -transfer sensor served to demonstrate the 
feasibility of recycling signals in the manner proposed, although the 
experiments performed we -e not sufficient to evaluate the approach 
quantitatively. Fig. 7 shows a picture transmitted by one such sensor 

Id= 0.4 .10-9A OR II n 10-9A/cm2 

Is 
= 8x10 -9A 

NORMAL ILLUMINATION 

(o) 

LIGHT LEVEL REDUCED 33X 
(AMPLIFIER GAIN INCREASED) 

(b) 

Fig. 7-Pictures transmitted by a 45 X 60 element sensor showing the effect of nonun- 

iform dark current in limiting low -light -level performance it the normal oper- 

ating mode. Amplifier gain was increased fog the low -light. picture in an effort 

to bring out the picture. 

under (a) high light levels and (b) with the light reduced by a factor 
of 33. In the low -light picture, the amplifier gain was increased in an 
effort to restore the picture. Although fluctuation noise was not limit- 
ing the performance in either case, the low -light picture was com- 
pletely obscured by the dark -current background. While the dark 
current spots in this particular sensor were probably more conspicu- 
ous than normal, this type of limitation could occur in most sensors 
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Fig. 8-Video signal recycling in the 45 X 60 element frame -transfer sensor: (a) multi- 
ple (four) readouts of the sensor for each exposure (inverted polarity feed- 
back) and (b) gated feedback of signal with greater than unity gain in the 
feedback loop. 
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Fig. 9-A demonstration of motion detection and signal component separation with 
strobed Illumination of the frame -transfer sensor (recycling on alternate 
frames). 
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at very low levels, i.e., under conditions where background subtrac- 
tion would be useful. 

Fig. 8 illustrates the multiple recycling of a single image produced 
by a horizontal white bar in the picture. The feedback loop contained 
an external video amplifier that could be inverted and gated as re- 

quired. In the upper pictures (a) the signal was recycled three times 
with the feedback polarity inverted. As would be expected, the out- 
put signal is inverted in successive fields. Multiple recycling without 
inversion tends to be unstable if the loop gain exceeds unity. Stable 
feedback in either polarity with greater than unity gain is possible if 
the feedback loop is gated off after one cycle (lower pictures). The 
vertical stripes noted in the recycled pictures were variable in posi- 

tion and intensity and appeared to be associated with uneven trans- 
fer of charge from the input register to the columns. 

The technical feasibility of background subtraction was demon- 
strated in two different arrangements. In Fig. 9 the sensor and stor- 
age areas were both driven with the B1B2B:1 clock (as in a series-par- 
allel-series delay line) while two pictures labeled B and S were 

flashed onto the sensor area by two strobed illuminators. Picture B (a 

rectangular white spot simulating a nonuniform background) was 

flashed at 60 fields per second, while picture S (girl's face) was 

flashed at 30 fields per second. The combined image (labeled S1.) rep- 
resented a normal picture having a nonuniform background without 
recycling. The S component of the combined picture was recovered as 

shown in the picture on the lower right by recycling the inverted H 

component. The effect of subtracting the B component from itself by 
recycling, as in motion detection, is shown on the lower left. The 
edges of the difference picture are visible because the resolution of 
the recycled picture has been somewhat degraded by the added num- 
ber of transfers. In spite of the lack of perfect cancellation of two sta- 
tionary images, the edges of the light spot were clearly enhanced 
when the second image was moved relative to the first. 

Fig. 10 shows an alternate experiment demonstrating background 
subtraction by recycling. In this case the sensor was operated as 

shown in Fig. 6b with a normal /so -second illumination period occur- 
ring every third field. The object was to remove or diminish the in- 
tensity of several high -dark -current (white) spots relative to the pic- 
ture signal (the white rectangle). The external feedback loop included 
a gated inverting amplifier with no provision for adjustment of delay. 
In this case, the horizontal position of the recycled negative signal 
was controlled to the nearest element spacing by adjusting the pulse 
length of the first vertical clock electrode (labeled A1' in Fig. 4). As is 
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evident from the pictures, the recycled spot pattern was somewhat 
smeared out due to poor transfer efficiency, and did not provide good 
cancellation even at the best coincidence with the original pattern. 
However, the overall intensity of the spots was reduced relative to the 
signal intensity by means of recycling. It would be expected that, by 

o 
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Fig. 10-Background subtraction with recycling every third field in the frame transfer 
sensor. Horizontal position of the recycled background spots was varied by 
adjustment of phase of pulse to B1' electrode. The oscilloscope trace shows 

using a sensor with lower transfer losses and by taking greater care in 
controlling the coincidence of the recycled signal, a significant reduc- 
tion in background spots could be achieved. However, it was also ap- 
parent that the recycling technique is critical to control and will re- 
quire careful adjustment to provide a significant improvement in 
overall operating sensitivity. In most cases, the recycling procedure is 
not useful in removing the effects of major column defects, such as 
those occurring in Fig. 10. 
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5. Discussion 

The recycling of signals through an image sensor containing an input 
register offers an economical means for doing certain types of signal 

processing within the sensor. Although similar processing functions 

could he carried out using a separate series-parallel-series array op- 

erated in parallel with the sensor, the array cost and power consumed 

would be increased. Either method requires registers with transfer 
losses no more than half that which would he adequate for the sensor 

alone. A sensor with recycling is more limited in dynamic range, since 

a single well must handle both the original and the recycled signal 

without loss of linearity. 
Experimental tests of recycling demonstrated that multiple read- 

out of signals, background subtraction, and motion detection could 

be accomplished by this process. These tests also showed that in recy- 

cling through an external circuit, the adjustment of signal levels and 

control of timing are critical. It would be expected that feedback by 

means of additional charge -transfer registers on the same chip could 

he more easily controlled. Such a feedback register might include a 

large number of stages in which the increased delay would be com- 

pensated by operating the input register through extra cycles extend- 

ing into the horizontal and vertical retrace period. Alternatively, if 
the feedback path comprised only a few bucket -brigade stages with a 

charge amplifier to drive the higher capacitance coupling lead, the 

short delay could he compensated by operating the input register for 

a few extra cycles extending into the horizontal retrace period. 
The practical value of background subtraction as a means of lower- 

ing the effective light level threshold of an uncooled, nonintensified 
sensor will depend upon numerous factors. Clearly, background sub- 

traction would be of no value under conditions where actual perfor- 

mance is limited by statistical noise. It would only be useful at mod- 

erately low light levels where statistical noise is not objectionable but 

where background variations in the sensor provide a practical limit 
on performance. Other solutions to the background problem include 

cooling of the sensor and use of an image intensifier prior to the 

charge -coupled sensor. Background subtraction by recycling may he 

more convenient than these approaches, provided a satisfactory opti- 
cal shutter can be found. 

It is apparent that recycled signals could be returned to the sensor 

at other points, such as the input of the output register. This system 

might be useful in combining signals from successive lines, or for re- 

peating a given line before proceeding to the next. 
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Low -Loss, Broadband Microwave Ultrasonic 
Delay Lines Using Ion -Beam -Milled 
Shear -Wave Transducers 

David M. Stevenson and J. J. Hanak 

RCA Laboratories, Princeton, N.J. 08540 

Abstract-Improved bonding and thinning techniques made it possible to use the opti- 
mum combination of delay crystal and transducer material in fabricating low - 
loss, broadband microwave acoustic delay lines operating up to 5 GHz. The 

delay line consisted of X -cut lithium niobate bonded by means of Cr-Au-In-Au- 
Cr film sandwich to magnesium aluminate spinet. Proper processing, including 
ion -beam milling, has resulted in lithium niobate shear -wave transducers with 
near bulk coupling coefficients. These results have laid the basis for subse- 
quent development of transducers operating up to 11 GHz. 

1. Introduction 

For signal processing in microwave radar systems, it is desirable to 
realize the small size of microwave acoustic delay lines without sacri- 
ficing the low loss and large bandwidth of electromagnetic delay lines. 
To achieve the best possible performance from acoustic delay lines, it 
is necessary to use the optimum combination of delay crystal and 
transducer material. 

Presently available microwave delay lines use sputtered ZnO trans- 
ducers on longitudinal -wave -propagating sapphire. However, the low- 
est loss acoustic mode known is for shear waves propagating in the 

Presently with Varian Assoc.. Salem Rd.. Beverly, Mass. 01915. 
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(100) direction in magnesium aluminate YAG and YIG also 
have low -loss shear modes. Until now it has not been possible to use 
these low -loss shear -wave modes at high microwave frequencies be- 
cause of the lack of efficient shear -wave transducers, although some 
success has been achieved using longitudinal -to -shear -wave conver- 
sion by reflecting from the proper crystal planes:" and at low micro- 
wave frequencies by using sputtered zinc oxide shear -wave transduc- 
ers.5,6 

The greatest bandwidth is achieved by using transducer materials 
with the highest electromagnetic coupling coefficient, since this gives 
the lowest acoustic radiation Q. X -cut lithium niobate (LiNbO3) gen- 
erates shear waves, has low loss at microwave frequencies, and has 
the very high electromechanical coupling coefficient of 0.68 (com- 
pared with 0.2 to 0.25 for sputtered zinc oxide) and is therefore the 
most suitable material for use with shear -wave -propagating spinel or 
YAG. 

Larson and Winslow7 have demonstrated the feasibility of bonding 
hulk X -cut lithium niobate transducers to shear -wave -propagating 
crystals and then thinning the transducer to obtain efficient opera- 
tion up to 1 GHz. 

In this paper we present the results of a program to develop im- 
proved bonding and thinning techniques for lithium niobate on spi- 
net that has resulted in broadband, low -loss operation up to 5 GHz. 
We have used very thin (6000 A) Au -In -Au bonds, and have re- 
duced the lithium niobate transducer thickness to less than 0.5 pm, 
using a combination of mechanical polishing and ion -beam milling.8,9 
These thinned transducers exhibit hulk piezoelectric properties and 
are very efficient. We have achieved two way tuned insertion losses of 
6.5 dB at 1.0 GHz, 10.5 dR at 1.8 GHz, 12.5 dB at 3.2 GHz, and 17 dR 
at 4.1 GHz for delays of 2µs with impedance levels and Q's that per- 
mit achieving octave bandwidths with only a small increase in total 
insertion loss. 

2. Material Properties 

Fig. 1 shows the acoustic loss (in dB/ms) of several low -loss crystals 
propagating bulk modes at microwave frequencies. The lowest loss 
material known is magnesium aluminate spinet, which has a loss of 
7.5 dB/1.4s at 10 GHz for the shear mode in the (100) direction. Other 
low -loss materials are YAG and YIG, the low -loss mode being shear 
modes for these materials also. The attenuattion of longitudinal 
waves in sapphire is greater than 20 d13/µs at 10 GHz; thus spine) has 
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an advantage of 12.5 dR/µs at 10 GHz; this advantage 
more than 30 dB/ms at 16 GHz. 

The velocity of shear waves, Vs, is typically a factor of 
than that of longitudinal waves, V1, in the same material 

50 
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Fig. 1-Attenuation of low -loss acoustic material. 

increases to 

1.5 to 2 less 
(for an elas- 

tically isotropic cubic crystal, the factor is theoretically 3 = 1.73). 

This lower velocity produces two further advantages for shear -mode 
over longitudinal -mode operation: (1) for a given crystal length, long- 

er delays can be obtained, and (2) for a given beam diameter, the dif- 

fraction loss is lower since it is proportional to V2. These advantages 
make it worthwhile to develop efficient shear -wave transducers even 
for low microwave frequencies when long delays are required.4 

The input impedance and radiation Q of a transducer, which deter- 
mine its loss-bandwidth capability, are determined by the electrome- 
chanical coupling coefficient, k; the higher this coefficient, the great- 
er the bandwidth capability. Fig. 2 shows the transducer material ori- 

entations and thicknesses required for several high electromechanical 
coupling coefficient materials for both longitudinal and shear waves. 

For shear -wave transducers, lithium niohate is the best material to 
use, both for its high coupling coefficient and for its relatively high 

sound velocity, which determines the transducer thickness for a given 
frequency. 

Very high quality lithium niobate is now available commercially. 
By subjecting this material to proper processing, so that it is free 
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from any work damage, it was hoped that bulk properties could be 
maintained even for the very thin layers required for microwave 
acoustic transducers. Referring to Fig. 2, the transducer thickness for 
shear wave generation by X -cut lithium niobate is 2.4 pm at 1 GHz 
and only 0.24 pm at 10 GHz. 
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BARIUM SODIUM 

NIOBATE 3.3µm0.51 

Fig. 2-Transducer geometries and materials parameters. 

A more thorough comparison of the relative merits of lithium niob- 
ate with other transducer materials for microwave delay lines is pre- 
sented in the Appendix. 

3. Device Fabrication 

Materials chosen for the device fabrication were standard optical 
grade X -cut lithium niobate obtained from a commercial supplier,* 
and spinel grown at RCA Laboratories' and cut with the (100) axis 
oriented normal to the plane of the tranducer crystal. Prior to pro- 
cessing, the LiNhO3 wafer was 0.025 cm thick and 0.5 X 0.5 cm in 
area. The spine) crystal was 0.95 cm thick and had the same area. It 
was lapped and polished mechanically flat and parallel on the oppo- 
site ends. The LiNbO3 crystal was also lapped parallel mechanically 
to a thickness of 0.018 cm but then a chemical -mechanical method 
was used to polish the surfaces to be bonded to the spine). This pol- 

Crystal Technology, Inc., 2510 Old Middlefield Way, Mountainview, Calif. 94040. 
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ishing, which removes only about 0.001 cm of the material, leaves the 
bottom surface completely free of scratches and surface damage, as 
shown by scanning electron microscopy. 

After polishing, several different metal layers were deposited by 
evaporation onto the damage -free surface of the wafer and one sur- 
face of the spinel crystal; first chromium (200 to 300 A), then gold 
(1000 to 2000 A), and finally indium (1000, to 2000 A). Indium was 
evaporated in the same vacuum system where bonding took place, so 
as not to oxidize its surface. Then, without breaking vacuum, the 
wafer and crystal are placed in a pressure device capable of exerting a 

pressure of 1000 to 2000 kg/cm2, in which range a good indium -to - 
indium bond can be obtained at room temperature. After the bond- 
ing, the LiNbO3 wafer is ready for thinning. 

In the first stage of thinning, the wafer thickness was reduced by 

mechanical lapping from 0.018 cm to as little as 7 pm by using conse- 
cutively finer polishing powders. The second stage of thinning in- 
volved an ion -beam milling method. This method consists of letting 
an argon ion beam accelerated to several thousand volts impinge on 
the wafer surface at an oblique angle of incidence, thereby removing 
the surface atoms of the wafer via sputtering at a steady controlled 
rate. The ion -milling machine* used had a beam diameter of 1.27 cm. 
The accelerating dc voltage used was 6000 to 7000 V and the beam 
current ranged from 40 to 120 mA. The angle of incidence between 
the beam and the wafer surface ranged between 7° and 15°. Under 
these conditions, removal rates ranged from a few tenths to 1.5 µm/ 
hr. Normally, higher etch rates were used in the beginning of the ion - 
beam thinning and lower rates in the final stages of thinning. The 
thickness of the wafer was checked periodically by optical interfer- 
ometry. 

As the ion density of the beam peaks near the center, the thinning 
was not uniform. Typically, the final wafer thickness near the edges 
was about 10% greater than near the center. 

During the ion milling process the exact thickness of the transduc- 
er could be determined by viewing the transducer under polarized so- 
dium light. Lithium niobate is birefringent and the fringe patterns 
formed under orthogonal polarizations were used to determine the 
thickness of the crystal to within f 0.05 µm. Fig. 3(a) shows a photo- 
graph of a transducer with the fringe pattern formed with sodium 
light clearly visible. This lithium niobate transducer was thinned to 
0.55 pm, corresponding to a half -wavelength resonance frequency of 
4.3 GHz. 

Alba ion bombardment machine, Alba Engineers, Asnieres, France. 
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Scanning electron micrographs of the ion -beam -milled surface of 
LiNhO3 wafers, processed as described, showed no evidence of dam- 
age extending from the bonded surface. Similar micrographs made of 
samples for which the bonded surface had been only mechanically 
lapped and polished, showed the ion -beam -milled surface resembling 
an orange peel-an evidence of underlying damage. This damage ex - 

WInEL 

LiNt03 

(a) 

(b) 

Fig. 3-(a) Interference photograph of LiNbO3 transducer on (100) oriented spinel 
after ion -bean milling (thickness in central area is 2.2 pm) and (b) Trans- 
ducer shown in Fig. 3(a) with evaporated Au top electrode pattern. 
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tended from the mechanically lapped bonded surface to as much as 
10µm into the crystal. 

4. Insertion Loss Measurements 

A top electrode for the transducer was made by evaporating a num- 
ber of dots onto each of the thinned crystals. A typical top dot pat- 
tern is shown in the photograph of Fig. 3(b). The delay line parame- 
ters were measured in the microstrip test fixture shown in Fig. 4. A 

SPRING CONTACT / ( TOP METAL ELECTRODE 

MICROSTR P 

MICROSTRIP 
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CIRCUIT LAYER 

4- DELAY CRYSTAL BOTTOM METAL 
(BONO) 

Fig. 4-Acoustic-delay-line test fixture. 

/ 
J 

ACOUSTIC 
BEAM 

spring contact connects the 50 -ohm line on ceramic to each of the top 
electrode dots in turn. The ground plane of the microstrip shorts to- 
gether all the top electrodes except the one being tested. Coupling to 
the bottom electrode is capacitive, through the high dielectric con- 
stant of the transducer; the exposed bottom electrode was removed 
during ion milling. This capacitive coupling, of course, excites acous- 
tic waves in the lithium niohate, that is, under the ground plane, but 
these waves are weak and result in an additional loss of less than 1 

dB. 
Measurements of the performance of the delay lines were made 

using two techniques. The first of these was the standard pulse echo 
technique, which gives the round trip loss quite directly. The input 
impedance of the delay line could he determined by using a tuner to 
match in the input signal and then measuring the impedance of the 
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tuner on a network analyzer. However, this information can be ob- 
tained much more rapidly by using the network analyzer directly, in a 

modification of a method presented by Rupprecht and Steinberg.10 
When the delay line is connected directly to the network analyzer 

Fig. 5-Acoustic delay line measured using polar display of network analyzer. 

and the frequency swept slowly, the input impedance display on the 
Smith chart is a series of overlapping circles, as shown in Fig. 5. The 
circles result from the rapidly changing phase of the echoes in the 
crystal. A line drawn through the circles gives the input impedance of 
the delay line. This input impedance can be observed directly by fe- 
quency modulating the input signal at a high enough rate that the re - 
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flected signal is outside the i -f band of the analyzer, which locks into 
the ínput frequency; the network analyzer therefore "sees" only the 

input impedance, since the internal reflections are eliminated. 
A simple model for the delay line is shown in Fig. 6. The input im- 

RI XI 

TRANSMISSION LNE 
LENGTH Li IMPEDANCE E, 
PROPAGATION CONSTANT y 

SHORT 
CIRCUIT 

Fig. 6-Simple model of delay line. 

pedance Z;,, is given by 

'1,, = R, + jX, + ZDtanh(yL,). [1] 

R1 arises from dissipative losses in the circuit and transducer elec- 

trodes. X 1 
can be determined directly from the network analyzer dis- 

play. By putting a tuner before the delay line, one of the circles can 

be brought approximately to the center of the Smith chart and placed 

symmetrically about the real axis. The input impedance Z';r, is then 

given by 

Z,,,' = KZ;n - jKX,. [2] 

Standard transmission line analysis then permits the separate deter- 

mination of R1, X1, Z0 and y from which the total round-trip loss can 

be determined and separated into components due to R1 and the real 

part of y. The input impedance can also be fully characterized and 

the contributions due to losses (R1) and acoustic radiation separated. 
When account is taken of the impedance changes due to the detuning 
effect of the metal electrodes using the modeling technique presented 
by Reeder and Winslow,11 a fairly accurate determination of the elec- 

tromechanical coupling coefficient K1 can be made. 

The crystals were thinned in a series of ion -milling operations and 

r -f measurements performed after each stage. A series of measure- 

ments from UHF to low C -band frequencies for the same transducer/ 
delay crystal combination were thus obtained. 
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Fig. 7 shows the tuned round-trip insertion loss of the delay line 
measured from 200 MHz to 4.5 GHz. The transducer was 2.2 µm 
thick, corresponding to a resonance of 1.1 GHz, but this was tuned 
down to 830 MHz by the top gold electrode, which was 1500 thick. 
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Fig. 7-Tuned round-trip insertion loss of X -cut LiNbO3 on spinet delay line; delay time 
2 µsec, transducer thickness 2.2 µm. 

The two-way insertion loss has a minimum of only 6.5 dB at 1 GHz. 
The calculated diffraction loss at 1 GHz is 2.5 dB and the propaga- 
tion loss through the indium is probably 1 to 2 dB (for two transits). 
If we include the losses in the tuner and input circuit, we conclude 
that the one-way conversion loss of the transducer can he no more 
than 1 dB, easily the best result that has ever been achieved with 
bonded transducers at this frequency. 

The input impedance of the transducer is consistent with a value of 
coupling coefficient equal to the bulk value, showing that the process 
of ion -beam milling does not degrade the transducer efficiency. 

In the next ion -milling step, the transducer was thinned from 2.2 to 
1.2 µm, corresponding to a half wavelength center frequency of 2.0 
GHz, which is reduced to 1.8 GHz by the aluminum top dot electrode. 
The excellent performance obtained in the 1 to 2 GHz band is shown 
in Fig. 8. The tuned two-way loss for 2µs delay is less than 11 dB over 
much of the band and only 14 dB at the band edges. 
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The measured real part of the input impedance of the transducer is 

also shown in Fig. 8. Because of the high coupling coefficient of lithi- 
um niobate, the radiation Q of the transducer is low, and the real part 
of the impedance varies by only a factor of two over the octave hand. 
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Fig. 8-Tuned round-trip loss and input Impedance of LINbO3 on spinet delay line; 

delay time 2 µsec, transducer thickness 1.2 pm. 

This permits the design of a low -loss, broadband matching circuit, as 

predicted by theory for high coupling coefficient piezoelectric materi- 
als. A circuit could readily be designed to give a round trip conversion 
loss of less than 17 dB over the entire octave bandwidth. 

Further thinning of the transducer resulted in two thicknesses, 
since we ion milled the aluminum top dots to remove them. The 
transducer thickness was 0.65 pm where the aluminum had been and 
0.55 pm where there had been no aluminum. A new aluminum top dot 
pattern was evaporated to include transducers of each thickness. The 
resulting tuned round-trip conversion loss for two of these transduc- 
ers is shown in Figs. 9 and 10. For the 0.65 -pm transducer, the loss 

had a minimum of 12.5 dB at 3.2 GHz and was less than 20 dB over 
most of S -band. The 0.55 -pm transducer had 17 dB round-trip loss at 
4.1 GHz. 

These new results demonstrate the low -loss, broadband capabili- 
ty of bonded high coupling coefficient materials that cannot be 

achieved with sputtered zinc oxide films. 
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Fig. 9-Tuned round-trip loss In S -band of LINbO3 on spinel shear -wave delay line; 
delay time 2 µsec, transducer thickness 0.65 µm. 

It should be noted that although indium was used in the bond, the 
observed transducer losses are less than expected based on the atten- 
uation of indium as determined by Larsen and Winslow.? Also, we did 
not observe the band -stop characteristics expected as a result of the 
low acoustic impedance of the indium. In retrospect, we believe that 
this is due to diffusion of indium into the gold during the ion milling. 

FREQUENCY- GHz 

Fig. 10-Tuned round-trip loss In S -band of LINbO3 on spinel shear -wave delay line; 
delay time 2 µsec, transcucer thickness 0.55 µm. 
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The ion milling jig was not well heat-sinked, and temperatures of 
100° to 200°C were probably maintained for about 10 hours of mill- 
ing time. This would permit the formation of brittle Au -In com- 
pounds, which probably have lower loss and -considerably higher 
acoustic impedance than pure indium, thus accounting for the ob- 

served results. 
This demonstration of the feasibility of fabricating low -loss delay 

lines up to 5 GHz has laid the basis for continued effort to extend the 
frequency range of these devices. By the use of the thinning tech- 
niques described above and improved bonding techniques, lithium 
niobate transducers having thicknesses as low as 0.25 µm have been 
fabricated that had a useful operating range of up to 11 GHz, as re- 
ported by Huang et al.12 

5. Conclusions 

Improved metal -bonding and crystal -thinning techniques have been 
applied to the fabrication of microwave acoustic delay line transduc- 
ers. These techniques permit using the optimum combination of dela- 
ly crystal and transducer material and have resulted in low -loss 
broadband delay lines operating up to 5 GHz. Proper processing of 
the transducer has resulted in lithium niobate shear -wave transduc- 
ers with near bulk coupling coefficients. These results have laid the 
basis for subsequent development of transducers operating up to 11 

GHz. 
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Appendix-Losses in Delay Lines 

A delay line consists of two transducers separated by a delay medi- 
um. The total loss consists of two transducer conversion losses (2 X 

TCL), two bond losses (2 X BL), two transducer reflection losses (2 X 

TEL), the loss in the material (ML), and the diffraction loss (DL). 
Thus the delay line loss (DLL) is given by 
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DLL = (2 x TCL) + (2 x BL) + (2 x TRL) + (ML) + (DL) 

Each of these loss mechanisms is discussed here to show how the fig- 
ures of Table 1 were deduced. 

Material Loss 

The attenuation of, stoichiometric magnesium aluminate spinel has 
been measured to be about 7.5 dB/µs at 10 GHz for shear waves in 
the (100) direction at room temperature, and about 20 dB/µs for Lon- 
gitudinal waves propagating along the C -axis of sapphire. These 
values can be extrapolated to 16 GHz through the f2 dependence of 
attenuation on frequency. 

Transducer Reflection Losses 

For a transducer with thin electrodes, the radiation Q of the trans- 
ducer, Qr, at the resonance frequency ff, for which the transducer is 
one-half wavelength thick, is given by 

Q. - 1 
ciloGR° 

arn 
41;2 

Here Co is the clamped capacitance of the transducer and Ra is the 
radiation resistance at ff. The quantity r0 is the ratio of the acoustic 
impedance pu of the transducer to that of the delay medium; rn is 

Table 1-Bulk Piezoelectric Properties of ZnO and LiNhO, 

Material Cut Mode k 
V Z. 

(10' m/s) (10" kg/s/m?) rD = 1 

ZnO sputtered Z Long 0.22 6.33 36.0 16 

ZnO bulk Z Long 0.28 6.33 36.0 10 
Z Shear 0.32 2.72 15.5 8 

LiNbO3 bulk Z Long 0.17 7.33 34.0 27 
Y(35°) Long 0.50 7.40 35.0 3 

X Shear 0.68 4.80 22.6 1.7 

near unity for well -matched materials. The electromechanical cou- 
pling coefficient is h. Thus Q,. - 1/k2. Table 1 shows the bulk piezoe- 
lectric properties of ZnO and LiNbO3 for various orientations. Also 
shown are the typical values for sputtered ZnO. From Table 1 it can 
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be seen that Q,. is 1.7 for bulk LiNbO3 X -cut to generate shear. waves, 
and about 16 for sputtered ZnO oriented for longitudinal wave gener- 
ation. Thus the input impedance is complex and typically highly re- 

active. 
It is well known that to have constant input power to a complex 

load it is necessary to suffer reflection losses, and that for a given 
bandwidth these losses increase with increasing Q. This is expressed 
through the relationship 

In I,Idw = 
RC 

where I' is the reflection coefficient at frequency w. Over an octave 
bandwidth, the reflection losses are approximately 4 dB less for a Q 

of 1.7 (LiNbO3) than for a Q of 16 (sputtered ZnO). Since this reflec- 
tion loss occurs at both input and output, the advantage for LiNbO3 
is approximately 8 dB. 

Diffraction Losses 

The acoustic beam radiated by the transducer spreads due to diffrac- 
tion. In general, the propagating medium is anisotropic and the dif- 

fraction loss is direction dependent. Since no theoretical calculations 
are available for shear waves in anisotropic media, we will use the iso- 

tropic approximation, which gives 

a ^ 2 
a 

where a is the loss in dB/cm, Xs is the acoustic wavelength in the 
delay medium, and a is the radius of the transducer. 

The loss/µs, a', is given by 

a' = 
V 2,,a2/ 

¡ 

where Vsm is the second velocity in the delay medium. From this 
equation we see that DL increases with Vs,,,2, thus the low velocity of 
shear waves compared with longitudinal waves reduces the diffrac- 
tion loss. 

The attenuation a' can also be expressed in terms of the transducer 
electrical characteristics in the form 
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Es l (12)a' 

= 172,,R01L2I D(ir3E0) lh V / 

here Vs, is the velocity of sound in the transducer and Es is the 
clamped dielectric constant of the transducer. The quantity MD = 
k2Vst is can be considered a figure of merit for the transducer in 
terms of diffraction loss. For sputtered ZnO, MD = 3.4 X 103 cm/sec 
and for hulk LiNbO3, MD = 5.0 X 103 cm/sec. Thus in terms of this 
figure of merit, LiNbO3 is sómewhat better than ZnO. At the reso- 
nance frequency f = fc, we get 

a' = 0.24Ratc dB/µs for LiNb03 on spinal, 
a' = 1.20Rafc dB/µs for ZnO on sapphire, 

where f, is in GHz. Thus for a given delay time and diffraction loss, 
the input impedance of the LiNbO3 transducer can be five times 
greater than that of the ZnO transducer. 

In any delay line design, a compromise must be made between dif- 
fraction loss and input impedance. A low input impedance is undesir- 
able because the matching circuit losses become too great. 

Transducer Conversion Losses 

The transducer forms a capacitor with a resistive component due to 
acoustic radiation, dielectric losses and electrode resistive losses. The 
total Q, Qtot of the input is given by 

Qtol + YD + .51 

where Qr is the radiation Q; QD is the dielectric Q, and Q,M'the elec- 
trode Q. For the transducer to have small losses, it is necessary that 
QD » Qr and Qm » Qr. 

It should be noted here that Qr is about ten times greater for sput- 
tered zinc oxide than for lithium niobate, so it is very much easier to 
meet these conditions for lithium niobate than for zinc oxide. 

QD depends on the condition of the transducer material, which_ for 
very thin films (0.1 to 0.2 pm) should he better for thinned bulk ma- 
terial than for sputtered films. depends on the resistance of the 
metal electrodes, which, being of necessity very much less than one 
skin depth thick at high frequencies, contribute a significant effect. 
Ideally, the top electrode would be spaced a few /1 from the transduc- 
er; then it could be thick and of low loss without. detuning the trans - 
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ducer at all. In practice, the top electrode must be in contact with the 
transducer and much thinner than the transducer to minimize fre- 
quency loading. These considerations hold equally for ZnO and 
LiNb03, for which QM is of the same magnitude. The net result is 

that, because of the higher Q,. of LiNb03, it should be possible to 
achieve much lower conversion loss than for zinc oxide. 

Metal Bond Losses 

The losses of metal bonds at high microwave frequencies are not 
known. The relatively high loss of indium at low microwave frequen- 
cies (probably in the range of 2 to 8 dB/pm at 1 GHz) means that it 
cannot be used at high microwave frequency hands. Also, indium is a 

poor acoustic match to both LiNb03 and spinel and this gives rise to 
pass bands and stop hands. 

Gold has low loss at low microwave frequencies (-0.1 dB/pm at 1 

GHz) and matches both LiNb03 and spinel well. The attenuation of 
gold for shear waves at high frequencies is not known, but at the very 
worst should be no more than 10 dB/ps at 10 GHz. With thin bonds 
(less than 0.2 pm), it should be possible to achieve acceptable bond 
losses. 
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S -Band Trapatt Amplifiers with Four -Layer Diode 
Structures * 

H. Kawamoto, S. G. Liu, H. J. Prager, and E. L. Allen, Jr. 

RCA Laboratories, Princeton, N. J. 08540 

Abstract-New four -layer (n+ -n -p -p+) diode structures have simultaneously achieved 
both large pulse width and broad bandwidth in a stagger -tuned Trapatt amplifi- 
er. The high impedance of the four -layer structures facilitates impedance 
matching over a broad frequency range, and the active region of the diode, be- 
cause it is close to an integrated heat sink, exhibits low thermal resistance. A 

unique stagger -tuned second -harmonic extraction amplifier circuit consists of 
two one -quarter -wavelength open -circuited microstrip lines on one side of the 
diode with two rf-terminated branched microstrip lines on the other side. The 
four lines are of slightly different lengths (stagger -tuned) for broad -bandwidth 
operation. A four -layer diode has simultaneously achieved 50 ps pulse width, 
300 MHz bandwidth, 74 W output power, and 1 % duty cycle in the stagger - 
tuned S -band amplifier. With different four -layer diodes, the S -band amplifier 
has demonstrated: (1) 120 ps pulse width with 110 W power; (2) 380 MHz 
bandwidth with 75 W output power; and (3) 13 dB gain with 200 W output 
power. 

1. Introduction 

Trapatt diode amplifiers as used in phased -array radar systems re- 
quire pulse widths of more than 50 µs, instantaneous bandwidths 
broader than 300 MHz, and power levels of at least 50 watts. The 
large pulse width, broad bandwidth, and high power have, in the past, 

This work was supported in part concurrently by NAVORD and NAVSEC under Aegis Weapons 
Contract No. N00017 -73-C-2404 and the Department of the Army under sub -contract to MIT Lincoln 
Laboratory, Contract No. F19628 -70-C-0230, B-283. 
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been difficult to achieve simultaneously because the thermal charac- 
teristics have limited dissipation capability to power densítíes of 
about 100 kW/cm2. This limitation forces one to choose a diode diam- 
eter as large as 0.9 mm in order to obtain 150 watts of power. Such 
large diodes have low rf impedances, resulting in narrow instanta- 
neous bandwidth. To achieve long pulse width with large bandwidth, 
a fundamental change has been made in both diode and circuit de- 
signs. New four -layer diodes, of both graded and abrupt types, have 
been developed for the S -band Trapatt amplifiers. Both types oper- 
ate at broad bandwidth, since they have wide depletion -layer widths 
and, hence, present a high impedance to the circuit. Furthermore, 
they have excellent heat dissipation capabilities because their junc- 
tions are located close to a heat sink. A stagger -tuned, second -har- 
monic extraction circuit was employed to obtain broad instantaneous 
bandwidth. 

5.10 16 
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12 13 14 IS 16 16 19 20 ,x (µm) 
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i 

Fig. 1-Typical impurity profile of a diode fabricated with deep boron diffusion into 

n -n+ epitaxial silicon with antimony -doped substrate. 

2. Deep -Diffused Four -Layer Diode Structure 

Diodes exhibiting the best rf performance have been fabricated from 
deep -diffused boron on n -n+ epitaxial wafers with antimony sub- 
strate.) Fig. 1 shows a typical impurity profile of such deep -diffused 
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diodes measured by a two -point probe technique. In making the mea- 
surements, a diffused wafer is angle -lapped and the two -point probe 
is applied to measure the resistivity as a function of the depth of the 
diffused layer. The out -diffusion of antimony from the n+ -substrate 
into the n -layer, in addition to the in -diffusion of boron from the sur- 
face, forms a graded p -n junction sandwiched between high -density 
p+ and n+ regions. This is referred to as a deep -diffused four -layer 
structure. Such a diode (JP180) has demonstrated excellent peak 
power and broad bandwidth characteristics, whereas n+ -p -p+ type 
three -layer diodes did not perform as well. Table 1 compares the am - 

Table 1-Amplifier test results showing that large -size three -layer diodes consistent with low dissipation -power density exhibit narrow band- widths, whereas a large -size four -layer diode demonstrates a broad band width. 

pp "- Three -Layer Types 
Deep - 

Diffused 
Four Layer 

JP180 JP197 JP236 
Diameter (mm) 
Depletion Layer 

0.89 0.91 0.89 

Width (µm) 

Transmission - 
Line Impedance 
Used in test 
(ohms) 

Optimum Trans- 
mission Line 

3.1 

12 

4.2 

12 

7.9 

12 

Impedance (ohms) 3.2 6.2 12 
Bandwidth (MHz) 120 90 300 
Output Power (W) 
Dissipation 

Power Density 
(k W /cm') 

100 

106 

100 

103 

157 

126 
Pulse Width (µs) 50 50 1 

plifier results for the two structures. The bandwidth of the deep -dif- 
fused diode is significantly greater, although the pulse width was lim- 
ited to 1 µsec. 

To understand the better operation of the deep -diffused diode, a 
computer simulation was carried out for the operation of a deep -dif- 
fused four -layer Trapatt diode.2 The results of the simulation were in 
good agreement with experiments. The computer results show that 
the optimum depletion -layer width W in µm is expressed by W = 12/f 
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for the deep -diffused four -layer diodes, while W = 7// for the three - 
layer diodes, where f is the operational frequency in GHz (Fig. 2). For 
a given frequency, therefore, the depletion -layer width is approxi- 
mately twice as great for the four -layer diode. The advantage of the 
deep -diffused four -layer structure is that the diode derives high 

lo 
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2 

0.5 

o GRADED p+ G - n+ TYPE 

A ABRUPT p+ -n -n+ TYPE 

2 5 IO 20 

DEPLETION LAYER WIDTH W ()am1 

Fig. 2-Optimum depletion -layer width as a function of operational frequency. 

peak -power output without the complexity of series -connected 
diodes,2 since the larger depletion layer allows one to use a larger area 
while keeping the impedance level constant. The simulation in Ref. 
(2) was carried out with a diode placed on a transmission line. This 
revealed the effect of the transmission -line surge impedance on diode 
performance. For the best operating efficiency, the transmission -line 
surge impedance, Zo, was found2 to have an optimum kalue for a 

given diode depletion -layer width W and cross sectional area A. This 
occurs because the time constant in charging the diode capacitance 
(-AZo/W) must be of the order of the rise time of the rf signal (1/f - 
W); combining the two expressions leads to AZ W2 which agrees 
well with the results of simulations. Fig. 3 shows the optimum AZo 

product as a function of depletion -layer width for both the three - 
layer and the four -layer structures. The simulation at each depletion - 
layer width was carried out at a frequency defined by the relationship 
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in Fig. 2. Included in Fig. 3 are experimental points, which are in rea- 
sonable agreement with the simulation. 

Table 1 shows how the four -layer diode improves the bandwidth 
while maintaining the low dissipation power density necessary for 
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Fig. 3-Comparison of optimum AZo for graded- and abrupt -junction diodes as a func- 
tion of depletion -layer width and frequency. 

50-ps operation. To achieve a high output power, Trapatt diodes were 
operated at a dissipation power density as high as 250 kW/cm2, re- 
sulting in a pulse width of less than 1µs. To extend the pulse width to 
50 ps, the thermal requirements limit the dissipation density to about 
100 kW/cm2 for large circular diodes. A diode size as large as 0.9 mm 
in diameter was chosen to meet these requirements. For the conven- 
tional JP197 three -layer diode having a 3.1-µm depletion -layer width, 
the optimum transmission -line surge impedance is as low as 3 ohms 
according to Fig. 3. Even with a multiple -line, stagger -tuned circuit 
as described in Section 4, the surge impedance presented to the diode 
has a practical limit of 12 ohms, since unwanted transverse waves 
may be excited in wider microstrip transmission lines. The mis- 
matching between diodes and circuits resulted in narrow amplifier 
bandwidths for the large -size three -layer diodes. On the other hand, 
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for the JP180 four -layer diode having 7.9 -pm depletion -layer width, 
the optimum surge impedance is 12 ohms, which matches well with 

the circuit. This surge -impedance matching facilitated the circuit 
tuning, and a bandwidth as broad as 300 MHz resulted for the large - 

size four -layer diode. 

3. Thermally Improved Four -Layer Diodes 

The four -layer diode fabricated by the deep -diffusion process demon- 
strated peak -power and bandwidth capabilities; however, the pulse 
width was limited to 5µs. although the dissipation power density was 

as low as 126 kW/cm2. This is because the diode active region (graded 
p -n regions) is separated from the heat sink by the deep -diffusion 
length of 15 pm, resulting in poor heat -dissipating capability. Two 

techniques, double -diffusion and double-epitaxy, have been devel- 

oped to improve the thermal characteristics of the four -layer diode. 
Both have an n+ -n -p -p+ structure. The double -diffused diodes have 
graded n -p regions, whereas the double-epitaxy diodes have rather 
abrupt n -p junctions. Both techniques result in active regions close to 

the surface; thus the techniques of integral heat sinking and heat ca- 

pacitor were found very effective in operating the diodes at large 
pulse width and high duty cycles. 

3.1 Double -Diffusion Process 

The double -diffusion process used to fabricate a graded four -layer 
diode consists of a moderately long-time, low -density phosphorus dif- 
fusion to form the graded junction, followed by a high -density phos- 
phorus diffusion for a short time to provide a good ohmic contact. 
Fig. 4(a) shows a schematic impurity profile of the diode fabricated 
by the double -diffusion process. The finished diodes typically exhib- 
ited VB = 130 V, WG = 5.4 µm and Vpunch through = 35 V. The dou- 
ble -diffused diodes have consistently operated in large -pulse -width 
conditions. This is because the substrate has been out -diffused dur- 
ing the first diffusion process, thus minimizing microplasma effects. 

3.2 Double-Epitaxy Process 

A double-epitaxy process was used to fabricate four -layer diodes with 
relatively abrupt junctions; these are referred to as double -ended 
diodes in Ref. (3). The diodes were made by diffusion of phosphorus 
into double-epitaxially grown n -p -p+ silicon wafers (Fig. 4h). The 
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doping densities of the n- and p- regions were of the order of 1 to 4 X 
1015 cm -3, and the junction depth extended about 4 pm below the 
surface of the wafer. These values were monitored during epitaxial 
growth, and also checked within the accuracy of the two -point -probe 
spreading -resistance technique. From the C -V measurement of a rep- 
resentative diode, the capacitance and depletion width were deter- 
mined to be 7 pF and 6 pm, respectively. The voltage reached break- 
down at 130 V. The slope of capacitance versus voltage on a log -log 
plot was 0.4. 

GRADED JUNCTION 

D 

w 

ND- NA 

p 

w L 
lo) DOUBLE -DIFFUSED DIODE (b) DOUBLE- EPITAXY DIODE 

Fig. 4-Impurity profile of (a) graded four -layer diode fabricated by double -diffusion 
process and (b) abrupt four -layer diode fabricated by double-epitaxy pro- 
cess. 

3.3 Integral Heat Sink and Heat Capacitor 

The double -diffused and double-epitaxy diodes were made with an 
integral copper heat sink and a heat capacitor to achieve long -pulse - 
width operation. The integral copper heat sink was fabricated by 
electroplating a 0.2 -mm -thick copper layer on the junction side of the 
metalized wafer. The adhesion of the electroplated copper to the me- 
talized diode is better than can be obtained by a thermal compression 
method, thus providing a more reliable thermal contact. 

To extend the heat sinking from the bottom to the top of the diode, 
i.e., the substrate side, a piece of copper measuring 1.5 X 1.5 X 0.5 
mm was soldered onto the top gold contact of the diodes, as shown in 
Fig. 5. The additional copper mass acts as a heat capacitor, temporar- 
ily absorbing heat transients and thus extending the permissible oper- 
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ational pulse width. A double -diffused JP258 diode assembled in this 
manner was capable of operating with a pulse width of 120 µs at a 

peak output power of 110 watts. Furthermore, the heat capacitor was 

DIC DE 

HEAT CAPACITOR 

INTEGRA 
HEAT SIN 

Fig. 5-A diode mounted with an Integrated heat sink and a heat capacitor to Improve 
thermal capabilities. 

found especially effective in preventing diode burn -out during circuit 
tuning. We have often found that diodes burn out while dissipating 
only V.3 of their expected limit. This occurs when the circuit is being 
tuned for maximum pulse width or maximum bandwidth. With the 
heat capacitor on top of the diode, we have had fewer problems with 
diode burn -out during tuning; we were able to tune the amplifier cir- 
cuits for broad bandwidth while the diodes were taking pulses as wide 
as 50 µs. 

4. Stagger -Tuned, Second -Harmonic Microstrip Line Circuit 

An S -band amplifier circuit in which a second -harmonic signal was 
extracted from the middle of a straight transmission line was pre- 
viously described.4 This circuit has been modified into a stagger - 
tuned type to operate the diodes over a broader frequency range. 

Fig. 6 shows the schematic diagram of the stagger -tuned second - 
harmonic extraction amplifier circuit fabricated on a Duroid sub- 
strate. The circuit consists of two one -quarter -wavelength open -cir- 
cuited microstrip lines on one side of the diode with two rf terminat- 
ed branched microstrip lines on the other side of the diode. Large 
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tuning plates, acting as rf shorts, are placed on each branch a quarter 
wavelength from the diode. The four microstrip lines determine in ef- 
fect the frequency range of operation. The four lines are of slightly 
different lengths, resembling a stagger -tuned circuit for broad -band- 
width operation. The characteristic impedances of the four lines are 

'ila-''ilo 1 - _ I - 
II ' 

o -1-l1_ 

OUTPUT INPUT 

,BIAS 

TERMINATIONS 

Fig. 6-Schematic of second -harmonic extraction amplifier circuit on Duroid substrate. 

50, 50. 45 and 45 ohms; the four lines together present a 12 -ohm surge 
impedance to the diode, and offer excellent surge -impedance match- 
ing to the 0.9 -mm four -layer diode. 

The input-output line to the circulator is coupled to a point be- 
tween the diode and the tuning plate. A time -domain analysis has 
shown that the circuit at this point has a strong second -harmonic 
component with a relatively weak fundamental component.5 To veri- 
fy this, the circuit was modified to accommodate microwave chip re- 
sistors for waveform measurements. Waveforms were measured with 
a 12-GHz sampling oscilloscope. Fig. 7h shows the waveform mea- 
sured at the output terminal. This output waveform is sinusoidal and 
has a repetition rate of 320 ps, corresponding to the output frequency 
of 3.15 GHz. Fig. 7a shows the waveform at the diode as measured 
through a 1000 -ohm microwave resistor connected to the diode. The 
diode waveform is similar to those generally observed in actual and 
computer -simulated performances of Trapatt diodes, an over voltage 
(negative -going) followed by a voltage drop (positive -going) repre- 
senting the sequence leading to the trapped -plasma state. Note, how- 
ever. that the repetition period is twice as long as the repetition peri- 
od of the output signal. This indicates that both the input and output 
signals are second harmonics of the trapped -plasma occurrence. 

Fig. 8 shows a miniaturized version of the stagger -tuned circuit. By 
folding the microstrip lines and using Johanson capacitors, the circuit 
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DIODE VOLTAGE 
VERT, 42 V/div 
RORIZ, 100 ps/dir 

OUTPUT VOLTAGE 
' '0 VE&T 31.6 V/djr *,ft ? w , 4t RORIZ: 100 ps/djr 

"-.11 k` 'oí` * EMZfl0' winnur 7or-i. 
(b) 

Fig. 7-RF voltage waveform at the diode (top) and the output terminal (bottom of the 

second -harmonic amplifier circuit. 

area has been reduced by a factor of three. The miniaturized circuit 
has demonstrated the same results as those of the original circuit. 

5. Amplifier Performance 

All three types of four -layer diodes have been operated in the 
stagger -tuned amplifier circuit. Table 2 summarizes their perfor- 
mance. 

A deep -diffused JP180 diode has demonstrated the highest output 
power -200 W at narrow bandwidth and 157 W at 300 MHz (3-dR 
output power variation) bandwidth. The depletion -layer width of the 
diode was 7.9 µm and the breakdown voltage was 150 V. The opera- 
tion of this deep -diffused diode was limited to 5µs pulse width be- 
cause of the deep n+ layer. 

Fig. 9 exhibits the gain vs. frequency characteristic of the stagger - 
tuned second -harmonic amplifier. Included in Fig. 9 is phase shift vs. 
gain, an important parameter in phased -array -radar applications. 
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fi 

wr4 

Fig. 8-A miniaturized stagger -tuned second -harmonic circuit. 

The method used to make the measurements employs a straightfor- 
ward phase bridge that makes use of a precision line stretcher. As can 
be seen, there is a linear phase shift with frequency. The rms phase 
deviation is 15.6°. 

9 
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1 /. . I 1 1 
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Fig. 9-Gain and relative phase shift of a stagger -tuned Trapatt amplifier. 
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The four -layer diodes fabricated by the double-epitaxy process 
were easily tuned for broad bandwidth. For example, a CD16 diode 
exhibited a 380 MHz (4.3 dB) bandwidth with 10 µs pulse width. The 
CD16 diode had a depletion -layer width of 6 pm and a breakdown 
voltage of 130 V. The oscilloscope waveforms ín Fig. 10 demonstrate 

HORIZONTAL: IOµs/div 
CD I6 0.7I mm DIAMETER 

RF OUTPUT 

78W 

fo 

2A/div 

RF OUTPUT 

73W 

fo-130 MHz 

2A/div 

RF OUTPUT 

31W 

2A /div 

f0-250 MHz 

Fig. 10-Oscilloscope photographs showing that a stagger -tuned amplifier with a four - 
layer diode delivers noiseless 50 ps wide output power over the frequency 
range of 250 MHz. 

that the 50 -0 -wide rf-detected waveforms show no observable noise 
over the frequency range of 250 MHz. 

The four -layer diodes fabricated by the double -diffusion process 
have consistently operated in wide -pulse conditions. A .JP253 double - 
diffused diode exhibited 120 ps pulse width at 110 W peak output 
power as shown in Fig. 11. A KK265 diode has achieved a 300 -MHz 
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bandwidth with 50 µs pulse width and 196 duty cycle. The peak out- 
put power was 74 W with a peak power gain of 4.7 dB. The depletion - 
layer width of the KK265 diode was 5.4 µm and the breakdown volt- 
age was 130 V. 

110 MAX 

77W MIN 

2A /div 

50 V/div 
I 

HORIZONTAL = 20µs/div 
JP253 I.07mm DIAMETER 

Fig. 11-Oscilloscope pictures showing that a graded four -layer diode is capable of 

operating with 120 us pulse -width and 110 W peak output power. 

6. Conclusions 

Four -layer diodes fabricated by double-epítaxy and double -diffusion 
processes are capable of achieving both broad instantaneous band- 
width and large pulse width simultaneously. This comes about be- 

cause the high impedance of the four -layer structures facilitates im- 

pedance matching over a broad frequency range, and the active n -p 

region fabricated close to the surface contributes to a low thermal re- 

sistance. Of the two types of four -layer diodes, the double-epitaxy 
diode was more easily tunable for broad bandwidth, whereas the dou- 

ble -diffused diode more consistently operated at long pulse width. 
The stagger -tuned second -harmonic circuits have operated with a va- 

riety of diodes, and demonstrated the best results for large pulse 

width and bandwidth combinations. 
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An Introduction to the Science and Technology 
of Liquid Crystals-II 

The next five papers in this issue comprise the second installment 
in a series of lectures on liquid crystals being published in RCA Re- 
view. This series grew out of a weekly study seminar conducted by 
members of the liquid -crystal activity at RCA Laboratories to stimu- 
late increased interaction among individuals from different disci- 
plines who share a common interest in liquid crystals. Thus, these pa- 
pers are intended as a primer in the science and technology of liquid 
crystals for those using or contemplating the use of these devices. 

A third, and final, group of papers in this series will appear in a 
future issue of RCA Review. Listed below are the first six papers, 
which appeared in the March 1974 issue of RCA Review: 

Liquid -Crystal Mesophases 
E. B. Priestley 
Structure-Property Relationships in Thermotropic Organic Liquid 
Crystals 
Aaron W. Levine 
Introduction to the Molecular Theory of Nematic Liquid Crystals 
P. J. Wojtowicz 
Generalized Mean Field Theory of Nematic Liquid Crystals 
P. J. Wojtowicz 
Hard Rod Model of the Nematic-Isotropic Phase Transition 
Ping Sheng 
Nematic Order: The Long Range Orientational Distribution Func- 
tion 
E. B. Priestley 
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Introduction to the Molecular Theory of Smectic-A 
Liquid Crystals 

Peter J. Wojtowicz 

RCA Laboratories, Princeton, N. J. 08540 

Abstract-The symmetry and structure of the smectic-A phase is reviewed and the 
order parameters identified. Several versions of the mean -field approximation 
to the theory are derived based on the Kobayashi -McMillan form of potential. 
Comparisons with experiment are made. The important question of the exis- 
tence of second -order smectic-A to nematic phase transitions is examined. 

1. Introduction 

Contributions to the theory of smectic-A liquid crystals have been 
made by a number of investigators.1-5 In all cases the treatments are 
an extension of the Maier-Saupe6 mean -field model of nematics ex- 
amined in a previous paper.? Here we essentially follow the develop- 
ment of McMillan.3,4 

The symmetry and structure of the smectic-A liquid crystals are 
reviewed; the natural order parameters are identified. The relation- 
ship of the smectic-A phase to the nematic (or cholesteric) and isotro- 
pic phases in homologous series is also examined. The McMillan form 
of the single molecule potential function is then deduced starting 
from the Kabayashi form of the potentialt,2 and using the formal de- 
velopment presented earlier." The derivation of the statistical ther- 
modynamics then follows, along with a presentation of McMillan's 
numerical results and a comparison with experiment. Improvements 
in the theory introduced by Lee et al5 are also considered. In the last 
section, the important question of whether the smectic-A to nematic 
(cholesteric) phase transition can ever be second order is examined. 
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2. Symmetry, Structure and Order Parameters 

An examination of the optical properties of smectic-A liquid crystals 
shows that they have uniaxial symmetry. Just as in the nematic 
phase, the smectic-A phase has a unique axis (again called the direc- 
tor and denoted by i) along which the elongated rod -like molecules 
tend to align. In addition, x-ray diffraction from smectic-A liquid 
crystals displays one sharp ring demonstrating that this phase pos- 
sesses one-dimensional translational periodicity. The structure is de- 
picted in Fig. 1. The centers of mass of the molecules tend to lie on 
planes perpendicular to the director. The spacing between planes, d, 
is approximately a molecular length. There is no ordering of the cen- 
ters of mass of the molecules within the planes. 

Fig. 1-Schematic representation of the structure of the smectic-A phase of liquid 

crystals. 

As in the nematics, the orientational order of the molecules is de- 
scribed by the order parameter (P2(cosO)), where Pz is the second - 
order Legendre polynomial, B is the angle between the long axis of the 
molecule and the director, and ( ) denotes the average value. A sim- 
ple phenomenological deduction of this orientational order parameter 
was presented in a previous paper.? The identification of the order 
parameter required to describe the periodic layering of the molecules 
is not as straightforward, however. For the smectic-A structure we 
must examine the problem more formally. 

In the case of nematics, Priestley9 has described how the orienta- 
tional distribution function could be expanded in a series of even - 
order Legendre polynomials: 

f(coso) = z 2L + 1 
) (PL(cosB))PL(cosB). 

Ueven) 
_ 

[1] 
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The traditional order parameter, (P2(cos i9)) appears in the first non- 
trivial term in the series. Succeeding terms contain the average values 
of higher -order Legendre polynomials, which can be thought of as 
order parameters of higher degree. The (PL) thus describe features 
of increasing subtlety in the orientational ordering, and many are 
clearly required to give a good account of the true orientational dis- 
tribution function. 

How can this formal treatment of the distribution function (and 
resulting order parameters) be generalized to include the smectic-A 
structure? We find the clue in Kirkwood's treatment10" of the melt- 
ing of crystalline solids. In a crystal the density distribution function 
(the translational molecular distribution function) is periodic in three 
dimensions and can be expanded in a three-dimensional Fourier se- 
ries. Kirkwood does this and then identifies the order parameters of 
the crystalline phase as the coefficients in the Fourier series. For sim- 
plicity let us consider a one -dimensionally periodic structure (such as 
the smectic-A but with the orientational order suppressed for the mo- 
ment). The distribution function, which describes the tendency of the 
centers of mass of molecules to lie in layers perpendicular to the z - 
direction, can be expanded in a Fourier series: 

>>rnz\1 
I(z) = ran cos( -7--2,- /, 

n=0 / 

f(z)dz = 1, 

[2] 

[3] 

where d is the layer spacing and Eq. 131 expresses the normalization 
condition. Since the distribution is periodic we need only integrate 
over a single period. We now find the coefficients, a by multiplying 
both sides of Eq. [2] by cos (2irmz/d) and integrating: 

_ 9f 
d (2 nzl am as /(z)dz. [4] 

The integral on the right hand side is immediately recognized as the 
definition of the average value, so that 

= C CAST, lic) [51 

For the special case of nz = 0, a0 = lid. Combining these results we 
obtain 
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1(z) = d + d C cos (2>rz)>co 
12 l. 

d [6] 

The coefficients in the series and hence the order parameters turn 
out to be the average values of the cosine functions of the series (in 
complete analogy to the situation in Eq. [1]). When the structure has 
perfect periodic order, all the (cos(27rnz/d)) have the value unity; for 
the completely disordered system with all molecules randomly dis- 
tributed in z, all (cos(27rnz/d)) vanish. Again, many order parame- 
ters are required to make a good approximation to the distribution 
function, Eq. [6]. 

The smectic-A liquid crystals possess both orientational and trans- 
lational order. The molecular distribution function must therefore 
describe both the tendency of the molecules to orient along h and to 
form layers perpendicular to ñ. The distribution function is thus a 
function of both cos() and z, and can be expanded in a double series: 

% (COSO ,z) = Z ZAcnPL(coJl)cos(2anz d ), [7] 

(even) 

r d 

J_ 
f /'(cosN,z)dzd(cosd) = 1. [8] 

7 0 

The coefficients A1,,, are found by multiplying both sides of Eq. [71 by 
PK(cos()) cos(27rmz/d), integrating and recognizing the definition of 
averages: 

) d 

(X) = f X/'(cosd,z)dzd(cosd). 
) 

The results are 

= 1/2d, 

'rAd (cos()/,(n on Qh 

Ar.o = 2L . 1(PL(cosI))),(L = 0), 

Ar., - )L :?d 1 KPr.(cosd)cos(2 
rz),(L,n = 0). 

[9] 

[10] 

In addition to the purely orientational and translational order pa- 
rameters, the (PL (cos())) and (cos(27rnz/d)), we find the set of 
mixed -order parameters, (PL(cosl)cos(27rnz/d)). These describe the 
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correlation or coupling between the degrees of orientational and 
translational order. The three order parameters of lowest degree in 
Eq. [10] appear in all the published theories1-5 of the smectic-A phase 
and have been given special symbols: 

rf E (1'.,(cos0)), 

r = (cost 27rz/d)), 

a = (Pz(cosH) cos(27rz/d)). 

In the isotropic phase, n = r = rr = 0; in the nematic phase, n 0, r = 
a = 0; in the smectic-A phase 0, r 0, a 0. For perfect order 
all three tend to unity. Part of the task of molecular theory is, of 
course, to calculate the temperature dependence of these order pa- 
rameters. Again we point out that although the three quantities of 
Eq. [11] are sufficient to parametrize simple mean field models, a 
good approximation to the true distribution function, f (cos0,z) re- 
quires mans' terms in Eq. [7]. 

3. Phase Diagrams 

Of special interest to the molecular theory are the transition temper- 
atures at which the various liquid -crystal phases transform into each 
other and into the isotropic fluid. The collection of such tempera- 
tures in homologous series can he conveniently summarized in phase 
diagrams such as those schematically depicted in Fig. 2. The phase 
diagram for the homologous series of 4-ethoxybenzal-4-amino-n- 
alkyl-a-methyl cinnamates is displayed in Fig. 2a. The regions of sta- 
bility of the smectic-A, nematic and isotropic phases are shown. Fig. 
2b depicts the phase diagram for the homologous series of the cho- 
lesteryl esters of saturated aliphatic acids. Here the regions of stabili- 
ty of the smectic-A, cholesteric, and isotropic phases are shown. For 
the present purpose we can treat the cholesteric phase as thermody- 
namically similar to the nematic; the terms in the free energy, which 
differentiate between cholesteric and nematic structures, are very 
small and may he neglected in this context. Three major features of 
these diagrams should be noted: (a) the nematic (cholesteric) to iso- 
tropic transition temperature TNI(TCl) decreases strongly with in- 
creasing chain length, (h) the smectic-A to nematic (cholesteric) tran- 
sition temperature TAN(TAC) first increases with chain length, then 
stays constant or gently decreases, and (c) TNJ(TC!) and TAN(TAC) 
are converging with increasing chain length, so that for sufficiently 

392 RCA Review Vol. 35 September 1974 



MOLECULAR THEORY 

long chains the smectic-A phase transforms directly into the isotropic 
fluid without passing through the nematic (cholesteric) phase. 

Another experimental quantity of interest is the entropy of transi- 
tion from smectic-A to nematic (cholestericl structure. Just as in the 
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Fig. 2-(a) Schematic representation of the phase diagram of the homologous series 
of 4-ethoxybenzol-4-amino-n-alkyl-a-methyl cinnamates (after Ref. 131, data 
of Ref. 1121). (b) Schematic representation of the phase diagram of the ho- 
mologous series of cholesteryl esters of saturated aliphatic acids (after Ref. 
131, data of Ref. 1131). 

case of the nematic to isotropic transition, the entropy changes are 
very small, in keeping with the fact that only one degree of freedom 
of the molecules (translational motion in the z -direction) is being in- 
fluenced at. TAN(TAC). For both of the examples shown in Fig. 2 the 
transition entropies range from about 0.2 to 1.2 cal/° mole, being low 
for short chains and increasing with increasing chain length.'2,13 

4. The Molecular Potential 

The stability of the smectic-A structure is a direct consequence of the 
interactions between the constituent molecules. Even though we have 
virtually no detailed knowledge of their precise nature, we do know 
that there must be both orientation and distance dependence in the 
intermolecular pair potentials. That is, there must exist forces that 
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cause the molecules to align parallel to each other and to form layers 
perpendicular to the director. Kohayashih2 has suggested a simple 
form of pair interaction potential that contains the minimum neces- 
sary features: 

= U(r) + W(r)P2(cos012), [12] 

where r is the separation between the centers of mass of the mole- 
cules and /112 is the angle between their long axes. The functional de- 
pendence of U and W on r is not specified; U(r) represents the short 
range central forces while W(r) describes the orientational forces due 
to the anisotropic dispersion forces, quadrupole-quadrupole forces, 
etc. 

An exact statistical theory of smectics based on the pair potential, 
Eq. [12), is extremely difficult to accomplish. Therefore we derive a 
mean -field approximation to the theory. For this purpose we require 
the mean -field version of the single molecule potential function. In a 
previous papers this problem was examined for the case of the 
nematic phase. A perfectly general form of V12 was assumed and ex- 
panded in a series of spherical harmonics. A new coordinate system 
was then chosen such that the polar axes coincided with the director. 
The single molecule potential was then obtained by averaging V12 
over all possible positions and orientations of molecule 2 consistent 
with the structure of the nematic phase. The resulting single mole- 
cule potential had the form 

(even) 

V1(cosO) = (>UL/m(r))(PL)PL(cosO), [13] 

where the constants (`_',,,U1,1,1(r)) are the averages of the distance 
dependent parts of the potential (averaged over all intermolecular 
separations), and where the (PL) are the averages of the Legend re 
polynomials averaged with respect to the nematic orientational dis- 
tribution function. The term in L = 0 is a constant and was discard- 
ed; the term in L = 2 led to the Maier-Saupes version of the theory of 
nemat ics. 

The analogous process applied to the Kobayashi potential, Eq. 
11 21, in the case of the smectic-A structure is at the same time simpler 
and more complex. It is simpler because Eq. [12) exhibits a simple an- 
gular dependence and higher -order P1, do not enter the calculation. It 
is more complex, however, because we are now required to average 
over the positons and orientations of the second molecule in a way 
consistent with the smectic-A structure; that is, with a distribution 
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function that depends on both angular and spatial coordinates, the 
f (cosf,z) discussed ín Section 2 above. Applying these averaging pro- 
cedures to Eq. [12] we obtain the single molecule potential as 

V,(cos0,.z) = (U(r)) + (W(r)P2)P2(cos8), [14] 

where the averages (U(r)) and (W(r)P2) are functions of z, the po- 
sition of the centers of mass of the molecule of interest with respect 
to the layers, and where O is the angle between the axis of this mole- 
cule and R. In obtaining Eq. 114] we have used the relation, 
P2(cosO12) = P2(cosO1)P2(cosO2) + terms in sc2 - The terms in the 
azimuthal angle tp vanish in the averaging process since the smectic-A 
phase has cylindrical symmetry. It has been customary in the treat-. 
ment1-4 of the smectic-A phase to further simplify the potential by 
expanding the position dependent terms in a Fourier series. Taking 
U(r) as an example: 

U(r12) = 
m 

U(x12,y,2;s) cossz12ds, 
0 

where U is the Fourier transform of U, 

U(s) = U(x12,Y12;ti) = 2a f U(r12) cossz12dz12. 

Taking the average of U over the smectic-A distribution of molecule 
1, 

(U(r12)) = (U) (cos(, 
ZI d / > cos( 27"2), [15] 

where the coefficient ((i) = (CI (2rrn/d)) (2/a). The several steps re- 
quired to obtain this form of Eq. [15] are presented in the Appendix. 
Since there is no ordering of the molecules in the layers, the (U) are 
just constants. The same considerations as above apply to the W(r) 
portion of the potential. Retaining only the first few terms gives the 
result 

V,(cosB.z) = U - U,rcos(z) + ... 

+ [ Wq + W,ocos(2z) + 
[15] 

where Uo, U1, Wo, and W1 are the Fourier coefficients of U and W, 

and where rt, r, and a are the order parameters, the average values in - 
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troduced earlier, Eq. [11]. Uo is a constant and can be discarded. 
This version of the potential function is particularly instructive in 
demonstrating the cooperative nature of the formation of the smec- 
tic-A structure. The U1 term shows the influence of the translational 
order r in forcing the molecules into layers, the Wo term shows the 
influence of the orientational order parameter n in forcing the mole- 
cules to align with ñ, while the W1 term shows how the degree of 
translational order can influence the orientational order (and vice 
versa) through the action of the mixed parameter a. 

Specific forms of the functions U(r) and W(r) were chosen by 
McMillan:3,4 

W(r) = r33/2 exp`-(rrro)21, 
n 

U(r) = b N(r), 
[16] 

where u and ó are constants characterizing the strengths of the two 
parts of the interaction, and where ro specifies the range of interac- 
tion; ro is of the order of the length of the molecules. The Fourier 
coefficients of Eq. [ 16] are 

Wn = -y, U, = óW,, 

W, = -va = -9v e-(,,,old12. 

Substitution of Eq. 117) into Eq. [15] gives the McMillan model of the 
potential in the form 

9irz 
V.,1( cost), z) = -v óarcos(d 

+ 
L,) 

+ aacos(z)]/'2(cost))}. 

[17] 

[18] 

The functional dependence chosen in Eq. 116] makes it convenient to 
discuss the variation of liquid -crystal behavior in homologous series. 
Lengthening the alkyl chains in a series increases the spacing d. This 
decreases the ratio ro/d and hence increases the parameter a intro- 
duced in Eq. [17]. The properties of the short end of the homologous 
series can thus be computed using small values of a while those at the 
long end of the series will require larger values of a. 

5. Statistical Thermodynamics 

Having derived a particular form of the single molecule potential 
function in the mean -field approximation, we are now in a position to 
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calculate the thermodynamic properties of the model. According to 
the rules of classical statistical mechanics the single molecule distri- 
bution function corresponding to the potential function, Eq. [18], is 

¡.tt(cos°,z) = Z-'exp[-,(3V.11(cos0,z)], 
I d 

Z = f exp[-Q V L,(cos(. z)]dzd(cosO, 
0 

[19] 

where Z is the single molecule partition function and 6 = L/kT (k is 

Boltzmann's constant and T the temperature). The integrations can 
be restricted to 0 S cos()5 1 since VM is even in cos°, and 0 5 z 5 d 
since VM is periodic. The distribution function as it stands in Eq. 
[19] is not as yet useful for computing average values or thermody- 
namic quantities. The potential, VM, Eq. 1181, contains the as yet un- 
determined order parameters ,t, r, and a. The self -consistent determi- 
nation of the order parameters and their temperature dependence 
can be realized by combining their definition, Eq. [11] with Eq. 1191: 

= 
f1 

d f /'j(cos()jt1(cos(,z)dzd(cos(), 
0 0 

T = 
d `!7r1 

COS (t -T )j At( cos(),zklzd(cos(), 
0 0 

a= f / fd ¡¡ 
C2a/ 'Z(cos()cos jm( cost) .z)dzd(cos(). 

0 0 

[20] 

Each of the above equations contains one of the order parameters on 
the left and all three order parameters in the integrals on the right. 
The simultaneous solution of these three equations yields the tem- 
perature dependence of the order parameters. 

The set of self -consistent equations above admits a number of si- 
multaneous solutions. In addition to the smectic-A, nematic, and iso- 

tropic solutions, Eq. [20] also yields various less physical solutions. 
To find which of the possible solutions represents the physically ob- 
served states we must calculate the free energy and determine which 
solution gives the minimum in this quantity at different tempera- 
tures. 

The energy, entropy, and free energy are obtained in exactly the 
same way as described in earlier papers" on the simpler theory of 
the nematics: 

E = 1V(Vh1) = -21Vt.(i 2 + aó72 + aa2), [21] 
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S = -N/,(lnNj,,l) 

= _T-,(772 + abr2 + aa2) + Nkln'l,, 

F = -NkT1nZ + 2Nu(7i2 + ahr2 + aa2), 

[22] 

[23] 

where N is the number of molecules present. Just as in the case of the 
mean -field theories of the nematics,7'8 the free energy is found to con- 
tain an additional term beyond the usually expected lnZ term. Again, 
these terms arise because we have approximated a pair potential V 12 

by a temperature -dependent single molecule potential VM. The form 
of Eq. [23] can be verified to he correct, however. Setting the partial 
derivatives of F with respect to n, r, and a to zero regains the self - 
consistency conditions, Eq. [20]. Further testing Eqs. [21] and [23] we 
see that they do satisfy the thermodynamic identity, E = (af3F 

6. Numerical Results 

McMillan has obtained numerical solutions to Eqs. [20] through [23] 
for several sets of the potential parameters ó and a. In his first paper3 
he did not yet realize the need for the U(r) term in the potential, Eq. 
[12], so that he was treating the case of ó = 0. In his subsequent 
paper4 he included the missing term. These two sets of results are 
now examined. 

1.0 

0.5 

0 

n 

o 

a=0.6 
a=LI a=0.85 

TAI TAN TNI 

TEMPERATURE 

TAN TNI 

Fig. 3-Temperature dependence of the order parameters for ó = 0 and several 
values of a (after Ref. 131). 

When b = 0, the term in r drops out of the potential, Eq. 1181, and 
the theory now involves only the order parameters n and a. The 
translational order of the smectic-A phase is then described only by 
the mixed -order parameter a. Fig. 3 shows the temperature depen- 
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dence of the order parameters for three representative values of a. 
For a = 1.1 (long chain length) n and a change discontinuously at the 
same temperature; both the translational and orientational order 
vanish simultaneously. There is thus a first -order phase change from 
the smectic-A structure directly into the isotropic fluid; no nematic 
phase exists. For a = 0.85, ri and a display discontinuities at TAN but 
only a vanishes. n then vanishes discontinuously at a higher tempera- 
ture TN!. The system thus displays a first -order transition from 
smectic-A to nematic followed by another first -order transiton from 
nematic to isotropic. For a = 0.6 (short chain length), a is seen to 
vanish continuously at a temperature TAN. n shows a discontinuity in 

slope at this temperature then vanishes discontinuously at a higher 
temperature TNt. There is thus a second -order phase transition from 
smectic-A to nematic followed by the usual first -order transition 
from nematic to isotropic. 

The collection of phase transition temperatures obtained from the 
model with 5 = 0 and for numerous values of a is summarized in the 
phase diagram shown in Fig. 4a. These results are to be compared 
with the schematic phase diagram shown in Fig. 4b; this diagram is 

representative of many real systems and displays the features dis- 
cussed in Section 3. Note that while there is qualitative agreement 
between the model and experiment, there are numerous significant 
discrepancies in the overall behavior of the phase transition lines. 

The entropy changes of the smectic-A to nematic phase transitions 
have also been computed with 5 = 0 and for numerous values a. The 
results are summarized in Fig. 5, where we have plotted JS as a func- 

tion of the ratio TAN/TNI; small values of TAN/T N¡ correspond to 
short chain length, large values of TAN/TN! to long chain length (see 

Fig. 4a). The results of this model are shown as the solid line; the 
points are experimental, taken from the homologous series described 
in Fig. 2. Again, there is qualitative agreement in that the general 
trend and order of magnitude are correct, but there are serious dis- 
crepancies. 

In his second paper' McMillan included all the terms in the poten- 
tial, Eq. [181 and studied the model for several values of 5 and a. He 

was particularly interested in two substances, cholesteryl nonanoate 
and cholesteryl myristate. The nonanoate calculations were made 
using a 0.41; 5 = 0 and 0.65; for the myristate, a z 0.45 was chosen 
with 5 = 0 and 0.65. With (5 = 0.65 the temperature dependences of 

the order parameters for both values of a were similar in appearance 
to those shown in Fig. 3b. In both examples n looked like the of Fig. 

3h while r and a resembled the a of Fig. 3b. The model thus displayed 
successive first -order phase changes-smectic-A to cholesteric fol- 
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Fig. 4-Schematic phase diagrams for liquid crystals: (a) theory of McMillan,3 (b) 

schematic representation of typical experimental diagrams and (c) theory of 
Lee et al (after Ref. 151). 
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Fig. 5-Entropy of transition plotted as a function of the ratio TAN/ TN,. Solid curve is 
theory of McMillan,3 dashed curve is theory of Lee et als and the points are 
experimental12.13 for compounds of Fig. 2 (after Ref. 151). 
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lowed by cholesteric to isotropic in agreement with experimental ob- 
servations. A quantitative test of the theory was attempted by com- 
paring the temperature dependence of r2 with the measured x-ray 
Bragg scattering intensity (to which it is proportional). The results 
are shown in Fig. 6. In the case of the myristate, excellent agreement 

1.0 

T2 0.5 

0 60 

CHOLESTERYI- 
NON ANOATE 

CHOLESTERYL 
MYRISTATE . 

5O.65 

S°0 

EXP. !, 
><. 

l 1 1 1 

S=0 

S = 0.65 EXP. 

1... 
1 1 I 1 1 1 

70 80 90 60 70 

TEMPERATURE (CC) 

80 90 

Fig. 6-Comparison of calculated and observed Bragg scattering Intensity (after Ref. 

141). 

with experiment is obtained using the value (5 = 0.65. For the nona- 
noate, however, the agreement between theory and experiment is 

poor, although the calculation with 5 = 0 is somewhat better than 
with ó = 0.65. Phase diagrams such as those shown in Fig. 4 were not 
computed for finite values of 5. This is unfortunate, since it is impor- 
tant to know whether finite values of ó in the potential, Eq. [ 18], 

would have improved the appearance of the theoretical phase di- 
agram, Fig. 4a. 

7. Improved Theory 

Motivated primarily by the disagreement between the theoretical and 
experimental phase diagrams, Fig. 4 (a and h), Lee et al5 have derived 
a modified version of the mean -field theory of smectíc-A liquid crys- 
tals. The authors begin by adopting the McMillan form of the Kobay- 
ashi pair potential, Eqs. [12] and [16]. The pair potential is then 
treated intact without going into the process of deriving the equiva- 
lent mean -field single molecule potential. Further, the pair potential 
is not expanded in a truncated Fourier series as in the manner lead- 
ing to Eq. [15]. 
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The statistical thermodynamics is based on the variational princi- 
ple. Guided by Eqs. [18] and [19], the following variational form was 
chosen for the single molecule distribution function (of the i-th mole- 
cule): 

/(cos(;.z;) = Z-'exp[-,(3V(cosf;,z;)1 

z = 0 0 
ex p[-j3 V(cosH;, z;[dz;d(cosH; ), [24] 

>7rz, 
V ( coshz; )=- v cr P2( cosH; )+ b P.,( cosH; ) cos( d) 
+ có cos{ 2 dz' ] [25] 

where a, b, and c are variational parameters. The values of these pa- 
rameters as a function of the temperature are determined by mini- 
mizing the free energy. The free energy was taken to have the form 

i 

F = 1'hT f j(cosNz,) In j(cosHz,)dz,d(cosH,) 
o 

+9N2 f' f d fi f dj( COSO ,z,)j(cosH.,.z2)V,2(hi2,zi2) 
0 o n o 

X dz,d(cosH,)dz2d(cosH2), [ 26] 

where the first term comes from the entropy contribution (similar to 
Eq. [221), and where the second term is the energy E written in terms 
of the average value of the pair potential. Although the energy is 
computed from a pair potential (in contrast to the usual mean -field 
definition, Eq. [211) the free energy as written in Eq. [26] is still a 
mean -field approximation. The reason for this is the use of two sin- 
gle -molecule distribution functions in place of the proper (but un- 
known) pair distribution function in calculating E from V, 2. The 
form of F is self -consistent, however, and, along with the variational 
conditions (Eq. [27] below), does satisfy the required thermodynamic 
identity, E = (a,3F/a/3). 

The temperature dependence of the variational parameters a, b, 
and c are obtained from minimization of the free energy, Eq. [26]: 

an 
\Oa) -(Oh.)= ( '/=0. [27] 
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Of the many possible solutions to these equations we take only those 
giving the absolute minimum in F. The temperature dependence of 
the order parameters , r, and a are then calculated by combining the 
equilibrium solutions of Eq. [27] with Eqs. [ 1 1 ], [24] and [25]. We 
note in passing that if the pair potential V12(012iz12) could be writ- 
ten in (or approximated by) a separable form V1 ((11 iz 1) 111(02,22), 
then m=a, a = b, and r = c. 

Numerical calculations were performed5 using ó = 0.65 and numer- 
ous values of the range parameter /'o = 2rro/d, where ro is the range 
of the interaction and d is the layer spacing (?'o plays the same role in 

parameterizing chain length as McMillan's a). The collection of 
phase -transition temperatures obtained is displayed in Fig. 4c. The 
agreement between the theoretical diagram and the representative 
experimental phase diagram, Fig. 4b, is nothing less than remarkable. 
All the features described in Section 3 and shown in Fig. 4b are in- 

deed present in the theoretical results. Numerical calculations of the 
entropy changes of the smectic-A to nematic phase transition were 
also made. Fig. 5 shows the results, .SS plotted vs. the ratio TAN/TN1; 

the result of this calculation is depicted as the dashed line. The 
agreement with the experimental points is again remarkable. Note 
further that this theory predicts that the entropy change, JS (Fig. 5) 

will go to zero at TAN/TN' = 0.88; the first -order smectic-A to nemat- 
ic phase change becomes second order. This feature is examined in 

more detail in the next section. 
The comparison of the results of the two models in Figs. 4 and 5 

shows that Lee et al5 have indeed made a very significant improve- 
ment over the original considerations of McMillan.3 Three important 
changes were made in the theory: (a) the theory was based on a varia- 
tional principle with E being computed from a pair potential V12i (b) 

the complete Kobayashi form of potential was used (finite ó); and (c) 

the pair potential was not approximated by a truncated Fourier se- 
ries. With all three improvements made simultaneously one can only 
speculate as to which is the most important. (a) seems not to be a 

major factor; the resulting theory is still a mean -field approach, and 
using V12 in E should only influence small details. (c) is certainly an 
important factor. The influence of this improvement cannot he too 
great, however, since the variational form for the potential of mean 
force, Eq. [25[, is in effect a truncated Fourier series of the true po- 
tential. (h) seems to be the most important. The influence of the 
purely translational term U in the Kobayashi potential, Eq. 1121, 

must be the over-riding factor that produced the spectacular im- 

provements depicted in Figs. 4 and 5. 
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8. The Possibility of Second -Order Transitions 

The question of whether the normally first -order smectic-A to nema - 
tic phase transition can be second order in some materials is some- 
what controversial. All of the published mean -field theories' 5 of the 
smectic-A phase do exhibit second -order phase changes for certain 
values of the potential parameters. In both McMillan's theory3 and 
that of Lee et a1,5 the second -order transition is predicted to occur at 
that end of homologous series having short chain lengths. More spe- 
cifically, these models predict the second -order changes to occur 
when the ratio of transition temperatures TAN/TNI (or TAc/Tc,) is 
at or below about 0.88 (see Fig. 5). 

The experimental situation is contradictory. For the homologous 
series of 4-n-alkoxybenzylidene-4'-phenylazoanilines, Doane et aí14 
have observed a possible second -order smectic-A to nematic transi- 
tion at the extreme short end of the series. In the case of COC (cho- 
lesteryl olyel carbonate), Keyes et aí15 found the first -order phase 
transition to change to second order at a pressure of 2.66 kbar where 
TAc/Tct = 0.88. The phase transitions of CBAOB (p-cyanobenzyli- 
dene-amino-p-n-octyloxybenzene)16"17 and CBOOA (p-cyanobenzyli- 
dene-p'-octyloxyaniline)18"19 have also been believed to be of second 
order. Torza and Cladis,20 on the other hand, have concluded from 
volumetric studies that the smectic-A to nematic phase transition is 
unambiguously first order in CBOOA. Lin, Keyes, and Daniels21 con- 
cur in this conclusion based on high pressure studies of CBOOA. In 
any case, we must be mindful of the fact that the experimental verifi- 
cation of the order of the phase transition in these examples is most 
difficult. The entropy and volume discontinuities are very small and 
near critical fluctuations are present to complicate the interpretation. 
(The nature of fluctuations in the nematic to isotropic transition has 
been discussed in a previous paper.7) 

The situation with respect to Landau -type phenomenological 
theories is also contradictory. Drawing an analogy between the smec- 
tic-A phase of liquid crystals and the superconducting phase of met- 
als, de Gennes22,23 has constructed a phenomenological theory from 
which he concludes that the smectic-A to nematic phase transition 
can be second order. Halperin and Lubensky,24 on the other hand, 
have improved the analogy with superconductors and conclude that 
the transition will always be at least weakly first order. 

My own conjecture in this matter is that the smectic-A to nematic 
phase transition is always first order. The basis of my argument is the 
analogy between this transition and the melting of a crystalline solid. 
When a crystal melts, three dimensional long-range translational 
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order disappears; when a smectic-A goes nematic, one-dimensional 
long-range translational order disappears. 

Kirkwood MI has pointed out that the density distribution func- 
tion of a crystalline solid (the translational molecular distribution 
function) can be expanded in a three-dimensional Fourier series. The 
coefficients in this series are then identified as the order parameters 
of the crystalline phase. All these order parameters vanish discontin- 
uously at the first -order melting point. Empirically, there are no sec- 
ond -order melting transitions, nor do there seem to be any solid-liq- 
uid critical points. Though not a proven fact (as far as I am aware), it 
seems reasonable that crystal melting is always first order because all 
of the order parameters cannot vanish simultaneously and contin- 
uously before the free energy of the solid phase exceeds that of the 
liquid phase. 

In the smectic-A phase, the single -molecule distribution function, 
Eqs. 171 and [101 can likewise be represented as a (one-dimensional) 
Fourier series in which all the coefficients may be considered order 
parameters. The disappearance of smectic-A order requires the si- 
multaneous vanishing of all the order parameters. That they all can 
vanish simultaneously and continuously before the free energy of the 
smectic-A phase exceeds that of the nematic phase seems just as un- 
likely here as in the (empirically verified) case of the crystalline sol- 
ids. It seems clear to me that the reason the various theoretical treat- 
ments mentioned above can exhibit second -order phase changes is 
that an insufficient number of order parameters is included. In all the 
treatments, either the potential, the potential of mean force, or the 
distribution function are expressed in terms of highly truncated Fou- 
rier series. Such truncation automatically limits the number of order 
parameters. Small numbers of order parameters can then vanish si- 
multaneously and continuously under certain conditions providing 
the spurious second -order phase transitions. 

Appendix 

The average value of U(r 1 2), averaged over the distribution of mole- 
cule 1 is defined by 

(U(r12)) = f j(z) U(r.)dzi; f m j(zi)dzi = 1, [28] 
0 0 

where we have temporarily suppressed the angular dependence of I 
for clarity. Substituting the Fourier integral representation of U, 
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(U(r12)) = ;-r-fff(zi)(U(s)) cossz12dsdz,, 

9 
= Tr. f (U(s)) (cos sz, ) cos sz2ds, 

o 

[29] 

where (U(s)) is the Fourer transform U averaged over all the (ran- 
dom) positions of the molecules in the layers, and where the sine 
terms which come from cossz 12 = cos s(z2 - z 1) are omitted since 
they will vanish in the averaging. The next step is to evaluate (cos 
sz 1) using the expansion, Eq. [6]: 

(cos sz,) = f oossz,dz,, 
o 

= <cos (2nz»I(21rnz'\ mcos cossz,dz,, 

= Ccos( dz)>b(s - 2n), [30] 

where ó is the usual delta function. Substitution of the result of Eq. 
[30] into Eq. [29] gives 

2 cos 2anz 
(U(rt2)) =- fÚ(s»>i d>ó(s - )Zancassz2ds, a 

n 

aU(2dn)) 
(cos 

Zd 
z\ 

cos Z dz2' [31] 

which is the desired result, Eq. [15]. 
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Introduction to the Elastic Continuum Theory of 
Liquid Crystals 

Ping Sheng 

RCA Laboratories, Princeton, N. J. 08540 

Abstract-The fundamental equations of the continuum theory of neumatic and cholest- 
eric liquid crystals are obtained by considering the form of free energy associ- 
ated with a spatiallyvarying orientational director field. In terms of the contin- 
uum theory we discuss the following four. effects: (1) the twisted nematic cell, 
(2) the magnetic (electric) coherence length, (3) the Fréedericksz transition, 
and (4) the unwinding of the cholesteric helix in a static magnetic (electric) 
field. 

1. Introduction 

In the previous papers of this series we have seen that in terms of mo- 
lecular theories"2 one can calculate and successfully explain various 
properties of meosphase transitions. However, there exists a class of 
liquid -crystal phenomena involving the response of bulk liquid -crys- 
tal samples to external disturbances, with respect to which the use- 
fulness of a molecular theory is not immediately obvious. These phe- 
nomena are usually distinguished by two characteristics: (1) the ener- 
gy involved, per molecule, in producing these effects is small com- 
pared to the strength of intermolecular interaction; and (2) the char- 
acteristic distances involved in these phenomena are large compared 
to molecular dimensions. In describing these large-scale phenomena, 
it is more convenient to regard the liquid crystal as a continuous me- 
dium with a set of elastic constants than to treat it on a molecular 
basis. Based on this viewpoint, Zocher,3 Oseen,4 and Franks devel- 
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oped a phenomenological continuum theory of liquid crystals that is 

very successful in explaining various magnetic (electric) field -induced 
effects. It is the purpose of the present paper to develop this elastic 
continuum theory for nematic and cholesteric liquid crystals and to 
discuss and illustrate its use. In this paper, the derivation of the fun- 
damental equation of the elastic continuum theory is followed by the 
application of the theory to four effects: (1) the twisted nematic cell, 

(2) the magnetic (electric) coherence length, (3) the Fréedericksz 
transition, and (4) the magnetic (electric) field -induced cholesteric- 
nematic transition. 

2. The Fundamental Equation of the Continuum Theory of Liquiid 

Crystals 

In previous papers we have seen that liquid crystals are characterized 
by an orientational order of their constituent rod -like rnolecules.1263 
In nematic liquid crystals this orientational order has uniaxial (cylin- 
drical) symmetry, the axis of uniaxial symmetry being parallel to a 

unit vector ñ, called the director. Let us now consider a very small 
spatial region inside a macroscopic sample of nematic liquid crystal 
that contains a sufficiently large number of molecules so that the 
long-range orientational order is well defined within that region. 
Such a spatial region can be characterized by a director pointing 
along the of local axis of uniaxial orientational symmetry. Let us 

imagine the division of the macroscopic sample into such small spa- 
tial regions. In each of the regions, we define an orientational direc- 
tor. In this manner the macroscopic sample of nematic liquid crystal 
can be characterized by a local director at every spatial "point," 
where we use the term point loosely to mean a small region of space 
as defined above. Obviously, this characterization of orientational 
order by a director field, ñ(), is not limited to nematic liquid crys- 
tals, which we have used as an example in the above discussion. In 
fact, the director -field characterization can be applied equally well to 
cholesteric liquid crystals, since, locally, cholesterics also possess uni- 
axial symmetry in their orientational order. However, for conve- 
nience, we will continue to use nematic liquid crystals as our refer- 
ence in the following discussion. The generalization of the theory will 

be made at appropriate places to permit application to cholesteric 
liquid crystals. In what follows, we first consider the free energy asso- 
ciated with a distortion in the director field. Next, we examine the 
free energy associated with the interaction of liquid crystals with ex- 

ternal fields. The combination of all the free -energy contributions 
then yields the fundamental equation, which is an expression for the 
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total free energy of a sample of nematic or cholesteric liquid crystal in 
an external field. 

The starting point for the development of continuum theory is the 
consideration of the equilibrium state. In nematic liquid crystals, 
parallel alignment of all the local directors represents the equilibrium 
state, or the state of minimum free energy. However, when we pert- 
urb the system by pinning the surface directors to the walls of the 
container, applying an external field, or introducing thermal fluctua- 
tions, the local directors will no longer be spatially invariant. A quan- 
titative formulation of the above statements is that the quantities 
do a/dx0, (where x is the spatial variable and the subscripts a,13 = 
1,2,3 denote the components along the three orthogonal axes of the 
Cartesian coordinate system) are zero for the equilibrium state but 
are nonzero for some, or all, values of a and 13 when the system is dis- 
torted. In other words, we can think of dna/dx8 as the distortion pa- 
rameters, and the equilibrium state is given by the uniformly aligned 
state for which dna/dx0 = 0 everywhere. Since the distorted state 
represents a state with higher free energy than the equilibrium state, 
we can write the free -energy density of the distorted state as 

f(distorted) = fa(equilibrium) + -1f, [1] 

where f and fa are the free -energy densities of the distorted and equi- 
librium states, respectively; (>0) is a function of the n a and the 
dna/dx,g that vanishes when all dna/dxp = 0. Since, in general, dn al 
dxp « (molecular dimension) -1 for the phenomena of interest, we 
can expand _Sf as a power series in the na and the dna/dxq and retain 
only the lowest -order nonvanishing terms of the series. Let ID (sub- 
script D stands for distortion) denote such an approximation to 
ID must satisfy several requirements. First, since we are expanding 
in powers of the dna/dx8 around dna/dxs = 0, which is a free -energy 
minimum, the lowest -order nonvanishing terms must be quadratic in 
the dn a/dx j (i.e. proportional to terms of the form (dn a/dx 8) (dn.)] 

dxh)). Second, since the "head" and the "tail" of a nematic director 
represent the same physical state, 9n must be even in the n a. Third, 
fflu must be a scalar quantity. In addition, we will discard terms of 
the form ú(r) where ú(1) is any arbitrary vector field, since they 
represent surface contributions to the distortion free -energy density 
and are assumed to be small (by Gauss's Theorem, f v ii(r)dV = 
f d & ú(i), where d ó is a surface element with unit vector perpendic- 
ular to the surface). With the above constraints, it can be shown5 that 
jr) contains only three linearly independent terms. They are (1) 
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[ r h(0]2, (2) [ñ(r) V X 0)]2, and (3) [ii(r) x V x ñ(19]2. It is ob- 
vious that all three terms satisfy the requirements stated above. In- 
terested readers are referred to Refs. [5] and [8] for proofs that these 
three terms are indeed unique. In Fig. 1 we show the physical distor- 

( I i 
I I I 

1 i t 

1 \ I 

(D)TWIST (c)BEND 

Fig. 1-Three types of distortion in a director field: (a) gives C' ñ(i) 0, (b) gives 
ñ(i) 7 X ñ(i) 0, and (c) gives R(i) X C- X ñ(i) O. Each director is 
shown with double arrows in order to indicate that the "head" and the "tail" 
directions represent exactly the same physical state in a nematic sample. 

tions of the director field associated with the three terms. The first 
term is called "splay," the second term "twist," and the third term 
"bend." Jp can now be written as 

. u = 1K[V''I(r)]2 + K7z[rr(r)'7 x n(r)T2 

+ K (rl X V X n(7,)]21, [2] 

where the constants K1 I, K22, K33 are, respectively, the splay, twist, 
and bend elastic constants and are named collectively as the Frank 
elastic constants. The factor V2 is included so that the K's may agree 
with their historical definitions. Since ID must he positive in order to 
give stability for the uniformly aligned state, all the K's must be posi- 
tive. As for their values, we note that the theoretical determination of 
the K's from molecular parameters represents a task of linking the 
continuum theory to the microscopic theories of liquid crystals and is 
beyond the scope of the present paper. However, from dimensional 
analysis we can get an order -of -magnitude estimate of what the 
values of the K's should be. Since the K's are in units of energy/ 
length, we must look for the characteristic energy and length in the 
problem. The only energy in the problem is the intermolecular inter - 
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action energy, which is estimated* to be -0.01 eV, and the only suit- 
able length is the separation between two molecules, which is -10 A. 

Therefore, K 10-7 dyne, in order -of -magnitude agreement with 
measured values$ of 10-7-10-6 dyne. The K's are also temperature 
dependent. In fact, it can be shown9 that the temperature depen- 
dence is of the form K '- <P2(cos 0)>2, where < > denotes averaging 
over that small volume of the sample that is characterized by a local 
director ñ09, P2 is the Legendre polynomial of second order, and O is 

the angle between any molecule inside the volume where the average 
is taken, and the local director ñ('i) < P2(cos 0) > is just the local 
order parameter measured with ñ(r) as the axis of symmetry. The de- 
pendence of the K's on the square of the local order parameter is 

plausible if one thinks of the K's as the macroscopic analog of the an - 
isotropic intermolecular interaction constants, the difference being 
that, in place of molecules, we have small volumes of the sample with 
well-defined long-range orientational order. In such an analogy 
<P2(cos 0)> plays L=ie role of a (temperature -dependent) dipole 
strength of the molecules. 

Suppose now the sample of nematic liquid crystal is placed under 
the influence of a magnetic or an electric field. Because the liquid 
crystal molecules are generally diamagnetic, electrically polarizable, 
and anisotropic in their magnetic and electric properties, the applica- 
tion of a field usually contributes an amount of free -energy density 
which is opposite in sign to that of the distortion free -energy density 
(because fields help align molecules). Let us first discuss the magnet- 
ic field contribution. Consider again a small region of the sample 
characterized by a local director ñ(?). The diamagnetic susceptibility 
per unit volume in such a small volume is usually anisotropic. Let XII 

denote the susceptibility per unit volume parallel to h(r) and X1 de- 
note the susceptibility per unit volume perpendicular to fi(r). The 
difference, - x = XII - Xi, is a measure of the local anisotropy. As 

shown in Ref. [6], ..5X is equal to N < P2(cos 0) > (III - 1"1), where N 
is the number of molecules per unit volume, < P2(cos 0) > is the ori- 
entational order within the small region under consideration, and 

'II(/'l) is the diamagnetic susceptibility of a single rod -like molecule 

* The intermolecular interaction energy responsible for the nematic 
ordering can be estimated from the latent heat of isotropic-nematic 
phase transition JÉ ^ 300 cal/mol ^0.01 eV/molecule (see, for ex- 
ample, G. H. Brown, J. W. Doane, and D. D. Neff, A Review of the 
Structure and Physical Properties of Liquid Crystals, p. 43, CRC 
Press, Cleveland, Ohio, 1971). 
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UNIAXIAL SYMMETRY 

parallel (perpendicular) to its long axis. In the following we will as- 
sume that XII > Xl (i.e., positive anisotropy) and that the value of 
<P2(cos 6) > is uniform throughout the volume of the sample, 
implying that .5X, K11, K22, and K33 have no spatial dependence. In 

ñ ti) , THE LOCAL AXIS OF 

//i 
/// 
i 
// // /// 

MOLECULES 

Fig. 2-Orientation of the local axis of uniaxial symmetry with respect to the external 
magnetic field direction. 

Fig. 2 we show the relative directions of magnetic field Ñ and local 
director h(r). The induced diamagnetic moments per unit volume 
parallel and perpendicular to h(?) are, respectively, 

11 = H X cosh, 

Ml = HX1sine. 

The work done by the field per unit volume is 

)1/,;,K,,,.,;, = f H(-Ml'sinB -.1/: cosB)dH' 

z 

= - (X1 + _SXcnszB) 

Discarding the spatially invariant term, -H2Xi/2, we obtain the 
magnetic field contribution to the free -energy density 

Jx -..- 
= -7-111-n(012. [3] 

Using similar arguments as above, we obtain the electric -field contri- 
bution to the free -energy density 

-SE- ,.- 
3 e = [4] 

where .SE - ti is the difference between the local dielectric con - 
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stants in directions parallel and perpendicular to the local director. 
Values of ..5X and .1E typically range from 10-'-10-6 cgs units for .5x 
and 0.1-1 for .1E. 

At this point we make a slight generalization so that the theory can 
be applied to cholesteric liquid crystals as well. The basic difference 
between cholesteric and nematic liquid crystals lies in the fact that 
the equilibrium state of cholesterics is characterized by a nonvanish- 
ing twist in the director field. If we denote the cholesteric helical axis 
as the x -axis, the equilibrium state is characterized by 

/7x=0, 

n Y = cos( ax/ñ0), 
n, = sin(rr.r/ño), 

where A0 is the pitch of the helix. Using this representation of the di- 
rector field, the twist term, [ñ(r) V X ñ (r) 12, is calculated to be Or/ 
A0)2. This suggests that the twist part of free -energy density for the 
cholesteric liquid crystals should be expanded around Iñ(r) V X 

h(r)I = /r/a0, where is the absolute value sign. In fact, it can be 
shown5 that the appropriate form is [[ñ(r) - 7 X ñ(r)I - ,r/X0]2. 

We are now in a position to combine all the free -energy density 
terms to give a total free -energy density uF of the system under exter- 
nal fields: 

5 = Sp + E 

X rr(r) - = , Kll[Cn( r)]2 + K22[171(7).\-- 
ñoa ]' 

+ K,[rt(r) X C X 7/((7)]2 -..5X[FI'n(r')]2 - -SE[E'n(+')]2} [5] 

The total free energy of the sample is given by 

F = J Sd3r. 

volume 
of the sample 

[6] 

Eqs. [5] and [6] are the fundamental equations of the elastic contin- 
uum theory of nematic and cholesteric liquid crystals (for nematics A0 

in Eq. [5] is set equal to co). In the following section we use the funda- 
mental equations to solve four examples as illustrations for their ap- 
plications. 
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3. Applications of the Elastic Continuum Theory 

The basic principle involved in the application of the fundamental 
equations to the solution of actual problems is that the equilibrium 
state of the director field is always given by that director configura- 
tion that minimizes the free energy of the system with specified 
boundary conditions. 

Before getting into actual calculations we first simplify Eq. [5] by 
setting K11 = K22 = K33 = K. This greatly facilitates the mathe- 
matics but does not affect the qualitative behavior of the results. Ne- 
glecting the term 7r/X0 for the moment, we have 

ti f[C'n(r') - 
= 

2 ]2 + [rr(r')V x rr(r)]2 + [n(r) x C. 

JX--- 1 JE- 
K - [4.77(77)]2 - 477 I ['rl (r')]2 

= 
11[V -ii( -012 + [V x 

- - 
- 47r K [En(r)]2 . 

.X-..- 
7;(7)12 - 

K 
L4n(r)1` 

Fig. 3-The geometry of a 90° -twisted nematic cell. 

3.1 Twisted Nematic Cell 

X n(r')]z 

[7] 

In Fig. 3 we show a planar cell containing nematic liquid crystal, two 
of whose bounding walls are rubbed or otherwise treated so that the 
directors near the walls are pinned in the directions shown. Since the 
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directors at the two walls are perpendicular to each other, the local 
nematic directors must undergo a 90° twist in passing from one wall 
to the other. The question is how this twist is distributed across the 
cell, i.e., should the distribution be uniform or nonuniform? To an- 
swer this question, we must calculate the free energy of an arbitrary 
twist pattern with the specified boundary conditions. The correct 
twist pattern is then given by that director configuration that mini- 
mizes the free energy of the system. Assuming all the directors lie in 
the y -z plane, we write 

n,=0, 
n,, = sinB(x), 

nz = cosB(x). 

From this representation of the director field, it is easily calculated 
that V ñ(r) = 0 and V X ñ(r) = (dO(x)/dx)[sinllj + cosük], where we 
use c',j,h to denote the unit vectors in the x,y,z directions, respective- 
ly. Using Eqs. [6] and [7], we obtain 

F = fd3r2 ¡C' x í(r)-12 

K f ["N(x)1 
d r 

dx 

KA ¡' 

thickness 
of the cell 

dxrd9(x)lz, 
L dx J 

[8] 

where A is the area of the cell in the y -z plane. To minimize F, we re- 
call that if one wants to minimize the value of an integral 

I = G( y(x d(Y ) 

\ 

, 41xx 
a 

by varying the functional form of y(x), the optimal function y(x) 
must satisfy the equation 

aG d aG 
0, ay dx d¡d_' 

d.r 

[9] 

which is called the Euler-Lagrange equation. In our present case N 

corresponds to y, and G = [dll(x)/dx]2; the application of Eq. [9] 
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yields d20(x)/dx2 = 0, or dfl(x)/dx = C, where C is an integration 
constant that can be determined by the boundary condition C x (cell 
thickness) = ±7r/2 (+7r/2 is indistinguishable from -7r/2 for nemat- 
ics). This is the result we are looking for. It tells us that the twist will 
be uniformly distributed across the cell. However, because dO/dx can 
be either + or -, the twist can be either left handed or right handed. 
In an actual 90° -twisted nematic cell, both senses of the twist are 
usually present, a fact that is indicated by the existence of visible 
disinclination lines separating regions of opposite senses of the twist. 

3.2 Magnetic Coherence Length 

The geometry of this problem is shown in Fig. 4. A semi -infinite sam- 
ple of nematic liquid crystal with positive anisotropy is bound on one 

Yx 

z=O 

r 

Fig. 4-Distortion of the directcr field when the molecules are pinned to the wall per- 
pendicular to the external magnetic field direction. The nematic molecules 
are assumed to be diamagnetic with positive anisotropy. 

side by a wall that is treated so that the directors near the wall are 
pinned along the z -direction. A magnetic field is applied along the x- 
axis, so that far away from the wall the directors would lie along the 
field direction. There is. a transition region near the wall where the di- 
rectors gradually change from one direction to the other. The prob- 
lem is to find the characteristic length of that transition region. From 
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Fig. 4 we have 

n = cos°( x), 

ny = 0, 

nz = sin0(x). 

Straightforward calculation gives 

[(Mx )12 [Cñ(r)]2 = sin20 
J L dx 

x) - 
[C X n(Y)]2 = cos28 

dB( 

L dx 

AX - -7 
-11-'[/-1 n(r)]2 = - K [Hcoso( x)]2. 

Substitution into Eq. [7] yields 

A 2 
fdx([!-]2 

hX[Hcos0(x)]2), [10] 

where A is the area of the bounding wall. Application of the Euler- 
Lagrange equation to Eq. [10] gives an equation for the 0(x) that 
minimizes the free energy of the system: 

K d e(x) 
H2 -1X dx2 

sin° cosa = 0. [11] 

The combination K/(H2.5X) has the dimension of (length)2. We de- 
fine 

1 1K 
sM 

= ÑV0 
[12] 

as the characteristic distance of the problem. Eq. [11] can now be re- 
written as 

or 

sinecos° de 
= 

d20 de 
- 

1 d (d0\2 
,1 2 dx dx2dx 2dx (dx) 

sinedsin° 1 d (d0\2 
1,122 dx 2dx (dx) 

1 1 d sin2° 1 d d e 2 

21M2 dx 2dx(dx) 
[13] 
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Integration of Eq. 1131 yields 

º 

= 
¡dBlz s1n0+ 

C. 

The constant of integration is fixed by the condition that as x 
0 0 and dO/dx O. Therefore C = 0, and 

dO sing 
dx EM 

-1 m 

Choosing the - sign for x > 0 and integrating once more, we have 

or 

In (tan 2) _ 

0(x) = 2 arctan[exp]-x/EM]], where x = 0. 1141 

Eq. ]14] is plotted in Fig. 5. As we can see, IM is the characteristic 
length scale below which the magnetic field does not have much in- 

.-. 90 
W 80 
cr 70 

o 60 
z _ 50 . 40 
m 30 

20 
I0 

o 

fM 

Fig. 5-Tilt angle (deviation from the field direction) of the director field plotted as a 

function of distance from the wall. The distance is measured in units of mag- 
netic coherence length, which is the characteristic length of magnetic phe- 
nomena in nematic liquid crystals. 

fluence on the relative orientations of the directors. Another way of 
saying the same thing is that 6,4 defines the scale of magnetic phe- 
nomena. km is usually called the "magnetic coherence length." For K - 10-6 dyne, Jx 10-7 cgs units, and H 10kOe, IM is about 3 pm. 
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Suppose now that in place of the magnetic field an electric field is 

applied. If impurity conduction and other dynamical effects are ne- 
glected, the problem is qualitatively the same, and a quantity 11.; can 
be obtained which is the exact analog of 1m. Substitution of .,E/4/r for 
- x and E for H in Eq. [12] gives 

1 4rK 
E F: DE ' 

[15] 

Setting M = i;E, we can compare the relative effectiveness of magnet- 
ic and electric fields in orienting the nematic directors. The relation 
is 

i4a0X 
Ñ - At %f. 

Taking H = 1 Oe, --- 10-7 cgs unit, and ..5E 0.1, we have 

_/4rX 1 statvolt 
E 

DE 
H 10-51/ 

3(X) cm - 1 '/cm. 

[16] 

Therefore, one oersted of magnetic field is equivalent to the order of 
one volt/cm of electric field in terms of effectiveness in orienting the 
nematic liquid crystals. 

3.3 Fréedericksz Transition 

Consider a planar cell of nematic liquid crystal with directors on both 
surfaces anchored perpendicular to the walls as shown in Fig. 6. It 
was first observed by Fréedericksz10 in 1927 that such a cell would 
undergo an abrupt change in its optical properties when the strength 
of an external magnetic field, applied normal to the director (z -direc- 
tion in Fig. 6), exceeded a well-defined threshold. (In the original ex- 
periment one wall of the cell was concave in shape so as to give some 
variation in the cell thickness.) Fréedericksz further noted that the 
strength of the magnetic field at threshold was inversely proportional 
to the cell thickness d.'' This Fréedericksz transition is now a well - 
studied phenomenon, and has found applications in liquid -crystal 
display devices. The transition is essentially due to the magnetic 
alignment of the hulk sample directors at sufficiently high field 
strength. However, both the abruptness of its onset and the relation- 
ship between the threshold field strength and the cell thickness are of 
theoretical and practical interest. Here we will use the continuum 
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theory to calculate the various properties of the Fréedericksz transi- 
tion. From Fig. 6 we get 

n x = cos8( x ), 

n y = 0, 

ni = sinfl(x ). 

z 

Y® X 

41> ;rr X f 
441. x X x 414. 

x r. x 
f X x ., 

44> Z I x 
M x 7 x M 

z .40 

/M.__ x-- x=0 =t11F 

Fig. 6-Local nematic directors in a Fréederlcksz cell when H > HF. Dotted lines indi- 
cate the equivalent tilt configuration of the directors. Tilt angle B is defined 
as shown. 

From these expressions one obtains 

and 

¡_ (x)12 
LC'r(i)J77 1 

+ X n(/')]2 LdB(dx J 

- K [Hn(r')1 = -K H2sin2B. 

Substitution into Eq. ]7] and application of the Euler-Lagrange 
equation results in 

M2 

d2 

+ sinBca;N = O. 

Using the same manipulations as those for Eq. 1111, we get 

[17] 
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(d0) 2 

C 
sin20 

d.r 
- [18] 

The constant of integration C is obtained by noting that. from the 
symmetry of the problem, dO/dx = 0 at x = O. Defining 0(x = 0) as 0M, 

we get C = sin2OM/EM2, and 

d0 = f 1 Vsin20,1 - sin20, 
d ,1 

[19] 

where the + sign corresponds to the solution in region x < 0 and the 
- sign corresponds to the solution in region x > 0. Since the solution 
is symmetric about x = 0, we will choose the + sign in the following 
calculations. Integration of Eq. [19] yields 

or 

x B(xl 

dx__ 
f dB' 

+ V sin20m - sin20' 
0 

2 

l(.)+ x)S1I1BM = 

mx1 

I/dO' Lsinem 

[20] 

where -d/2 _< x -< 0. The solution of Eq. 120] will proceed in two 
steps. First 0M will be determined as a function of EM (or of H, since 
EM = K/JX/H). Then this OM(H) can be substituted back into Eq. 
[20] for the solution of 0(x.) as a function of H. 

From the definition of OM we get 

dt 
sir" = 

-4 1 J 
de: 

,( /1 ( sin« l2 
1/ \sinOM/ 

[21] 

This equation can be solved graphically as in Fig. 7 by plotting, as a 

function of sinOM, the left- and right-hand sides on the same graph 
and locating the points of intersection. By expanding the integral on 
the right-hand side of Eq. [21], denoted here as L (sine M), for small 
values of OM, we get the slope 

dL (sine m) 

d sine 
7f 

= 9 
Om 0 

Therefore, for d/(2EM) < it/2 the only solution of Eq. [21] is OM = 0. 

422 RCA Review Vol. 35 September 1974 



ELASTIC CONTINUUM THEORY 

However, when d/(2EM) > 7r/2, a second solution with BM 0 is ob- 
tained that gives lower free energy than the HM = 0 solution. The crit- 
ical magnetic field HF for the transition is found by equating d/(21m) 

4.0 

3.5 

3.0 

2.5 

2.0 

1.5 

1.0 

05 

k 
LlsinBM) -I aB 

0 1_( m 2 

ls 

sin9M 
2CM 

L( sin BM ) 

.4 6 8 1.0 
sin BM 

Fig. 7-Graphical solution of Eq. [211. 

and it/2. Substitution of K/..5 X/H for EM gives 

/K r 
HF x d' [22] 

which agrees with Fréedericksz's observation that the threshold field 
strength varies inversely with the thickness of the sample. The form 
of Eq. [221 can be understood by a simple plausibility argument. In 
section 3.2 we have seen that the magnetic coherence length EM can 
be thought of as that length below which the magnetic field does not 
have much influence on the relative orientations of the directors. By 
applying this interpretation of EM to our present example it is clear 
that only when EM < d/2 would it be possible for the magnetic field to 
have significant influence on the orientations of the directors. There- 
fore, we would estimate 

K 2 IIF 
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Fig. 8-Tilt angle of the directors at the center of Fréedericksz cell, OM, plotted as a 

function of reduced field H/HF. For H/HF slightly greater than 1, ()M behaves 
as ^'(H/HF - 1)112. 

which differs with the exact result only by a factor of a/2. In Fig. 8, 
0M is plotted as a function of H/HF. For H HF, Eq. [21] can be ex- 
panded around 0M = 0 to give 0M cc (H - HF)1 /2. 

Having obtained OM(H ), we can now determine 0(x) as a function 
of H. By writing d/2EM = 7rH/2HF, Eq. 120] is put in the form 

r ll ( 9x\ 
/F1 + fsin(>'n1 

f 
o 

dO' 

sin« 
SIIIONI ? 

[23] 

The right-hand side can be numerically integrated on computer, and 
the results 0(x) are plotted in Fig. 9 for three different values of H. 
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Fig. 9-Tilt angle of the directors plotted as a function of position in a Fréedericksz 
cell for three different magnetic field strengths. 
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The Fréedericksz transition can be induced by an electric field as 
well as by a magnetic field. The threshold electric field in that case is 
given by 

or 

ir 
4rK 

FF 
d E ' 

VF = EFd = 7r)%4K 
t1E 

[24] 

[25] 

For K -, 10-6 dyne, Jx - 10-7 cgs unit, ,E - 0.1, the critical magnet- 
ic field HF is 10 Oe for d 1 cm, and the critical voltage is - 10 V, 
independent of cell thickness. 

To conclude the discussion of the Fréedericksz transition, we note 
that for H > HF (V > VF) there are two equivalent tilt configura- 
tions of the directors, denoted by the solid and the dotted lines in Fig. 
6. In practice, for H > HF (or V > VF) both tilt configurations are 
usually present, and regions of different tilt patterns are separated by 
visible disinclination lines. 

z 

END VIEW 

Fig. 10-Two views of the local directors in a cholesteric liquid crystal. In order to in- 
duce the cholesteric-nematic transition, a magnetic field H is applied per- 
pendicular to the cholesteric helical axis. The angle O used in the calculation 
is defined as shown. 

3.4 Field -Induced Cholesteric-Nematic Transition 

Consider a sample of cholesteric liquid crystal placed in a magnetic 
field H, with the field direction perpendicular to the cholesteric heli- 
cal axis as shown in Fig. 10. From Eqs. [5], and 16], the free energy of 
the system over one period (or pitch) of the helix, X, can be written as 
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F(X) 
:1 

¡'22 
2 J 

ld.r {L 
0 

ñ(r1C X n(r) - o - h..2 //2 
sin2B [26] 

where A is the area of the sample in the y -z plane, assumed to be a 
constant, A0 is the pitch of the cholesteric helix at H = 0, 1) is the 
angle between a local director and the y-axis as defined in Fig. 9,and 
x = 0 is defined by any point at which 11 = 0 (or ir). With 

n,=0, 
11 = cOS1i( .Y ). 

ilz = s1n8(.1'), 

we have 

and 

ñ(r) C' x il(r) - ("(r) d.r 

F(X) K22A 
rr L-11)_7 12 X //'sin28 

1 = -Jo ds Ld.t XoJ K22 I 
[27] 

Here, we have to remember to take the absolute value of d1!/dz. Ap- 
plication of the Euler-Lagrange equation yields 

2-d f + sinNcor-B = 0, 1 

which, as seen previously, can be put in the form 

(dH)2 
M2(12 - Slll`B, [28] 

where k 2 is an integration constant. At H = 0, it follows from Eq. 1271 

that (dO/dx) equals a constant, (r/X0). Therefore, k must behave as 
-H for H 0 in order to cancel the H2 from 1/EM2 in Eq. 1281. Writ- 
ing Eq. 1281 in the form 

N 1 

1111 = 
±1-,k 

k2sin20, [28a] 

we note that for finite values of H, dO/dx is no longer a constant. 
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Plotting the z -component of the local director, nz = sinO(x), as a 
function of position along the helical axis (x-axis) reveals that the si- 
nusoidal pattern for n1(x) at H = 0 becomes distorted at finite values 
of H as shown in Fig. 11. The distortion makes nz(x) more square - 
wave -like and lengthens the pitch of the helix. Both of these effects 
can be understood on the basis that alignment along the magnetic 

Ind 

H=0 

H=0.9Hc X= 1.212X° 

.5 1.0 1.5 

Xo 

Fig. 11-Component of the cholesteric local director along the external field direction 
(z) for two different magnetic field strengths. Note that at finite field strength 
the helical pitch is lengthened and the sinusoidal shape of the curve at H = 
0 is distorted, becoming more square -wave -like. 

field direction lowers the energy of the system. The ± signs for dOldx 
indicate the two possible senses of the helical twist. Since they are 
equivalent, we choose the + sign in the following calculation. From 
the expression for d B/dx we can get an expression for the pitch A: 

a = f dx = f dBé = 

= 21,,kf z 
dB 

° {, 1 - k 2sin2B 

0 ° 1/1 - h, zsin2B 
dB 

[29] 

At this point, it becomes necessary to know k2 as a function of H. To 
do that, we must substitute Eq. [28a] hack into Eq. [27] and minimize 
the average free -energy density by varying k2. Let us rewrite Eq. [27] 
as 
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g - 2F( X) 

ga2h 22A 

sin'B 1 
(1021%12j' 

M oz 2 
, 

1 f 1 

dNdB\1 - k2sin2B - 1 

[30] 

where g is a dimensionless average free -energy density and yo 
r/Xo. Substitution of Eq. 128a] for dx/d 11 and expansion of the terms 
in the integrand gives 

g = 1 - r + {, 90 Jo dd 1/1 - h, Zsin2B 1t [31] 
90 2 2425 512. 

Detailed steps leading from Eq. 130] to Eq. [31) are given in the Ap- 
pendix. Differentiation of g with respect to k 2 yields 

dg 2r d 
dk2 X2godl;2 

X y l- k2 sin20 

dX 2 
= - 

dk2 go 
r 

2 

lm 

d f"dB 
k%1g0 SMgod/`2 JO 

1 1 

Vigo 21 
M2 k`qo 21512 

I fJ 'd0 1/ - /;2sin2B . 

kMgO o 
[ 32] 

The desired equation for determining h as a function of H is ob- 
tained by setting dg/dk 2 = 0: 

Define 

C-2 K2s r 'l 1 

MgO = pX Ha r f dBj/1 - k2sin20. 
o 

F;,(h, ) _ f 2 
dB 

Jo 1/1 - k2sin20 

E2( k) = J dd j/1 
- k2 sin20 

[33] 

where E1 and E2 are the complete elliptic integrals of the first kind 
and the second kind, respectively. Eqs. [29] and [33] can he put in the 
form 

= 2151kF:,(k), 

and 
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/47rK.,1 rr' , ' 

) 7fH 

A0 k 7r 
F'1( ` )> 

Combining the two equations yields 

4 
= 2F,dk)F,,(k). [34] 

E i(k) diverges at k = 1. Therefore, Eq. [34] has a singularity when 

= 
., Fd' 1) = 

> 

A0 7r - 

which defines a critical magnetic field 

Krrz 
[35] 

If one takes K22 - 10-6 dyne, x 10-6 cgs units, c, - 10-4 cm, Tic 
is ' -50 kOe. A similar threshold can be obtained if the magnetic field 
is replaced by an electric field: 

E, = í E _ , 
[36] 

Eqs. [29], [33], [34], and 1351 were first obtained by de Gennes.12 In 
terms of He, Eq. [33] can be put in the form 

H`k = F,.>(k). [33a] 

For H > He this equation has no solution. When H < He, the values 
of k ranges from 0 to 1 as plotted in Fig. 12. In Fig. 13 we show a plot 
of A/A0 vs. H/He. At H = He the pitch diverges and the cholesteric 
phase transforms into the nematic phase. Experimentally this curve 
is well verified.13"4 

Finally, it should he noted that if the field is initially applied paral- 
lel to the helical axis, the cholesteric helix would usually rotate at H 
< He so as to make the field perpendicular to the helical axis. There- 
fore, the geometry shown in Fig. 10 is always the situation seen exper- 
imentally just before the field strength reaches the cholesteric-nema- 
tic transition threshold.14 
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Fig. 12-Solution of Eq. 133a 1. 

4. Concluding Remarks 

The above discussion of the continuum theory of liquid crystals is by 
no means complete. There exist many more effects that can be de- 
scribed by the continuum theory, either in its present or modified 
form. In view of the diverse applications of the theory, the selection 
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2.2 
X 

o 
2.0 
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1.4 
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1.0 
.92 .94 

H 
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98 1.00 

Fig. 13-Ratio of the helical pitch In finite field tó the pitch in zero field, X/Xo, plotted 
as a function of reduced field H/Hc. The divergence at Hit!, = 1 is logrith- 
mic in nature. 
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of the four examples discussed in this paper is based on the consider- 
ation that they all have practical relevance to liquid -crystal display 
devices. It is hoped that their description by the continuum theory 
can, on the one hand, demonstrate the power and the flavor of the 
theory and, on the other hand, complement the discussion of the de- 
vice physics aspects of these effects in other papers of this series. 

Appendix 

In this appendix we show the steps leading from Eq. [30] to Eq. [31]. 

From Eqs. [28a] and [301 we have 

1 kEn ( '2171 - k2sin20 
g 

0 1/ 1- k2sin20 j k9ont 

1 - kzttsin2B sin29 

k2902 Sm2 q02 1m2 

kkM ('"dB dO 97r+ 
1 

` ° 1 - k2sin2// X90 k"9o2 

r 1 A 

X J de 111 - k 2sin20 dx sin2B. [37] 

By writing sin2/i = (1/k2) - EM2(dO/dx)2, the fourth term in Eq. [37] 

can he simplified as 

902x1m2Jo 
dx sin20 = - 

k29o21t2 + 902X Jo \dx)dd 

,29ó 
5twt2 + Dklat902 Jod0/11-17k2911120 

Therefore, 

[38] 

g = 1- 97-+ 
2 2fdB11 - k'sin2B 

12 
[39] 

90 k19ó o k 90 tz 
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Electrohydrodynamic Instabilities in Nematic 
Liquid Crystals 

Dietrich Meyerhofer 

RCA Laboratories, Princeton, N. J. 08540 

Abstract-The threshold condition for the Williams -domain hydrodynamic instability in 

nematic liquid crystals is reviewed. A calculation of threshold village is per- 

formed that is a generalization of previous results. One simplifying assumption 

(fluid flow along the boundaries is finite) is used that allows an analytical solu- 

tion as shown of the problem. It is shown that this assumption leads to only a 

small error. The threshold voltage and domain spacing are calculated for 

MBBA as function of frequency without any adjustable parameters and found 

to be in excellent agreement with experiment. The range of applicability of the 

conduction regime (Williams domains) is discussed. 

Introduction 

The best-known electrohydrodynamic instabilities in liquid crystals 
are the kVilliams domains) They are observed when an electric field 
is applied to a thin layer of a nematic liquid crystal having negative 
dielectric anisotropy and sufficient electrical conductivity. They 
manifest themselves as a set of parallel straight lines separated by a 

constant distance that is approximately equal to the cell thickness. 
They appear above a well-defined threshold voltage and exist in their 
original form over only a small voltage range. At higher voltages, the 
pattern becomes more complicated and leads to heavily scattering 
turbulence (dynamic scattering).2 

The structure of the domain instability is well -understood qualita- 
tively.:t The liquid flows in cylindrical motion at right angles to the 
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domain walls, which represent the vortices of the motion. The hydro- 
dynamic motion is not visible directly, but becomes manifest because 
of the anisotropy in index of refraction. The pattern is only visible for 
light polarized perpendicular to the domain walls, which means that 
the director (parallel to the optic axis) is located in the plane perpen- 
dicular to the walls. The flow and alignment pattern in this plane are 
sketched in Fig. 1, following Penz.3 

o 

ó X 

Fig. 1-Cross section through a liquid crystal cell at right angles to the domain lines. 
The solid lines indicate the director orientation n, the dashed lines represent 
the flow v. 

It should be noted here that hydrodynamic instabilities are also 
possible in isotropic liquids. Examples are the interaction of thermal 
gradients and gravitational forces (Bénard's problem4) and electric - 
field -driven flow under space charge lintited current conditions.5 The 
latter is the likely cause of flow that has been observed in liquid crys- 
tals above the nematic-isotropic transitions (N -L point). In contrast 
to this, the instabilities discussed here depend on the anisotropic na- 
ture of the material parameters. 

The nature of the Williams domain instability was explained by 
Helfrich who calculated the threshold voltage of domain formation 
for the case of do voltage and one-dimensional geometry. The calcu- 
lations were extended to ac fields by Dubois-Violettes and to two- 
dimensional geometry by Penz and Ford.9 They show good qualita- 
tive agreement with measured thresholds. 

In this paper we will extend the threshold calculations to show how 
the instability arises and to combine both frequency dependence and 
two-dimensional features. We will compare the results with measured 
values of threshold voltage and domain spacing as function of ac fre- 
quency.10 Good quantitative agreement will be demonstrated. 
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Nature of the Instability ani the Balance of Forces 

We now calculate the threshold of domain formation following the 
concepts of Helfrich.? We consider a thin planar cell with electrodes 
on the two surfaces. We assume that the dielectric anisotropy is nega- 
tive (,e = ep - e1 < 0) and that the liquid crystal is aligned uniformly 
parallel to the surface by suitable surface treatment. The geometry is 
that of Fig. 1; the director lies in the x -z plane and is parallel to the 
x- axis at the surfaces. There is no variation in the y- direction and all 
variations in the x -direction are periodic with period A. In this geom- 
etry, the electric field alone does not distort the liquid and any insta- 
bility must he of hydrodynamic nature. 

To calculate the threshold, we assume a small fluctuation of the di- 
rector H(x,z) and calculate whether the fluctuation grows or decays in 
time. In the absence of applied fields, there is only an elastic torque 
(I'elasi), which tends to restore the uniform alignment. An applied 
electric field in the z -direction produces two kinds of forces. First, 
there is a purely dielectric restoring torque (I'd1el) due to At < O. Sec- 
ond, the anisotropy in the conductivity produces a charge separation 
(similar to the Hall effect) through which the applied field exerts a 
force on the mass of the liquid causing it to flow. The nonuniformity 
of the flow (shear) produces a torque on the director (1',.;se) that is in 
such a direction as to increase the fluctuation. The magnitude of "die! 
and 1',.;se both increase as the square of the applied field so that, if 
I',.;s,.l is larger than I I'dieI , there will exist a field at which I(l',.;s, + 
I',l;el)J is larger than I 1 and the alignment will become 
unstable. 

In calculating the torque, we make the assumption that N « it/2. 
This will lead to linearized equations and all torques will be propor- 
tional to H. This permits an accurate calculation of the threshold, but 
does not allow the determination of the distortion above threshold for 
which higher order terms in H are required. 

Dielectric Response 

Apply an external field E° = V/d. Thus, the field in the sample is 
given by E = (Ex, 0, E° + Es') where Ex, Ez' « E°. Because 7 X E = 
-aR/at = 0, 

óE, c3E, óE,' 
az - óx - d xx ' 

[11 

The director n lies in the (x, z) plane at, angle H to the x axis, son = 
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(cosO, 0, sin()) z (1, 0, 0). The dielectric and conductivity tensors (t, a) 
are both uniaxial and parallel to n, and are given by 

E¡; = ti(Si) + _Semi) 

JE = E - El. 

[2] 

with an identical relationship for a. If we keep only first order terms 
in B, EX, E,', we obtain 

nx = (Ex + JEBF, = E,E, + JEBE) 

/). = JEME, + E1Ez = E1F.° + E1Ez', 

j, = aEx + JaBE° 

Jz = a1E° + alEz : 

The free charge is given by 

dE, 00 aE.' 
p = C- D- c, 

óx 
+ JEE°óx + E1 á2 ' 

and from the charge continuity equation 

-áp óEx 06 OE,' 
at = C i= a, 

á.r + JaF.°óx + al 
áz ' 

[3] 

[4] 

[5] 

[6] 

Eqs. J1J,15J, and 161 define EX, Es', and p in terms of Eo and d(1/dx. 

Hydrodynamic Effects 

The hydrodynamic equations describe the relationships between the 
applied forces and the fluid velocities. As given by Leslie," in linear 
approximation, they are 

F,+ ax' =o [7] 

for the isothermal, steady-state case. Here, F is the applied body 
force 

F = pE = p(0.0.E°) [8] 

and o is the viscous stress tensor Gr'ii is as defined by Penz9). For an 
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incompressible fluid, there is the additional requirement 

v = 0, [9] 

where y is the fluid velocity. 
The viscous tensor as obtained from thermodynamic consider- 

ations and symmetry properties is defined in terms of velocity gradi- 
ents and director orientations as 

where 

= pó; + alZnkn/Akln;ni + a2niN; + 
k! 

+ a4Ar + a5ZninkAk; + aóEn;llkAkj, [10] 
k k 

i au, A = 
(ari - + a.Y,), 

N -,,-[C x y] x n, 

p is the hydrostatic pressure, and the ai's are the viscosity coeffi- 
cients. The velocity gradients are assumed small, so that the only 
non -zero terms are 

.and 

aux 1 faux auz 
AL, = A = A= z dz + aX 

\ 

au, 1 (au,, au2 A= 
a2' N, = 7. 2\ az - óx 

au a' = (a, + a4 + a5 + a6) --F; 

a/ = 1<-a, + a4 + a6) -Fr z + 2(a3 

1 au, 1 ar, ="1-a2 + a4 + 
a5)Óx 

+ 
2(a2 

aUl 

a ` = a4az' 

+ a4 + 

+ a4 

Inserting Eqs. [8] and [12] into Eq. [7], we obtain 

+ 

[12] 
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aaxx' aaSz' aP a2ux --E' 
= = = ax + az ax + (a + as + a5 + as) xz 

1 a°uZ 
1 a'u + (-a3 + aq + a6 a) ra + -(a + as + as 2 [13] 

aa,x' 
a t , 

= -pF'o = ax + az az 
+ a, 

aiz + 2(-a2 
a2V: 1 

a2t'x + a) + -(a, +. a., + as)axaz 

+ a, 

[14] 

Eqs. [91, [131, and [14] can be solved for vx, v2, and p in terms of p 
which was previously defined in terms of d H/dx . 

The Boundary Value Problem in the Conduction Regime 

The boundary conditions of the two-dimensional problem are that H, 

Ex, vx, and vz all must be zero at the electrodes (z = 1d/2). Penz and 
Ford9 have solved the various equations for these boundary condi- 
tions in the do case. The solution had to he obtained numerically, 
which obscures the physical processes. 

We can obtain a much simpler solution by relaxing one boundary 
condition and letting vx be finite at the electrode. While this can not 
be the case in practice, due to viscous forces, we will show below that 
the approximation is a good one. Penz3 demonstrated experimentally 
that the distortion of the director above the Williams domain thresh- 
old may be described as 

H = H° sin y.r cos grz, [15] 

where yz = 7r/d, qx = 2r/.1. This is the pattern plotted in Fig. 1. By 
inspection, and by making use of Eqs. [1] and [9], we can write the 
simplest trial functions 

E, = Ex' sin q,.x cos q,z 

E! = SE,' cos qx.r sin yzz 

u, = St',' sin q,_Y sin qzz 

1,, = u,' cos qxx cos q.z 

[16] 

where S = yz/yx = .1/2d. The corresponding flow pattern is indicated 
in Fig. 1 (the figure anticipates u2' being negative). 
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Inserting the values of Ex and E2' in Eqs. 15] and 161 and solving 
for p; one obtains 

+ Szfl ap -[S2E1.,aF.°fl° 
cos p + a + S -'al dt 

f a + 5'a1 qx 

q,a cos qz1. [17] 

Let the applied field be sinusoidal, 

E° = 112F.'o cos wt, [18] 

and assume that (I and v are independent of time. This defines the 
conduction regime of Dubois-Violette et alb in which Williams do- 
mains can exist. Thus Eq. [17] is solved to obtain 

where 

COS wt + wr sin wt 
p = -raHi '' 2E + w2r2 qx I° cos q,x cos qrt, [19] 

E, + ti2E1 
T aR - 

-1a 
- 

in the notation of Dubois-Violette. r is the equivalent dielectric relax- 
ation time. 

Inserting Eqs. [18] and [19] into Eq. [5], one obtains 

ra cos wt + wr sin wt 
+ .,E cos Wt !I 

1 + w2r2 
0Eoe° [20] + S2E1 

the desired relationship between Ex and O. 

Next, we insert Eq. [16] into Eqs. [13] and 1141 and eliminate p to 
obtain 

On, + (a, + n + 772)S2 + n2S°¡uZ sinqrx cos g:2 = -Ea p> 

[21] 

where n t = 'h(-a2 + a4 + a5), 772 = 1/2(a3 + a4 + a6) are the Helfrich 
viscosity parameters (Penz and Ford9 use the same notation, but in- 
terchange n, and n2). The left-hand side of Eq. 1211 is time indepen- 
dent, so the right-hand side can he averaged over time (after inserting 
F.q. [ 19]) to obtain 
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-Ta1,E02(gs20° sin q,x cos gzz)1 +1,02,2. 

Therefore, 

--0'42 Tall 
Uz 

q,f(1 + S2)(17 1 
+S27/2) + S2a] 1+ w2 7.2* 

The Torque Balance Equation 

[22] 

We can now calculate the various torques acting on the director. Be- 
cause of the two-dimensional geometry, only the y -component of the 
torque is non -zero. The dielectric and elastic torques are obtained 
most easily by taking the functional derivative of the free energy with 
respect to 0.8 

-a F 
- aH 

The elastic free energy is given by Frank 12 as 

FPiA, _[kii(0n)2 + k22(nC X n)2 + k33(n x C x n)2] 

k ran, ¿MN /_33 an, an, \2 
_ ., \ ax + az ) + 2 ( 8z - ¿ix) . 

Inserting the values for n, and keeping only linear terms, 

[23] 

['24] 

ate 101 
lela ,, k11az2 + k330a-i2) 

= g12( k33 + S2k)00 sin qrx cos qzz. [25] 

This is a restoring torque (I'/O > 0), i.e., it tends to decrease 0o. 

The dielectric free energy is 

Fe;ei = E D. [26] 

Making use of Eq. 121 and the exact value of n = (cosh, 0, sin0), one 
obtains 

I'aei.r = Ez(E., + EzB). [27] 
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Inserting Eqs. [151 and [201 into Eq. 127] and averaging over time, one 
obtains 

IAicl.y = 11 

Ta(1 + (.4,272)-1,T2)- + 
l Eu + S2EL 

1 
T(7 II 0)2T2 

_ 
E, + S EL 1 + w2T2 

+ 1} No sin q,x cos q,z 

a 
+ (1 + 52)a, + S2a1 

No sín g,x cos gzz [&] 

for ,E < 0,110 > 0, and this is also a restoring torque as predicted. 
The viscous torque that the flow exerts on the director is given 

by9, l 3 

i 
.iK., = axz - (r:: 

1 auz I avx 
= (a, - a3 + at; - a5'dx + 3(a3- a., + ag - a5) -a7 

ar au., 
= -''ó.r + h.2az 

= g,l,.'( K, + S2K,) sin g,x cos grz 

E02( K, + S2K2) Tau 

711 + (a1 + )71 + n21S2 + 772S' 1 + w2T2= 

[291 

00 sin q,x cos q;z. 

where Eq. [22] has been used. ti, and K2 are the combinations of vis- 
cosity parameters Helfrich7 calls the shear -torque coefficients. If the 
Parodi relationship13 (as - a5 = a2 + a3) is used, they become 

K, _ -a2, K2 = a3. [30] 

Since K, is larger than K2 and positive, l',,se/9 < 0 and this can be 
seen to be the driving torque. 

All three torques have the same spatial dependence and are pro- 
portional to 9. This confirms that our set of trial functions, Eqs. 116], 

are consistent. The threshold for domain formation may now he cal- 
culated by setting the sum of the torques equal to zero. Alter some 
rearrangement, 

' ( !1 , + S2K2)(I + S2) 
= [(h,33 + S2k)(1 + W2 ii)] [(] + 2)(n, + S2n2) + S2a, 

anEl - altu (1 + S2)al (1 + S2)(1-1[31] 
a, + S2al 

+ .,E + S2al 
+ w2T2 .,E 
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where 

T = 
01, + 5201 

E + S2E1 

Eq. 1311 has been cast in this form to allow comparison with previous 
work. If w = 0, Eq. 1311 of Penz and Ford9 is obtained (a is very small 
or zero); if w = 0 and S = 0, Eq. [5.2] of Helfrich;7 and if S = 0, Eq. 
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Fig. 2-Plot of Eq. (32) for MBBA (Table 1): S = A/2d versus V. The parameter is the 
reduced frequency w'. The dashed curve is the domain spacing given by 
Penz and Ford.9 Instability occurs at the point on the curve where the volt- 
age is a minimum. 

¡111,9] of Dubois-Violette8 (except for a different definition of the vis- 
cosity factor). We note, however, that Penz and Ford's Eq. 1311 has a 
different meaning, because it simply relates E0 and the various 
values of S that form the more complicated solutions to the exact 
boundary value problem (q2 is not defined a priori). In the present 
case, the form of the solution has been given in Eqs. [ 15] and (16] and 
qz has been defined as'a/d. Therefore, we can rewrite Eq. 131] 
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º z 

V, h2 = x2(k + S2ki,)(1 + w=T2) 
K, + S2K2 a,el - aLe 

S 7, + S272 a, + S2a_ 

1 + S2)0.1 1 + z -, 

+ _le 
(ai + ( 

+ (027-22 .e 
e, + S2el1J 

[32] 

which relates the applied voltage V to the domain spacing A. The 

threshold voltage is determined by minimizing V with respect to S. 

Eq. [32] demonstrates that the relationship is independent of cell 

thickness, which also appears to he the case for the exact result.9 

Table 1-Material Parameters of MBBA' 

Iz = 6.10 X 10-12 newton 
k3, = 7.25 X 10-12 newton 

fll = 4.72 
el = 5.25 
n, = 103.5 X 10-' kg/m/sec 
nz = 23.8 X 10-3 kg/m/sec 
a, = -77.5 X 10-3 kg/m/sec 
a3 = -1.2 X 10-3 kg/m/sec 
all/al = 1.5 

Numerical Results and Comparison with Experiment 

Eq. [32] is plotted in Fig. 2 for various values of the normalized fre- 

quency w' = w/wc = wTc, Tc = ell/all. The numerical values used are the 
same as those used by Penz and Ford9 for MBBA (Table 1). For com- 

parison, Fig. 2 also shows the complete solution of these authors (w = 

0). As can be seen, our approximation leads to a somewhat lower 

threshold, because we have neglected the viscosity force of the walls 

on the liquid. Note that the threshold for the one-dimensional case (S 

= 0, qx = w/d in Eq. 1311), 2.57 V, is considerably in error. From the 
curves of Fig. 2, the values of threshold voltage and the corresponding 
domain spacing are obtained as a function of voltage. They are plot- 

ted in Fig. 3 as a function of frequency. Also shown are experimental 
results of MBBA taken from the paper of Meyerhofer and Sussman'° 
for a 10- µm -thick cell of MBBA with the alignment parallel to the 
surface. Since the conductivity had not been measured independent - 
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ly, the experimental data were normalized to agree with the calculat- 
ed threshold at the highest frequency. The agreement is very satisfac- 
tory and shows that the inconsistency discussed in Ref. [101, that re- 
sulted when the actual values of A are inserted in the Orsay equation, 

so 
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Fig. 3-Threshold and domain spacing as function of w . the lines are calculated from 
the curves of Fig. 2, and the points are the experimental results.10 The only 
adjustment of the data was to determine r° = EII/a11 by fitting the measured 
threshold to the calculated one at one frequency, because the value of all 
was not available. 

is due to the one-dimensional nature of that theory, and it disappears 
when the two-dimensional calculation is performed. The good agree- 
ment is further demonstrated in Fig. 4, where the threshold voltage is 
plotted versus domain size (Fig. 2 of Ref. 1101) and the calculated 
curve has no adjustable parameters. 

Range of Applicability 

The calculations we have performed apply to the "conduction re- 
gime" because of the assumption that 11 is constant in time. The range 
of this regime has been discussed in detail by Dubois-Violette et al8 
and shown experimentally by Meyerhofer and Sussman.1) The low - 
frequency limit varies as d-2; below this frequency both O and p are 
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time dependent. The upper frequency limit, near wc, is independent 
of thickness; above this frequency the dielectric regime applies, where 
p is constant and /) varies. 

The conduction regime as described by Figs. 2 to 4 occurs in suit- 
ably doped nematic liquid crystals of negative dielectric anisotropy. 
This can he seen qualitatively by studying the denominator of Eq. 
1321. The first (viscous) term must be larger than the second (dielec- 
tric) term for the denominator to be positive and instability to occur. 
This restricts negative values of _1E to the range -2 to 0 for materials 
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Fig. 4-The data of Fig. 3 plotted as domain spacing versus threshold with frequency 
as parameter. The crosses are the experimental results.10 There are no ad- 
justable parameters. 

similar to MRBA and PAA (K1/nl = 0.75, ap/al = 1.5 > Ep/E1). For 
such materials, the threshold increases strongly with frequency, lead- 
ing to a cutoff of the conduction regime near wry = 1. 

Eq. 132] shows that instability can also take place for .,r > 0, as dis- 
cussed by Dubois-Violette8 and Penz.14 In that case, the threshold 
voltage becomes independent of frequency at high frequency, but this 
is not a conduction regime because Vth is then only dependent on k 

and E. Furthermore, this threshold is higher than that of the dielectric 
Freedericksz transition15 for the case of the entire sample deforming 
uniformly (S = 0, Vti, = irk i i /._SE), and so will not occur. In fact, 
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Williams domains will occur only over the range of _Se from 0 to ap- 
proximately 0.5. These considerations are in agreement with experi- 
mental observations.16 
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Liquid -Crystal Displays- 
Packaging and Surface Treatments 

L. A. Goodman 

RCA Laboratories, Princeton, N. J. 08540 

Abstract-Electrode materials and techniques for cell construction are presented. Next, 

the common surface orientations and the methods for obtaining them are de- 

scribed. Third, two examples are given that demonstrate the relationship be- 

tween packaging technology and liquid -crystal alignment. 

1. Introduction 

For the proper operation of liquid -crystal display devices, appropri- 
ate cell construction and surface treatment methods are necessary. In 

this article, first, some of the general packaging techniques that are 
being used today are outlined. Second, the common conductive coat- 
ings are listed and 'standard preparation methods given. Third, the 
diverse surface treatment methods are summarized and, finally, some 
relationships between cell construction and device operation are dis- 
cussed. 

2. Packaging 

The standard sandwich cell configuration for liquid -crystal displays 
is schematically illustrated in Fig. 1. Normally, low cost soda -lime 
soft glass is used. However, more expensive borosilicate and fused sil- 
ica substrates can also be utilized. The spacing between top and bot- 
tom glass plates varies from 5 to 50 µm with nominal values being in 

the 10 to 20 µm range. The spacer composition is restricted by possi- 
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ble chemical reactions with the liquid crystal. Glass frits and relative- 
ly inert organic materials such as Teflon and Mylar can he used as 

the spacer materials. 
The sealing materials are limited both by the need for compatibil- 

ity with the liquid crystal and by the need for a fairly hermetic seal 

GLASS 
PLATE 

CONDUCTIVE 
COATING 

SEALING 
MATERIAL 

SPACER 

LIQUID 
CRYSTAL 

Fig. 1-Side view of schematic representation of a liquid -crystal cell. 

since both moisture and oxygen can react with many mesomorphic 
systems in a deleterious fashion. Other criteria for selecting sealing 
materials are thermal expansion match with the glass plates, bonding 
strength, sealing temperature. and manufacturing cost. Glass frits, 
solder glasses, and polymeric materials are suitable sealing materials. 

3. Electrodes 

At least one of the conductive coatings in a liquid -crystal display 
must he transparent. The most common transparent conductive coat- 
ing material is a mixture of indium oxide and tin oxide. This material 
can be prepared by several different techniques which include (1) rf 
sputtering of indium-tin oxide powder targets,' (2) dc sputtering of 
highly conducting indium-tin oxide powder targets,2 (3) dc reactive 
sputtering of an indium-tin alloy,3 (4) thermal evaporation,4 and (5) 
high -temperature (400°C) bake -out of spun -on solutions.5 The sheet 
resistance of as -deposited indium-tin oxide coatings can vary from 2 

ohms/square up to many kilohms per square.2 After bake -out in air at 
temperatures in excess of 500°C, the resistance increases by a factor 
of 3 to 10.1,2 The required sheet resistance for liquid -crystal displays 
is in the 100 to 500 ohms/square range. The optical transmission of 
these films is excellent, and some typical results are given in Fig. 2. 

Another compound commonly used for conductive coatings is anti- 
mony -doped tin oxide, which is usually deposited by a pyrolitic spray 
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process at temperatures between 600 and 700°C. The chemical dura- 
bility, abrasion resistance, electrical conductivity, and typical trans- 
mission are all very adequate. Surface resistances as low as 40 ohms/ 
square can he achieved with a transmission in excess of 75-80%. 
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Fig. 2-Transmission versus wavelength for In203-Sn03 films deposited in argon to dif- 
ferent thicknesses.' 

The chemically deposited tin oxide suffers from two important dis- 
advantages as compared to the vacuum -deposited indium -tin oxide. 
At the high temperatures necessary for the spray deposition process, 
soft glass loses its flatness. The different approaches previously listed 
for creating the indium -tin oxide films can all he performed at suffi- 
ciently low temperature that the soft glass substrates do not warp. In 
liquid -crystal displays, where a relatively narrow spacing between op- 
posite electrodes is required, the loss in flatness caused by the spray 
process is a distinct drawback. 

Antimony -doped tin oxide can also he deposited by sputtering, but 
the sheet resistance is not as low as with sputtered indium -tin oxide. 
In addition, for the tin oxide concentrations normally used, the in- 
dium -tin oxide films can he readily etched in hydrochloric acid.3,6 
Antimony -doped tin oxide films are not readily soluble in acids or 
bases, but they can he etched by a procedure using zinc dust and hy- 
drochloric acid.? 

Reflective electrodes are readily obtained by the evaporation of 
metals-for example, aluminum or chromium. Other coatings such as 
layers of insulating dielectrics are also used to obtain specular surfac- 
es. These can be deposited by both electron -beam and thermal -evap- 
oration methods.4 
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4. Surface Orientation 

A unit vector called the director denotes the average orientation of 
the long molecular axes in any local region of the fluid. For the pur- 
pose of maximizing the contrast ratio of the display, it is desirable 
that the orientation of the directors be the same throughout the fluid 
whether the applied voltage is on or off. Two important examples of 
maximum ordering are shown in Fig. 3. For perpendicular (or horneo - 
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Fig. 3-Side view (A) of homeotropic and (B) of homogeneous orientations. 

tropic) alignment, all of the long molecular axes are perpendicular to 
the cell walls. Looking down through the cell, the fluid appears to he 
isotropic, and this state is optically clear. When the mesomorphic me- 
dium possesses uniform parallel (or homogeneous) orientation, the 
director is parallel to the cell walls over dimensions of a millimeter or 
more and points in only one direction. As observed in a top view, the 
fluid has the optical properties of a uniaxial single crystal with the di- 
rector describing the main axis (see Fig. 4A). The "head" and the 
"tail" of the director can he interchanged without changing the ob- 
servable fluid properties. 

There are two other examples of fluid orientation that are closely 
related to uniform parallel alignment. In the first case, the director 
also lies parallel to the cell surfaces. However, the director orienta- 
tion in the plane parallel to the cell walls is not uniform: rather, it 
changes randomly over dimensions on the order of micrometers. This 
orientation is known as random parallel alignment (see Fig. 4B). 

The second related example is the planar or Grandjean texture of 
the cholesteric mesophase. In the planar state. the main helix axis is 
perpendicular to the electrode surfaces of the cell. Consequently, the 
director is always oriented parallel to the surface with the orientation 

450 RCA Review Vol. 35 September 1974 



PACKAGING 

of the director varying in helical fashion with linear distance along 
the helix axis (see Figure 4C). 

Four states of hulk orientation have been described so far. Because 
of the long-range ordering forces that operate in liquid crystals, the 
preceding bulk orientations can be produced by the proper treatment 
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Fig. 4-Top view (A) of homogeneous orientation and (B) of random parallel alignment 
(the arrows reeresent the directors) (C) Side view of cholesteric planar 
texture. Length of director arrows Illustrates the amount of twist of each 
layer. 

of the surface region between the liquid crystal and the cell walls. 
The mechanisms of surface alignment have been poorly understood, 
hut recent investigations seem to he leading toward a better compre- 
hension of them. 

In his work on optical textures in mesomorphic materials, Friedel 
presented an interesting discussion of both the uniform parallel and 
perpendicular states.8 However, the techniques he describes for 
achieving these two states are rather cumbersome. Since that time, a 

number of investigators have described different methods for ob- 
taining perpendicular alignment. These have included chemical etch- 
ing,9"10 coating with lecithin,' (and physical adsorption of organic sur- 
factant additives such as the polyamide resin Versamid12 or impuri- 
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ties in the fluid13 that are the thermal decomposition products of the 
mesomorphic material. 

Petrie et a114 indicated that additives of certain surface-active mol- 
ecules such as tertiary amines, quaternary ammonium salts, and pyri- 
dinium salts produced perpendicular alignment. Specifically, Haller 
and Huggins1s reported that the quaternary ammonium salt, hexade- 
cyltrimethylammoniumbromide (HTAB), caused perpendicular 
alignment. 

Zocher's stated that uniform parallel alignment could be obtained 
if the cell surfaces were first unidirectionally rubbed. Various materi- 
als such as paper, tissue, and cotton wool were used to achieve uni- 
form parallel alignment. Chatelain17 hypothesized that the parallel 
orientation resulted from the forces generated by the presence of an 
adsorbed layer of fatty contaminants on the cell surface, and the di- 
rectionality was achieved by the unidirectional rubbing. However, he 
could not eliminate the possibility that mechanical deformation of 
surface might have induced the observed alignment. 

Several recent articles support the theory that physicochemical 
forces, e.g., van der Waals, hydrogen bonding, and dipolar forces, are 
dominant. Proust et al'8 have obtained both uniform parallel and 
perpendicular alignment by depositing monolayers of hexadecyltri- 
methylammoniumbromide (HTAB) from aqueous solution onto glass 
slides prior to the insertion of the liquid crystal between the slides. 
They stated that perpendicular alignment was obtained when the 
bromide compound was densely packed in the monolayer; conse- 
quently, the molecules were oriented normal to the glass slide. Uni- 
form parallel alignment was observed when the monolayer was less 
densely packed and the molecules were oriented parallel to the sur- 
face. They achieved the directionality necessary for uniform parallel 
orientation by withdrawing the glass slides from the bromide -con- 
taining solution in one direction. 

Kahn19 has also demonstrated the importance of physicochemical 
forces. He has prepared highly stable surface aligning conditions by 
the utilization of silane coupling agents that were chemically bonded 
to the glass surface. The preparation of the organosilane layer was af- 
fected by the nature of the metal oxide surface, the degree of surface 
hydration, and the pH of the solutions used for deposition. The al- 
koxysilane monomers of the general type RSiX3 were found to be 
quite useful for aligning liquid crystals. R is an organofunctional or- 
ienting group and X designates a hydrolyzable group attached to the 
silicon. Schematic illustrations of the cured coatings and the chemical 
formulas for the silane agents are given in Fig. 5. The lMOAP coat- 
ing resulted in perpendicular alignment of the liquid crystal; parallel 
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alignment of the mesomorphic molecules was produced by the cured 
MAP layer. 

Berreman20,21 calculated the difference in elastic strain energy that 
occurs when a nematic fluid lies parallel to grooves in a surface rather 
than perpendicular to them. As a consequence of his calculations and 
experimental observations made by himself and Dryer,1I Berreman 
has suggested that the anisotropy in elastic strain energy of' the liquid 
crystal is sufficient to induce the alignment of the fluid director par- 
allel to the grooves in the surface. Furthermore, he concluded that 
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Fig. 5-Chemical formulae for two silane coupling agents and their geometric relation- 
ship to a substrate when cured.18 

the elastic energy considerations explain the tendency of some nema - 

tic molecules to align perpendicular to a surface that is rough in two 
dimensions even if physicochemical forces would normally cause the 
molecules to lie parallel to a flat surface of the same solid. 

Creagh and Kmetz22,23 have recently suggested an explanation of 
surface orientation forces that is a synthesis of both the physico- 
chemical and geometric factor hypotheses. Using chemically cleaned 
tin oxide coated glass substrates, they investigated a number of dif- 
ferent surface aligning conditions. Thorough cleaning with chromic 
acid was required because they found that, in the absence of the 
cleaning, trace remnants of carbon on the glass surface caused nemat- 
ic fluids such as MBBA and PAA (p-azoxyanisole) to align with the 
long axes of the molecules parallel to the surface. With the appropri- 
ate cleaning, these materials aligned in the perpendicular state. 

The data presented in Fig. 6 summarizes the results of their tests 
on surface alignment. Cells were prepared with different aligning 
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Fig. 6-Matrix of alignment results for various grooving and surfactant conditions.23 

agents and either with or without grooves. The grooves were obtained 
by rubbing the surfaces with a diamond paste. Fig. 7 is a typical elec- 
tron micrograph of a rubbed surface. The tabulated results show that 
the evaporated carbon layer gave parallel orientation with the 
grooves providing the unidirectionality necessary for uniform parallel 
alignment. 

With both lecithin -coated and chemically cleaned surfaces, rub- 

3 

Fig. 7-Scanning electron micrograph of a substrate grooved with 1-µm diamond 

paste and then cleaned.23 
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king did not result in uniform parallel alignment. In both situations, 
perpendicular orientation occurred for no applied voltage. When a 
voltage was applied to the fluid, either one of two configurations ap- 
peared. With no grooving, the nematic fluid adopted the random par- 
allel condition, whereas when the surfaces were rubbed with the dia- 
mond paste, the nematic director adopted a uniform orientation in 

the direction of rubbing. 
As a result of their experimental observations,-Creagh and Kmetz 

claimed that the determination of whether a liquid crystal adopts the 
perpendicular or parallel orientation can be made on the basis of the 
relative surface energy of the substrate ánd the surface tension of the 
fluid. They asserted that when the surface energy of the substrate is 

low compared to that of the liquid crystal the fluid does not wet the 
surface, and intermolecular forces within the fluid produce the per- 
pendicular texture. However, if the relative surface energy of the 
solid is high, the fluid wets the substrate, and the long axes of the 
molecules align parallel to the surface. They also quoted the results of 
Proust et al18 in support of their theory. Apparently, the surface en- 
ergy is lower when the hexadecyltrimethylammoniumbromide mole- 
cules are densely packed on the surface than when they are diffusely 
packed. 

Their observation that the nematic director was normal to thor- 
oughly cleaned surfaces is somewhat at variance with the above con- 
clusions, since one would expect the solid surface to possess a high 
surface free energy, but they have given an explanation. The appar- 
ent discrepancy was presumably caused by the presence of a thin 
layer of water on the surface. They cited the results of Shafrin and 
Zisman,24 namely, that at normal relative humidity, the critical sur- 
face tension of glass at 20°C is about 30 dynes/cm for nonhydrophilic 
liquids. This surface water can only be removed by prolonged heat- 
ing. In further support of their theory, Creagh and Kmetz were able 
to achieve random parallel alignment on flame -fired platinum sub- 
strates. Fig. 8 is a summary of their results on the effect of surface en- 
ergy on orientation. 

In the model of Creagh and Kmetz, the main effect of grooving ap- 
pears to have been the provision of a preferred direction for the mole- 
cules in accord with calculations made by Berreman20'21 and Grab- 
meier et aí.25'26 The physicochemical forces determined whether the 
molecules were parallel or perpendicular to the substrate surface. 
They concluded that Chatelain's hypothesis was correct-that the 
conventional rubbing technique provided uniform parallel alignment 
by grooving an organic surface layer produced by the rubbing medi- 
um, be it cloth or paper. 
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Kahn, Taylor, and Schonhorn27 have expanded upon the ideas dis- 
cussed by Creagh and Kmetz.22,23 In essence, Kahn et al agreed with 
the concepts propounded by Creagh and Kmetz with regard to the 
relative importance of the physicochemical and elastic forces in the 
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Fig. 8-Alignment of MBBA on substrates with different surface energies.z3 

fluid. However, they did not describe the physicochemical interaction 
between the liquid and the solid in terms of the liquid surface ten- 
sion, yi,, and the surface tension of the solid, ys. Rather they charac- 
terized the solid by its critical surface tension, y,, and the liquid by 
its surface tension, yi,. The critical surface tension of a solid is an em- 
pirically determined quantity first proposed by Zisman and asso- 
ciatesZ8 to classify low -energy solid surfaces. 

As explained by Adamson,29 yc is not a fundamental property of 
the solid surface alone, but also depends upon the nature of fluid in 
contact with the solid. Apparently, it is only a fixed quantity for a 
given homologous series of organic liquids on the solid. yc values can 
vary somewhat from one homologous series of liquids to another. 

Kahn et a1,27 also noted that the y, of a solid, in particular one of 
high surface energy, can be drastically lowered by the presence of a 
layer of liquid molecules that has been preferentially adsorbed at the 
solid-liquid interface. If the molecules in the monolayer have both 
polar and nonpolar ends, the polar ends will often attach themselves 
to the high-energy surface, with the nonpolar portion facing into the 
liquid. As far as the bulk liquid is concerned, the nonpolar groups 
present a lower surface energy to the fluid than the free solid surface, 
and consequently the effective y, is lowered. The adsorbed mono - 
layer can consist of intentionally added impurities in the fluid12-14 or 
unintentional impurities. In addition, for certain impurity -free liq- 
uids, the molecular structure may' he such that the fluid cannot 
spread on its own monolayer. These are known as "autophobic" liq- 
uids.28 

Proust and Ter-Minassian-Saraga30 have measured the contact 
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angle and calculated the work of adhesion, WA = y,, (1 + cos 0), of 
MBBA to glass surfaces coated with a monolayer of HTAB. As pre- 
viously described,s the MBBA had either uniform parallel or per- 
pendicular orientation depending upon the surface density of the 
HTAB. They have found that the contact angle associated with par- 
allel alignment was 32° instead of 0°. Also, in spite of the fact that 
the alignment changed sharply from parallel to perpendicular due to 
a small increase in the surface density of HTAB, the contact angle 
only increased slightly-to 37°. The work of adhesion gradually de- 
creased during the transition from parallel to perpendicular orienta- 
tion. The general criterion enunciated by Creagh and Kmetz22,23 that 
parallel alignment is caused by stronger solid -liquid forces than those 
present with perpendicular alignment was verified, but parallel align- 
ment was not associated with wetting of the solid by the surface. 

Haller31 has measured the contact angle at the solid -liquid inter- 
face for three different liquid crystals in contact with coated solid 
surfaces and has also observed the alignment properties of the vari- 
ous liquid crystals in sandwich cells with the specially treated surfac- 
es. The surface energy of the glass plates was varied by treatment 
with either an organic monolayer or multi -molecular layer. Of the 
three liquid crystals, only MBBA exhibited perpendicular orientation 
on glass surfaces coated with octadecyltrichlorosilane, HTAB, or bar- 
ium stearate. All three liquid crystals, MBBA, BECS (4-n-.butyl-4- 
ethoxy-2-chlorostilbene) and LiCristal IV (isomeric mixture of 4- 
methoxy-4'-butylazoxybenzenes) had surface tensions far in excess of 
the yc's of the coatings that were measured with unnamed isotropic 
test liquids. It should be noted that the three liquid crystals have dif- 
ferent central linkages, and it is possible that this variation in chemi- 
cal structure accounts for the diverse results. Haller concluded that 
the proposed correlation between wetting and alignment properties 
was too general, and specific details of the interaction forces were 
necessary for a precise prediction of the alignment properties. 

A technique for producing uniform parallel alignment that does 
not involve organic coatings has been described by Janning.32 The 
surface preparation consisted of evaporating materials such as gold, 
aluminum, platinum, or silicon monoxide onto the substrate at an 
angle of 85° to the substrate normal. The films were 100 Á or less 
thick. Cells containing MBBA and using glass plates coated in this 
manner exhibited uniform parallel -alignment. 

Recently Guyon, Pieranski, and Boix33 investigated the depen- 
dence of liquid -crystal orientation on the angle, B, between the evapo- 
ration direction and the normal to the substrate. Their principal re- 
sults were: 
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(1) 0 < 0 < 45°. No preferred direction for the alignment of MBBA 
was observed. 

(2) 45° < 0 < 80°. Uniform parallel alignment was obtained with the 
preferred direction being perpendicular to the plane containing 
the direction of evaporation and the normal to the substrate. 

(3) 80° < 0 < 90.° The fluid director possessed a preferred direction 
of orientation in the plane of evaporation; however, the direction 
did not lie parallel to substrate, but instead it was tilted out of 
the substrate plane at an angle between 20° and 30.° 

The authors hypothesized that the evaporated coatings were de- 
posited with a sawtooth surface profile whose shape depended on the 
oblique angle of incidence. For 45° < 0 < 80,° it was felt that the long 
axes of the fluid lay parallel to the long axes of the sawtooth grooves. 
They also argued for 80° < 0 < 90° that the liquid crystal director 
was pointed into the teeth of sawtooth. Most of their data was ob- 
tained with SiO, but they stated that similar data was achieved with 
C and Au. 

Complete microscopic confirmation of their model has not yet been 
obtained, although using high magnification with an electron micro- 
scope, Dixon, Brody, and Hester34 have observed fine structure in 85° 
evaporated SiOx films with the structure oriented in the plane of 
evaporation. 

Guyon et al33 did not state the exact nature of the liquid -crystal 
orientation with films evaporated at 0 = 0°. Meyerhofer35 has mea- 
sured random parallel alignment for 0 = 0° evaporations. A reason- 
able conclusion that can be drawn from the data is that, when in con- 
tact with mesomorphic fluids, freshly evaporated SiO,, films produce 
parallel alignment in liquid crystals through physicochemical forces. 
At the present time, it is still not clear whether the directionality in- 
duced in the liquid crystal by obliquely evaporated SiO,, film is 

caused by the sawtooth model or some other anisotropic property of 
the SiO,,. 

5. Influence of Packaging on Surface Orientation 

In the section on packaging we have indicated that some liquid crys- 
tals are adversely affected by coming in contact with moisture; conse- 
quently, for these materials a good water -tight seal is necessary. The 
moisture can increase the fluid conductivity, produce a lowering of 
the mesomorphic-isotropic transition, or can participate in the pro- 
duction of impurities in the fluid that are adsorbed onto the surface 
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and that can modify the alignment of the liquid crystal through a 

change of the forces at the solid-liquid interface. 
Not only may the choice of sealing technique he important for con- 

trollable liquid -crystal orientation, but the effect of the interaction at 
the glass-liquid crystal interface must he considered in the selection 
of the type of glass to be used in the liquid crystal cells. Workers at F. 
Merck Co.36 stated that it was easier to achieve perpendicular align- 
ment on borosilicate glass than soda -lime glass when both types of 
glass pieces had been heated above 100°C. They claimed that the al- 
kali impurities in the soda -lime glass caused a disorientation of the 
liquid crystal in some unknown manner. They were able to prevent 
the alkali -induced misorientation by rinsing the heated plates in 
chromosulfuric acid or water. They suggested that overcoating the 
glass surface with inorganic thin films such as MgF2 and SiO2 should 
alleviate the condition. Also, they found that the addition of certain 
surfactants such as lecithin or tetraalkyl ammonium salts to the liq- 
uid crystal produces good perpendicular alignment even between two 
soft glass plates that had been heated above 100°C. 

We have founds that even with as much as 0.1% of HTAB added 
to MHBA, misorientation gradually occurred on solid glass surfaces 
that had been heated to 400°-500°C. When the cells were first made, 
good perpendicular alignment was achieved. However, over a period 
of time of up to several months at 25-30°C, or within a few hours at 
85°C, the fluid slowly lost its perpendicular orientation. Cells made 
with fused silica plate's did not exhibit this degradation. The data ob- 
tained from an ion -scattering analysis of the surfaces of the glass 
plates fired at high temperature showed a strong excess of cations, in 

particular, alkali ions. These results strongly support the original 
suggestion of alkali -induced misalignment. 

6. Summary 

A short outline of the standard conductive coatings and packaging 
methods has been presented. 

Most of the paper has been devoted to a discussion of the different 
surface treatments used to obtain controllable molecular alignment 
in liquid -crystal cells. The methods reviewed for obtaining parallel or 
perpendicular alignment were the use of surfactant additives, organic 
coatings on the solid surface, rubbing of the solid surface, and evapo- 
ration of inorganic materials. The data in the literature strongly 
suggests that the strength of the physicochemical forces at the liquid- 
crystal-solid interface is the most important element in determining 
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whether parallel or perpendicular orientation will occur. However, 
the details of the interaction are sufficiently complicated that it is 
very difficult at the present time to make totally valid predictions 
about orientation for a specific solid surface and a particular liquid 
crystal. The directionality necessary for uniform parallel alignment 
can be provided by physical grooving of the solid surface, unidirec- 
tional withdrawal of the glass substrates from a coating solution, or 
by using an oblique angle of incidence during the evaporation of inor- 
ganic materials onto the glass surfaces. 

Finally, two examples have been presented which show the rela- 
tionship between packaging techniques and liquid -crystal molecular 
orientation. 
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Pressure Effects in Sealed Liquid -Crystal Cells 

Richard Williams 

RCA Laboratories, Princeton, N. J. 08540 

Abstract-The thermal expansion coefficient for nematic liquids is about 100 times that 
for glass. When the liquid is hermetically sealed into a cell, this mismatch gen- 

erates an internal pressure whenever the ambient temperature is different 
from the filling temperature. The magnitude of the effect is very strongly de- 

pendent on the detailed cell design. A simple analysis of the problem shows 
those factors that are most important. 

Introduction 

Liquid crystal cells are hermetically sealed glass containers complete- 
ly filled with liquid. Two plane -parallel plates are sealed all around 
the edges to a frit glass spacer. The cell is then filled with liquid 
through two holes and sealed off with plugs of fusible metal. This 
construction gives rise to some internal pressure effects, because the 
thermal expansion coefficient of the liquid is about 100 times that of 
the glass. If the cell is filled and sealed off at room temperature, the 
liquid will exert a pressure at all higher temperatures. At lower tem- 
peratures it will be under tension. The pressure will deform the cell, 
making the walls how out. This makes the volume enclosed by the 
cell a little larger and reduces the pressure but does not eliminate it 
completely. Some pressure or tension will always remain for tempera- 
tures different from the filling temperature. Repeated expansion and 
contraction may lead to loss of hermeticity or other cell failure. In 
what follows, the magnitude of the effect is calculated and the impor- 
tant factors are analyzed. 

462 RCA Review Vol. 35 September 1974 



PRESSURE EFFECTS 

Fig. 1 shows the effect schematically and gives the notation used 
for the cell dimensions. The thickness of the layer of the liquid crys- 

tal is z, the length and width of the cell are b and a, and t is the thick- 
ness of the glass plates. 

r 

TTo T)To T(To 

(A) 

a D { 

(B) 

di 
11101 

} 

Fig. 1-(A) Expansion and contraction effects as the filled cell is malntaleed at a tem- 

perature T higher of lower than the filling temperature To. (B) Deformation 

of one of the plates: a, b are the width and length and t Is the thickness of 

the glass. The maximum displacement w,,,r Is at the cen er of the plate. 

If the temperature is raised after filling, the liquid expands, and 
the cell walls bow out to accommodate the change in volume. We can 
neglect the thermal expansion of the glass and the changes of the liq- 

uid volume due to changes in pressure, since both these effects are 

small compared to the volume change of the liquid due to thermal ex- 

pansion. The cell walls are held at the edges and the pressure of the 
liquid exerts a uniform force per unit area over the surface. 

Consider the case where the cell is filled and sealed at temperature 
To and later warmed to temperature T. As the walls bow out, the 
edges stay fixed. The maximum displacement, wmax, of the plate 
from its unstressed position will be at the center (Fig. 1). We need to 
determine the volume change ..5v due to this deformation of the cell 

walls. The volume u0 of the original undeformed cell is atm. Simple 
geometric consideratiors show that when wmax « a the increase in 

volume due to the bowing out of the walls is 

.U 
ll nvis 

= 117 
Z 

[1] 

v is also equal to the increase in volume of the liquid due to thermal 
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expansion. Using the thermal expansion coefficient al, of the liquid, 
we can express this as 

= abza, ( 7' - T0). [2] 

Since Eqs. (1] and 121 must be equal, 

Amax = 2zcr,,(7' - To). [3] 

To get the pressure p required to give a deformation et maxis a 
standard problem in the strength of materials. It involves the cell di- 
mensions and the mechanical properties of glass. For our particular 
case of a plate of uniform thickness held at the edges,' the solution is 

C pa' 
Lem., - F,t' [4] 

where E is Young's modulus and, for typical glasses, has the value 6 
X 1011 dynes/cm2. C is a tabulated function that depends on the ratio 
a/b, i.e., the ratio of cell width to cell length. t is the thickness of the 
glass. From Eqs. [3] and [4] we get 

'>Ár,zF,t"(T - T0) 
P - Ca' [5] 

For MBBA (N-(p'-methoxybenzylidene)-p-n butylaniline), at, has 
the value of 0.85 X 10-3 over the range of interest.2 (The volume 
change at the nematic-isotropic transition is small compared to the 
thermal expansion and will be neglected.) 

Effect of Temperature Change 

The magnitude of the pressure developed by thermal expansion is 
shown in Fig. 2 for a cell 1 cm wide, 2 cm long, made of glass 1.0 mm 
thick and filled with a layer of MBBA 12.5 in thick (',2 mil). For 
these dimensions the value of C is 0.11. 

Three cases of filling and sealing are shown, corresponding to three 
different temperatures To: 0°, 25°, and 50°C. The pressure change 
Jp may be either positive or negative, depending on whether the am- 
bient temperature is greater than or less than To. The final cell pres- 
sure difference may amount to about 1 atmosphere for an operating 
range of 100°C. The pressure inside the cell will fluctuate contin- 
uously as the ambient temperature changes. This will be a continuous 
test of the hermetic sealing plugs. Eq. [5] shows the factors in cell de- 
sign that lead to high pressures. These are the thickness of the liquid 
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CELL DIMENSIONS IX2 cm 
GLASS THICKNESS' I.0 mm 

IX106 LIQUID LAYER 12.51£ THICK 

ToO 

50 75 

T'C 

15 

7.5 

4 
o 
100 

Fig. 2-Pressure changes .gyp that result when a cell is filled at one temperature, To, 

and put in an ambient at another temperature, T. 

layer, the thickness of the glass plates, and the overall cell size. The 

effect will be most serious for small cells, such as watch displays, and 
it can be alleviated by using thinner glass and thinner layers of liquid 

crystal. 

Effect of Glass Thickness 

Fig. 3 shows the effect of the thickness of the glass plates for a given 

temperature change with other conditions fixed. This is the t3 depen- 

3X106 

1.1"E 2XIOA 
v 

c 
4 1X106 

1X2 cm CELL 
T -T. IOW, 
LIQUID LAYER I2.5í. THICK 

0.5 1.0 

t (mm) 
1.5 

45 

-1 30 

IS 

o 

M 0 
ó 

Fig. 3-Effect of the thickness t of the glass plates on the pressure change Apioo, 

caused by heating the cell 100° above the filling temperature. 
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Patents Issued to RCA Inventors Second Quarter 1974 

April 

J. Avins Brightness Control (3,804,981) 
J. N. Breckman Separation Control of Aircraft by Non -Synchronous Techniques (3,803,608) 

Y. C. Brill Dual Thrust Level Monopropellant Spacecraft Propulsion System (3,807,657) 

L. R. Campbell Capacitive -Discharge Timing Circuit Using Comparator Transistor Base Current to 

Determine Discharge Rate (3,808,466) 
B. Case and J. E. Miller Digital Range Rate Computer (3,803,602) 

B. Case Digital Tracker (3,803,604) 
B. Case and J. E. Miller Track Gate Movement Limiter (3,803,605) 
R. B. Clover, Jr. Low Birefringent Orthoferrites (3,804,766) 
D. F. Griepentrog and R. J. Grles Instant -On Circuit fora Television Receiver (3,801.856) 

J. R. Hale and G. I. Merritt Method of Fabricating a Dark Heater (3,808,043) 

J. J. Hanak Electroluminescent Film and Method for Preparing Same (3,803,438) 

E. T. Hausman Hybrid Electron Device Containing Semiconductor Chips (3,805.117) 

S. E. Hilllker Information Playback System (3,806,668) 
D. S. Jacobson and R. A. Duclos Method for Making a Radio Frequency Transistor Structure 

(3,807,039) 
I. Ladany and C. C. Wang III -V Compound on Insulating Substrate and Its Preparation and Use 

(3,802,967) 
R. D. Larrabee Thermal Detector and Method of Making Same (3,801,949) 

R. A. Lee and A. Bazarlan, Jr. Method of Making a Directly -Heated Cathode (3.800,378) 

D. W. Luz Television Deflector Circuit with Transformerless Coupling Between the Drive and Output 

State (3,801,857) 
A. Miller Adaptive Surface Wave Devices (3,805,195) 
A. M. Morrell Shadow Mask Mounting Assemblies (3,803,436) 
F. H. Nicoll Electron -Beam Pumped Laser with Extended Life (3,803,510) 
P. H. Robinson and R. O. Wance Method of Polishing Sapphire and Spinel (3,808,065) 

R. S. Ronen and E. A. James Method of Depositing Electrode Leads (3,801,477) 
R. A. Sanderson Apparatus for Easily Engaging, Disengaging, and Locking Load to Rotatable Driv- 

ing Element (3,801,033) 
J. F. Segro and G. L. Fassett Method of Installing a Mount Assembly in a Multibeam Cathode -Ray 

Tube (3,807,006) 
A. H. Sommer Method for Making a Negative Effective Electron -Affinity Silicon Electron Emitter 

(3,806,372) 
H. A. Stern Method of Closing a Liquid Crystal Device (3,807,127) 
F. Sterzer Semiconductor Memory Element (3,805,125) 
M. J. Teare Low Noise Detector Amplifier (Assigned to RCA Limited, Canada) (3,801,933) 

I. F. Thompson and J. L. Smith Static Convergence Device for Electron Beams (3.808,570) 

A. J. Vlsioll, Jr. and H. A. Wlttlinger Gated Astable Multivibrator (3,805,184) 

G. W. Webb Niobium -Gallium Superconductor (3,801,378) 

J. A. Welsbecker Least Recently Used Location Indicator (3,806,883) 

May 

J. Avins Television Receiver Using Synchronous Video Detection (3,812,289) 

L. F. Crowley, A. M. Missenda, and O. R. Presky Automatic Squelch Tail Eliminator for Tone 

Coded Squelch Systems (3,810,023) 
F. Caprarl Series Regulated Power Supply for Arc Discharge Lamps Utilizing Incandescent Lamps 

(3,813,576) 
D. E. Carlson, K. W. Hang, and G. F. Stockdale Method of Treating a Glass Body to Provide an Ion - 

Depleted Region Therein (3,811,855) 
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J. D. Cavett and R. S. Hopkins, Jr. Video Stripper (3,813,488) 
M. T. Duff y and J. E. Carnes Aluminum Oxide Films for Electronic Devices (3,809,574) 
R. E. Flory Two Color Medium for Full Color TV Film System (3,812,528) 
R. A. Ganga and C. C. Steinmetz Corona Discharge Device (3,809,974) 
A. N. Gardiner and H. A. Stern Liquid Crystal Device Closure Method (3,808,769) 
B. A. Grae and D. R. Andrews Tape Cartridge Player Cartridge Magazine (3,812,537) 
F. Z. Hawrylo and J. I. Pankove Method of Epitaxially Depositing Gallium Nitride from the Liquid 
Phase (3,811,963) 
R. C. Heuner and S. J. Nlemiec Liquid Crystal Display (3,809,458) 
L. R. Hulls Magnetic Reed Sensor Suitable for use in Ignition Timing Systems (3,813,596) 
J. C. Marsh, Jr. Independent Electron Gun Blas Control (3,812,397) 
R. E. Marx Impedance Control Using Transferred Electron Devices (3,812,437) 
A. M. Morrell and F. Van Hekken Correcting Lens (3,811,754) 
M. N. Norman High Voltage Protection Circuit (3, 313, 580) 
N. R. Scheinberg High Speed Signal Following Circuit (3,812,383) 
A. C. N. Sheng Current Source (3,813,595) 
G. E. Skorup Set -Reset Flip -Flop (3,812,384) 
B. K. Smith Method for Coating only the Convex Major Surface of an Apertured Mask for a Cath- 
ode -Ray Tube (3,811,926) 
J. P. Watson Hinged Drum System (3,813,678) 
P. K. Weimer Charge Transfer Fan -In Circuitry (3,811,055) 
A. W. Young Window Detector Circuit (3,809,926) 

June 

A. A. A. Ahmed Comparator Circuitry (3,816,761) 
F. X. Beck, Jr. and W. E. Klnslow, Jr. Merchandise Handling and Identifying System (3.819,012) 
M. Ettenberg Method of Epitaxially Depositing a Semiconductor Material on a Substrate 
(3,821,039) 
G. L. Fassett Method of Rebuilding a Cathode -Ray Tube (3,816,891) 
D. D. Freedman High -Speed Logic Circuits (3,818,242) 
N. S. Freedman, C. W. Horsting, W. F. Lawrence, and J. J. Corrona Thermo -Electric Modular 
Structure and Method of Making Same (3,814,633) 
F. Gordon and D. R. Andrews Apparatus for Providing Individual Adjustment of Movable Multiple 
Transducers in a Plural Tape Cartridge Player (3,821,814) 
R. B. Goyer Digital Interface Circuit for a Random Noise Generator 13,816,765) 
D. L. Greenaway Identification Card Decoder (3,819,911) 
P. E. Hafer' S -Corrected Waveform Generator (3,814,980) 
R. E. Hartwell Flowmeter (3,820,395) 
K. Katagi, W. L. Ross, and J. J. Lyon Glich Free Vector Generation (3,821,728) 
M. T. McCaffrey and J. A. Castellano Novel Electro -Optic Devices (3,816,336) 
D. A. McClure and H. C. Nichols Balanced, Low Impedance, High Frequency Transmission Line 
(3,815,054) 
D. L. Neal Television Receiver Service Adjustment System (3,820,155) 
D. H. Pritchard and A. C. Schroeder Color Television (3,820,157) 
J. P. Russell and D. L. Greenaway Cryptographically Coded Cards Employing Synthetic Light Modi- 
fying Portion (3,814,904) 
H. C. Schindler Liquid -Crystal Display Device and Method of Making (3,814,501) 
J. H. Shelby and F. E. Richter Film Type Capacitor and Method of Adjustment (3,821,617) 
S. A. Steckler Controlled Oscillator (3,815,051) 
C. F. Wheatley, Jr. Current Translating Circuits (3,815,037) 
R. J. Williams Passive Cooler (3,817,320) 
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