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EDITORIAL

DEPARTMENT

Yogi’s
fork dilemma

ogi Berra once said, “When you come to a fork
in the road, take it.” Perhaps it is good advice,
but which way is better?
The January Consumer Electronics Show
(CES) represents all things digital. It is one huge toy store
with more new technology than even the NAB Show. A key
part of the exhibit is new television-set technology. These
TV sets are one-half of the delivery platform. Broadcasters
are the other half. Because our industry has no control in
the TV manufacturing process, we pretty much have to
take our lead from those who do — the consumer equip-
ment manufacturers.

Of course, these geniuses don’t always get the formula
right. As an example, a recent local newspaper was filled
with holiday advertising inserts. Among the ads for cloth-
ing, jewelry and toys were numerous advertisements for
television sets. It was curious that only two of those ads
mentioned a 3-D television. Instead, this year’s TV sales
spotlight was on LED HDTVs, and the bigger the better!
Go back only two years, and one might have thought 3-D
television was the next great revolution. I suggest, in that
case, TV set makers chose the wrong fork in the road.

The broadcast and consumer industries need each other
to be successful. You can broadcast (some day) 3-D imagery
all day long. But, if there are no receivers available, you're
wasting expensive electricity. The consumer industry can
manufacture 3-D TV sets, but those sets won’t sell unless
there is plenty of easily available content, which there is

8  broadcastengineering.com | December 2012

not. This represents the kind of decisions and challenges
TV engineers and managers must face.

To help readers keep up with this changing landscape,
Broadcast Engineering has scheduled several in-depth re-
ports to help you better understand tomorrow’s content
delivery issues. Starting in January, we will begin a regular
series of articles on the next generation of broadcast tech-
nology. January’s article is a tutorial on ATSC 3.0, tomor-
row’s delivery platform.

Also, last October, we launched a new blog titled, “Ask
The Experts.” The goal is to encourage engineers to share
problems and solutions in this space. The posts are writ-
ten by Broadcast Engineering production editor Curtis
Kitchen, a sports enthusiast who also operates his own
blog space. If you have technical questions or need help,
post your thoughts in that blog, and someone in our wide
audience probably has a solution. The dialog is open and
free, and some good conversations have already surfaced.
All readers are encouraged to participate.

My point is that sometimes when faced with a binary
choice like Yogi Berra’s “fork in the road,” you might wish
you could take both. Life is seldom that easy. BE

EDITORIAL DIRECTOR

Send comments to: editor@broadcastengineering.com
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Loudspeaker placement

Basic acoustic rules create
the foundation for good sound.

16

BY ETHAN WINER

lacing the loudspeakers and
listening position correctly
is the first step toward get-
ting good sound, especially
at low frequencies. While positioning
alone won’t eliminate the need for bass
traps and other acoustic treatment, it’s
an easy and free way to reduce low-fre-
quency response errors and improve
imaging. The first step is to identify
the ideal listening position within the
room, and from there you can deter-
mine the best speaker placement.

The method used here is based on
the 38 Percent Rule, a theory popular-
ized by acoustician Wes Lachot. Lachot
has shown that the theoretical best lis-
tening position is 38 percent into the
length of the room, when measured
from the front wall. This offers the best
compromise of bass peaks versus nulls
for any given room size. (See Figure 1.)

38% x 16" =617
3]
S

Broadcast contral room

of
2-channel mixing room

Figure 1. This shows idealized placements for
the loudspeakers and prime listening seat in a
room used mainly for stereo playback.

Understand that 38 percent is only
the theoretical best location. It’s a
good starting point, but in practice it
may not be best due to other factors
— wall properties, speaker type and
location, or perhaps a mixing console
that’s too large to fit that way.

Once you've decided where to put
your seat, the next step is placing
the loudspeakers. The speakers and
listening position should define an
equilateral triangle, with the distance
between the left and right speakers the
same as the distance from your head
to each speaker. Tweeters should also
be at ear level and pointed toward you
for the flattest response, because most
speakers have a skewed response with
less high-frequency output off-axis.

Symmetry

Left-right symmetry in a room is
critical for good stereo imaging. If
your setup is placed more to one side
of the room, instruments and voices
coming equally from both speakers
will not sound centered as they should.
When perfect symmetry is not pos-
sible throughout a room, at least aim
for symmetry in the front. The most
important area is along the side walls
between your head and the speakers.

In rectangular rooms, the low bass
response is most lacking at the halfway
points — halfway between the front
and rear walls, halfway between the
left and right side walls, and halfway
between the floor and ceiling. There-
fore, the bass response is worst if you
sit in the exact center of the room, at
a height that puts your ears halfway
between the floor and ceiling. You
shouldn’t put speakers along any of
those centerlines for the same reason;
when a loudspeaker is in a room’s null
spot, its output is reduced considerably
at low frequencies whose wavelengths

10 broadcastengineering.com | December 2012
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are related to that dimension.

The best way to know if small po-
sitional changes help or hurt is with
room measuring software, such as
the freeware Room EQ Wizard pro-
gram. This lets you experiment with
different speaker distances by slid-
ing both speakers along their axes as
shown, while measuring the response
at different proposed listening spots.
Otherwise, simply put the speakers at
a distance that’s convenient and sen-
sible for the size of your room while
keeping an equilateral triangle. Ergo-
nomics matter too!

Low frequencies

Bass frequencies are the most dif-
ficult to tame in a small room be-
cause the wavelengths are long, which
requires thick absorbers called bass
traps. The before/after frequency re-
sponse was measured in the same
room as Figure 1 and shows the room’s
low-frequency response before and af-
ter adding bass traps. (See Figure 2 on
page 12.) You can see three severe nulls
around 64Hz, 84Hz and 140Hz in the
red before trace, as well as additional
nulls at higher bass frequencies.

Most rooms have many such nulls
in the range below 300Hz or 400Hz,
but some people fear that adding
bass traps will reduce the amount of
bass even further. In truth, bass traps
reduce peaks and also raise nulls, so
they make the response flatter, rather
than add or remove bass. In many
rooms, the main problem is deep
nulls caused by reflections from the
wall behind you combining out of
phase with the direct sound from the
loudspeakers. Therefore, adding bass
traps increases the perceived level of
bass. But in some rocoms, especially
those that are square- or cube-shaped,
peaks can dominate the response. In
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that case, adding bass traps reduces the peaks, again making the
response closer to flat. Whether peaks or nulls are the larger prob-
lem also depends on where in the room you listen.

Because deep nulls cause you to hear less bass than is really
present, you'll tend to add too much bass to compensate. As you
can see, the finest loudspeakers in the world are of little value if
your room skews everything you hear this badly. When bass traps
are added to a room, the low-frequency response also changes less
around the room. The most effective place for bass traps is in cor-
ners where bass waves tend to gather, though other locations are
Figure 2. The low-frequency responses shown are typical for  also viable. Note that rectangle rooms have 12 corners: four where
most small rooms, before (red trace) and after (blue trace) each wall meets another wall, four where each wall meets the ceil-
adding bass traps. ing and four more where each wall meets the floor. After treating
as many corners as is practical, the front and rear walls are good
candidates for even more bass traps. When bass traps are added,
the response not only becomes flatter, but also tighter and clearer
because the decay times are reduced. (See Figures 3 and 4.)

It’s impossible to make any small room perfectly flat, so the more
bass traps you add, the closer you'll get. It’s that simple. The only
trade-off is how good you want versus how much effort and ex-
pense you'll endure. The response and ringing in these graphs is
about as good as can be expected in a small room, short of lining
every single inch of room surface with extremely thick absorption.

Finally, it’s worth noting that our ears perceive low frequencies
as being omnidirectional. With content below about 100Hz, it’s
difficult, if not impossible, to tell where the sound is coming from.
Some people think that years of acoustical research are wrong,
and people can perceive bass direction at very low frequencies.
But I'm convinced the real issue is buzzing and rattling from a
woofer or subwoofer, or port noise from a reflex enclosure, or
maybe vibration from a nearby window. If
you can hear where a subwoofer is placed,
and the crossover is 100Hz or lower, then
something else is going on. BE

Figures 3 and 4: These graphs are derived from the same
measurement data as Figure 2, but they show each peak’s
decay time, as well as amplitude. The red graph shows the
room when untreated, and the blue graph is after adding
bass traps.

Ethan Winer owns RealTraps, an acoustic treat-
ment company in New Milford, CT This article

is excerpted in part from Winer’'s new book, The
Audio Expert, from Focal Press. More information
is available at www.ethanwiner.com/book.htm.
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Silent mics?

The FCC wants comment on fitting more wireless mics
into an ever-shrinking TV spectrum.

BY HARRY MARTIN

ireless microphones

of the type used in

television  produc-

tions, stage shows,
lecture halls and churches operate
on locally vacant TV channels. But,
those channels are becoming scarce.
Before the digital conversion, there
were many vacant TV channels in lo-
cal markets, leaving ample spectrum
for wireless microphones.

The picture began to change in
2009, however, when the last full-
power analog stations went off the
air. Because digital TV stations can
be packed more tightly than ana-
log stations, the FCC was able to
free up 18 channels for wireless use,
which left fewer empty channels for

wireless microphones.

Dateline

* OnFeb.1,2013, TV and Class A

TV stations in Indiana, Kentucky and
Tennessee must begin their pre-filing
renewal announcements in anticipation
of filing their renewal applications on
April 1,2013.

¢ 0On or before Feb. 1, 2013, non-
commercial TV stations in Arkansas,
Louisiana and Mississippi must file their
biennial ownership reports.

¢ 0On or before Feb. 1, 2013, television
stations, Class A TV, LPTV stations and
TV translators in Arkansas, Louisiana
and Mississippi must file their license
renewal applications.

¢ OnFeb.1,2013, TV and Class ATV
stations in the following locations must
post their 2012 EEOQ reports on the
FCC's new public file web page and on
their own websites: Arkansas, Kansas,
Louisiana, Mississippi, Nebraska,
Oklahoma, New Jersey and New York.

A year ago, the FCC approved the
first operation of “white space” de-
vices that provide Wi-Fi-like service
within some of the remaining vacant
TV channels. The FCC reserved two
channels in every market for wireless
microphones, and provided for addi-
tional channels where needed. Never-
theless, a lot more devices will be try-
ing to operate in a lot less spectrum.
Then, Jast month, the FCC proposed
“incentive auctions” designed to en-
courage broadcasters to give up still
more channels.

Uses of wireless mics

Despite the squeeze on spectrum
for wireless microphones, they are
still indispensible in the entertain-
ment industry. Even the FCC has
acknowledged the irreplaceable na-
ture of these devices. For decades, the
agency issued licenses for TV-band
wireless microphones to just a few
categories of users: broadcasters and
broadcast networks, cable TV opera-
tors, and movie and TV producers.

Other users, such as concert ven-
ues, college lecture halls, churches
and even the FCC (in the context
of its own meeting room) operated
wireless microphones without autho-
rization. But, these illegal operations,
well known to the FCC, were well
managed and caused virtually no in-
terference to TV stations.

Interim rule-making

The advent of white-space devices,
though, brought the need for better
control over who uses microphones
and where. Bringing regulation into
line with reality, in 2010, the FCC
considered broadening the list of eli-
gible licensees. It also took the unusu-
al step of proposing to legalize previ-
ously illegal operation by allowing

14  broadcastengineering.com | December 2012
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lower-power wireless microphones
to operate as unlicensed devices, un-
der the same basic rules as Wi-Fi and
cordless telephones. The power limit
would be lower than for licensed wire-
less microphones, but higher than for
most other unlicensed devices, and
should suffice for good sound in most
halls and churches. That proposed re-
laxation has not yet been adopted.

Use of digital microphones

In an inquiry proceeding launched
in October, the FCC wants to know if
technological advances will solve the
spectrum problem. The theory is if
digital TV stations can fit four chan-
nels into one analog TV channel, and
digital cell phones can carry 20X the
traffic in the same spectrumasold an-
alog cell phones, then why shouldn’t
digital wireless microphones allow
similar service improvements?

In fact, digital microphones each
take up about as much spectrum as
their analog counterparts, but digital
devices can be squeezed much closer
together. Therefore,a TV channel can
accommodate at least a dozen of them
as compared to half as many analog
microphones. However, compression
of the digital signal creates audio de-
lays that can lower the quality of digi-
tal transmissions. The Commission’s
notice of inquiry is looking for a way
forward by seeking comment on these
and related technical issues. BE

Harry Martin is a8 member of Fletcher,
Heald and Hildreth, PLC.

> Send questions and comments to:
4 harry. martin@penton.com

W hroadcasiengineering. com
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MPEG systems

A new standard brings video-coding efficiency.

BY ALDO CUGNINI

idely adopted video-

coding standards are

subject to obsoles-

cence that follows a
different form of “Moore’s Law.” Al-
though silicon speed roughly doubles
every 18 months, video-coding effi-
ciency doubles about every 10 years.
The longer time span is influenced by
other factors, such as the time needed
to replace a vast and expensive con-
tent delivery infrastructure. MPEG-2
video compression (essentially an
update of MPEG-1) was first released
in 1995, with digital satellite delivery
a major application, followed soon
afterwards by deployment on DVDs
and digital terrestrial service. Al-
though MPEG-4/AVC (aka MPEG-4
Part 10 or H.264) was released only
a few years later (and yielded about
a 50 percent bit-rate savings), it took
well into the 2000s for the codec to
become entrenched into professional
and consumer applications, on satel-
lite, cable and Blu-ray discs.

And now, the next codec is near-
ly upen us: High-Efficiency Video
Coding (HEVC). This next-genera-
tion video standard is currently being
developed by the JCT-VC team, a joint
effort between MPEG and the Video
Coding Experts Group (VCEG). The
finalized HEVC standard is expected
to bring another 50-percent bit-rate
savings, compared to equivalent
H.264/AVC encoding. HEVC should
be ready for ratification by 1SO and
ITU — ISO/IEC 23008-2 MPEG-H
Part 2 and ITU-T Rec. H.265 — by
the end of January 2013. HEVC co-
decs are then expected to be adopted
quickly in many devices, such as cam-
corders, DSLRs, digital TVs, PCs, set-
top boxes, smartphones and tablets.

HEVC
The HEVC standard incorporates
numerous improvements over AVC,

including a new prediction block
structure, and updates to the toolkit
that include intra-prediction, inverse
transforms, motion compensation,
loop filtering and entropy coding. A
major difference from MPEG-2 and
AVC is a new framework encom-
passing coding units (CUs), predic-
tion units {(PUs) and transform units
{TUs). Coding units define a sub-par-
titioning of a picture into arbitrary
rectangular regions. The CU replaces
the macroblock structure of previous
videc coding standards, and contains
one or more prediction units and
transform units, as shown in Figure
1. The PU is the elementary unit for

PU,

cu,

U,

Figure 1. HEVC incorporates a new
framework  encompassing coding
units, prediction units and transform
units, which replaces the macroblock
structure of previous video coding
standards with one or more prediction
units {PUs) and transform units (TUs).

cu

PU

TUs

Figure 2. With HEVC, video frames are
divided into a hierarchical quad-tree
coding structure that uses coding units,
prediction units and transform units.

16 broadcastengineering.com | December 2012
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intra- and inter-prediction, and the
TU is the basic unit for transform
and quantization.

Overall, this framework describes
a treelike structure in which the in-
dividual branches can have differ-
ent depths for different portions of
a picture, Each frame is divided into
the largest coding units that can be
recursively split into smaller CUs us-
ing a generic quad-tree segmentation
structure, as shown in Figure 2, CUs
can be further split into PUs and TUs.
This new structure greatly reduces
blocking artifacts, while at the same
time providing a more efficient cod-
ing of picture-detail regions.

MPEG-2 intra-prediction employs
fixed blocks for transform coding and
motion compensation. AVC went be-
yond this by allowing multiple block
sizes. HEVC also divides the picture
into coding tree blocks, which are
64 x64-,32x32-,16 x16-,0r 8 x 8-pix-
el regions. But these coding units can
now be hierarchically subdivided all
the way down to 4 x 4-sized units.
In addition, an internal bit-depth in-
crease allows encoding of video pic-
tures by processing them as having a
color depth higher than eight bits.

HEVC also specifies 33 different
intra-prediction directions, as well as
planar and DC meodes, which recon-
struct smooth regions or directional
structures, respectively, in a way that
hides artifacts better.

Parallel processing

The picture can be divided up into
a grid of rectangular tiles that can be
decoded independently, with new
signaling allowing for multi-threaded
decode. This supports a new decoder
structure called Wavefront Parallel
Processing (WPP). With WPP, the
picture is partitioned into rows of
treeblocks, which allow decoding and
prediction using data from multiple
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partitions. This picture structure al-
lows parallel decoding of rows of tree-
blocks, with as many processors as the
picture contains treeblock rows. The
staggered start of processing looks
like a wave front when represented
graphically, hence the name.

Four different Inverse DCT
Transform sizes are specified with
HEVC: 4 x 4, 8 x 8, 16 x 16 and
32 x 32. Additionally, 4 x 4 intra-
coded Luma blocks are transformed
using a new Discrete Sine Transform
(DST). Unlike AVC, columns are
transformed first, followed by rows,
and coding units can be hierarchical-
ly split (quad tree) all the way down
to 4 x 4 regions. This allows encod-
ers to adaptively assign transform
blocks that minimize the occurrence
of high-frequency coefficients. The
availability of different transform
types and sizes adds efficiency while
reducing blocking artifacts.

A new de-blocking filter, similar to
that of AVC, operates only on edges
that are on the block grid. Further-
more, all vertical edges of the entire
picture are filtered first, followed by
the horizontal edges. After the de-
blocking filter, HEVC provides two
new optional filters; Sample Adap-
tive Offset (SAO) and Adaptive Loop
Filter (ALF). In the SAO filter, the

TRANSITION TO DIGITAL _

entire picture is treated as a hierarchi-
cal quad tree. Within each sub-quad-
rant in the quad tree, the filter can be
used by transmitting offset values that
can correspond either to the intensity
band of pixel values {(band offset) or
to the difference compared to neigh-
boring pixels (edge offset). ALF is
designed to minimize the coding er-
rors of the decoded frame compared
to the original one, yielding a much
more faithful reproduction.

Advanced motion
compensation

Motion compensation is provid-
ed by two new methods, Advanced
Motion Vector Prediction (AMVP)
and Merge Mode, both of which use
indexed lists of neighboring and tem-
poral predictors. AMVP uses motion
vectors from neighboring predic-
tion units, chosen from both spatial
and temporal predictors, and Merge
Mode uses motion vectors from
neighboring blocks as predictors. To
calculate motion vectors, Luma is fil-
tered to quarter-pixel accuracy, using
a high-precision 8-tap filter. Chroma
is filtered with a one-eighth-pixel
4-tap filter. A motion-compensat-
ed region can be either single- or
bidirectionally interpolated (one or
two motion vectors and reference

DIGITAL HANDBOOK

frames), and each direction can be
individually weighted.

The JCT-VC team is also studying
various new tools for adaptive quan-
tization. After this last lossy coding
step, lossless Context-adaptive Binary
Arithmetic Coding (CABAC) is car-
ried out, which is similar to AVC’s
CABAC, but has been rearranged to
allow for simpler and faster hard-
ware decoding. Currently, the low-
complexity entropy-coding technique
called Context-adaptive Variable-
Length Coding (CAVLC), which was
available as an option in AVC, is not
available in HEVC.

With all of these improvements
comes a price. Both encoding and
decoding are significantly more com-
plex, so we can expect more expen-
sive processors on both sides. On the
decoding side, this means a higher
density of silicon and/or software,
both requiring faster chips, and high-
er power consumption, but Moore’s
Law should help. As for deployment
in portable devices, it will be an inter-
esting challenge to realize the efficien-
cy benefits of HEVC in devices that
are demanding increasing amounts of
video content. BE

Aldo Cugnini is a consultant in the digital
television industry.
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Network technology

Core concepts structure overall system performance.

BY BRAD GILMER

nderstanding how net-

works function at a fun-

damental level is vital

to understanding how
overall systems perform. In 2013, we
are going to take time in this column
to focus on some basic networking
concepts that I hope will provide you
with the critical technical foundation
you need to be a successful engineer
in the professional media industry.

Key assumptions

As we start looking at network-
ing, it is important to understand
the history of packetized networks
and some of the assumptions behind
their development. Today, just about

problems have been addressed, such
as the “best effort” problem. This is
true as networking has evolved. But
in almost every case, these are ad-
aptations that have been made to
address or modify some of the ini-
tial assumptions. So, for this article,
we are going to focus on the basics,
realizing that there may be tech-
niques or technologies that could
be employed to modify some initial
network behaviors.

Nuclear war

It may seem strange to start our dis-
cussion on networking with a discus-
sion on nuclear war, but if you really
want to understand how networks are

The threat of nuclear war, which included the possibility of multiple sites being decimated
all at once, led to the need for a military command and control technology that didn“t have
to rely on a central control system.

designed, this is a good place to start.

The period after World War II was
a difficult time. The U.S. fought the
Korean War, which was a proxy war
between the U.S. and China, and at

everything in computer network-
ing flows from some important ba-
sic assumptions. As we go through
this discussion, there may be cases
where you might say that certain
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the same time entered into the Cold
War with Russia. A nuclear arms race
ensued, and some of us practiced
“duck and cover” drills at school.
Many in this country took the threat
of a nuclear attack extremely seriously.
It was in this environment that mod-
ern computer networking was born.
The country needed a military
command and control technology
that could survive a “smoking hole”
scenaric — where one or even sev-
eral cities were reduced to smoking
holes in the ground. The technology
could not rely on centralized switch-
ing centers or a central control sys-
tem. Initially, designers considered
traditional systems with backup
switching and control systems in
several locations, but the threat of
multiple successful “smoking holes”
during an attack rendered these tra-
ditional designs unacceptable. It fell
to DARPA (the Defense Advanced
Research Projects Agency, part of
the U.S. Department of Defense) to
figure out a solution to this prob-
lem. This is probably the most sig-
nificant key assumption; most other
assumptions fall directly out of this.

Packets

Now, everyone takes it for granted
that if an application wants to send
information over a network, that in-
formation is broken down into small
parts, loaded into the payload section
of a packet and launched over a net-
work. But remember, at the time this
technology was being developed, pa-
per punch tape and teletypes were the
order of the day. These systems oper-
ated over wire-line or radio networks
and required a continuous carrier in
order to work. Breaking the informa-
tion to be sent into smaller packets
was a fundamental concept, and it is
a critical assumption behind modern
network design.
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Best effort

Networks are “best effort,” meaning packets may get to
their destination, or they may not. No assumptions are
made that the network absolutely will deliver any particu-
lar packet. This may seem like a crazy assumption. After all,
the whole point of the system was to get absolutely critical

Network routers read
packet source/destination
information and react
accordingly based on internal

If a packet is lost, there are many options: The re-
ceiver could request retransmission, the receiver could
mask the error without actually having the original data,
or the receiver could reconstruct the missing informa-
tion from additional error correction data sent sepa-
rately. All of these options are solutions to resolving the
fact that a packet did not arrive. The key, remember, is
that they work without having to somehow ensure that
the network remains viable 100 percent of the time.

Autonomous and decentralized
Another key assumption is the network does not have
any centralized control system or centralized routing func-

tables or on queries made to
other routers and servers.

tion. Designers wanted to ensure that, even in the case of
a successful nuclear attack, the remaining portions of the
network could continue to operate. Packets make their way

information transferred from one place to another, pos-
sibly during a nuclear attack. But, freeing designers from
the constraint of having to guarantee that the network was
responsible for ensuring messages made it from one place
to another actually allowed a number of creative solutions
to the problem, many of which are employed with profes-
sional video today.
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from source to destination without a “router control sys-
tem,” a different approach from what we are familiar with
in the video router environment.

Not only are network operations autonomous, but they
are decentralized as well. For example, the Domain Name
System (DNS) is a distributed database that helps com-
puters find each other. Without it, we would not be able
to use domain names such as Google.com. Instead, we
would have to rely on IP addresses such as 98.223.42.21.
Remember also that having a central database would vio-
late the “smoking hole” assumption. Instead, DNS works
by having tens of thousands, perhaps millions, of DNS
servers available. An entry is created in one database, but
this entry is then replicated across the entire Internet as
different users look up the same destination entry.

Self-routing

Each packet contains information necessary to get
the packet from the source to the destination. Net-
work routers read this information and react accord-
ingly based on internal tables or on queries made to
other routers and servers. This entire process is a criti-
cal part of how the Internet works, and I will be talk-
ing much more about routing, route discovery and
Domain Name Resolution as we move into the future.

Layers and abstraction

Networking technology is separated into layers, with
each layer focused on performing a particular task. This
fundamental assumption allows different parts of net-
working technology to evolve separately and also allows
manufacturers to quickly adapt to new technologies with-
out having to re-write applications. It also allows network
engineers to organize computers into logical network
groups such as news, post production, traffic, etc. while
still allowing each computer to maintain a unique net- .
work address. In addition to those described here, there
are many other benefits of layering, and we will also ex-
plore this topic in much greater detail in a future article.

WWW americanra

Hiohistorv com


www.americanradiohistory.com

Transmission lines
and RF engineering

We might think of an Ethernet ca-
ble as, well, a cable. But, actually, it is
a transmission line. In fact, the origi-
nal Ethernet ran on RG-1] coaxial
cable, which is almost the diameter of
your thumb. Later generations ran on
RG-59. That Cat 6 Ethernet cable con-
necting your desktop to a wall jack is
actually a twisted pair RF transmis-

Using UDP, poorly i
behaved clients
can dominate
a network,
which destroys
communication

for everyone. :

sion line. If you do not believe me, try
using a flat telephone-type jumper
cable in place of the Cat 6. It will not
work. This is because of cross talk and
attenuation caused by the lack of twist
in the cables, When you start running
into hardware-related reliability is-
sues with network connections, re-
member that an awful lot of current

COMPUTERS & NETWORKS

Ethernet technology operates on RF
transmission lines. Pay attention to
cable quality, workmanship and the
use of proper terminations.

Shared network

Computers communicate across a
shared network using the same band-
width. There will not be a “nailed up”
full-time connection from a sender
to a receiver. There should be enough
bandwidth for the network to func-
tion well, but that does not mean
that bandwidth will always be avail-
able when it is needed. When two
computers try to talk at the same
time (a collision), they will both
back off for a random amount of
time before making another attempt.

Well-behaved citizens

A central assumption behind
Ethernet networking is that applica-
tions will be well-behaved. By this, [
mean applications will observe the
rules of the road and will not hog all
of the available bandwidth.

When Ethernet was created, the as-
sumption was that most of the data
transferred across the network would
be small. {Think of file transfers of
small documents, short network
control messages and so on.) When
you put heavy, continuous loads on

DIGITAL HANDBOOK

Ethernet networks, they start to col-
lapse. This is because network design-
ers assumed that there would always
be some gaps in transmission, and
that everyone could find a time to talk
on the network even if things were
pretty busy. But, if you load a net-
work with professional video traffic,
for example, a single transmitter can
quickly suck all of the air out of the
room, leaving no time for others to
get a word in edgewise. Similarly, us-
ing User Datagram Protocol (UDP),
poorly behaved clients can dominate a
network, which destroys communica-
tions for everyone. This is important
since most professional video-over-IP
applications use UDP.

We will explore many of these as-
sumptions in more detail over the
coming months. BE

Brad Gilmer is executive director of the
Video Service Forum, executive

director of the Advanced Media Workflow
Association and president of Gilmer

& Associates.
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Building a scalable
MAM system

Here's an architectural model for media processing.

BY JON FOIL I AND

or a media asset manage-

ment (MAM) system to be

truly valuable, it must offer

much more than a reposito-
ry for content with associated meta-
data and storage services. In today’s
file-based, software-orientated world,
a MAM system must offer services for
content processing and manipulation.
In doing so, it orchestrates people and
wider enterprise resources. Media
processing is key to putting content
to work in the world of post pro-
duction, broadcast and distribution.
Such processing can happen outside a
MAM system or inside as an integrat-
ed system. Either way, processing high
volumes of large media files requires
careful thought.

This covers some useful software
engineering approaches that can
be followed when building scalable
MAM systems. The main focus is on
the key concepts and components
— multi-tenancy, jobs, actions, quo-
tas and resources — that must come
together in an enterprise media pro-
cessing component. (See Figure 1.)

Multi-tenancy

For a MAM system to be truly
useful, every object and component
must work within a multi-tenanted
environment and, therefore, support
access control and ownership. This is
a critical component, and it will be
shown throughout the article why it
is so important.

Jobs and actions

An action is a unit of work or soft-
ware plug-in that is executed against
an asset or group of assets. It is the
fundamental building block for me-
dia processing. An action has a type
that defines the kind of work that it

22

will carry out. It can be a general-
purpose file action, such as copy and
move, or a media-centric action, such
as transcode, QC, package or deliver.
The key to extensibility of this
paradigm is that new action types or
software interfaces can be created. So,
to create new types of transcodes or

action, in order to bring wider services
such as state, transactional integrity,
priority and times, is the job. A job in-
corporates a requirement for access to
resources of a given type. In addition,
a job points to a type of action and
is configured to run at a certain time
and with a certain priority. Jobs can be

Media processing requests

P

Job scheduler

._g Job |Action ({transcode,

& Qac, deliver ...)

[}

v

g [Quota |

[

2| |[Resources | o
[0 _|[Storage  ][Processing | Elasticity

|| [File transfer || NAS/cloud

|[Transcode|

Figure 1.The key to scalability, extensibility and powerful media managementis the
interaction of actions, jobs, resources and quotas.These concepts and components
make up an enterprise media processing system.

QCs, for example, one simply needs
to implement the related action type
interface to change the underlying
behavior. For example, for a Deliver
Action, one may develop concrete
implementations of action adaptors
for delivering to Daily Motion and
YouTube, or to a broadcast system.
As a unit of work, the action must
run within a runtime environment.
In the case of media processing, this
requires careful consideration as ac-
tions are often expected to run for an
extended period. With this in mind,
any runtime environment must be
asynchronous. It must also be trans-
actional to enable rollback from failed
media processing actions such as
transcodes, file moves and copies.
The fundamental wrapper for the
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persisted in a database so that the state
of the job can be retained in perpetu-
ity for auditing and reporting pur-
poses. Retaining its state also means a
failed job can be retried, rescheduled
and reprioritized if required.

Given that media processing is
resource-intensive and that such jobs
can last for an extended period, a job
is run in its own execution context by
a job scheduler. A scheduler is respon-
sible for preventing jobs from interfer-
ing with each other. If jobs are allowed
to contend for resources, they will
generally decrease the performance of
the cluster, delay the execution of these
jobs and possibly cause one or more
of the jobs to fail. The scheduler is
responsible for internally tracking and
dedicating requested resources to a
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job, thus preventing use of these re-
sources by other jobs. When clusters
or other high-performance comput-
ing (HPC) platforms are created, they
are typically created for one or more
specific purposes.

The job scheduler polls the jobs
residing in the underlying job store
(database) and executes them in an
execution context. This context is
injected into the job, thus allowing a
running job to have access to system-
wide services such as logging and sys-
tem state.

In any given scheduling iteration,
many activities take place. These are
broken into the following categories:
* Update state information. During
each iteration, the scheduler contacts

The resource adaptor model provides an
elegant interface to the job scheduling layer,
where all available resources and resource
types are made available for consumption.

include any call requesting state infor-
mation, configuration changes, or job
or resource manipulation commands.
These requests may come in the form
of user client calls, peer daemon calls
or process signals.

Resources and quotas

Most media processing jobs require
access to other systems and software
to carry out meaningful work. For
example, moving a file requires access
to a storage resource, and transcod-
ing a file requires access to transcode
hardware and software. So the key to
enabling scale is to understand the
availability of resource.

The resource object, like an action,
has a type such as processing, storage

the resource manager(s) and requests
up-to-date information on com-
pute resources, workload and policy
configuration.

* Refresh reservations.

* Schedule reserved jobs.

+ Schedule priority jobs. In scheduling
jobs, multiple steps occur.

* Backfill jobs.

+  Update statistics.

* Handle user requests. User requests

oL e———e

or I/O. Each type has a subtype, such
as transcode. For example, process-
ing resources could be transcoding
and QC, and I/O resource could be
network services for file transfer. This
subtype can then be implemented
for various specific resources. With a

transcode, resource implementation

would be a specialized software adap-
tor for delegating transcode requests
to a transcode engine.

The benefit of the resource adap-
tor model is that it provides an el-
egant interface to the job scheduling
layer, where all available resources
and resource types are made avail-
able for consumption. This is where
multi-tenancy comes in, as one needs
to control access to resources to en-
sure that files, folders, transcodes,
etc., can only be utilized by named
users or roles.

So with the use of actions, jobs and
resources, you have a layered and ex-
tensible approach to managing media
assets. You can create new action types
and use a whole range of networked
resources for supporting all kinds of
media management tasks.

However, with a resource-hungry
job scheduler, executing potentially
thousands of jobs, how do we ensure
we make the most of our expensive
resources?! How do we ensure that
jobs don’t get starved of resource
or that resources don’t go idle? The
compute power of a resource is lim-
ited, and over time, demand will
inevitably exceed supply. Intelligent
scheduling decisions can significant-
ly improve the effectiveness of media
processing with more jobs being run
with quicker turnaround. Subject to
the constraints of the traffic control
and mission policies, it is the job of
the scheduler to use whatever free-
dom is available to schedule jobs in
such a manner so as to maximize
system performance.

The missing piece in controlling
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job access to resources and, therefore, making the most
of the resources available, is the quota. One might as-
sume that the only parameters that are usetul for orches-
trating access to a resource are named user, priority, start
time and end time. All are useful, but thev are far too
coarse-grained for advanced scheduling,

A quota encapsulates a user’s access to a resource. The
rules governing a user’s access are retained within the quota,
thus making the architecture pluggable and configurable.
Remember the importance of multi-tenanting? A quota is
abstract in the sense that it encapsulates ditterent rules for
ditferent resource types.

For example, in the case of storage or folder resources,
a quota represents total storage allowance (gigabytes) al-
lowed to a certain user. It may contain a threshold for rais-
ing alerts when a user is close to reaching their limit.

In the case of network resources, quotas can be allocat-
ed in terms of bandwidth. This might be a consistent rate,
contended per session or throttled at times of the day.

The beauty of a pluggable
model is that access to
precious processing resources
can be throttled in an
unlimited number of ways.

In the case of processing jobs such as transcoding, this
becomes much harder to implement as the time taken for a
transcode job can depend on the input format, the output
format and a huge range of transcode parameters.

In the case of processing a transcode resource request,
the quota may throttle total jobs per user or total concur-
rent jobs per user. Again, the quota may be configured or
implemented to allow access at certain times of day.

The beauty of a pluggable model is that access to pre-
cious processing resources can be throttled in an unlimited
number of ways. A quota could look up access ta another
system to see it a user has paid his or her bill or whether he
or she is a bronze, gold or platinum user. Bringing cloud
technologies into the quota and resource layer enable the
concept ot elastic computing. This makes resource sched-
uling much easier as the job scheduler can instantiate new
resources and tear them down as and when required.

Insummary, the key to scalability, extensibility and pow-
erful media management is the interaction of actions, jobs,
resources and quotas. With the work being carried out by
the Advanced Media Workflow Association (ANWA), this
is a great opportunity for more standardized interfaces in
the area of media processing, which can only be good ina
large and rich media technology ecosystem. BE

Jon Folland 1s CEQ of Nativ.
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A thick carbon cloud

Cloud storage may not be as green
or as cost-efficient as purported.

BY BRAD DICK

hen it comes to video

production, cloud so-

lutions may contrib-

ute significantly to
energy consumption.

The cloud is widely proposed as the
latest solution for at least three key
media and business applications, in-
cluding: Storage as a Service (STaa$S),
Software as a Service and Processing
as a Service.

In production and broadcast
environments, all three applications
are sometimes seen as viable answers
to the needs of a fast-paced media
production center. Even so, it’s the
storage as a service product that is
seeing the early application in the
video production arena.

Storage as a Service

Some common commercial prod-
ucts of STaaS include Instagram,
DropBox and Carbonite. Professional
STaaS services are available from
Amazon (Amazon S3), Microsoft
(SkyDrive) and EMC (Atmos),
among others.

All of these products do pretty much
the same thing: You upload your data,
and the company stores it. The services
rely on users with a standard desktop,

laptop or even a thin client to access
to the data. If your application needs
to store Exabytes of data, these services
can be helpful and inexpensive. How-
ever, while helpful and inexpensive are
nice, they don’t provide much in the
way of detailing how power-efficient
cloud storage may or may not be.

More power efficient?

There is an oft-touted benefit of
using the cloud for data storage, and
that is power savings. Broadcasters are
only now becoming aware of the im-
portance of controlling power costs.
One proposed way to reduce electri-
cal costs is to move large-scale data
storage off-site to a server farm.

A huge server farm may be more
efficient, have newer servers con-
suming less power and operate with
lower costs than can a local produc-
tion or broadcast house — right?
Cloud storage providers may tell you
50, but the real answer requires some
investigative work.

Let’s look at a real-world example.
In July 2011, the General Services
Administration (GSA) announced it
was the first federal agency to com-
pletely migrate its e-mail system to
the cloud. The entire system now runs

on Google’s cloud-based storage and
e-mail system. The conversion pro-
cess required just more than a year.

According to Google, that project
saved 93 percent on GSA’s annual
server energy costs. Google claims
GSA’s annual electrical operational
costs dropped from $307,400 to only
$22,400. (See Table 1.)

With regards to the GSA project,
Google SVP for technical infrastruc-
ture, Urs Holzle, wrote, “Last year,
we crunched the numbers and found
that Gmail is up to 80X more energy-
efficient than running traditional in-
house e-mail ... Our results show that
a typical organization can achieve
energy savings of about 65-85% by
migrating to Google Apps ...

“We found that the GSA was able
to reduce server energy consump-
tion by nearly 90% and carbon emis-
sions by 85%. That means the GSA
will save an estimated $285,000 an-
nually on energy costs alone, a 93%
cost reduction.”

Not so fast, Holzle, says Tom
Raftery, another expert and writer of
the “GreenMonk” energy blog. The
truth may not be so simple, and the
fog of statistics may hide some other
important considerations.

Google - GSA storage as a service project dislnre Pules
Google apps | Google apps

Tatal # GE&A mail servers

Total direct power of G3A servers (kW)

Annual GSA server kWh/user
Additional cloud-based KWhiuser

Annual GSA server energy server costs ($)

Annual carbon emissions from server energy (metric tans of CO2)

163 22 B7%

175 20 B9%
1-5 2-3% increase

£307.400 £22.400 93%

1860 290 85%

Table 1.This table shows a before-and-after effect on energy consumption and costs, as reported by Google, for the GSA after
the agency migrated its e-mail system to the cloud and Google Apps for Government.
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NEW MEDIA NETWORKS

SYSTEMS INTEGRATION

F1:- ' from the Google calculation is the can consume more energy than con-
£ gl cost of data transfer. For media ap- ventional computing on a local PC.”
g‘,,,_ plications, moving large files up to a The report said, “For a private
¢ wl cloud and down again involves three cloud storage service at a download
§ ol things: personnel time (transfer wait), rate above one download per hour,
FRd: electrical power for the local desktop/  servers consume 35%, storage con-
Hils laptop and switches, and maintain- sumes less than 7%, and the remain-
g il ing sufficient storage in the cloud. ing 58% of total power is consumed in
< 1:' As we'll see, for applications that re-  transport. [Emphasis added.]

: :
102 102 1 w0 "

Number of downloads per hour

Figure 1, Shown here is the percentage of total
power consumption of transport, storage and
servers of a private cloud storage service as a
function of download rate.

First, the GSA opted to farm out
all of its computing to Google instead
of choosing to update its own servers
and data centers. However, according
to Raftery, a 30-percent improvement
in server efficiency could have been
had if the agency had simply replaced
its five-year-old server technology
with the latest versions.

Second, what is entirely missing

quire repeated operator interaction
with the data, transfer power costs are
not insignificant.

A report from this past summer
suggests that cloud proponents may
be fudging the facts when it comes to
claiming just how “green” cloud com-
puting really is. (Separately, Raftery
seems to confirm this idea through
his GSA/Google CO2 emissions find-
ings that are shown in Table 2.)

In the Aug. 22 report, Energy Facts
Weekly quoted an IEEE Proceedings
paper, “Green Cloud Computing:
Balancing Energy in Processing, Stor-
age and Transport,” saying “... under
some circumstances cloud computing

“These results suggest that trans-
port dominates total power consump-
tion at high usage levels for public
and private cloud storage services.
(See Figure 1.)

“Theenergyconsumedintransport-
ing data between users and the cloud
is, therefore, an important consider-
ation when designing an energy effi-
cient cloud storage service. Also, the
percentage of total power consumed
in servers is greater in private cloud
computing than that in public cloud
computing. In both public and private
cloud storage services, the energy con-
sumption of storage hardware is a small
percentage of total power consumption
at medium and high usage levels.”

G5A CO2 production Belore Google Apps After Google Apps

CO2iserver 7169 tons 4,75 toans
COKWh User 10.63 tons 14,5 tons

[Emphasis added. ]

The bottom line is that there are
many factors to consider before
jumping into the cloud. As anyone
who’s actually flown through a cloud

Table 2. “GreenMonk” energy blog writer Tom Raftery has noted that Google’s
knows, the ride is often bumpy.  [jE

new GSA server farm is less CO2 efficient than GSA's previous facility.

q FO
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Television spectrum repackmg

BY JAY C. ADRICK

The impact of a channel
change will affect more
than the transmitter. The
rest of the RF system will
contain some channel-
specific components, such
as the channel mask filter
and likely the antenna.
Photo courtesy ERI.

Figure 1. FCC proposed
repack plan, 600MHz band

ne of the most significant impacts

on US. television broadcasters

by the National Broadband Plan

(NBP) will be the repacking of the
UHEF television spectrumi. There are still many
details to be settled, but one can assume that
many television broadcasters will be forced to
relocate to another channel even though they
are not participating in the reverse spectrum
auction process.

What we do not know far outweighs that
which we know about the process. The rules
for the auction and repacking process are un-
der development. The preliminary details, sub-
ject to revision, were presented by the FCC as
part of the Sept. 28, 2012, Notice of Proposed
Rule Making (NPRM) (Docket No. 12-268).

The debate over the spectrum has been
a hot topic well before the release of this
NPRM. Through the efforts of the NAB and

many state broadcast associations, Congress
built in some limitations on the FCC'’s ability
to take away broadcast spectrum. Surrender-
ing of spectrum, sharing of spectrum or mov-
ing from UHF to VHF must be voluntary. The
commission is also under an obligation to
make every effort to protect a station’s current
coverage area.

The NBP originally recommended reallo-
cating 120MHz of UHF TV spectrum, but re-
ality indicates that less spectrum is likely to be
reclaimed. Where the reclaimed spectrum is
removed from the band is yet another issue.

The FCC proposal cails for reclaiming spec-
trum in two segments: one at the upper end of
the band and another just below channel 37.
(See Figure 1.) The proposal also calls for guard
bands to separate the wireless spectrum from
the broadcast spectrum. Splitting the wire-
less allocation into two segments doubles the
amount of guard band spectrum required.

There are also proposals on how the white
space users, wireless microphones and un-
licensed devices will fit into and share the
revised band plan. It will be a daunting chal-
lenge to fit all of these pieces together while
preserving the remaining television service.

Since the auction process is voluntary, the
final amount of spectrum that can be re-
claimed will be determined by the number
of stations that volunteer their spectrum at
an economically viable price. A second deter-
mining factor will be finding a wireless bid-
der willing to pay more than the broadcaster’s
threshold selling price.

There are many unknown factors to this
point, but a channel repack plan cannot be
formulated until the auction process is com-
pleted and we know how many (and the lo-
cation of all) channel assignments are to be
vacated by stations.

=P
= c
(%] (=13

2| 600MHz =! 600MH:z 700MHz

LMR TV channels % dowsrilik TV channels 3',' uplink uplink
- -]

X cleared Y cleared
470 608-X 608 614 698-Y 698

Frequencies in MHz
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The plan submitted by Congress calls for
the funding of the repack to be paid out of a
$1.75 billion allocation from the auction pro-
ceeds. Congress has also decided that the re-
pack process should take no more than three
years from the time that it starts. How the cost
or time duration was arrived at is anyone’s
guess. There may be some flawed assumptions
in their decisions, which we will discuss later
in this article.

Technical impact

Two years will likely pass before the auction
process begins, but it is not too early for sta-
tions to think about how the repack will affect
technical plans.

Many RF plants could be 20 years old if
we assume that repacking will begin in late
2016 and take three years or more to com-
plete. Transmitter technology has advanced
significantly in recent years and will continue
to do so. The tube and solid-state technology
used in most early DTV transmitters is now

obsolete, and with the exception of limited
spare devices, unsupportable. Recent technol-
ogy is also more efficient, resulting in lower
power consumption.

Another unknown is how far the repack
will move your channel assignment. Most
UHF transmitter technology, whether tube or
solid-state, is segmented into three frequency
bands. Transmitter age and depth of frequency
change will have a major effect on whether a
station’s transmitter can be channel-changed
or needs replacement.

Let’s consider how long it might take to
implement a channel change that requires
a move from one band segment to another
for a transmitter with current technology. A
transmitter with IOT technology will require
new tube cavities and a new solid-state driver
module. Conversely, a solid-state transmitter
will need new power amplifier modules and
RF combiners. The estimated time for such
changes ranges from two to five days of down-
time. A second, backup transmitter is required

networks
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While Congress has made provisions for
reimbursing stations that are forced to
change channels, the FCC has not put final
rules into place for such reimbursement.

Special Report

5 1w LERTS

to keep stations on the air while these changes
are being made.

The impact of a channel change will affect
more than the transmitter. The rest of the RF
system will contain some channel-specific
components, such as the channel mask filter
and likely the antenna. A station that uses
waveguide or even rigid line might need to
replace these components.

A mask filter upgrade might be the easy
part, but replacing the antenna, transmission
line or both will require a lengthy process and
involve placing a temporary system on the
tower. The old system is
then removed, and the
new systems can then
be installed, tested and
made operational before
the temporary system is
removed. This entire
process will typically in-
volve an average of five weeks of on-site work
by a qualified tower crew.

Time constraints

Earlier I stated that some of the assump-
tions that led to Congress requesting that this
be completed in three years could be flawed.
According to tower company American
Tower, there are only 14 qualified U.S. tow-
er crews available to change out television
broadcast antennas. Considering that it takes
an average of five weeks per station to change
out a system, 14 crews could only change out
434 stations within the three-year mandated
window. This assumes no vacations or holi-
day downtime.

How many stations will be required to
move is anyone’s guess at this point because
no repack channel plan has been presented.

Additional challenges

Each station affected by the channel change
will be faced with a number of issues during
the process. Chief among these issues will
be how to stay on the air during the chan-
nel change. In most cases, it will require the
complete replacement of the transmitter. This
drives the question of building space and
sufficient power for two transmitters, which
will lead to site surveys, potential architec-
tural changes and new building construction
— and don'’t forget possible zoning changes.
Tower changes might also require zoning
changes in lieu of building changes.

The tower structure must be capable of
supporting the addition of the temporary an-
tenna system while the main system is being
changed out. Things have changed since the
analog to digital transition, notably upgrades
to TIA/EIA tower specifications.

TIA/EIA-222-G, the national standard’s
seventh revision for Steel Antenna Towers and
Antenna Supporting Structures, became ef-
fective Jan. 1, 2006. A tower study early in the
game will show what effect the new standards
might have on a station’s tower structure.

Physics may also have an impact on the proj-
ect. A station moving lower in frequency will
see the size and weight of an equivalent antenna
increase. Those forced to go to a smaller, lighter,
lower gain antenna will likely need more trans-
mitter power to provide equal coverage.

While Congress has made provisions for
reimbursing stations that are forced to change
channels, the FCC has not put final rules into
place for such reimbursement. It has stated
that it will not reimburse for lost air time.

The NPRM suggests that reimbursement
could be based on actual costs paid when the
project is completed, or on an estimate prior
to commencement of the construction. In ei-
ther case, have a plan in place and be prepared
to have a viable and defendable estimate for
making the channel change.

So what might be covered? Here is a list of
expenses that are likely to hit a project budget:
+ Engineering study to determine require-
ments coverage.

« Building medifications or construction.

* Electrical service modifications.

+ Tower loading study.

+ Building permits.

+ Legal services for filing applications.

+ Cost of transmitter(s), channel filter, anten-
na and transmission line.

+ Leasing a temporary antenna and transmis-
sion line.

« Tower rigging and antenna installation.

+ Proof of performance testing.

+ Coverage verification.

+ Clean-up and removal of old equipment.

In some cases, there might also be the cost
of constructing a replacement tower, the cost
of channel combiners if multiple stations
are operating on a common antenna, Ot re-
ject filters if multiple stations are located at a
common site. Some stations may also have to
change out a backup transmitter, and the few
stations with alternate back-up sites will need
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to make modifications.

It’s hard to say if the $1.75 billion alloca-
tion for station reimbursement is enough
until we know how many stations are affect-
ed by the repack. The current rule that re-
imbursement must take place within a three-
year window is enough reason for stations to
begin planning even without understanding
how they are affected.

The FCC began to address the rule-mak-
ing process for the auctions and repack
with the release of the NPRM on Oct. 2,
2012. You, your station’s management and
owners have the opportunity to influence
the outcome of the rule-making process
by filing comments to the NPRM prior to
Dec. 21, 2012. Reply comments will be ac-
cepted until Feb. 19, 2013. Engaging in the
dialogue and making your voice heard is an
important part of ensuring the future of this
great broadcast industry.

While some voices from government and
the wireless industry have made the spectrum

S

MORE FEA
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repack seem like it will be the proverbial
“walk in the park,” it must be pointed out that
we still have more unknown challenges than
known facts. A major item to be resolved is
the spectrum treaties that affect all U.S. areas
within 200mi of the Canadian and Mexican
borders. It is already known that harvest-
ing spectrum and preserving U.S. television
allocations in some of these areas will be a
major challenge.

Another challenge is how to stage and
implement the channel changes that have a
relational effect on neighboring markets. Do
we start on both coasts and work towards
the Midwest, or do we start in the Midwest
and work towards both coasts? Whatever the
answers are to these issues and the result-
ing rules to regulate the auction and repack
process, it will be interesting times ahead for
station engineers, management, industry
suppliers and contractors. =

——

Jay C. Adrick is vice president broadcast
technology, Harris Broadcast Communications.
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IP for sports

BY THOMAS HEINZER

Sports applications have
driven the adoption of IP
networks, which deliver the
speed and efficiency needed
by live event coverage.

ports production has driven much

of the advanced video networking

we see today. Live sporting broad-

casts — with their highlight pack-
ages, clips and slow motion — have pushed
higher-bit-rate  preduction, low latency,
greater mobility and higher-speed workflows.
Viewer demand for a true HD experience on
all connected devices only adds to the demands
placed on video infrastructures. Networks of
today are fundamentally evolving from point-
to-point infrastructures to dynamic, multi-
service networks that can provide content to
all screens with the same speed and quality as
delivered to televisions. Any-to-any connec-
tions are the true nature of this infrastructure;
point-to-point connectivity no longer reflects
the way media is consumed.

When properly managed, proven IT prac-
tices and IP technologies can be much more
efficient and optimize many aspects of an op-
eration — from physical resources to band-
width — relieve financial burdens, and enable
management of capital expenditures. At the
same time, IP networks can provide signifi-
cant value-added services, including social
media capabilities.

Despite the inherent flexibility of IP trans-
port, its cost efficiencies and the ubiquitous

availability of IP networks, broadcasters still
show reluctance to deploy IP for mission-
critical broadcast operations. Broadcaster
fears over losing apparent workflow control,
and concerns over quality and security, per-
sist. IP for the transport and management of
live video sits diametrically opposed to tried-
and-tested linear broadcast systems. Packet
technology entails chopping signals into frag-
ments and transporting them over an IP net-
work for a loss of all perceived control.

Advantages of IP networks

The latest achievements in QoS, resilience,
fast repair, switching speeds and scalability
have made IP networks reliable enough to be-
come not just viable, but a preferred option
for video contribution networks.

The use of IP for contribution-quality video
transport has also grown out of the need for
efficient scaling of bandwidth. In many cases,
IP’s scalability has been enhanced through the
use of video compression technology such as
MPEG-2, H.264 and now JPEG 2000. Com-
pression allows for every bit of available band-
width to be optimized.

For live sports productions, IP transport re-
duces the need for remote broadcast and satel-
lite uplink trucks and reduces resources required
for on-site personnel, saving production and
operational costs. Yet IP’s advantages extend
beyond operaticnal and capital-expense cost
reductions. The ability to share content quickly
and efficiently on a shared IP network infrastruc-
ture creates collaboration, efficiency and agil-
ity throughout the entire broadcast value chain.
Perhaps nowhere has this been seen more than
in sports production, where workflows are being
transformed by IP networks and all-digital sys-
tems. The resulting highly integrated workflows
and efficiencies have opened the door for new
second-screen solutions, providing an opportu-
nity to leverage the often-large amounts of un-
used content as original premium content sent to
viewers’ second screens. This serves the dual pur-
poses of engaging viewers as they consult other
devices and engage in social media activities as
they view their favorite sports, while creating po-
tential new revenue streams,
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THREE DECODERS SUPPORT 16 REMOTE LOCATIONS

When the production arm of a major sports
league decided to move beyond file-based
transfers and give its on-site studios the tools
and flexibility to create compelling live sport-
ing packages, an entirely new workflow was
developed to gather, transport and manage
video feeds. An IP network encompassing
video compression and integrated manage-
ment software enabled remote local produc-
tion sites to transfer live SD content over a
100Mb/s IP circuit. Identical set-ups at each
of the 16 stadiums were required to support
the new solution: two Sony BRC-Z700 robotic
cameras, one handheld Sony XDCAM EX3
camera and an Apple computer equipped with
Final Cut for local editing. Robotic cameras
could be remotely operated from the primary
facility or from the local studios, with content
streamed in real time.

A system management platform makes the
connection to the central site, allowing on-site
producers to set up video-over-1P connections
and record directly to the main production fa-
cility, or record locally and transfer the files at
a later time using editing software, for an entire
process managed over |P. Through connection
management software, the main production fa-
cility is able to use only three decoders in sup-
port of 16 different locations — dynamically
shifting the connections where they're needed,
either scheduled in advance or on an ad-hoc
basis. On-site studios can connect directly to
the production studio or use Web-based tools
to manage content, with the management soft-
ware providing scheduling, provisioning and
monitoring of video-over-IP services.

The ability to link to 16 different locations on
an as-needed basis, receiving content where
and when it's needed and according to the
match schedule, enables faster and more
flexible content delivery, saving the costs of
many more permanent connections.

Video compression helps overcome the band-
width constraints of the network transport in-
frastructure. Typically, compression involves a
tradeoff between bandwidth availability, trans-
mission cost and the level of quality required for
video services at the different stages between
capturing the content and delivering it to the

| December 2012 |
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end user. The appropriate video compression
and the requirements of the underlying net-
work depend on the specific application. For
sporting events, or when transporting video
feeds among teams in a production facility, vid-
eo quality is prioritized above all else, requiring
very high bit rates.

For our IP example discussed earlier, SD video
was compressed and mapped to IP with near-
mathematically-lossless compression with
identical modules deployed at the transmitting
and receiving ends of the system. The goal is
to guarantee the highest possible visual qual-
ity with absolute minimal degradation through
multiple encode/decode cycles.

Real-time audio and video services are ex-
tremely sensitive to packet loss and delay. A
quality-of-service (QoS) model must be ap-
plied to ensure that over-subscription of data
will not cause video packet loss. As a result,
any |P infrastructure operating in a broadcast
environmentmust meet stringent performance
and availability requirements. It must provide
extremely low jitter and low delay—typically
less than 80ms, To protect against delay and
packet loss, broadcasters must eliminate
network congestion and tightly control the
amount of traffic traversing all links in the net-
work. Other critical functions of an IP network
— including service provisioning and analyt-
ics, network inventory, protection and perfor-
mance management — should be controlled
and managed. With today’s tools, the task of
100-percent guaranteed QoS should not be
daunting, as many incorporate Forward Er-
ror Correction (FEC) and a wide range of even
more efficient protection schemes that cor-
rect issues caused by media adaptors in the
netwaork.

As an industry, we're building toward a time
when infrastructure will cease to be a discus-
sion point. Next-generation networks will re-
flect true marketplace convergence, enabling
unfettered user access to high-quality con-
tent of their choice, any time, anywhere and

on any device.
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Improved workflows

An 1P environment supports an end-to-
end digiral workflow that dynamically moves
media through the production process, breaks
down operational silos and supports collabo-
ration internally. As a result, digital worktlows
can reduce OPEX, allow editing functions to
be easilv shared among different reams and
significantly reduce time 10 air — especially
important in sports and news environments.

The tirst stage in the litecycle is the acqui-
sition of video content into the 1P demain.
Adapting digital video onto an IP network can
be achieved either directly from cameras with
built-in Echernet/1P network interface cards, or
via standalone 1P video adaptors or gateways.

With P transport, the network itsell de-
termines the optimal path for transmitting
trafhc to its destination at any given moment
and routes traftic dynamically. Rather than
predetermined transmission paths set up in
advance, TS packets serve as containers, which

are stamped with a destination address and
sent into the network. The network then uses
the [P addresses o transport the packet to its
destination through connectionless packet
forwarding, or IP routing.

The connectionless approach of IP nel
works offers several advantages. First, because
no paths must be established in advance, pro-
visioning is easicrr and more cost-efficient.
IP networks are also inherently resilient.
Because no parhs are pre-established, an 1P
network will always reroute around any link
or router failure (assuming the network has
been designed with resilient nodes and links).
This ailows [P networks to survive multiple
link and node failures — something not al-
ways possible with path-protected network.
ing technologies. =

Thomas Heinzer is strategic project manager and
founder of Nevion
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IP and

BY TOM PARISH

Vdso

video merge

ompanies are beginning to address

the increased complexity of IP with

solutions that integrate all compo-

nents of an IP video network infra-
structure — program acquisition from satel-
lite, terrestrial and physical media sources in
native IP, encoding, formatting, quality con-
trol/monitoring, scheduling, management
and distribution via multiple media formats
to the range of devices in the marketplace.

A tremendous amount of complexity must
be encapsulated into such systems. But, when
properly engineered and managed, modular
solutions mitigate costs and often integrate
with legacy infrastructures. Instead of com-
plex, expensive installation of less flexible
and less configurable equipment for video
networks, IP solutions provide economies of
scale in addition to bandwidth optimization.
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Figure 1. A file-based workflow features an IP-centric workflow that
allows different process steps to happen at the same time.
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Figure 2. Broadcast center designers will have to continue to deal
with continually increasing data-rate capacity requirements.

The new media broadcast center

The new media broadcast center no longer
conforms to the old paradigm of tape-based
workflow, where there are multiple repetitive
tape-based ingests from acquisition to pro-
duction/preparation to transmission and/
or archival. Tape-based workflow is hard to
manage and track, and is a time-consuming
and labor-intensive process with QC re-
quired at every stage. Where a traditional
tape-based process follows a push-based
workflow of steps being processed in a se-
rial fashion, the newer file-based workflow
methodology is more of a pull process, with
an IP-centric workflow that allows different
steps of the process to be simultaneously
performed. (See Figure 1.)

New media broadcast centers are designed
to support file-based workflow where con-
tent is ingested once and made available to
all work centers simultaneously. The design is
centered on IP-packet technology flowing on
an IT network and accessing a central shared-
storage facility. The central storage facility
houses all media content, including essence,
metadata and other associated content. Once
content is ingested, it is transformed into a
file format, metadata is aggregated, and as-
sets are bundled into a package for delivery
to central storage. Typically, this bundle is a
SMPTE-standard MXF wrapper. The wrapper
may contain a number of different streams of
essence that are encoded with one or more
varieties of codecs and tied to an associated
metadata wrapper that describes material
contained within the MXF wrapper.

Work-center access to central storage is al-
lowed on an independent basis, based on
previously established operational workflow
rules. Automated processing is managed by
a MAM system, which enforces and admin-
isters the rules. An all-IP, all-IT network ar-
chitecture with file-based workflow brings
efficiencies the media broadcast center can
benefit from. Among these benefits are: central-
ized and on-demand scalable computing; fast/
dense networking; scalable storage; reduction of
over-provisioned and under-utilized resources;
and virtualization and parallel processing.
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SDI GEAR FOR

PROFESSIONALS

VERSATILE < AFFORDABLE - RELIABLE

Quad SDI to HDMI Multiviewer for 3G/HD/SD

Matrox MicroQuad lets you use an affordable HOMI display to view up to four SDI video
signals and show or hide labels and VU meters. It's powerful 10-bit scaling engine and
advanced filtering algorithms always ensure a crisp, artifact-free monitoring experience.
The small, easy-to-use device is ideal for OB vans, on-set productions and live events. All
controls are on the unit itself, no computer is required. Alternatively, use the Windows-
based Matrox MicroQuad Remote application to control the unit from a distarce.

Dual SDI to HDMI Mini Converter for 3G/3D/HD/SD

Matrox MC-10C lets broadcast engineers and AV professionals satisfy their diverse needs
when it comes to managing SDI signals. This single portable unit can be used as a HD-SDI
switcher, a distribution amplifier, a multiplexer, and a 3D processing unit. You ne longer need
to purchase different devices to perform these tasks. Matrox MC-100 lets you do it all with
one inexpensive, easy-10-use mini converter. It should be in every video professional’s toolbox.

HD-SDI Scan Converter with Genlock

Matrox Convert DVI scan converters let broadcasters easily and economically incorporate
content from computers, iPads, and iPhones into news programs. They are also the perfect
appliances to drive projectors and large displays at live events and in houses of worship.
These products are ideal for creating broadcast video from computer applications such
as Skype, YouTube, Google Earth, FaceTime, media players, presentation software, and
web browsers.

$995
www.matrox.com/video/SDlgear/be mﬂt 'ox

1.800.361.4903 (US and Canada), 514.822.6364 Digital Video Solutions

wwWw.americanradiohistorv.com
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Figure 3. Shown here is
a Distributed Networked
File System.

IP’'s new-age infrastructure

In the new design, it is advised to segregate
the control LAN from the mission-critical
rich media LAN. While it may be appropri-
ate to size the control network for Gigabyte
Ethernet, the rich-media LAN is typically sized
for 10GB Ethernet or higher. Most equipment
uses Ethernet ports for monitor and control
access. Having an Ethernet switch in each cab-
inet for aggregation reduces cabling.

The equipment and cabling design for the
data-rate capacity of rich media should be
sized for the present and future. With a data
rate of 1.485Mb/s for 10801 HDTV, many fa-
cilities were designed to support up to only
1.5Gb/s. Today, however, some content pro-
viders are transitioning to 1080p HDTV. For

the past two years, equipment manufacturers
have provided equipment with 3Gb/s capa-
bility to support the move to 1080p. Con-
currently, some consumer TV equipment
manufacturers now demonstrate 4K HD and
UHDTYV that require higher data-rate capaci-
ties. (See Figure 2 on page 40.) This can be a
dilemma for center designers.

Central storage design

Central storage design has been mov-
ing from a general, parallel file system to a
distributed networked file system. The clus-
tered storage Distributed Networked File
System {DNFS) is fast becoming the choice for
central storage in the modern broadcast cen-
ter. (See Figure 3.) It is a high-performance
solution combining an intelligent DNFS with
modular hardware that delivers simplicity
and scalability. It combines three layers of tradi-
tional storage architecture (file system, volume
management and RAID) intoa symmetrical sys-
tem that stripes files and metadata across mul-
tiple storage nodes within a cluster. Each node is
given the intelligence to know the whole system
layout and where each file or its parts reside.

With low-latency Infiniband switching for
inter-cluster communication, it enables each
node to share information with every other
node on the system.

Considering the movement of file-based
workflow to the cloud, the future central-
storage facility will more than likely transition

Stay CALM with
StreamScope

StreamScope® MPEG analyzers and audio loudness monitors
help you meet the challenge of CALM Act compliance.

With these state-of-the-art tools from Triveni Digital, you can
monitor loudness and dialnorm levels in real time, perform
CALM spot checks, create
CALM reports with video
thumbnails, view audio
buffer graphs, and more.

+1-609-716-3535
www.TriveniDigital.com
calm@TriveniDigital.com

; —_triveni

DIGITAL.
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Complete the picture

with the power of ChannelPort

Focus on your channel, not your technology

Harmonic's Spectrum ChannelPort speeds, simplifies and dramatically reduces the cost of deploying
new television and video channels by integrating sophisticated branding and graphics with clip
playback, master control switching, live feed and Emergency Alert System support. Beyond “channel
in a box,” ChannelPort is part of Harmonic's industry-leading Spectrum media playout system and
fits seamlessly into new and existing environments.

© O O Learn more at harmonicinc.com/channelport

“harmonic

©2012 Harmonic Inc. All rights reserved worldwide.

www americanradiohistorv com
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to IP-network-based storage derived from IT
commercial-oft-the-shelf (COTS) amalgama-
tion of virtual machines. (See Figure 4.)

IP networking in the cloud

with IP/IT infrastructure and file-based
worktlow adaptation, there exists the funda-
mental technology necessary to allow much
of today’s workflow processing to reside in
the cloud. This is centered on rule-based

worktlow algorithms automated by a MAM
system and built on a virtual infrastructure,
allowing for deployment of multiple work
platforms on shared hardware, operating sys-
tems and applications.

This software-based cloud solution offers
lower upfront cost and provides high scalabil-
ity with flexibility. Also, many content own-
ers’ primary concern is asset security; howev-
er, digital rights management cloud solutions
exist that protect content during the process.

A promise delivered

With integrated 1P solutions, encompass-
ing compression, advanced provisioning, path
finding and quality assurance, broadcasters
can create networks that can give greater ef-
ficiencies and resource and cost savings. IP
has come of age, providing unique advantages
across workflows and distribution. =

Tom Parish is senior vice president of broadcast
technology, Globecomm.

PLAY IT RIGHT

Whether you're a broadcaster or a service provider

feeding a single channel, multiple channels, remote
channels, or secondary chennels, you need a choice
in different playout solutions that can leverage the

flexibility of a true file-based infrastructure for a

variety of different business models. Grass Valley™

content management, production, and playout

taols create solutions that are engineered to take

full advantage af the benefits of file-based content
while reducing operational ¢asts, scaling for future
workfloew needs, and delivering five-nines relinbility.

www americanradiohistorv com

mare info ot: www.grassvalley.com/solutions/playout

grass valley
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Great Things.
Small Packages.

\ The UTAH-100 family of routing and distribution products from Utah Scientific
has a well-earned reputation for value, performance, and reliability. Two new
members of the family are adding flexibility to the list.

The UTAH-100/XFD Fiber Distribution Frame packs up to 16 channels of coax-to-fiber
and fiber-to-coax conversion into a compact 1RU frame.

Fiber-per-channel, WDM, and CWDM solutions, including Gigabit Ethernet aver fiber,
make this unit the logical choice for all of your fiber applications.

e e Mg D B M w8 B

— - - "

The UTAH-100/XHDA is a 3G-capable High Definition Distribution Amplifier with a big
difference. It has 8 amplifier blocks, each of which can be programmed by the internal
web interface to serve 2, 4, 6 or 8 outputs.

This unmatched flexibility makes it perfect for mobile systems, allowing a single unit
to replace racks of DAs.

’l‘[ - F“i . =

Wi

The UTAH-1c0 family offers a wide selection of routers in all signal formats in sizes
from 8x8 to 32x32 with standard built-in web control and options for built-in or remote
control panels, third-party control interfaces, redundant power supplies.

The family also includes Distribution Amplifier packages and madular DA solutions
for all applications.

Contact your Utah Scientific representative today or visit us at: www.utahscientific.com
for more information on this ever-expanding product family.

% The Best in the Business IE’Utah SCie”tiﬁc

www.utahscientific.com

www.americanradiohistorv.com
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TECHNOLOGY IN TRANSITION

NEW PRODUCTS & REVIEWS

Operators produce content in a virtual workspace.

BY JOHN L UFF

or decades, we have had
workflow in every facet
of our profession. But, of
course, we didn’t call it that.
A station had procedures connect-
ing traffic, sales, news and master
control, which today we would call
“workflow” in the strictest sense.

But file-based workflow is funda-
mentally different. Files are trans-
ported and used in quite different
ways from baseband signals. They
contain more elements — audio,
video and the metadata necessary
to facilitate their use. Files are only
representations that can be thought
of as virtual assets, in a virtual work-
space where workflow happens.

Metadata has always been a critical part of production,
but with the advent of file-based workflow, it has had
to change to accommodate the nature of the captured
content. Image courtesy Grass Valley.

Early development of file-based
production began in about 1995. The
first on-camera file-based recording
system allowed content to be moved
directly, as files, to the edit room. It
was still a physical process, and in
many applications it still is. News pro-
duction relies on moving the physical
media containing files to the station,
and it is likely that from there on, only
the data representation will move
through the rest of the workflow.

The workflow in editing is mostly
shots in, completed package out,

46

representing a pretty simple process.
More importantly, the interface to
the NRCS where program planning
is completed is done exclusively with
metadata, and perhaps proxy versions
of the essence.

Metadata is used to manage the
movement and storage of the content,
for the metadata contains the techni-
cal and descriptive information that
allows decisions about processes and
the movement of essence to be made.
Metadata was once on 3in by 5in file
cards and on blackboards, noting
where crews had been sent and what
they expected to bring back.

Note that the processes are entirely
IT-centric. Parsing metadata is an IT
process, as is the manage-
ment of a newsroom where
scripts and slugs are cre-
ated in a newsroom com-
puter system. Management
of the metadata begins with
the creation of tags that tie
together systems and con-
tent. The creation of tags
facilitates communication
of the steps in workflow
used to transform and
move content.

Qur complicated pro-
cesses are in a real sense
no different than that of
25 years ago. We then had
a multiplicity of tape formats, video
standards and even interconnection
methods. The net effect was to pro-
duce a technical system every bit as
complex as a file-based system is to-
day. The systems never warned you of
impending failure, and the often first
noted symptom was the distinctive
odor of “overheated ohmite.” Today,
we get pinged by the SNMP man-
agement layer on our smartphone
requesting we look into impending
doom in a disk array.

The modern workflow is, of course,

broadcastengineering.com | December 2012
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becoming more complex as produc-
ers and stations develop new uses for
content formatted differently, and
multiplying those options compli-
cates workflow immensely. This has
given new impetus to a movement to
use Service Oriented Architecture to
manage the workflow. Putting all of
the transforms and processes on a bus
as “services” and allowing a software
layer to manage the process by calling
for things like transcoding, ingest, ar-
chive, etc., can make workflow much
more adaptable to change in the fu-
ture. The AMWA and EBU are hard
at work to solve this conundrum us-
ing what they call FIMS.

Farewell

After more than a decade, this is
my last regular column for Broadcast
Engineering. | intended to put some
perspective on technological change
that has swept over our industry again
and again during that time period.
My hope is that readers have taken
my work a step further, thinking crit-
ically about what drives change and
how they can take advantage of it. Oc-
casionally, when researching an article
I have Googled, I found links to articles
I wrote years ago and was pleased that
my thinking has evolved as technology
has swept out the old and in the new.

In my 46-year career, have I worked
on monochrome video and HDTV
playout centers. How much fun it
has been! My personal thanks to the
many of you who wrote to me asking
for opinions and help after reading my
column. I'll miss that interaction but
welcome your feedback at any time.
You can reach me at 724-318-9240 or
at john.luff@HDConsulting.tv. BE

John Luff is a television technology
consuitant.

2 Send questions and comments to:
Ul john luff@penton.com
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Celebrate Your Great

Achievements with IBC

Has your company accomplished a
groundbreaking achievement or implemented
an advance in technology in the last year? if
so, then IBC want to hear about it. The IBC2013
Innovation Awards are open and we invite you
to submit your entries now.

The IBC Innovation Awards are unique because they go not to a
manufacturer for a new product, but to the end user that has taken
the best of today’s technology to create an innovative solution to a
real creative, technical or commercial challenge.

RAI Amsterdam
Conference 12-17 September : Exhibition 13-17 September

These Awards encapsulate everything that is positive about
electronic media and entertainment, highlighting collaboration and
celebrating those who push the boundaries.

We are looking for standout applications of technological
collaboration in three categories — most innovative projects in:
¢ Content Creation

e Content Management

¢ Content Delivery

In addition to the hotly contested Innovation categories, the

IBC Awards Ceremony also honours those who have made an
outstanding contribution to the industry, including the International
Honour for Excellence, Best Conference Paper for coriginal thinking, a
special Judges’ Prize and the Exhibition Stand Design Awards.

To find out more information about the IBC Innovation Awards
and how to submit your entry visit www.ibc.org/awardsentry

Previous IBC Award winners include:
Apple, Atlantic Productions, BBC, BskyB, Channel 4, CNBC,

CNN, DNA, Dreamworks Animation SKG, ESPN, FIFA, Freeview,
FX UK, HBS, Manolo Romero, Olympic Broadcasting Services,
NASCAR, NHK (Japan Broadcasting Corporation), Red Bull Air
Race, Sir David Attenborough, Sony, Walt Disney Pictures

IBC Third Fioor 10 Fetter Lane London EC4A 1BR UK / ' i i
t. +44 (0) 20 7832 4100 f. +44 (0) 20 7832 4130 e. info@ibc.org i Www.le-OrQ/ awards
g(tm

WWW ameaedicanta
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NEW PRODUCTS

NEW PRODUCTS & REVIEWS

Far more information on these produsts, go to www. broadcastengineening.com.

Hammonic
Spectrum MediaStore 5000

High-performance disk-based shared
storage system brings the lastest SAS disk
technology — and its associated savings
in size, cost and requirements — to the
storage component of the Spectrum me-
dia server system.

www.harmonicinc.com

Crystal Vision SYN-A 3G

Video frame synchronizer is designed for
broadcast engineers who need to syn-
chronize video sources containing up to
four groups of embedded audio.

www.crystalvision.tv

Broadcast Pix
V3.2 workflow software

Workflow software for the Mica and
Granite systems adds many enhance-
ments to robotic camera control.

www.broadcastpix.com

JVC GY-HMG600

Handheld ProHD camera features a
built-in 23X zoom lens; designed to de-
liver superior low-light performance with
excellent sensitivity (F11 at 2000 lux);
features a 1.22 MP color viewfinder and
color 3.5in LCD.

WWW.pro.jvc.com

Anton/Baver DIONIC HD

Li-lon battery powers high-current appli-
cations in a lightweight and robust pack-
age, making it ideal for digital cinema
cameras such as the Sony F5, RED camer-
as, ARRI Alexa and the Vision Research
Phantom series.

www.antonbauer.com

Harris
ATSC Mobile DTV launch kit

664

Production mixer offers expanded input/
output connectivity and recording capa-
bilities, along with greater flexibility and
ease-of-use,

Sound Devices

www.sounddevices.com

Orad Material Shaders

Lets designers quickly add effects to
Orad 3Designer-created graphic objects;
photorealistic surfaces can be added
to graphic objects in real time, mak-
ing them ideal for fast-paced broadcast
graphics production environments.

www.orad.tv

Hitachi Kokusai Electric America
SK-HD1200

3Gb/s, native 1080/60p HDTV studio/
field color portable camera is designed to
capture outstanding 1100 TVL resolu-
tion images by virtue of its three 2/3in
RGB 2.3 million-pixel UAIT 1080-line
progressive CCDs.

www.hitachikokusai.us

lkegami HDK-97C

Latest addition to the Unicam line of HD
cameras featuring 3G-SDI and multiformat
HD performance; employs 2.5 mega-pixel
2/3in CMOS image sensors, which achieve
superior quality HDTV video with horizon-
tal resolution of 1000TVL, SNR of 60dB or
more, and sensitivity of F11.

www.ikegami.com

Cobalt Digital BlueBox

Line of interface converter boxes is de-
signed to offer a new level of ease-of-use
and installation; attaches securely to asso-
ciated equipment.

www.cobaltdigital.com

EEG CCPlay FilePro

iStreamPlanet Aventus

Cloud-based, comprehensive, automated,
video workflow platform for delivering live
events and live linear channels online.

www.istreamplanet.com

NTP Technology AX32

Audio AD/DA/DD converter allows large
multi-microphone arrays to be accom-
modated without the need to transport a
second processor.

www.ntp.dk

Eyeheight LE-2M-K

Legalizer auto-detects incoming SDI
or HD-SDI video at 1080i/50/59.94,
720p/50/59.84, 625/50 or 525/59.94, and
applies the appropriate legalizing format.

www.eyeheight.com

Canon EOS 5D Mark lll

Firmware update for the DSLR camera en-
ables the use of uncompressed HDMI out-
put support, making possible more efficient
video editing and monitoring procedures.

wWww.usa.canon.com

Sync

Toolkit for syncing ad content and creat-
ing robust two-way engagement between
the first and 