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Imagine the Possibilities 
with Avid Motion Graphics 

Make the Yost of Your Media 
with Avid Motion Graphics 
Avid Motion Graphics'" leverages the latest advancements in 

real -time 2D /3D graphics production and playout to let you: 

Cut through the clutter with standout imagery 

Get to air faster and easier 

Simplify your workflows 

Build show- stopping brands 

See the possibilities LIVE at a city near you: 
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Great Things. 
Small Packages. 

The UTAH -loo family of routing and distribution products from Utah Scientific 
has a well -earned reputation for value, performance, and reliability. Two new 
members of the family are adding flexibility to the list. 

The UTAH- ioo /XFD Fiber Distribution Frame packs up to 16 channels of coax -to -fiber 
and fiber -to -coax conversion into a compact iRU frame. 

Fiber -per- channel, WDM, and CWDM solutions, including Gigabit Ethernet over fiber, 
make this unit the logical choice for all of your fiber applications. 

1.11.1 liMek 

The UTAH- ioo /XHDA is a 3G- capable High Definition Distribution Amplifier with a big 
difference. It has 8 amplifier blocks, each of which can be programmed by the internal 
web interface to serve 2, 4, 6 or 8 outputs. 

This unmatched flexibility makes it perfect for mobile systems, allowing a single unit 
to replace racks of DAs. 

The UTAH -ioo family offers a wide selection of routers in all signal formats in sizes 
from 8x8 to 32x32 with standard built -in web control and options for built -in or remote 
control panels, third -party control interfaces, redundant power supplies. 

The family also includes Distribution Amplifier packages and modular DA solutions 
for all applications. 

Contact your Utah Scientific representative today or visit us at: www.utahscientific.com 
for more information on this ever -expanding product family. 

The Best in the Business lair Utah Scientific 
w w w. u t a h s c i e n t i f i c. c o m 
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We focused on what a channel needs. 
Not on the box. We created ICE. 

MtiT.4UA1' UßTITLE M 
AV ENCObEi 

, `\ \ - QNTENT - 

STORAGE) 

ICE is the orly channel -in -a -box designed from the point 
of view of the channel rather than the box. Delivering robust, 
scalable and affordable operation whether you have one or 
100+ channels. 

Advanced 3D Graphics 
Multi- charnel Audio 
Closed Captioning 
& Subtitles 

Format and Aspect Conversion 
Wide Range of File Formats 
Automated Quality Control 
Integrated Delay Server 

snellgroup.com/ICE 
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LATEST NEWS! 
A new group of broadcasters - calling itself the Expanding 

Opportunities for Broadcasters Coalition - has told 
the FCC it has 39 stations in the top 12 markets that will 
participate in the upcoming wireless spectrum auctions. 

Learn more at www.broadcastengineering.com 

SEE IT ONLINE! 
Check out Brad On Broadcast, our editor's thoughts about 

the latest industry news. Are spinning disks really dying off? 

Learn more at www.broadcastengineering.com 
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Introducing the new, award winning Avenue Layering Engine - 
multi layer keying that's just right for branding, small master control, Q%CKyr,, 

flypacks and trucks. There's a frame sync on every input so go ahead í 
and use sources that aren't genlocked. And the extraordinarily intuitive '.2OJ 
iPad'" control gives you new freedom in switching a show or event. 

Two, independent linear keyers, program /preset background transitions, audio mixing, voice over and 
breakaway, make it an agile and flexible solution for combining audio and video content. Inputs can 
be driven by SD, HD or 3G SDI signals from cameras, remote feeds, character generators, graphic and 
stillstore systems, and video servers. Realtime processing, low latency and serial control make it easy to 
integrate into your next project. 

ENSEMBLE 
D E S I G N S 

+1 (530) 478-1830 
www.ensembledesigns.com 
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EDITORIAL 
DEPARTMENT 

Are spinning 
disks dead? 

InfoWeek writer Paul Venezia wrote in his Jan. 14 

column that storage would soon evolve into "... a 

world devoid of the painfully outdated yet ubiquitous 
spinning disk:' 

Yep, and the familiar phrase "Tape is dead" has 
been bandied around for 25 years. However, folks like 

StorageTek, Quantum, FOR -A, IBM and others make a 

living by selling hundreds of millions of dollars of that 
so -called "dead" technology every year. Content provid- 
ers, including Major League Baseball, ESPN and virtually 
everyone with a library larger than a few thousand hours, 
still rely on tape for long -term storage. 

I believe Venezia is too quick to write off spinning 
disks as effective storage mediums. He suggests it would 
be far better to even forgo the entire concept of "local 
storage?' Um, I'd like to say something about that. "No 
friggin' way." 

I've written plenty about the perils of local storage, disk 
crashes and data loss. But, that pales in comparison to 
pitching all of your content into the cloud and then re- 

alizing that you no longer have any control over where, 
when or how it's used. Before you store your precious new 
13 -part series on Amazon's EC2 or Microsoft's SkyDrive, 

better read the SLA. See who has access to that content and 
who can peek in your backroom. 

8 broadcastengineering.com I February 2013 

Then, you might also want to read up on the litany 
of cloud failures. Do an Internet search of the term, and 
you'll develop cold shivers over the access to your cloud - 
based content. 

Venezia's visioned future isn't "a bunch of hot -swap disks 
eating up rack units and expelling a lot of heat." Instead, 
he believes users will rely on a "lU device that provides 
sufficient storage capacity, along with high performance 
and high reliability, and functions as a set -and -forget 
appliance?' Hold on, wait a minute. Exactly what's 
behind that 1RU device that actually holds that content? 
Maybe a water bucket? He never fully explains. Watch my 
other hand. 

One shouldn't be too directionally optimistic when it 

comes to technology. Solutions have a funny way of chang- 
ing course when science offers better options. Who knows 
how we'll store bits 25 years from now? Certainly not some 
tech writer - including me. 

That said, how do you think video will be stored by the 
time you retire? 

EDITORIAL DIRECTOR 
Send comments to editor@broadcastengineering.com 

BE 
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Introducing HyperDeck Studio, the 
broadcast deck that uses solid state disks! 

Now you can get the incredible quality broadcast deck that records and 
plays using low costs solid state disks. HyperDeck Studio works like a regular 
broadcast deck, and supports dual disk slots so the moment one disk is 

full, recording can continue to the next disk! Thats unlimited recording! 
HyperDeck Studio supports 10 bit uncompressed as well as compressed 
DNxHD" and ProRes" recording so you can simply mount the disks and edit 
media directly without any file copying! HyperDeck Studio is perfect for live 
production, instant replays and disk server use! 

Absolute Perfect Quality 
HyperDeck Studio works with both compressed 
and perfect quality uncompressed video. You can 
select between 10 bit ProRes, DNxHD MXF, DNxHD 
QuickTime" and 10 bit uncompressed QuickTime 

recording and playback. With uncompressed you get a mathematically perfect 
"clone" recording between capture and playback so you can always trust your 
recording because there is absolutely no higher quality possible! 

Familiar Broadcast Deck Design! 

HyperDeck Studio has a familiar broadcast deck 
style design with transport buttons, jog /shuttle 
knob, deck control port and build in LCD! You get 

unlimited duration recordings because HyperDeck Studio includes dual 
SSD slots, so when recording, if your disk fills, it will automatically continue 
recording to the other disk. 

SSD 
Solid State Disk (SSD) Recording 

Simply plug in a fast 2.5" solid state disk into HyperDeck 
Studio and start recording! SSD's are used in desktop 
and laptop computers so prices are constantly falling 

while sizes are getting bigger! Plug the SSD into your computer and the disk 
will mount right on your computer's desktop! Files are stored in standard 
QuickTime or MXF file formats so you can use the media in Mac ", Wirdows" 
and Linux software! 

Use Cameras, Switchers and Monitors 
With SDI and HDMI inputs and outputs, 
HyperDeck Studio works with virtually every 
camera, switcher or monitor! Plug into televisions 
or video projectors for instant on set preview or 

get exciting live action replay with ATEM production switchers. Even use it 
for digital signage. Just press play twice for loop playback! Imagine using 
pristine broadcast quality 10 bit recording on your next live event! 

HyperDeck Studio 

$995 
oa..c7o 

lW 000aala Z: 

Learn more today at www. blackmagicdesign .com /hyperdeckstudio 
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FIMS 7.0 
A testing process is now available to the community. 

The rapid pace of change 
in the media industry de- 
mands that leading media 
organizations implement 

efficient and agile digital media pro- 
cessing capabilities to control costs 
and capitalize quickly on new business 
opportunities. However, achieving the 
full promise of file -based media work- 
flows and the efficiencies they bring 
requires seamless interaction among 
products from different vendors. 
Therein lies the challenge: Getting dis- 

parate products to interoperate is 

like getting a group of individ- 
uals each speaking a different 
language to understand each 
other. The effort requires 

standards for more than just 
the words or the dialogue - i.e. 

the file formats. Seamless interaction 
also requires standardizing the way 
the dialogues are handled - i.e. the 
approaches to coordinating and con- 
necting the components of media pro- 
cessing systems. 

Most modern businesses today le- 
verage service -oriented architectures 
(SOAs) to assemble agile business 
systems. Indeed, SOAs offer tremen- 
dous advantages to processing me- 

Application 
layer 

Process 
layer 

BY IAN HAMILTON 

dia for playout and distribution. A 

key element of SOA involves expos- 
ing system components as shared 
network -based services. Connections 
with services can then be created and 
reconfigured quickly to respond to 
changing requirements and demand. 

The Framework for Interoperable 
Media Services (FIMS) was initiated as 

a joint project between the Advanced 
Media Workflow Association (AMWA) 
and the European Broadcasting Union 
(EBU) to create a common framework 
for applying SOA principles to process- 
ing media. FIMS standardizes service 
interface definitions for implementing 
media -related operations in a SOA. As 

one example of how it can be used, a 

system that ingests and prepares con- 
tent for playout and nonlinear delivery 
can leverage FIMS to interact flexibly 
with media capture, transfer and trans- 
form products from multiple vendors. 
Using FIMS, system components can 
easily be added, updated and removed 
in response to changing business re- 
quirements and demand. 

The problem 
Although workflows are common- 

place for moving, processing and 

User applications 

I 

storing media using software- centric 
systems deployed on commodity IT 
infrastructure, many software -based 
media processing systems suffer from 
problems endemic to older hardware 
and physical media- centric film and 
video processing systems. Whenever 
unique media processing require- 
ments must be addressed - and let's 
face it, what broadcaster does not 
have a unique requirement of some 
sort - there's an expensive custom 
software integration project needed 
to delivered bespoke hardwired me- 
dia processing silos. 

Worse yet, many software -based 
systems use watch folders to hand off 
media between components of the 
system. While watch systems can al- 
low multivendor interoperability and 
loose coupling, they create a whole 
new set of quality, reliability and 
management problems. 

The approach 
FIMS focuses on the abstract ser- 

vice layer that connects applications 
and orchestration systems with servic- 
es that perform operations on media 
like capture, transform and transfer. 
(See Figure 1.) FIMS addresses media 

Administration 
dashboard 

h+0 Orchestration 

Asynchronous 
communication 

Abstract service 
layer 

(FIMS domain) 

Implementation 
layer 

Figure 1. FIMS reference model 
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www.aja.com 

Powerful 4K monitoring 
Ki Pro Quad can work with raw sensor data 
by debayering the image and outputting to 

SDI, HDMI or 4K monitors, all in real time. 

Futureproof your workflow 
Unite HD, 2K, and 4K, with breakthrough features and proven qualit 

The jump to 4K is just around the corner. Ki Pro Quad is the premier on -set solution for 
direct camera recording and monitoring. Enabling the very highest quality workflows, 
Ki Pro Quad lets you work with 4:4:4 or 4:2:2 HD, 2K, and 4K in one compact and 
affordable package. 

Y. 

Easily mounted to any compatible camera, Ki Pro Quad can simultaneously record 10 -bit 
4K ProRes, feed 4K and HD monitors and pass camera RAW data direct to Thunderbolt'" - 
enabled computers or storage. No matter what format you're shooting, you'll already 
have everything you need. 

Ilegak 
Record 'ready -to -edit' Apple ProRes 

Simultaneously record Apple ProRes 422 or ProRes 
444 files directly to rugged yet compact SSD modules 

- ready for use immediately in post -production. 

THUNDERBOLT 

Capture 4K RAW via Thunderbolt" 
From the new Canon C500, record pristine 

uncompressed RAW camera data to a drive array, 
the ultimate in image quality. 

Find out more information at www.aja.com 

Because it matters.'" \.M\® 
VIDEO SYSTEMS 
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specific requirements associated with 
the resource -intensive nature of pro- 
cessing and storing media. 

For example, FIMS accommodates 
long- running processes by incorpo- 
rating an asynchronous calling pattern 
and resource prioritization through 
queuing. The FIMS 1.0 specification 
defines services interfaces for captur- 
ing, transforming and transferring 
media, with ongoing development ef- 

forts under way to define additional 
services. With FIMS, a workflow that 
receives media, transcodes it into the 
required formats and then transfers 
the result for linear playout and non- 
linear distribution can easily be auto- 
mated through standards -based ser- 

vice orchestration. 
To those unfamiliar with SOA and 

Web services, the breadth of products 
and technologies marketed by big IT 
vendors can be intimidating and over- 
shadow the underlying principles. The 
FIMS 1.0 specification avoids much of 
this complexity by defining a resource 
model as a central component of in- 
teraction between service providers 
and consumers. The resource model 
approach places more emphasis on 
what is being communicated between 
the service consumer and provider 
than on how it is being communicat- 
ed. This allows a neutral position on 
Web services technical debates such as 

those concerning SOAP versus Repre- 
sentation State Transfer (REST). 

The main resources in the FIMS 
1.0 model are Services, Jobs and 
Media Objects. Jobs are processed by 
Services to perform operations on 
Media Objects. In the context of the 
resource model, the Media Objects 
are formally called Business Media 
Objects. This qualification is made 
because these objects only contain the 
metadata relevant to the business op- 
eration being performed along with 
information about how to access ac- 

tual media content. 
FIMS 1.0 also makes a clear dis- 

tinction between Media Objects on 
the message bus and the media bus. 
The term bus is borrowed from com- 
puter architecture where a bus is a 

subsystem that transfers data between 
components of a system. The message 
bus is used to communicate informa- 
tion about media, including media 
processing instructions. The media 
bus is used to store, access and move 
master, mezzanine and finished media 
products. This model is analogous to 
the management of physical products 

Test 
cases 
.xml 

Test 
data 
.xml 

of service consumer and service pro- 
vider simulators. (See Figure 2.) Do- 
ing so facilitates interaction between 
third -party products, which is a key 

benefit of FIMS. The simulators allow 
FIMS implementers to independently 
test their service consumer or pro- 
vider implementation. These inde- 
pendent tests give vendors confidence 

Transfer 
consumer 
simulator 

Service consumer simulators 

Transfer 
con unter 
sm, Woo, 

Transfer 
provider 
simulator 

Capture 
consumer 
simulator 

Torr a1n 
a,»der 

surir 1,1101 

cn rt 

provider 
srir Iator 

Service provider simulators 

Figure 2. FIMS test harness components 

where business systems track raw ma- 
terials, components and inventory for 
associated real -world objects that are 
stored and transported using ware- 
house, ships, planes and trucks. 

FIMSTest Harness Project 
A practical approach to standard- 

ization requires more than object 
models and interface definitions to 
gain serious traction. Consequently, 
the FIMS Technical Board recognized 
the need for a tool to help FIMS im- 
plementers validate their implemen- 
tations. Signiant did as well, given the 
test -driven development methodol- 
ogy we use to develop software. Using 
such an approach, developers create 
and code tests to validate an imple- 
mentation before coding it. This leads 
to higher quality products that can be 
evolved quickly. 

Signiant initiated the FIMS Test 

Harness Project within the FIMS 
Technical Board and helped design 
and build a test harness for contribu- 
tion to the FIMS effort. The ultimate 
goal of the test harness is to remove 
barriers to FIMS adoption and pro- 
mote implementation of FIMS -com- 
pliant interfaces. 

Through discussion among the 
technical board, it was agreed that 
the test harness should consist of a set 
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that their products will interact prop- 
erly in real -world conditions. 

Completely data -driven testing 
was another goal of the test harness 
project. As such, test cases and asso- 
ciated service behaviors are specified 
with test configuration data. Service 
consumer configurations specify a 

sequence of commands to invoke 
against a service provider. Service 
provider configuration specifies how 
the service responds to specific corn - 
mands with mock behavior. This ap- 
proach helps ensure that no coding is 

required to use the test harness and 
create new test scenarios. 

In addition, the test harness proj- 
ect sought to leverage an existing Web 

services test framework. Broad avail- 

ability of standards -based testing tools 
is a significant benefit of a standards - 
based SOA approach. Through a series 

of proposals and discussions in the 
technical board, the decision was made 
to use the soapUl test framework. 
SoapUl is an open- source Web ser- 
vice testing application for SOAs. The 
functionality of SoapUl covers Web 

service inspection, invoking, simula- 
tion and mocking, functional testing, 
and compliance testing. As such, the 
SoapUl framework covers most of the 
service consumer behavior, and new 
code was only required to implement 
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mock service provider behavior. 
Despite its name, the soapUl 

framework supports both SOAP and 
RESTful interactions between ser- 
vice providers and consumers. SOAP 
is a remote procedure call (RPC) 
standards -based approach to Web 
services that references a stack of re- 
lated standards. The REST approach 
is conceptually simpler than SOAP 
and uses standard HTTP operations 
to interact with resources. FIMS 1.0 
formally defines SOAP bindings for 
services and, although the resource - 
based approach allows for REST - 
ful interactions, work is ongoing in 
the FIMS Technical Board to further 
specify a REST interface. The test har- 
ness design allows a REST interface to 
be easily plugged in on top of existing 
mock service implementations. 

A first version of the FIMS test har- 
ness has been contributed to the FIMS 
initiative for free use by the FIMS 
community. The FIMS test harness is 
an easy way to gain practical experi- 
ence with FIMS, including working 
with FIMS calling patterns and the 
FIMS resource model. It provides 
valuable feedback to both vendors 
implementing FIMS and users want- 
ing to start working with FIMS. The 
FIMS community is encouraged to 
utilize and help expand the test har- 
ness through the implementation of 
additional test cases and behaviors. 

Toward lower costs, 
greater agility 

The full promise of file based work- 
flows requires seamless interaction 
amongst products from multiple ven- 
dors. FIMS applies SOA principles to 
media to facilitate an important part 
of this interaction. The FIMS Test 
Harness Project provides a practi- 
cal starting point for working with 
FIMS. Adoption and implementation 
of FIMS brings the media industry a 
big step closer to file -based workflow's 
promise of lowering costs and ulti- 
mately improving business agility. DE 

Ian Hamilton is co- founder and chief 
technology officer, Signiant, and a 
member of the F /MS Technical Board. 
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t ADDITIONAL RESOURCES t 
The following are available on the Broadcast Engineering website: 

IPTV subscribers to double by 2017 

IP video distribution 
Emerging markets sustain global IPTV boom 

VISTA 11 
DIGITAL MIXING CONSOLE 

Quality you can 
afford and rely on . 

Compact, self -contained and refreshingly affordable,Vista I is the feature - 
packed broadcast sound mixing console you can afford and rely on. 

22 and 32 -fader versions 
Intuitive operation 
Flexible I/O options 
Super -charged workflow 

Powerful surround 
sound mixing 
Built -in USB jingle/spot player 
Systems from $70k list 
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All I/O is integrated within the control surface and includes 
8 AES inputs, 8 ÁES outputs and slots for optional I/O expansion mclu ing MADI,ADAT, etc. 

32 mlclllne Inputs, 32 line outputs, 

Find out more at usa.studer.ch 
studer -usa @harman.com 
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TRANSITION TO DIGITAL 
DIGITAL HANDBOOK 

Next- generation 
broadcast 

Evolving technology brings broadcasters better sound. 
BYALDO CUGNINI 

The development of new 
broadcast technologies that 
offer higher efficiencies and/ 
or performance is an ongo- 

ing quest, with researchers continu- 
ing to push on methods to achieve a 

higher data throughput. The result is 

that the hardware and software pro- 
viding media delivery will continue to 
evolve. On the broadcast side, modu- 
lation and compression are key com- 
ponents of a next- generation broad- 
cast system. 

order constellations like 256QAM 
possible. But another way to maxi- 
mize channel usage is by adopting a 

"cellular" approach, where multiple 
transmitters would blanket an area, 
each with a lower power than a single 
one, but able to get a stronger sig- 

nal to receivers - yielding a higher 
C/N ratio and thus increasing the 
potential throughput. 

Adaptive transmission technolo- 
gies are also gaining interest in the re- 

search community. The idea is to get 

HEVC promises to increase coding 
efficiency by up to 50 percent 

compared with AVC /H.264. 

Digital modulation 
Digital modulation customarily 

takes the form of transmitting sym- 
bols that are mapped from groups of 
bits. These symbols can be sent us- 
ing one of a variety of modulation 
schemes, including VSB, QAM and 
COFDM. Because reception is usu- 
ally limited by channel noise, inter- 
ference and distortion, there is a cer- 

tain carrier -to -noise (C /N) ratio that 
is required for error -free reception. 
For this reason, the symbol rate is 

usually limited in a channel, regard- 
less of the number of different sym- 
bols (or constellation points) that can 
be transmitted. 

But there are ways of pushing this 
limit, either by clever channel cod- 
ing, or by changing the necessary 
transmit power. New error correction 
schemes are constantly being devel- 

oped - pushing the envelope to its 

theoretical limit and making higher- 

feedback of instantaneous channel- 
state information from a number of 
receivers, and use this to dynamically 
modify characteristics of the trans- 
mission system - including output 
power; transmission architecture 
(i.e., number and individual power of 
active transmitters); and even modu- 
lation parameters. Any one of these 
systems would represent a radical 
change in broadcasting infrastructure 
and federal regulations, but could po- 
tentially generate a sizeable increase 
in available bandwidth. 

Video compression 
As you read this, the latest MPEG 

compression specification, High -Effi- 

ciency Video Coding (HEVC), was due 
to be released as a final draft interna- 
tional standard, called MPEG -H Part 2 

and ITU -T H.HEVC (and sometimes 
referred to as H.265). HEVC promises 
to increase coding efficiency by up to 
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50 percent compared with AVC /H.264. 
The HEVC specification is or- 

ganized into profiles, tiers and lev- 

els, allowing equipment of varying 
complexity and cost to fit into well- 

defined architectures. As with its 

MPEG predecessors, an HEVC pro- 
file is a subset of the entire bit -stream 
syntax, and a level is a specified set of 
constraints imposed on values of the 
syntax elements in the bit stream. The 
constraints may be limits on values, 
or arithmetic combinations of values 
(e.g., number of pixels per frame mul- 
tiplied by number of frames per sec- 
ond). Currently, three HEVC profiles 
have been established: Main, Main 
10 (with up to 10 bits per color), and 
Main Still Picture. 

HEVC introduces the concept of 
tiers within each profile, which carry 
their own constraints; tiers were es- 

tablished to deal with applications 
that differ in maximum bit rate. A 

level specified for a lower tier is more 
constrained than a level specified for 
a higher tier, and levels are similarly 
constrained within the tiers. 

Audio compression 
High -Efficiency Advanced Au- 

dio Coding (HE -AAC), as shown 
in Figure 1 on page 16, has already 
been adopted into various transmis- 
sion systems, including ATSC, DVB 

and ISDB. HE -AAC is based on the 
MPEG -2 AAC Low- Complexity pro- 
file in combination with Spectral 
Band Replication (SBR). MPEG -2 

AAC is non -backwards- compatible 
with the other parts of MPEG -2 and 
MPEG -1 audio, including the so- 

called MP -3 format. 
These earlier MPEG codecs, as 

well as AAC, use a high -level struc- 
ture that combines a psychoacoustic 
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model, spectral processing and quan- 
tization. MPEG -1 and MPEG -2 spec- 
tral processing used mapped samples 
that are either sub -band samples or 
DCT- transformed sub -band samples. 
A psychoacoustic model creates a set 
of data used to control the quantizer 
and coding, wherein the produc- 
tion of coding artifacts is modeled 

Input 

rates used for HE -AAC are 48kb /s to 
64kb /s for stereo and 160kb /s for 5.1 

channel signals. 
HE -AAC version 2 (v2) is a com- 

bination of HE -AAC and Paramet- 
ric Stereo (PS). The PS coding tool 
captures the stereo image of the au- 
dio input signal with a small number 
of parameters, requiring only a small 

Psycho - 
acoustic 

model 

Coded 
stream 

Spectral 
processing 

Quantization/ 
noiseless 

coding 

Figure 1. MPEG Advanced Audio Coding incorporates elements from earlier 
MPEG standards. 

at the encoder. The model relies on 
characteristics of the human audi- 
tory system, whereby quiet sounds 
within "critical bands" are masked by 
louder sounds. 

MPEG -2 AAC also uses a psychoa- 
coustic model, spectral processing and 
quantization, but with newer tools. A 

modified discrete cosine transform 
(MDCT) is used in the spectral pro- 
cessing step, and noiseless coding is 

performed on the spectral data. 
Used in HE -AAC, SBR is a tool 

that can save coding bandwidth by 
allowing the codec to transmit a 

bandwidth -limited audio signal. The 
process is based on a decoder re- 

synthesis of the missing sequences 
of harmonics, previously truncated 
in order to reduce the data rate. A 

series of tonal and noise -like signal 
components is controlled by adaptive 
inverse filtering, as well as the option- 
al addition of noise and sinusoids. 
Side -data in the bit stream can also be 
transmitted in order to assist in the 
reconstruction process. Typical data 

data overhead. Together with a mon- 
aural downmix of the stereo input 
signal generated by the tool, the de- 
coder is able to regenerate the stereo 
signal. The PS tool is intended for low 
bit rates. 

Spatial Audio Object Coding 
(SAOC), is a recent MPEG -D cod- 
ing tool (which can be implemented 
independently), wherein the different 
sound sources within a transmission 
are treated as separate coding "ob- 
jects." MPEG SAOC for Personalized 
Broadcast Systems is one potential 
application that can provide audio 
related interactivity to consumers. In- 
teractivity for broadcast applications 
can enable users to adjust TV sound 
according to individual preferences, 
or can even offer a hearing- impaired 
audio service without an additional 
audio channel. 

Broadcasting with SAOC could 
allow users to adjust the volume of 
single audio objects within mov- 
ies, TV shows or even live transmis- 
sions. For example, commentator and 
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ambient sound levels during a sports 
broadcast could be adjusted by the 
consumer, as one means to improve 
intelligibility to suit one's own hear- 
ing capability. 

Hybrid TV is yet another area that 
is developing quickly. Combining a 

high- bandwidth, free OTA path with 
an Internet side channel, Hybrid TV 
makes new services available to home 
and mobile viewers. Specifications 
for Hybrid Broadcast Broadband TV 

(HbbTV) and other systems have al- 

ready been published, with some trial 
services already deployed in Europe 
and Asia. 

New tools to stay 
competitive 

Transmission, modulation and 
compression schemes are being up- 
dated at a pace that ongoing infra- 
structure planning is required to 
stay competitive with other forms 
of media delivery. The challenge is 

in adopting new technologies with 
as much backward -compatibility as 

possible, so as to not require con- 
sumers to constantly upgrade their 
hardware. From that standpoint, 
the entire media chain would ben- 
efit from those technologies that 
support "soft" equipment upgrades, 
and that requires close cooperation 
between broadcasters and consumer 
electronic companies. BE 

Aldo Cugnini is a consultant in the digital 
television industry. 

ASend questions and comments to: 

aldo.cugnini@penton.com 

+ ADDITIONAL RESOURCES + 
The following are available on the 
Broadcast Engineering Website: 

Broadcast in transition 
ATSC issues reports on next - 

generation broadcast TV, 3 -D TV 

broadcast 
ATSC to explore next- generation 
broadcasting spec that could 
be incompatible with today's 
technology 
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Ethernet and IP 
Both on the OSI hierarchy, their difference is in layers. 

BY BRAD GILMER 

Ethernet and IP are terms 
broadcast engineers use 
many times every day. But 
what, exactly, is the differ- 

ence between the two? 

Layers 
Many years ago, manufacturers 

needed to include, inside their ap- 
plication programs, software that 
was written to allow the program to 
interface to a specific network inter- 
face card. This meant that an appli- 
cation would only work with specific 
networking hardware; change the 
hardware, and you had to rewrite the 
application. Very quickly, vendors 
faced an escalating number of pos- 
sible network devices and a num- 
ber of different underlying physical 
network implementations (such as 

RG -11, RG -59 and UTP cable). 
Manufacturers wanted to separate 

the development of their application 
from all of the chaos going on at the 
networking level. They also wanted 
to be able to sell their applications to 
different users who might have dif- 
ferent networking technologies in 
their facilities. The seven -layer Open 
System Interconnection (OSI) data 
model was developed to address this 
issue in a standardized way. While it 

is not too important to understand 
all layers of the OSI model, it is good 
to understand the first four layers. 

(See Figure 1.) 

Layer 1 is the physical layer, some- 
times referred to as PHY. This is the 
physical network hardware, and it op- 
erates at the bit level. Layer 2 is called 
the data link layer and consists of a 

mixture of specifications describing 
the electrical signals on a cable and 
the way that data is encapsulated into 
frames. Ethernet is a Layer 2 proto- 
col. Layer 3 is referred to as the net- 
work layer, and it is here that data is 

encapsulated into packets. IP packets 

are referred to as datagrams. Layer 4 

is the transport layer. Here, we speak 
in terms of sessions. Transmission 
Control Protocol (TCP) and User 
Datagram Protocol (UDP) are Layer 
4 protocols. 

Each of these layers plays a role in 
networking. Importantly, Layer 2 is 

responsible for physical addressing, 
meaning that the network architec- 
ture can rely on the fact that a Layer 

2 address is unique and permanently 
assigned to a specific piece of hard- 
ware. Layer 3 is responsible for logical 
addressing, meaning that addresses 

Layer 4 

Layer 3 

Layer 2 

Layer 1 

User applications 

Application protocols 

TCP 

1t 1 t 

Physical network 

Figure 1. This shows the first four of 
seven layers to the OSI data model. 

are assigned at this level by a net- 
work engineer in a way that organizes 
network clients into logical groups. 
But, neither of these two layers are 
responsible for anything more than 
"best effort" delivery of packets from 
one place to another. If the packets 
get lost, duplicated, rearranged or 
corrupted, neither Layer 2 nor Layer 

3 will do anything about it. Layer 4 

protocols are responsible for estab- 
lishing end -to -end connections called 
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sessions, and these protocols may or 
may not recognize the loss of packets 
and do something about it. TCP, for 
example, will request that lost packets 
be resent. UDP will not. (Remember 
that Ethernet operates at Layer 2, and 
IP operates at Layer 3.) 

A hierarchy 
Ethernet and IP are part of a hier- 

archy of interchangeable technologies 
in the seven -layer OSI stack. While 
most of the networks that broad- 
cast engineers are likely to encoun- 
ter today are Ethernet and IP, it is 

Most networks 
encountered today 
are Ethernet or IP 

But, Ethernet once 
was just one of a 

large number of 
competing Layer 
2 technologies. 

important to understand that, in the 
early days, Ethernet was just one of a 

large number of competing Layer 2 

technologies. Other Data Link Layer 

technologies include ATM, Token 
Ring and ARCNET. 

While Layer 2 does a great job of 
organizing data into frames and pass- 
ing them on to a physical network, it 

is not capable of allowing network 
architects to group computers into 
logical networks and allowing mes- 
sages from those computers to be sent 
(or routed) to a much larger campus 
or even worldwide network. This is 

where Layer 3 comes in. IP operating 
at Layer 3 organizes data into data - 
grams, which can be sent across any 
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Layer 2 networking technology. IP 
datagrams are the same size and the 
same format, regardless of whether 
these packets are sent across Ethernet, 
Token Ring or some other network. 
In fact, you might be surprised to 
learn that IP packets from your com- 
puter may first travel over Ethernet, 
then over a SONET for long- distance 
transmission, and then be put back 
into Ethernet for delivery on a local 
network at the destination. 

IP is not the only Layer 3 proto- 
col in common use today. There are 
a number of other critical protocols 
that operate at this layer, many of 
which have to do with configuring 
and maintaining networks. Internet 
Control Message Protocol (ICMP) 
and Open Shortest Path First (OSPF) 
are two examples of this. 

In summary, Ethernet and IP are 
part of a hierarchy. IP packets are 
carried in Ethernet frames. IP pack- 
ets that travel over long distances are 
likely to be carried in the payload por- 
tion of SONET frames. Furthermore, 
when you see the notation TCP /IP, re- 
member that TCP is also part of this 
hierarchy. It is highly likely that every 
time you see this notation used in ref- 
erence to traffic on a LAN, remember 
that you are actually talking about 
TCP over IP over Ethernet. 

Other differences 
There are many other differences 

between Ethernet and IP that are de- 
rived from the fact that they are on 
different layers of the OSI model. 

Ethernet frames contain source 
and destination addresses. The frames 
also contain a payload area. IP packets 
are transported in the payload area of 
the Ethernet frames. The IP packets 
also contain source and destination 
addresses and a payload section. If 
both Ethernet and IP contain similar 
structures, why use Ethernet at all? 

Remember that the point of add- 
ing IP as a layer on top of Ethernet 
is to allow the IP packet layout (and 
the application software above that 
layer) to remain constant while pro- 
viding different underlying Layer 2 

structures. Basically, if you change 
the network, then you change Layer 
2 drivers, and perhaps Layer 1 hard- 
ware, but everything above that layer 
remains the same. 

From a practical standpoint, there 
are significant differences between 
Ethernet addresses and IP addresses. 
Ethernet addresses are assigned to a 

network interface card or chip set at 
the factory. They are globally unique, 

The first three 
octets of an 

Ethernet address 
convey meaning; 

they are an 
Organizationally 
Unique Identifier, 

or OUI. 

cannot be changed (not true, actually, 
but this was the original assumption), 
and getting an Ethernet configuration 
up and running essentially is a plug - 
and -play process. IP addresses, on the 
other hand, are not assigned from the 
factory. These addresses need to be 
configured (sometimes dynamically), 
and while Dynamic Host Configura- 
tion Protocol (DHCP) works very 
well most of the time to automatically 
configure IP addresses, there are many 
cases where broadcast engineers must 
manually configure the IP address of 
a device before it can be used on the 
network. 

Another difference is that the first 

three octets of an Ethernet address 
convey meaning; they are an Orga- 
nizationally Unique Identifier (OUI). 
It is possible to look up an OUI and 
determine who assigned the Ethernet 
address to the hardware. IP addresses, 
however, have absolutely no meaning 
assigned to them. That is not to say 

that there are not special IP address 
ranges because there are. But, the 
numbers themselves do not convey 
any specific information. 
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Perhaps the most important dif- 
ference between Ethernet and IP is 

that Ethernet frames are not routable, 
while IP packets are. In practical 
terms, what this means is that an 
Ethernet network is limited in terms 
of the number of devices that can 
be connected to a single network 
segment and the distance Ethernet 
frames can travel. Limits vary, but, 
as an example, Gigabit Ethernet on 
Cat 7 cable is limited to about 330ft. 
Gigabit Ethernet on single mode fiber 
(expensive) is limited to 43mi. 

In order to extend the network 
beyond this length, you need to be 
able to route signals from one physi- 
cal Ethernet network to another. This 
was one of the original design goals of 
IP. Network architects assign comput- 
ers to IP addresses based upon physi- 
cal location and corporate function 
(news vs. production, for example), 
and then IP routers automatically 
recognize whether packets should 
remain within the local network or 
whether they need to be routed to 
the Internet. 

Brad Gilmer is executive director of the 
Video Service Forum, executive 
director of the Advanced Media Workflow 
Association and President of Gilmer & 
Associates. 

IlSend questions and comments to: 

brad.gilmer @penton.com 

+ ADDITIONAL RESOURCES + 
The following are available on the 

Broadcast Engineering website: 

Turning a generic IP network 
into a video network 
Computer networks Part 1 

Computer networks Part 2 
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modular, or glue, products. While 
they can require time to reconfigure 
cables and firmware settings, they are 
easier to upgrade than rack -based 
products and usually cost less as well. 

As requirements change for video 
production and processing, the fea- 
tures for conversion can change as 

output currents that bias the laser for 
the correct average power output and 
modulate the laser to generate the 
digital is and Os. The video patholog- 
ical signal has a large DC component, 
so it is crucial to have a laser driver 
that supports this unbalanced power 
pattern. (See Figure 2.) 

C 
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Video and signal 
conversion, part 1 

Converters must keep pace with video format changes. 
BY RENAUD LAVOIE 

In previous articles, I have covered 
multiviewers, routers and some 
specific topics about AC -cou- 
pling capacitors, the evolution of 

SFP modules and fiber -optic theory. 
One important aspect I haven't cov- 
ered yet is conversion. 

In a perfect world, interfaces and 
standards would interact fluidly and 
perfectly. Unfortunately, this is not the 
case, and with history as a guide, new 
advances in technology will perpetu- 
ate this situation. A key component 
requirement is that an SFP enable ab- 
solute interoperability. A simple SFP 

cage allows easy interchange between 
multiple modules that bridge a wide 
number of standards. 

This article is dedicated to the 
function of conversion, a broad topic. 
There are many options for these func- 
tions. There are rack -based products, 
card -based products, dongle products 
and, of course, SFP products. 

Because this topic has great depth, 
it will be divided into two parts. This 
first section includes an introduction 
to signal conversion as opposed to 
format /video conversion. We'll look 
at techniques to convert between elec- 
trical and optical signals. This article 
will also review basic video standards 
conversion techniques. 

In part two, we'll examine imple- 
mentations of graphic format con- 
verters; VGA, DVI, HDMI and others; 
as well as the familiar up /down /cross- 
conversion systems. 

Diversity 
There are so many options for 

converter features, performance and 
packaging that it is impossible to de- 
scribe all the functions and details 
in one article. A quick market sur- 
vey would indicate that users prefer 

a_ 

II1. ,i 
. MI al 
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PIN + TIA 

Figure 1. Electrical -optical transceiver -converter. Images courtesy Embrionix 

well. Upgrading to better features and 
functions is a never -ending process; 
nothing is ever perfect. 

Optical converter 
The optical converter is usually 

targeted towards video signals run- 
ning at 270Mb /s, 1.5Gb /s and 3Gb /s, 
and soon 6Gb /s and 11.88Gb /s (10G- 
SDI), but they can support data rates 
from 15Mb /s to 11.88Gb /s depending 
on configuration of the internal sig- 

nal processing blocks. (See Figure 1.) 

This is the simplest optical -to- 
electrical and electrical -to- optical 
converter. The basic blocks for the 
electrical -to- optical converter are: 

Laser driver. Electrical digital sig- 

nals feed the laser driver generating 

^ Unique 1s - 
19 Os 

Laser or LED. This device converts 
electrical currents into photons, or 
light. Optical output power is in direct 
proportion to the current level. An ar- 

ticle covering the detailed physics of 
this conversion will be published later 
in Broadcast Engineering. 

For the optical -to- electrical con- 
verter, the blocks are: 

Photodiode. It receives the photons 
and converts them to an electrical 
current output. 

Trans -impedance amplifier (TIA). It 

converts the photodiode current to a 

voltage output, which feeds a limiting 
amplifier. The photodiode current is 

small; it might only be in the pico -amp 
range. The TIA converts this current to 
a voltage and amplifies the signal, but 

f 
19 Os 

Unique Os i 
191s 

r 
191s 

Figure 2. Pathological signal (See "Understanding 
Broadcast Engineering magazine, August 2011) 
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the gain is designed so TIA output is 

distortion -free. The high -gain limiting 
amplifier converts the low -level TIA 
output into digital is and Os. 

This processing is necessary to en- 

sure distortion -free operation even 

with the video pathological signal. To 

reduce jitter, advanced optical convert- 
ers integrate reclockers just before the 
laser driver or right after the limiting 
amplifier. This reduces jitter in order 
to achieve the best signal quality and 
the lowest possible bit error rate. 

Diagnostic functions such as jitter 
measurement, or eye diagram analy- 
sis, can be included along with im- 
age and signal processing capability. 
These advanced features are available 
as options in some SFPs, providing 
engineers nonintrusive, real -time sig- 

nal performance monitoring and sta- 

tus at the edge of their signal distri- 
bution network. Engineers can view 
all the signals in the studio and know 

exactly the point where any failure 
might occur. 

Video standards converters 
Video standards converters cover a 

broad range of formats: NTSC, PAL, 

interlaced and progressive, and com- 
puter graphics formats in addition to 
various signal transports such as DVI, 
HDMI, USB, DisplayPort and Thun- 
derbolt. And even this list is a subset 

of existing equipment. Technology 
advances and the convergence of the 
worldwide video market have made 
it necessary to repurpose video assets 

that could have originated from any 

part of the world, from a video cam- 
era or a computer, for an application 
that is going to a different part of the 
world, being viewed by a different 
monitor, being stored on a computer 
disc, or any combination thereof. 

One good example is the NTSC or 
PAL composite video baseband signal 

PRODUCTION ROOM 
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(CVBS) to digital decoder, sometimes 
called a video A/D converter, or sim- 
ply a converter. The CVBS format has 

been used for more years than other 
current formats, decades before SDI, 
or any other digital format. The origi- 
nal digital transition started nearly 
20 years ago, but some studios and 
production facilities still have large 
numbers of CVBS feeds, signals and 
tape assets. 

Today, nearly every video signal 
is distributed digitally to the final 
viewer. Video production is digital, 
and playout is digital. But these legacy 

CVBS signals and tape assets must be 

converted to digital for compatibility 
with the new digital infrastructure. 

What parameters are important in 
an analog to digital converter? Based 

on the application, some are more im- 
portant than others. Typically, choices 

are made for resolution (8, 10 or 12 

bits), linearity (differential gain and 
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differential phase), chroma, luma, 
gain, hue and brightness are important 
in nearly every application to preserve 
the original picture quality. A long or 
faulty coaxial cable can seriously de- 
grade CVBS signal picture quality as 

can poor filters and converter chips. 
Today, digital transmission for video 
creates far fewer picture artifacts than 
analog modulation did. But, accurate 
anti -alias filters, linear converters and 
little or no differential delay between 
luma and chroma are still requirements 
for high -quality on -air pictures. 

Today's semiconductor technol- 
ogy provides really small converters. 
For example, one SFP for CVBS in- 
cludes two independent converters in 

a single SFP package. (See Figure 3.) 

These fully featured converter chips 
integrate more features into less space 
with less power than some modular 
products and card -based converters. 

The basic blocks are: 
A \D converter. This critical block 

includes analog signal filtering. Reso- 
lution, linearity and analog noise are 
also controlled with this chip. A poorly 
designed semiconductor has a negative 
impact on overall performance. Com- 
posite NTSC or PAL conversion is still 

a common function. While compo- 
nent RGB signals are still used, com- 
puter graphics formats have rapidly 

Image 
processing 

Figure 3. CVBS A/D and D/A converter with SDI I/O 

diminished their use. Simultaneously, 
DVI, HDMI and other digital video - 
specific transports have replaced the 
three coaxial cables of RGB systems 
with a single cable, albeit with multiple 
twisted pairs inside. 

Image processing. This block could 
accomplish functions such as audio 
de- embedding, audio analysis, video 
analysis, time base correction, etc. 

SDI serializer. This block converts 
the parallel data from the A/D to serial 
data. It receives 10 -bit or 20 -bit video 
words as well as necessary synchro- 
nization and ancillary information 
such as audio data, or signal- specific 
metadata such as TRS, EAV and SAV. 

It adds framing data and converts the 
parallel data to serial. As the serial data 
is clocked out, a data scrambler is used 
to reduce DC content, and then NRZI 
channel encoding is used to ensure 
that data is invertible. 

D/A converter. This block receives 
the digital data in parallel in addition 
to video timing and framing signals. It 

converts it to an analog composite or 
component signal. It could use 8, 10 or 
12 bits of resolution. The video D/A 
conversion, or encoding, is far easier to 

implement than the A /D, so this block 
is less critical than in the decoder. 

SD! deserializer. This is the opposite 
of the serializer. It receives the serial 
signal, recovers framing, deserializes 
the data and outputs the data in paral- 
lel words (10 or 20 bits). The sophis- 
tication and miniaturization of semi- 
conductors allows this block to de- 
embed audio signals, provide output 
sync signals, analyze for CRC errors, 
extract other metadata and provide 
status flags and information about the 
video signal itself. 

This concludes part one of this se- 
ries. Be sure to visit the Web version of 
this article as it links to previous digital 
video signal tutorials. The second part 
of this article will appear in the April 
issue of Broadcast Engineering. BE 

Renaud Lavoie is president and CEO 
of Embrionix. 

+ ADDITIONAL RESOURCES + 
The following are available on the 
Broadcast Engineering website: 

Video processing 
3 -D standards conversion 
Signal conversion 
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I MEN/ . rai Flanders Professional Broadcast Monitors 
Scientific Direct Sales to Over 140 Countries 
Inc. www.ShopFSl.com ( +1) 678.835.4934 
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The IP revolution 
reaches playout 

SDI still has its place, but change is coming. 
BY SARA KUDRLE AND MICHEL PROULX 

Television facilities are grad- 
ually evolving and are be- 
coming more IP /network- 
ing- centric in many areas. 

IP networking infrastructure has 
been built up throughout facilities 
primarily to handle the exchange of 
files from one storage device or file - 

based system to another. Files have 
been successfully navigating the IP 
domain within television and playout 
facilities for some time. 

IP networking makes perfect sense 
for file -based processes, but what 
about real -time program streams? 
There are many areas where real -time 
or linear program streams are in use. 
(See Figure 1.) Today, we commonly 
find IP networking used for real -time 
program streams on the edges of the 
facility, typically in the incoming feeds 
area or at the point of outbound trans- 
mission. At these points, the stream is 

encoded and compressed for trans- 
port. Take that farther, and here is the 
killer question: Could IP networking 
be used throughout a facility? 

Headends take an IP plunge 
Anyone unsure about the suitabil- 

ity of IP networking infrastructure 
to carry real -time program streams 
need only look to the radical trans- 
formation that has occurred in cable, 
DTH and IPTV headends in the past 
10 years. (See Figure 2.) In the begin- 
ning, these headends would accept a 

combination of compressed and un- 
compressed signals, and employed a 

combination of SDI and ASI infra- 
structures. Now, these headends have 
transitioned to using IP networking 
infrastructures for several reasons. 
Namely, the signals they transport 
are now compressed when they ar- 
rive and remain so either all the way 

linear/live signal streams 
Mixture of SDI, ASI and IP infrastructure 

Ingest 
and 

quality 
control 

Playout and 
master 
control I 

Editing and 
content prep 

Media files 

Linear 
program Streams 

Media management and storage 

Files 
Fully IP infrastructure 

Figure 1. In many areas today, real -time or linear program streams are 
resembling a model like this one. 

to the home or, for cable systems that 
still support analog tiers, are decoded 
close to the home where the signal is 

modulated to RF. But, why did TV de- 
livery headends transition to IP? 

With the functional integration of 
devices leading to the development 
and proliferation of compressed do- 
main splicer systems, the transition to 
IP was facilitated. Today, traditional 

Cable headend - pre IP transition 

band Q 
to 

fiber 

Fiber 
to 

L band 

i 
L band 

Xpt 
switch 

IRD 

De MPEG 
mod decode 

MPEG over RF 

used, 

MPEG decoders and encoders are 
being replaced by integrated systems 
that feature IP inputs and outputs, 
and combine ad and graphics inser- 
tion and transcoding from one com- 
pression format to another, or from 
one bit rate to another, inside a single 
box. With these integrated transcoder 
systems, a signal can be demodulated 
at the entrance of the facility but stay 

y A 
pros 
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insert 
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Xpt 
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MPEG 
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Figure 2.This shows the transition to IP infrastructure in headends. 
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IP until it hits the integrated pro- 
cessing chain. Here, it is internally 
transcoded, while allowing process- 
ing and insertions to take place, thus 
allowing routing to remain in the IP 
realm. This integration has allowed 

Typical 
picture 
today 

Compressed 
signal streams 
(RF, ASI or IP) 

Typical 
picture 
today 

IP networking should be replacing 
SDI everywhere in a TV plant. Many 
think that the transition from SDI to 
Ethernet will happen gradually. In 
considering this transition, we follow 
something of a common sense rule 

Uncomopressed 
signal streams 

(SDI) 

Compressed 
signal streams 
IRF, ASI or IP) 

Portion of facility dealing with linear streams 

Compressed 
signal streams 
IRF, ASI or IPI 

Uncomopressed 
signal streams 

)SDI) 

Compressed 
signal streams 
IRF, ASI or IP) 

Figure 3. This shows the use of compressed and uncompressed linear signal 
streams in a typical television broadcast /production facility. 

the scalability to more channels. Also, 
it allows for ease of redundancy with- 
in a flexible, routable environment, 
compatible with telecom network- 
ing gear already in use there. Having 
switched the video infrastructure to 
IP, headends have the ability to share 
the same infrastructure for TV, tele- 
phony and data for Internet services. 

Could IP replace SDI? 
In cable headends, the case was 

clear. But, what about a TV station 
or multichannel origination facility? 
Some in the industry, and many from 
outside the industry, think Ethernet/ 

that states, "If the real time video sig- 
nal is already encoded /compressed, 
then it is practical to carry it over an 
IP infrastructure. But, if you are in- 
side a facility, and you have to encode 
a signal just to switch and distribute 
it within the facility, then it may be 
less practical or economical to use an 
IP infrastructure." 

Based on this rule, there are spe- 
cific areas within a television produc- 
tion and origination facility where 
Ethernet /IP networking for real -time 
programs makes sense, and other ar- 
eas where SDI /HD SDI makes more 
sense. (See Figure 3.) 

Production 
There are several reasons why an 

IP /Ethernet infrastructure may be 
less practical today in a live produc- 
tion environment. Many sources in 
a live production environment are 
not natively compressed (cameras, 
graphics, etc.), and there is a desire 
to keep them uncompressed to max- 
imize quality and, more importantly, 
to avoid encode /decode delays. One 
could consider leaving these sources 
uncompressed and routing them us- 
ing Ethernet /IP equipment instead 
of SDI. But, the high bit rates as- 
sociated with uncompressed video, 
and the large number of sources in 

a modern live production, make this 
impractical today. 

The bit rates for uncompressed 
video are quite large, ranging from 
270Mb /s for SD, 1.5Gb /s for HD and 
on up to 12Gb /s for 4K. (See Table 1.) 

Now, if we were only talking about a 

few uncompressed sources, then us- 
ing IP /Ethernet equipment would 
be workable. But, it is common to 
have 1000 x 1000 matrices in a large 
production facility. And, some larg- 
er facilities are now at 2000 x 2000 
matrices. The Ethernet networking 
gear currently available is just not 
economically viable at those rates 
and fabric sizes, but it will become 
more feasible as the price per 10GigE 

port decreases. 

IP's next use in a facility 
Based on our rule that if signals are 

compressed, then it is practical to use 

Uncompressed 
in plant 

Contribution and 

recording 
Distribution to affiliates 

and headends 
Delivery to the home 

SD 270Mb /s 

1.5G b/s 

3.0Gb /s 

12Gb /s 

25M b/s-100M b/s 

50M b/s-100M b/s 

est. 150Mb/s 

est. 400M b/s 

8Mb/s-25Mb/s 

19Mb/s-50Mb/s 

TBD 

TBD 

1 Mb/s-5Mb/s 

5Mb/s-15Mb/s 

10Mb/s-20Mb/s 

TBD 

HD 

1080p60 

4K/Ultra HD 

(future) 

Table 1.Typical bit rates for uncompressed video can be large, ranging from 270Mb /s to 12Gb /s. 
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IP infrastructure, we think and IP 
networking infrastructure begins to 
make a lot of sense in the playout area. 
This is the area where automation sys- 
tems, playout servers, branding, sub- 
title insertion and delivery encoding 
combine together to deliver real -time 
program streams to increasingly di- 
verse distribution platforms. Consider 
a typical multichannel playout system 
as it exists today in an SDI -centric 
world and a more IP- centric approach. 
(See Figure 4.) 

Why migrate playout to IPT 
Three main motivational factors 

influence migration to an IP infra- 
structure in playout. The first factor 
is integration. In the past, a playout 
chain consisted of many discrete de- 
vices each interconnected by SDI and 
supported by SDI routing to allow 
reassignment of resources and redun- 
dancy protection. Today, broadcasters, 
particularly multichannel broadcast- 
ers, use integrated playout systems, 
often called channels in a box, that 
combine most of the functionality 
of a channel chain in a single device, 
typically software on a standard com- 
puter server. These integrated systems 
accept one or two inputs for live pro- 
gramming but perform all other mas- 
ter control functions inside the box. 

NEW MEDIA NETWORKS 
SYSTEMS INTEGRATION 

The output of the integrated channel 
box typically is a delivery -ready real - 
time stream on SDI. A few vendors of 
these integrated channel boxes now 
provide an option for an encoded 
(compressed) output over IP. 

The second factor enabling IP in 
playout is that multiple "deliverable" 
bit rates are becoming required as fa- 
cilities need to feed secondary outputs 

4 
Network 

IRD 

for one stream, in the future, encoders 
will be replaced by transcoders that 
support IP inputs and outputs, and 
provide multiple delivery formats. 
Like in cable headends, these IP in /IP 
out transcoders enable the transition 
to IP infrastructure. 

From a topology perspective, there 
is often a separation between play- 
out and uplink or delivery functions. 

Mutlichannel automation system 

i 
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Figure 4. Shown here is a multichannel playout system in an SDI -centric world. 

for OTT formats along with primary 
outputs, such as main distribution 
systems using, for example, ATSC or 
DVB -T for terrestrial transmission 
or DVB -S for satellite transmission. 
Where a standalone encoder is used 
now to compress the channel's stream 

With the availability of IP connectiv- 
ity between those points, it creates a 
natural place to start migrating the 
interconnect between playout and 
uplink to IP. 

Within this context, it is now 
possible and sensible to link the 
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integrated playout device to the 
transmission transcoding devices us- 
ing an IP infrastructure. The output 
of the channel chain is encoded within 
the playout chain and delivered to the 
transmission transcoding device over 
IP. But, rather than have the playout 
device provide a final delivery grade 
encode, it provides a higher bit rate 
mezzanine encode. 

Mezzanine encoding 
A mezzanine encode is a low -com- 

pression encode resulting is an in- 
termediate bit rate. The ideal mezza- 
nine rate is high enough to maintain 
maximum quality for multigenera- 
tion transcoding. At the same time, 
the rate should be low enough for 
efficient, cost -effective transportation 
around the facility and be transcoded 
easily to multiple output formats for 
playout distribution. 

Preferably, it would be a common 
format used for recording the origi- 
nal video, which is good enough for 
editing. One example would be Sony 
XDCAM -HD. It is common and 
supports good -quality 4:2:2, 8 -bit 
compression, and it is easy and eco- 
nomical to encode. XDCAM HD is 

also compatible with MXF, allowing 
carriage of multiple audio tracks and 
SMPTE 436M ancillary data. In the 
context of the playout application, 
the mezzanine encoding technique is 

sensible because it keeps encoding in 

the integrated playout device simple 
and provides a maximum base qual- 
ity for the transcoder to work with. 

Benefits and challenges 
The benefits of an IP networking 

structure are abundant. First, the flex- 

ibility and absolute routability of all 

signals is simplified. All source signals 
are wrapped up and compatible with 
all destinations. We are able to create 
a truly redundant architecture, which 
allows protection against points of 
failure. We are able make use of ge- 

neric IP switches, which are present 
already in many facilities and easy to 
acquire. Since the switches support IP 
inputs and outputs, they are easy to 
integrate with other IP systems, such 
as subtitle insertion devices. 

Monitoring can be accomplished 
for many points with standard IP 

monitoring tools. Creating an IP in- 
frastructure may eventually allow us 
to virtualize the playout device as a 

software application in a virtual ma- 
chine, allowing several instances to 
run simultaneously and further en- 
hance scalability. 

There also will be challenges moving 
to an IP -based playout infrastructure, 
similar to those faced with the TV de- 
livery transition to an IP infrastructure. 
(See Figure 5.) If we think of the struc- 
ture physically, it will become much 
more complex. Before, it was simple 
when one wire carried one signal to 
one port. Now, with potentially several 
signals per wire, routing becomes less 

obvious. Where exactly is each signal? 

Can I just take this wire and plug it in 

elsewhere? No. There is not a simple 
way to just patch around a point of 
failure because it is no longer a single 

Network 
demod 

1 

IP 
router 

Integrated playout channel (channel in a box) 

MPEG 
:decode; 

Video L 
server : 

.i;DVB subtitling -r 
AV 
mix , GFX:. :Audience4 

measur.; 

Mezzanine 
encode 

Channel 1 

Channel 2 

,, 

Mutliformat transcoder 

Mezzanine 
encode 

:Encode A, 

Encode B 

Channel ;Encode N; 

Channel 21 

0 Individual device 
Functionality within a device 

Satellite 
mod. 

Figure 5. Challenges exist when moving to an IP -based infrastructure like this one. 
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signal. If there is a failure, it is difficult 
to fix, meaning it fails big time. 

Luckily, IP networks have the abil- 
ity to provide excellent redundancy to 
prevent a potential massive failure. IP 

network topologies can ease the cre- 
ation of truly redundant architectures, 
which prevent many catastrophes. 
By simply combining two channel 
chains along with two switches, every 
routable path becomes redundant. A 

failure in one chain or one switch will 
not prevent the signal passage. Actu- 
ally, we could lose both a switch and 
a channel chain and still be OK. This 
redundancy allows the broken node 
to be serviced without disrupting 
normal operations. 

Managing signal routing also be- 
comes more complex. With SDI 
routing, it is common to find simple 
router control panels that allow op- 
erators with basic training to quickly 
make changes to signal routing. In 
an IP routing environment, routing 
is typically a system administration 
task. Tools will have to be developed 
to make setting of routes simpler and 
more operational. 

Conclusion 
In the future, as IP /networking 

technology evolves, Ethernet port 
speeds increase and port costs de- 
crease, IP migration will naturally 
move to other areas. As technology 
becomes increasingly IP- centric, fol- 

lowing this path will leave facili- 
ties prepared for whatever follows. 
Before then, however, now is the 
time to become more IP- centric 
and knowledgeable. BE 

Sara Kudrle is a senior software 
engineer with Miranda, and Michel Proulx 
is the former chief technology officer for 
Miranda. 

+ ADDITIONAL RESOURCES + 
The following are available on the 

Broadcast Engineering website: 

Playout automation 
Migrating to IT -based playout 
A new world of multichannel 
automation 
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Managing video assets 

The challenge of managing 
the number and size of 

digital assets is, at best, 
monumental. And as 

technology evolves, the 
amount of video content 

being generated is 
growing exponentially. 

i 
n today's digital landscape, video assets 
are constantly being created and deliv- 
ered to be used by multiple departments 
within an organization. Once these as- 

sets are produced, proper management of the 
content proves a big challenge. 

With the never -ending expansion of digi- 
tal technology, the broadcasting industry has 
experienced a reduction in on- camera post 
and production costs. As technology evolves, 
the amount of video content being generated 
is growing exponentially - and there are no 
signs of slowing down. 

Challenges 
The implication of digital growth is sub- 

stantially greater for the broadcast industry 
compared to others, given the following: 

Video file sizes are considerably larger than 
documents or images. Manipulating them 
throughout the creative processing cycle re- 
quires extensive computing power, broadband 
width and storage space. 

With thousands of frames for even a short 
video, it can be a time -consuming chore to 
locate a certain scene or a specific segment 
within a large video file if the information is 

not tagged with metadata. 

Videos can be wrapped in multiple formats 
(i.e. MOV, Flash, MXF) in combination with 
multiple compression formats (i.e. MPEG, 
H.264, ProRes) and need to be managed 
accordingly. 

With the pressure to deliver visual content 
quickly, along with the need for airing relevant 
and timely media clips, the video process from 
generation to post production is forced to be- 
come nonlinear. All departments spanning 
globally need to work in parallel and collabo- 
rate closely to reduce the completion time to 
finalize the clips. 

Consumers' insatiable appetite for more vid- 
eos - from bloopers, to crew interviews, to 
movie -within -the -movie - drives the indus- 
try to produce more assets and turn them into 
tangential products to fulfill consumer needs. 

Gone are the days of tape -based workflows. 
The end game, however, remains the same: 
gather, edit and implement footage as quickly 
as possible in order to include it in the final 
video and add value immediately. 

Solution 
To address these workflow challenges, orga- 

nizations must leverage a powerful and stra- 
tegic system of metadata categorization with 
each individual piece of video content. That 
way, the organization can automate the work- 
flow and create a robust digital eco- system. 

Gone are the days of tape -based workflows. 

The end game, however, remains the same: 

gather, edit and implement footage as 

quickly as possible in order to include it in 

the final video and add value immediately. 

With automated workflows, content cre- 

ators and distributors can easily share assets 

across platforms and collaborate wherever they 
may be geographically located. (See Figure 1 

on page 32.) 
To implement a robust digital asset man- 

agement (DAM) solution, an organization 
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should take a close look at how the video as- 

sets will be used and who will be using them. 
Factors to consider are the stakeholders, pos- 

sible use cases, components of the workflow, 

the current inventory and the development of 
metadata schemas. 
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Figure 1.A robust digital 
asset management system 

enables content creators 
and distributors to easily 

share assets across 
platforms and collaborate 

wherever they may be 
geographically located. 

" Weò/online 

Distribution /aggregate 

Identify the stakeholders 
Different user groups can have different 

requirements (clients, producers, marketers, 
writers, special effect wizards, editors, etc.). 

Identify the stakeholders that will be using the 
videos; this will ensure the necessary require- 
ments can be met once the organizational 
structure is in place. Some stakeholders will 

only be adding content, while others will con- 
centrate primarily on searching and digesting 
content to finalize programming. 

Depending on the stakeholders, they may 

need to access various content from stills, to 

scripts, to storyboards and to movie sched- 
ules. All this information needs to be man- 
aged and requires careful consideration dur- 
ing implementation. 

Determine all possible use cases 
For a production company, one use case 

could be capturing live performances, re- 

hearsals and practice sessions to be used for 

compiling a final 3 -D high- definition movie 

that will eventually be distributed in theatres. 
The video shoots may happen at different 
locations around the world, with different 
on -site teams. Each of the teams would need 

to provide the scenes they have shot, as well 

as collaborate with editors to determine if 

additional footage is required. 
Another use case could be delivering an 

hour -long show, five days a week. The show 

may consist of a main video, musical clips and 
audio files, all of which need to be compiled 
into a seamless package for distribution and 
ready for viewing by the audience at a certain 
hour each day. With the intense daily deadline, 
the production team needs to be extremely ef- 

ficient during the assembly process, have the 
ability to quickly create Edit Decision Lists 

(EDLs) and manage the rights and licensing 
information for the music clips. 

Each of these use cases reveals collaboration 
points that the DAM management implemen- 
tation need to take into consideration. 

Identify components of 
the workflow 

What are the different components within 
the organization's workflow? Does it include 
creating, producing, editing, reviewing, ap- 
proving and distributing the video, or are 

there additional components to be consid- 
ered? For each component within the work- 
flow, what information is required? 

For example, for the creating component, 
date and time of video shoot, actors in the 
scene, act and scene number, and the camera- 
man that shot the scene could all be relevant 

details that the organization would want to 

capture. However, for the approving compo- 
nent, approver name, date and time of approv- 
al, and job ID could be a different set of details 

the organization would also want to store. 

Take stock of current inventory 
During its investigative stage, the organiza- 

tion discovers that its tape libraries were not 
well maintained or catalogued. Producers and 
editors use different methods to locate needed 
footage and identify clips, resulting in hours 
spent sifting through screening in order to 

isolate. What video formats are currently in 

existence, and what formats may be required 
in the future? 

What is the anticipated plan for the old 

footage? Does the organization believe all vin- 

tage footage should be digitized from tape, or 
would it make more sense to have only a criti- 

cal percentage of the inventory be converted? 
Would converting the whole inventory allow 

the organization to repurpose old footage, 
monetize the assets and aggressively grow 

additional revenue streams? 
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Develop metadata schemas 
By pulling all the details highlighted in the 

above sections, an organization can then de- 
velop an all- encompassing metadata schema 
that can be used to tag relevant information. 
Once metadata contains relevant informa- 
tion, video clips can then be searched quickly 
and be repurposed when needed. 

Instead of spending hours sifting through 
videos, broadcasters can now identify re- 
quired footage in minutes. With correct artists 
tagged to music files or correct photographers 
tagged to image files, digital rights manage- 
ment becomes a no- brainer. With metadata, 
there is context, searchability and traceability - all reducing manual intervention. 

Benefits 
A powerful, centralized DAM environment, 

combined with a strategic metadata struc- 
ture, offers a solution that removes much of 
the clutter from video asset management. By 
eliminating repetitive tasks, an organization 

can increase staff productivity while reducing 
operating costs at the same time. 

The ability to repurpose existing content 
increases the value of and can be used to 
generate revenue numerous times. This also 
speeds up time -to- market, given that the or- 
ganization doesn't need to recreate assets. 
Transitioning to a permanent digitized cen- 
tral repository containing all its digital assets 
helps an organization facilitate staff collabo- 
ration, regardless of time zones or geographi- 
cal locations. 

Helen Ching, PEng., is Director, Product 
Marketing at North Plains. 
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Broadcast storage strategy 
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Value of four essential tiers 
to meet storage demands 

Data generated worldwide 
will grow 40 o 

each year 
through 2020 

GP 

,te... pa; 

Media companies contribute to rapid data growth ... 

1 SECOND 2000 pages of text 

One second of HD video consumes more than 2000 

times the storage space of a single page of text. 

1800 
TERABYTES 

The average 
amount of data 
stored by broadcast 
media companies 

The four essential tiers 
Using higher -cost storage for business critical data, lower -cost storage 
for nearline access, and removable tape, disk or cloud storage for 
low- access data needs. 

1 
ONLINE STORAGETIER: houses primary production data.This 
high -cost, online storage is usually reserved for data that is most 
frequently accessed and is of highest importance. 

2 NEARLINE STORAGE TIER: intermediary between online storage and 
offline storage. 

3 OFFLINE STORAGETIER: maintains copies of archived data at a 

physically remote location. 

4 OFFSITE COPY: for disaster recovery, often the cloud. 

A tutorial video on the benefits 

of a tiered hroadcast storage 

strategy can be seen in our 

digital edition at 

www.broadcastengineering.com 

«Click on suhscrihe » 

The numbers can seem daunting: IDC 
said that by 2012, the world would 
generate 2.7 trillion gigabytes of data, 
up 50 percent from 2011. McKinsey 

& Co. predicts that the amount of data generat- 
ed will grow 40 percent each year through 2020. 

In broadcast, a high percentage of the data pro- 
duced is digital content, leaving organizations 
dealing with a faster than normal growth rate 
compared to many other industries. 

As such, media companies are contributing 
more than their fair share to this rapid pace 
of data growth. In fact, McKinsey reports one 
second of HD video consumes more than 
2000 times the bytes of a single page of data. 
The report further states that the average ag- 

gregate amount of data stored by a broadcast 
media company with more than 1000 employ- 
ees is 1800TB. To put that into perspective, in 

2009 the Library of Congress announced that 
the approximate amount of its collections that 
are digitized and freely and publicly available 
on the Internet is about 74TB. That means an 
average broadcast company stores more than 
24 times the amount of data as the Library 
of Congress. 

Rackspace provides another example that 
visually demonstrates the massive amount of 
digital data produced, using video content as 

an example. Assuming that the average video 
is 4 minutes long and 200MB in size, every day 

405 Blu -ray discs are uploaded to YouTube. 

As production technology (i.e. frame rates 
and resolution) continuously gets better and 
the need for content to be shared across mul- 
tiple platforms (i.e. websites, social media) 
increases, broadcast companies are requiring 
both faster access and more efficient storage 
infrastructures. In many cases though, data - 
growth- driven storage needs are hindered, 
competing with other enterprise -critical ex- 

penses. Data is the most critical and valuable 
asset for this industry, yet many organizations 
often do not have an optimized, secure stor- 

age strategy in place capable of growing with 

their needs. 
Many personnel responsible for making IT 

decisions in the broadcast and media industry 
deal with the data deluge by buying increasing 
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amounts of primary storage. While this ap- 
proach keeps data close at hand, it is exces- 
sively expensive and makes it difficult to find 
specific data - similar to looking for a needle 
in a haystack. A better solution, proven in en- 
terprises, can be found in an approach called 
storage tiering, where data is stored in higher - 
performance, lower -cost storage, or longer - 
life types of storage over time, based on the 
current value of the data to the organization. 
This keeps the data readily available when it 
is most needed, while cost -effectively and se- 
curely storing it for use down the line. 

Storage tiering is not a new concept, but it 
may be new to organizations that are being 
increasingly challenged by the volume of data 
they are creating. By learning about tiered 
storage, and by building data archiving, back- 
up and other data management systems on 
top of a tiered storage infrastructure, broad- 
cast institutions can reduce content storage 
costs, quickly transfer large data sets and safe- 
guard valuable data. The tiered approach uses 
higher -cost storage for business -critical data, 
lower -cost storage for nearline access, and re- 
movable tape, disk or cloud storage for low - 
access data needs. 

The online storage tier is where a compa- 
ny's active, primary production data resides. 
High -cost, online storage is usually reserved 
for data that is most frequently accessed and 
is of highest importance, yet many companies 
still use the same online storage technologies 
for backup. This approach is expensive and 
susceptible to failure. 

The nearline storage tier represents an in- 
termediary between online storage, which 
enables rapid data access, and offline storage, 
which is more affordable but requires more 
time for data access. To reduce storage costs 
without dramatically reducing speed of data 
access, companies can replicate data to a near - 
line data protection device. They also can set 
policies for types of data that should be stored 
online or nearline. This tier of data access can 
provide a copy of data in the event that online 
data is compromised. 

The offline storage tier maintains copies of 
archived data at a physically remote location. 
The best data management systems enable 
multiple ways to do this, including removable 
media that can be transported to another site. 
RDX is a good example of a removable media 
format that delivers cost -efficient backup, re- 
covery and archiving. RDX is a unique type of 

media that offers all of the advantages of disk - 
to -disk storage, including high performance 
and a low failure rate, plus the removability 
and portability of tape. As removable storage, 
RDX supports offsite storage for disaster re- 
covery and offers a practical way to seed cloud 
storage. New secure versions of RDX media 
also feature encryption and cryptographic 
erase capabilities. 

Broadcast IT managers need a system that 
will not only provide an onsite copy of data 
for fast restoration, but also an offsite copy 
if the disaster causes damage to the primary 
storage location. As confidence in cloud pro- 
viders continues to increase, more companies 
will utilize cloud storage for offsite backup. 
The main benefits of cloud storage are three- 
fold. First, the cloud provides true disaster re- 
covery and business continuity. It adds critical 
offsite storage to ensure that a business' most 
important asset is accessible in the event of a 

disaster. Second, cloud providers offer pay -as- 
you-go options, which enable businesses to 
account for storage as an operational expense, 
not a capital expense. Finally, cloud storage 
is infinitely scalable, and additional capac- 
ity can be used when needed. However, it is 
important to keep in mind that scalability is 

not just about the size or amount of storage. 
The speed of access and throughput must also 
be scalable. 

A four -tier, RDX -based storage approach 
offers scalability and agility as the amount 
of data being stored increases exponentially. 
Broadcast companies need to look for appli- 
ances that support increased- capacity media 
cartridges or the easy addition of new ap- 
pliances or arrays. It can seem daunting for 
some companies to overhaul their storage in- 
frastructure while adhering to regulatory con- 
strictions and compliance efforts. However, 
implementing a four -tiered storage strategy is 

the best approach for cost -effective optimiza- 
tion and data backup, especially in an industry 
that produces large media files and an above 
average amount of data. 

Rusty Rosenberger is global product management 
director, Scalable Storage Business, for lmation. 
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Dynamic storage tiering 
Considerations for IP storage technology 
Storage Primer 
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Pnetworking 
BY MARTIN WALRUM AND HELGE STEPHANSEN 

IM M 

MO M 

Danish content delivery 
services provider 

GigaContent recently 
installed Nevion's IP 

kit in its network. 

Production 
studio 

News center 

Sports arena 

Dedicated 
IP network 

Classic fears of IP for contribution - 
level broadcasting - including 
lack of control, end -to -end quality 
and security concerns - are slowly 

being overcome. Why? The advantages far 
outweigh the risks, given recent technology 
advancements, coupled with the revenue po- 
tential of implementing technology that can 
transport video and other media content in 

real time within the same network. 
In fact, IP infrastructures may soon be es- 

sential to stay competitive in a future defined 
by consumers of content, not the content 

Dedicated 
IP network 

4 
Satellite - 
.,, ,\ 

Terrestrial 

Cable 

Mobile 

Figure 1. IP is becoming the common standard for media transport 
for backhaul, distribution and SMPTE 310 studio -transmitter links. 

itself. Consumers are demanding content on 
the go, seamlessly in step with the way they 
live their lives - anywhere, any time, and 
looking as good on the small screen as the one 
in the living room. IP is already being used ex- 

tensively for distributing content to the range 
of available devices in the secondary distri- 
bution realm, as shown in Figure 1. It's time 
to see why IP is ideally suited to transporting 
content in the primary distribution space. 

Any -to -any connections 
IP requires managing connections, scaling 

bandwidth, implementing smartly engineered 
management tools, and a lot in between. But it 

doesn't have to be daunting. It's important to 
keep the end goals in mind - more efficien- 
cy, both in terms of resources and hard costs 
(read: lower CAPEX and OPEX); economies 
of scale; and increased network capacity. On 
the broadest scale, the key to IP technology is 

the any -to -any connectivity it provides. From 
a single interface, it allow operators to securely 
transport video signals to one or more receiv- 

ers in the network. Think of IP as one big vir- 

tual video router that spans the globe and runs 
on IP instead of traditional equipment. 

But IP isn't suited just for the big scale. A 

considerable share of IP solutions in the pro- 
fessional video realm consist of simple net- 
works such as studio -to- transmitter links. 
The technology allows easy and reliable con- 
nections, and when combined with Ethernet, 
is a universal solution for small systems to 

large, complex networks. 

Bandwidth savings - challenges 
Some in the industry believe they should 

migrate to IP to "save money," without really 

understanding why. As the amount and com- 
plexity of content increases exponentially, 
strategic use of bandwidth is critically impor- 
tant. Video over IP offers the flexibility to scale 

bandwidth depending on the required quality 
of the delivered content. With IP, operators 
can use bandwidth dynamically by shifting 
connections when and where they're needed. 

The real benefit of IP is the ability to share 

bandwidth among many different applications. 
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When an IP link isn't being used for video 
transport, this same bandwidth can be used 
for other purposes. Although this is one of the 
biggest benefits of IP, it's also one of its biggest 
drawbacks. To save bandwidth, IP networks 
are typically over -provisioned - which means 
that the same bandwidth is planned for use by 
different applications. 

When calculating the needed bandwidth 
on an IP link, it's assumed that not all applica- 
tions need to be transported at once. If this 
does happen, excessive traffic is dropped on 
a random basis. For data applications such as 

e -mail and file transfer, this isn't a problem, 
as lost IP packets can simply be retransmitted 
without the end user noticing. 

For live video streams, however, this kind 
of over -provisioning is completely unaccept- 
able. To overcome this issue, IP networks 
maintain quality by differentiating between 
packet requirements with the goal of provid- 
ing constant, guaranteed bandwidth to live 
services like video streams, while giving less 
priority to services that aren't time -critical. 

So low- priority traffic is delayed to smooth 
out network traffic bursts. This is more com- 
plex than it sounds, but possible with good 
administration and control capabilities. It 

also requires a tool to help set up, schedule 
and tear down connections. These tools are 
available in the marketplace today, and sys- 
tems are getting more sophisticated as they 
automatically manage these functions. 

Typical SLA service definitions 

Availability/uptime: Network, port or service availability (SA): Time 
(measured as a percentage) that the network, service or port is 

available for use and can be accessed by the customer. Network 
availability is usually measured from the originating service provider 
network switch node to the terminating switch node (backbone), 
otherwise known as the service interface point (SIP). 

Latency, or network transit delay: Average time it takes a data packet 
to transmit across the service provider's network, measured in 

milliseconds. This can be measured as one -way or round -trip delay. 

Throughput/committed information rate: Percentage of data frames 
successfully transported across the service provider's network. Ratio 
of frames delivered at the terminating SIP of a connection (egress of 
the network) over the number of frames offered from the originating 
SIP of that connection (ingress of the network). 

IP /packet loss ratio: Percentage of IP data packets unsuccessfully 
transported across the network. 

Utilization: Port-level determination of the ratio of average in /out 
traffic to the port speed. 

Time to report/MTTN (Mean time -to- notify): Time between the failure 
of a connection from one SIP to another, and the time that the service 
provider begins to correct the problem. 

Time to Respond/M7TR (Mean time -to- repair): Time interval between 
when the customer informs the service provider of a connection 
failure between SIPs and the time that service is restored. 

On -time provisioning /installation: Time between when the customer 
places an order and when the service provider fulfills the order. 

Table 1. Its important that ISPs and broadcasters share a common 
understanding of service terms when using IP networks for live video streams. 

II)I; Clear -Coro C11; 
1,1111/1E COMPANY 

Do your best and be even better with 
high performance matrix intercoms 
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When resources are shared across broadcast studios, 
and time is limited in mobile productions, the need to 
instantly execute system -wide changes becotres critical. 
Built for dynamic broadcast productions, the Eclipse HX 
matrix intercoms offer: 

High system performance for enabling rapid 
system changes 

Intuitive user interface and ease of setup and operation 

Highest port density and capacity for accommodating 
large number of users and audio connections 

www.clearcom.com 
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Service -level 

SLA 

Availability 

Latency or network 
transit delay 

Throughput or data 

delivery rate 

Mean time -to- repair 
or restoration time 

Mean time -to- install 

Credit if SLAs not met 

Other services 

agreements (SLA) parameters 

Sample range for parameters 

100% availability with max 60 minutes 

downtime per month 

99.99% network availability for standard 

service and 99.999% for enhanced 

service 

10ms - 80ms 

99% - 100% (or measured in dropped 

packets) 

4 hours 

Next -day service 

Automatic account credit if SLAs not met. 

24 x 7 network monitoring and technical 
support 

Online reporting (daily and monthly 

usage reports) 

Bandwidth availability (4 hours for phone 

requests /30min for Web requests) 

Table 2. Shown here is a 

sample of SLA parameters for 
contribution video services. 

Service -level agreements 
Although some broadcasters are creat- 

ing their own IP networks, many are tak- 
ing advantage of existing service provider 
infrastructures. SLAs - contracts between 
service providers and customers that define 
mutually- agreed -upon service -level charac- 
teristics, as shown in Table 1 on page 37, and 
associated metrics assuring that these are met - are enormously significant now as custom- 
ers demand bullet -proof networks and guar- 
anteed performance. 

SLA reports. Reports provide a visual snap- 
shot of the traffic performance indicators de- 

fined in SLA agreements. Service providers 
use these performance reports to: 1) deter- 
mine what service levels are reasonable to of- 

fer customers, 2) provide visual documents to 

help customers understand performance lev- 

els, 3) troubleshoot problems on a network, 
and 4) prove that the service provided meets 
contractual obligations. Broadcasters and 
other customers use SLA reports to monitor 
network performance and verify their pro- 
vider's SLA compliance. 

SLA parameters. IP and Ethernet services 
were introduced with basic SLAs in place cov- 

ering performance metrics such as network 
availability and mean time -to- repair. These 

SLAs were typically target objectives, not 
guarantees. As service offerings increase to the 
1Gb /s and 10Gb /s range for mission -critical 
applications within large networks, Ethernet 
SLAs are becoming more comprehensive, en- 

compassing penalties if service targets aren't 
met. (See Table 2.) 

These measurements must be carefully 

considered and understood in the context of 
contribution video transport. It's incumbent 
upon broadcasters and studio environments 
to put SLAs in place that ensure the right kind 

of use. Some key performance metrics are 

measured as average values per day or week. 

This works for data services, where end users 
don't know if an e-mail is delivered with a few 

seconds - or even minutes - delay, but live 

contribution services demand more accurate 
measurement within specific timeslots. 

For example, it's not good enough to mea- 
sure the average packet loss over a week if the 
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MPEG -2 / H.264 / AVI / MOV 

REAL -TIME SD /HD UPCONVERT 

LIVE PASS- THROUGH 
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INTEGRATED MULTIZONE 
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peak value occurs during the 10s in which an 
athlete breaks the world record for the 100m 
sprint. SLAs for video -contribution services 
typically require ultra -short reaction times 
for a few defined hours during a week. Both 
the broadcaster and the service provider need 
to understand and build to specific network 
needs, as shown in Figure 2. 

A case for education 
If there's any moral to the story of rising IP 

adoption, it's that broadcasters must have ba- 
sic knowledge of how IP networks function, 
especially when securing bandwidth through 
service provider networks. Broadcasters need 
to understand how their needs fit with es- 
tablished IP service parameters and translate 

In fact, IP infrastructures may 

soon be essential to 

stay competitive and operate in 

a future defined by consumers of 

content not the content itself. 

those needs into concrete SLAs for continued 
high -quality service required by contribution 
video transport. 

The reality is that if you're not using the 
bandwidth provided by your service provider, 
someone else probably is. Re- selling unused 
bandwidth is part of service providers' business 

10,000% 

1000% 

100% 

10% 

1% 

SLA log 1.1.2013 - 1.2.2013 
link LA -NJ, R percentage in alarm state 

Pereent 

0% 

Cri foal Major Minor 

models. We must ensure through careful 
monitoring and management that broadcast 
IP networks provide the same level of guar- 
anteed bandwidth that SDH and other legacy 
point -to -point connectivity provides - as well 
as new benefits. That means knowing what to 
look for and how to get it. BE 

Martin Walbum and Helge Stephansen are senior 
solutions architects for Nevion. 

Warning OK 

Figure 2.This chart shows 
an SLA performance graph 
of a cross- country link. 

f ADDITIONAL'RESOURCESi 

The following are available on the Broadcast Engineering website: 

Router fundamentals you should know 
Expect new IP audio standards 
Considerations for IP storage technology 

Cinegy Archive 
The future of archive, media management and production 

Ciwtaitl Archí.vó 

Integrated, scalable archive, MAM and production solution 

From small to international enterprise solution 

Real -time local and remote web -based collaboration 

Asset lifecycle metadata accumulation 

Search, browse, log and edit during import / ingest 

Multi -proxy creation for medium or low res workflows 

Optional HSM data tape library management 

Fully customizable metadata model and workflows 

Integrated news production workflow 

For more information go to www.cinegy.com or contact one of our offices below: 
Cinegy LLC - 1101 Pennsylvania Ave, Washington, DC 20004, USA - call: +1 202 -621 -2350 
Cinegy GmbH - Muellerstr.27, 80469 Munich, Germany - 

3rd party NLE integration (AVID. FCP, etc.) 

Automatic video import. transcoding, expart 

Broadcast automation and traffic Integration 

Cloud- ready! Can run in VMware. Hyper -V. etc. 

Open API for extensions and customization 

Turn -key solutions available through partners 

Extremely affordable - call for prices! 
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Tektronix's Cerify 
Broadcasters automate QC to avoid playout errors. 

BY RICHARD DUVALI 

File -based workflows are 
increasingly used in post 
production and broadcast, 
supplanting earlier, less inte- 

grated digital workflow architectures. 
File -based environments can stream- 
line content production, reduce op- 
erational expenses, and are critical for 
the delivery of OTT programming to 
PCs and mobile devices for multi - 
screen video services. 

Given its importance, quality con- 
trol (QC) is naturally critical for the 
successful use of file -based work- 
flows. Historically, QC has relied 
on direct visual inspection, usually 
with personnel spot -checking a few 

"Slice order" errors in MPEG transport 
streams can cause blockiness and other 
picture distortions. 

minutes of a program's beginning, 
middle and end. However, this ap- 
proach has never truly been sufficient 
for two reasons. The first is that hu- 
mans tend to notice just two classes of 
technical impairments: 

Signal - level -related issues such as 

video luma and chroma, or audio 
loudness; and 

Obvious distortions and dropouts 
manifested in problems such as black 
sequences, frozen frames, blocki- 
ness, loss of audio and audio /video 
sync discrepancies. 

Because of this, there are errors 
that are hard to recognize even when 
the program is closely watched. 

Scalability is the second reason vi- 
sual inspection is insufficient; the in- 
dustry is simply "running out of eye- 
balls" to check the tens of thousands 
of files being created for multi -screen 
services monthly. 

It is this tremendous volume of 
content that must be managed and 
quality- checked that is driving the 
industry toward automated, process - 
spanning QC solutions. 

Automating QC 
Tektronix's Cerify is a fully auto- 

mated system for verifying and check- 
ing file -based content prior to trans- 
mission or use. It can be deployed on 
stand -alone Windows PCs or as an 
enterprisewide system that interfaces 
with third -party automation or asset 
management systems. 

It performs comprehensive QC of 
file -based video ingested from mul- 
tiple sources and encoded at different 
bit rates, formats and compression 
standards for SD /HD, VOD and IPTV 
delivery. In particular, it checks file - 

based video for syntax issues, base - 
band problems, encoded content er- 
rors and structural issues: 

Syntax testing. Syntax testing is 

critical, as it ensures the integrity of 
the encoding of the file structure. 
Syntax issues can cause catastrophic 
problems, and without syntax check- 
ing, it is even possible that the content 
won't play out at all! Incorrect syntax 
can also put set -top boxes into a con- 
tinual state of rebooting, or do just 
the opposite - lock them up and ne- 
cessitate rebooting. Rigorous syntax 
testing can verify a compliant stream 
and save a truck roll. 

Syntax errors are particularly dam- 
aging in VOD and other file -based 
services, given the growth of these 
media libraries. Spot checks simply 
cannot address the literally tens of 
thousands of programs that need to 
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be checked, which drives the need for 
automated QC. 

Baseband checking. Cerify can look 
at the decoded baseband video and 
audio to evaluate image and audio 
performance. Looking more closely at 
baseband errors, it appears that most 
are part of the original acquisition, 
though some may be caused by edits 
made in the workflow. 

Gamut violations are classic base - 
band errors that must be captured 
with an instrumented decoder, which 
can also capture other gamut prob- 
lems with RGB color components. 
Black frames, frozen frames, letter 
boxes and pillar boxes, and dropouts 
also can be detected from the decoded 
video content. 

Audio problems such as clipping 
are also observable in the decoded 
baseband stream. By looking at the 
signal level, it is possible to deter- 
mine whether loudness limits, peak 
limits, instantaneous peaks and true 
peak value limits have been exceeded, 
as well as long -term loudness over 
the span of the content. With the ar- 
rival of government deadlines for 
audio loudness compliance, Cerify 
can go beyond audio checks by au- 
tomatically correcting audio loud- 
ness in the audio essence(s). Work- 
ing with all container types, audio 
level correction can be applied to 
the entire essence duration, and can 
be triggered by non -compliance to 
EBU R 128 or ITU 1770 -2 Audio 
Loudness recommendations. 

Checking encoded content. Encod- 
ers, too, are a potential source of er- 
rors. A faulty encoder can produce 
syntax, similar to an editing appli- 
cation that has flaws of its own. A 

misconfigured encoder, or one with 
the bit rate set too low, may over - 
compress the material. 

Encoder problems can appear as 

"slice order" errors in MPEG transport 
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streams. These errors create 
block artifacts on the screen 
and degrade picture quality. 

Additionally, interlaced vid- 
eos are encoded either bottom - 
field -first or top -field -first and must 
be played out in the same sequence. A 

conflict in the field order will cause dis- 
tracting motion artifacts - almost a 

zigzag motion when the subject should 
be moving smoothly across the screen. 
North American and European SD con- 
tent have opposite field ordering, which 
is easy to overlook when transcoding 
or editing. 

Structural checking. Structural 
checks are as much a part of QC as 
are baseband and encoder checks. It is 

possible for significant (and required) 
elements to be absent from content 
that seems syntactically correct. The 
QC system must examine the con- 
tainer structure, the content and the 
codec headers, comparing the actual 
contents with the expected informa- 
tion to identify structural problems. 

Checking video and audio codec 
headers may reveal unexpected essence 
formats and encoding with respect to 
profile and level, GOP structure, frame 
and sample rates, picture size and as- 
pect ratio, interlaced or progressive 
scan, color depth, and color sampling. 
Ultimately, structural checks are to 

APPLIED TECHNOLOGY 
NEW PRODUCTS & REVIEWS 

ensure that the content has the 
right format characteristics set 
up in the proper order. 

Cerify addresses these issues 
and can be integrated with automa- 

tion and asset management systems, as 

shown in Figure 1, thus feeding them 
with data using the CeriTalk API re- 
quired to automatically decide on next 
workflow steps or drawing attention to 
assets that need expert review. 

The XML -based test templates can 
be exchanged between Cerify systems, 
and applied as the definition of the 
required test standards between sup- 
pliers and broadcasters to establish 
SLAs and reduce costly churn. 

Conclusion 
Automated QC processes save time 

and resources and are always able to 
devote their undivided attention to 
the content. 

In addition, automated QC is more 
thorough and objective than visual in- 
spection. It is consistent and reproduc- 
ible, and able to isolate errors that are 
encoded deep within the files. Problems 
with syntax errors or encoding param- 
eters and mismatches with structural 
metadata are not normally perceptible 
to the human eye at the point of in- 
spection. Nevertheless, they can cause 
serious problems later in the workflow. 

Near -line storage 

t 

Transcode 
system 

- File transfer /access 

Distribution path 

(IC system 

Muth -platform 
publishing 

Web 

Figure 1. The transcode system converts 
content into formats compatible with diverse 
receiving platforms; the QC system checks 
the content quality before transmission and 
notifies the media asset management system. 

Automated processes supplement 
human QC and can help sort out 
the most critical errors. This maxi- 
mizes labor efficiency by focusing QC 
technicians on problems requiring 
urgent attention. BE 

Richard Duvall is technical marketing 
manager for Tektronix. 

+ ADDITIONAL RESOURCES + 
The following is available on the 
Broadcast Engineering website: 

Automating Quality Control in 

File -Based Workflows 

CCwtgd At 

Cinegy Air 
The future of broadcast automation and playout 

Reliable, scalable, affordable, future -proof playout solution 

Local and remote operation via TCP /IP network connection 

Output via SD/HD SDI and/or MPEG2 / H.264 streaming 

Scalable from local channel -in -a -box to enterprise 

playout control center with hundreds of channels 

Mix and match resolutions and codecs with VANC support 

Multi- channel audio support and subtitling 

Logo insertion and optional CG and channel branding 

Surround sound support (e.g. Dolby Digital or Dolby 
Loudness normalization option 

For more information go to www.cinegy.com or contact one of our offices below: 
Cinegy LLC - 1101 Pennsylvania Ave, Washington, DC 20004 USA - call: +1 202 -621 -2350 
Cinegy GmbH - Muellerstr.27, 80469 Munich, Germany - 

BXF traffic integration and switcher control 

Uses commodity IT- hardware from HP, IBM. etc. 

Supports SDI cards from AJA, BMD, etc. 

Play while record. Scheduled recording. 

Cloud -ready! Can run in VMware. Hyper -V. etc. 

Open API for extensions or custom controls 

Turn -key solutions available through partners 

Extremely affordable - call for prices! 
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APPLIED TECHNOLOGY 
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Ventuz's 
Ventuz Broadcast 

The design tool delivers interactive newscasts. 
BY ERIK BEAUMONT 

As visual and interactive 
expectations of audi- 
ences grow, studios are 
faced with the challenge 

of creating and delivering news pro- 
ductions that adapt to and incorpo- 
rate forward -thinking innovations. 
These may include such things as 3 -D 
graphics and streams embedded with 
live video content, as well as interac- 
tive, in- studio video walls. The chal- 
lenge is to produce real -time motion 
graphics and incorporate 2D /3 -D 
graphics with live or archived video 
content, Web content or various 
other real -time streams - all while 
providing the talent with easy -to -use, 
multi -touch functionality to deliver 
compelling content. 

This complex broadcast environ- 
ment requires a tool that offers an 
open framework to seamlessly inte- 
grate with a newsroom graphics pro- 
duction infrastructure. This challenge 
also requires a graphics engine that 
delivers a nonlinear and high -end 
authoring environment paired with 
control functionality for a wide range 
of external components. 

Interactive design 
One such tool is Ventuz Broadcast, 

an on -air graphics and virtual design 
tool from Ventuz Technology. 
This open and flexible author- 
ing environment provides the 
building blocks for the in- 
tegration of 2D /3 -D content 
(graphics, video, objects and 
text) and animation. Its nonlinear 
nature allows news production teams 
to make changes during any point 
of the news production cycle, in real 
time. This software is built around a 

concept that allows it to interact with 
any interface - whether it be touch 

The open and flexible authoring environment of the Ventuz Broadcast enables the 
integration of 2D /3 -D content (graphics, video, objects and text), and animation for 
interactive, in- studio newsroom applications. 

screens, interactive video walls, USB 

devices or different control devices. 
The software runs on standard 

Windows hardware and integrates 
seamlessly with other software. 
Therefore, creative boundaries and 
complex newsroom presentations are 
limited only by hardware power. 

Ventuz Broadcast graphics cre- 
ation software is designed around 
Microsoft DirectX, a collection of 
APIs for handling a variety of mul- 
timedia tasks. The software develop- 
ment team chose this platform due to 

its ability to provide facilities with . 

the freedom of individual hard- 
ware choice, thus removing 
technology barriers. 

Each broadcast facility is 

able to take full advantage of 
the functionality of its existing 

professional equipment, while incor- 
porating an updated broadcast graph- 
ics pipeline. Custom hardware options, 
bundled as a turnkey solution, are also 

available, depending on the size, de- 

sired capacity of power and scalability 
of the newsroom presentation. This 
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type of software offers a wide range 
of possibilities to further modernize 
the way newscasters interact with each 
other, with their content and ultimate- 
ly, their audience. 

Interactive capability 
Broadcasters can offer viewers 

more breadth and depth of news by 
integrating real -time content of lo- 
cal, national and international news 
into their on -air programming in 

addition to interactivity. The Ventuz 
tool allows the easy combination of 
common broadcast graphics with in- 
teractive technology. The nonlinear 
approach of the software provides 
the newsroom presenters the freedom 
to choose topics and corresponding 
imagery or video clips; they are not 
dependent on the control room per- 
sonnel to make changes. 

During news delivery, a news an- 
chor now has the ability to use a news - 
desk touch screen, which can be a 

mirrored version of what is visible on 
the video wall. This use of the touch 
screens in the newsroom enhances an 
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already profitable business model for 
broadcasters, enabling them to intro- 
duce new forms of programming as 
they adapt content to provide viewers 
with a more immersive experience. 

The complexities of a content -rich 
news production and presentation are 
reduced with software features. Pro- 
duction capabilities and composition 
tools integrate 2D or 3 -D elements, 
fonts and multi -layer textures and text 
effects; import content (2D /3 -D, au- 
dio, video, graphics); and crawl/roll/ 
ticker elements. Also, real -time data 
imports of databases, live RSS feeds and 
time code are possible, as are asynchro- 
nous updates of images and XML. 

In addition, the software allows 
reporters to state logic for creating 
animations: Instead of defining the 
animation on a timeline, this software 
enables users to create states of an ob- 
ject. For example, in state 1, the object 
is in position 1, with a scaling of 1 and 
opacity of 1; in state 2, the object is 
in position 2, etc. Users can create as 
many states as needed, and then link 
the states to certain triggers. Thus, 
complex animations can be created 
that work well with interactive setups. 

The software also offers reporters 
keying, remote, export and publish- 
ing functions. It is configured with 

APPLIED TECHNOLOGY 
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an SDI fill and key signal to perform 
live key creations routed to a digi- 
tal switcher or external keyer. It also 
has the ability to pass content, com- 
mands, assets from external applica- 
tions or data sources to the graphics 
software engine. This is ideal for use 
with standard templates - a regu- 
lar occurrence in a news production. 
Its export and publishing func- 
tions can be used for preparing 
backup and runtime archives 
of newsroom productions. 
Additionally, a scripting fea- 
ture grants access to a com- 
prehensive scripting environ- 
ment for newsroom engineers, edi- 
tors and programmers to develop 
unique components or properties 
for their specific facility's newsroom 
presentation requirements. 

The tool offers straightforward set- 
up of interactive presentations in all 
its forms: single touch, multi -touch 
with as many touch points as the 
hardware can handle, touch transla- 
tion and live drawing for telestrators. 
Multi- display on the product allows 
users to display content seamlessly 
across as many monitors as are re- 
quired, and the software is resolution - 
independent for use on video walls of 
any size and any format. 

Different versions 
The Ventuz broadcast software 

is available in two versions - 
The Designer, which is an author- 
ing and design tool, and Runtime, 
which serves as a player for 3 -D 
graphics. Additionally, with the next 
software generation, to be released 
in the first half of this year, Ventuz 

Director will be introduced. Direc- 
tor is a content authoring and 
show control tool using time- 
lines, templates and pages to 
enable established broadcast 

graphics workflows. 
Software tools such as Ventuz 

Broadcast offer a wide range of pos- 
sibilities to further modernize the 
way in which newscasters interact 
with each other, their content and the 
viewing audience. With a more flex- 
ible approach to the delivery of infor- 
mation comes the possibility of in- 
cluding viewer participation, such as 
text messages and social media feeds. 
With control over the graphics and 
imagery at their discretion, newscast- 
ers can easily cater to the audiences' 
interests, resulting in greater viewer 
engagement and retention. BE 

Erik Beaumont is product manager at 
Ventuz. 
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Riedel Communications 
The Red Bull Stratos mission relied on the company's 

communications technologies. 

Remotely controlled cam- 
eras and widely dispersed 
intercom communications 
have played a key role for 

different types of production and 
live broadcast applications for many 
years based on their ability to cover 
areas that are impossible or imprac- 
tical for a human. But none to date 
has reached the heights of the system 
developed to document, in real time, 
the world's record for a freefall sky- 
dive and, it turns out, the first human 
to break the sound barrier without 
vehicular power. 

BY MICHAEL GROTTICFI LI 

Throughout the Red Bull- endorsed 
record -breaking jump, the mission 
control ground crew was able to stay 
in touch with him and share his expe- 
rience with the world. 

That's because several technical 
teams at Riedel Communications, 
based in Germany, worked closely 
with Baumgartner and his team in 
the U.S. and elsewhere during a series 
of test skydives over a three -year pe- 
riod prior to the historic leap. Riedel 
provided most of the technology used 
for the audio /video- transport system - including both wireless and wired 

Throughout the record -breaking jump, the mission control ground crew maintained 
complete two -way communications with Baumgartner and shared his experience in near 

real time with the world. 

Felix Baumgartner's skydive from 
the edge of space in October 2012 

captivated millions of viewers as they 
watched nervously via the Internet 
and other IP- connected devices as he 
stepped off his flying platform and 
plunged to Earth. Baumgartner, a 

highly experienced extreme base jump- 
er and skydiver, ascended to 24mi in a 

stratospheric balloon that lasted about 
two hours and then fell 121,100ft in 

4 minutes, 20 seconds. 

digital intercom systems - mounted 
inside the Red Bull Stratos capsule 
that carried Baumgartner into the 
stratosphere, as well as the entire 
communications infrastructure for 
the Red Bull Stratos project. 

The company's system engineers 
also designed and supplied fiber - 
based video and signal distribution 
and wireless video links that al- 
lowed the captivating pictures from 
the capsule's onboard cameras to be 
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transmitted back to the ground with 
very low latency. (The signal is coded 
and decoded for the wireless trans- 
port, which naturally caused some 
latency in the video by the time it 
reached Earth.) 

Matthias Leister, head of broadcast 
solutions at Riedel Communications, 
said his team outfitted a small pressure 
housing (about the size of a full beer 
keg) inside the capsule with enough 
equipment to satisfy a medium -size 
mobile production truck. This turned 
out to be a major challenge as size and 
weight restrictions limited them in a 

number of technical areas. 

Really long- distance live 
HD production 

In the Red Bull Stratos capsule, 
company staff mounted an onboard 
video control system for nine HD 
video cameras with specially devel- 
oped telemetry control. This system 
was used to remotely control the cam- 
eras, which included three RED ONE 
cameras, three Canon EOS 5D DSLR 
still cameras, nine PENTA Studiotech 
LMP HD1200 micro HD cameras 
and 13 Panasonic P2 recorders. It 

also included a small digital video 
router to capture all of the ISO sig- 
nals. This enabled complete remote 
control of the whole video system 
and featured three HD video down- 
links that were dynamically assigned 
to the selected cameras and whose 
feeds were captured inside an on -site 
company trailer. 

The company's engineers devel- 
oped the software that allowed mis- 
sion control to switch any of the nine 
HD cameras to any of the three video 
downlinks, allowing mission control 
operators on the ground to remotely 
trigger (start and stop) Panasonic P2 

recorders inside the capsule, as well as 
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adjust color balance, gain and shutter 
control on the cameras. 

A single dual -digital radio link was 
employed to control all of the video 
downlinks from the capsule, Leister 
said, which allowed them, in the event 
of RF interference, to switch to anoth- 
er frequency and continue controlling 
a particular device. Switching so many 
different devices and brands from dif- 
ferent manufacturers proved to be a 
major challenge in and of itself. 

Ground control brings 
it all together 

The communications infrastruc- 
ture on -site included the entire 
compound, the mission control, the 
production offices, the media /press 
center, an HD edit suite and a mo- 
bile production truck (Lyon Video's 
MU -8) used as the main A/V control 
room. All these facilities and posi- 
tions were networked together into 
a single communications infrastruc- 
ture via the company's Artist Digital 
Matrix system. 

The company also provided an 
on -site digital radio network with 
more than 100 radio receivers and 10 

channels, which were seamlessly in- 
tegrated into the wired matrix inter- 
com system. This allowed radio users 
to directly talk to intercom users and 
vice versa. The company also sup- 
plied the radio system housed inside 
Baumgartner's chest pack and used to 
communicate live during the freefell. 

Leister said that the free -fall radio 

system inside Baumgartner's chest 
pack was not as powerful and could 
not transmit a signal to Earth as well 
as the one radio system inside the cap- 
sule because they could not use a large 
enough battery system (due to weight 
and bad aerodynamics). Instead, they 
used steerable antennas on the track- 
ing trucks and relayed the signal via 
a TV tower in the nearby town of 
Caprock, NM. That tower relayed the 
signal between mission control and 
the tracking truck. 

Fiber -based networking 
in a ring 

Once the video signals reached the 
ground, they were immediately rout- 
ed with the company's MediorNet 
fiber -based network technology. Two 
dozen nodes were installed in a re- 
dundant ring topology across the 
compound to ensure reliability. In 
case of a potential connection loss 
between two nodes, the signals would 
have still been distributed due to the 
redundant topology. There could be 
no second chances to get it right. 

The two -way connection to the 
launchpad of the capsule was also 
accomplished with the system, with 
two MediorNet Compact frames con- 
nected to the main system. All links 
in the system were tied together with 
the company's PURE cable, a tactical 
fiber cable for demanding mobile ap- 
plications that is equipped with pro- 
fessional -duty Neutrik opticalCON 
QUAD connectors. 

FIELD REPORT 
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The MediorNet backbone trans- 
ported all video signals of the Red Bull 
Stratos mission, as well as all signals 
from the production truck and from 
two FlightLine optical tracking trucks 
used to monitor the in -flight capsule. 
Riedel networking technology was 
also used to distribute intercom pan- 
els and IP -based broadcast audio sig- 
nals between mission control and an 
off -site recording facility, and for the 
transfer of telemetry data featured on 
several broadcast applications, such 
as a moving map that documented 
Baumgartner's fall and his speed and 
oxygen levels. 

In addition to the video transport, 
the MediorNet technology also served 
as a network backbone for the on -site 
intercom installation and the Internet 
connection, providing Ethernet con- 
nectivity to all areas of the ground - 
based compound. 

The live feed of the Roswell, NM, 
jump, reportedly drawing a record 
8 million concurrent streams on 
YouTube and airing on more than 
80 TV outlets in 50 countries, was 
produced by Red Bull Media House. 
Once Baumgartner landed safely on 
the ground, after reaching a peak 
speed of 833.9mph (or 1.24 times the 
speed of sound), the technical feat - 
switching so many different devices 
and brands from different manufac- 
turers through a single system - was 
said to be equally rewarding. BE 

Michael Grotticelli covers the professional 
video and broadcast technology industry 

.10 

.15 

al - 

40 
L e Le eL .0 ,. 

.34 

NEXUS Master Monitoring 
with Loudness Metering 

Loudness Metering in accordance to 
EBU R128, ITU -R BS.1770 -2, ITU -R BS.1771 

Realtime Spectral Analysis, 

31 or 61 frequency bands 

True Peak Metering in accordance 

to ITU-R BS 1770 -2 

DISCOVER STAGETEC INNOVATIONS 

SHOW. 
111kre .,Co eJblIs 

Please visrt our booth 
C 1050 

NEXUS 
More than Digital Audio Routing 

a- a a a a-- 

- : iEjç ilIiiJ;. 
I 

STAGETEC USA 
usa@stagetec.com / 
www.stagetec.com STAGETEC 

February 2013 I broadcastengineering.com 45 

www.americanradiohistory.com

www.americanradiohistory.com


TECHNOLOGY IN TRANSITION 
NEW PRODUCTS & REVIEWS 

Ka -band 
Ka -band IP -over- satellite systems are becoming an 

attractive alternative to SNG. 
BY STUART BROWN 

News remains a central 
genre for broadcasters, 
and as new markets and 
new delivery platforms 

emerge, broadcasters are expected 
to provide 24/7 coverage for roll- 
ing news channels and increasingly 
sophisticated websites. In an era of 
tight budgetary control, that means 
controlling deployment costs while 
responding ever faster. 

Traditional methods for establish- 
ing live links - such as point -to -point 
microwave and satellite newsgather- 
ing (SNG) - continue to dominate. 
There are, though, newer methods 
based on IP delivery, and we are see- 
ing these beginning to get a foothold 
in the contribution market. 

Using an IP platform has a number 
of benefits, including: 

Cost: Because IP systems are used by 
pretty much everyone these days, hard- 
ware and connectivity are inexpensive 
and getting cheaper by the day. 

Universality: IP is a universal stan- 
dard for transmitting data around the 
world, greatly simplifying operations 
from foreign countries. 

Bi- directionality: IP readily supports 
IFB and reverse communications. 

Enhanced communications: An IP 
platform can give journalists access to 
increasingly sophisticated newsroom 
IT systems and the Internet. 

Today the most common IP plat- 
form is the range of 3G /4G bonding 
systems, which use multiple cell phone 
data channels to send and receive ma- 
terial. These are quick to set up, so 

they often work well as a first response 
solution. However, they can be unreli- 
able, particularly at large events where 
the systems are competing for band- 
width with the general public. Bit rates 
are typically below those normally 
considered for even SD quality. The 

introduction of 4G has alleviated this 
a little, but as general uptake of 4G in- 

creases, the problem of network con- 
gestion is likely to re- emerge. 

Another solution rapidly gaining 
traction is the use of Ka -band IP- 

over- satellite systems. Introduced 

Power consumption of a Ka -band 
system is in the range of 60W to 70W, 
so a journalist could carry it to a news 
location, rig it in a rental car and run it 
from the car battery. 

to provide high -speed Internet con- 
nectivity to remote communities, 
these systems can also be used to 
provide HD broadcast -quality live 

paths, plus Internet and IT facilities, 
at a fraction of the cost of "regular" 
Ku -band SNG terminals. 

Frequency re -use 
Ka -band operates at extremely high 

frequencies - in the 30GHz range. 
This enables the satellite spot beams 
to be much smaller than those typical 
of Ku -band. 

In turn, this enables the frequencies 
for each beam to be re -used in differ- 
ent spot beams without risk of inter- 
ference. This significantly increases 
the capacity of the satellite. 

The latest Ka -band satellites have 
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38 times the data capacity of a com- 
parable Ku -band satellite. The extra 
capacity not only reduces costs, but 
also it minimizes contention, the 
number of people sharing access to 
the system and thus competing for 
its resources. This is important when 
streaming video. 

Antenna size 
The gain of a dish antenna is pro- 

portional to the frequency being used. 
At the high frequencies of Ka -band, 
you can use a smaller dish to get an 
equivalent power output up to the 
satellite. It also means the RF ampli- 
fier requirements are reduced. 

This all combines to significantly 
reduce the size, weight and power 
requirements of the terminal, mean- 
ing it can be transported in a regular 
car or flown as checked -in baggage. 
Carrying the equipment rather than 
waiting for it to be shipped makes for 
faster deployment. 

Line -up 
Finding the correct satellite and 

then optimizing the antenna align- 
ment is traditionally a skilled job and 
requires an engineer with complex 
and expensive equipment such as a 

spectrum analyzer. As the latest Ka- 

band systems are designed for home 
installation by unskilled personnel, 
much of the alignment process has 
been considerably simplified by the 
system design. 

In Europe, Eutelsat provides a free 

iPhone app for locating its main Ka- 

band satellite, KA -SAT; holding the 
phone up to the sky shows the user 
exactly where the satellite is located. 
The user simply sets the dish elevation 
to the displayed figure and points to 
the area of sky indicated. The trans- 
ceiver then emits a tone to guide the 
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final optimization of elevation and 
azimuth. Ka -band services use circu- 
lar polarization, so there are no issues 
with cross -polarization associated 
with traditional Ku -band systems. 

Bookings 
Once the terminal is correctly 

pointed at the satellite, it automati- 
cally logs on to the system and, in a 

matter of a few minutes, is ready to be 
used. Initially, it gives a low- bit -rate 
connection to the Internet, allowing 
access to a booking portal for reserv- 
ing higher bit rates. 

The traditional downside of Ka- 
band has always been its susceptibility 
to rain fade. This is because, as a gen- 
eral rule, the higher the frequency of 
an RF signal, the more it is absorbed 
by rain. The latest systems compen- 
sate for this by running with signifi- 
cant spare capacity in clear sky condi- 
tions. In severe rain, the system will 
automatically drop to a more robust 
modulation scheme. It means the 
user will notice a drop in available bit 
rate, but should still remain on -air. 

Let's look, then, at a typical system 
designed for HD newsgathering. The 
minimum requirement should be for 
data rates of around 9Mb /s upload 
and 20Mb /s download, which gives 
comfortable headroom even when 
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live to air. 
The antenna will be in the 0.6m to 

1.0m range. A 0.75m dish will give 
the required performance in most 
conditions. Most of the major manu- 
facturers have Ka -band flyaway and 
vehicle mount antennas of this size 
in their product ranges. This links to 
the transceiver, which will probably 
be 3W to 4W. It will mount directly 
on the antenna and connect to the 
data modem by L -band RF cables, al- 
though some systems now use a single 
standard coax cable. 

The IP- over -satellite modem will 
depend on the choice of satellite 
system. In addition to converting IP 
data to satellite RF, it will also supply 
power to the transceiver. The video 
data, in turn, comes from an IP video 
encoder, again widely established and 
proven technology. 

The complete system is likely to 
weigh less than 44Ib and pack into a 

single case, meaning it would not be 
a serious problem to take it as bag- 
gage on a commercial flight. Power 
consumption will be in the range of 
60W to 70W, so the journalist could 
carry the system to a news location, 
rig it in a rental car and run it from 
the vehicle battery. 

Most important, all this technology 
is available today and proven in use. 

Major broadcasters are taking advan- 
tage of the agility, flexibility and cost 
savings that IP over satellite delivers. 

One broadcaster covered the Greek 
general elections using a single 70cm 
Ka -band antenna clamped to a railing 
on the roof of the journalists' hotel. 
Using the bi- directional IP platform, 
they were able to provide simultane- 
ous live reports for domestic and in- 
ternational television bulletins; off -air 
feeds of competitor broadcasters and 
local Greek TV; FTP transfers of ed- 
ited packages; live radio reports; FTP 
transfers of edited radio packages; full 
access to the newsroom IT system; and 
Web browsing and e-mail. 

All this was accomplished using a 

transceiver and modem combina- 
tion, which cost $500. It makes an at- 
tractive alternative to SNG! BE 

Stuart Brown is Broadcast Systems 
Director of Cobham. 

ADDITIONAL RESOURCES + 
The following are available on the 
Broadcast Engineering website: 

A tutorial on modulation 
technologies, from ASTC, OFDM, 
GAM to DVB 

The cloud and connectivity 
Is the cloud really as green or 
cost -friendly as widely thought? 

Total Broadcast Workflow. Made Just For You. 

Visit us at NAB Booth #N6415 

M 

Every station is unique. We get that. That's why for over 25 years, 
we've been focused on creating the most user- centric broadcast 
workflow software in the industry. ProTrack brings programming, 
traffic, engineering, and sales into a single robust system - 
eliminating redundancies, while boosting productivity. 

Software designed for the way you work. 
Contact us for a demo today. MyerslnfoSys.com I 413.585.9820 
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:; 'r Las Vegas Convention Center / Las Vegas, Nevada USA 

www.nabshow.com 

n North Hall: 
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PRODUCTS & SERVICES SPOTLIGHT 

Make the move to HD 
All -in -One Professional 
IRD for Satellite I IP 
Applications 

Trade -in your old IRD and get a new UC -IRD+ for only $1,495 T 
AV '-4411V IF Y4ß7.' r W.O 

All features come as standard 

MPEG-2 MPEG-4 HD SD DVB-S ' DVB-S2 OPSK 8PSK ' HD-SDI SOI ASI IP HDMI BISS CA 

Trade -in your old modulators for new state of the art DVB -S /S2 
QPSK /8PSK UC -250L2 modulators for only $2,950 

Simply send your old IRD or modulator (analog or DVB -S) to qualify. 
For more details please contact us by phone or email. 

ss, s:wws, alrvr 
es Technologies, Inc. 

l'II ill rl I 1;_ki IJ 
PRODUCTS & SERVICES 

SPOTLIGHT SECTION 
Your Product & Services 

Spotlight ad provides you with a 

cost effective oppor- tunity to: 

Position your company or brand 
Announce new products or 
services 
Promote and drive traffic to your 
website 
Keep your company top of mind 
every month 

To advertise in the 
Products & Services Spotlight 

section, please contact: 

JULIE DAHLSTROM 
P 312.840.8436 r 913.514.3684 

JULIE.DAHLSTROM@PENTON.COM 

JOBzone 
The Industry's #1 Job Zone 

http://jobzone.broad- 
castengineering.com 

Director of Sales - US 

L -S -B Broadcast Technologies GmbH in 

Germany is the leading supplier of control 
system solutions to the world -wide broadcast 
market, Focused around its ground breaking 
Virtual Studio Manager (VSM) product, L -S -B's 

software and hardware system integration 
toolbox is installed in some of the largest 
broadcast facilities and mobile trucks across 
the world. 

With recent focus on the US market, L -S -B 

International is now looking for an individual 
to spearhead a dedicated US sales and 
support organization based in the New York 

area. As an individual with a strong system 
and broadcast workflow understanding, as 

well as strong interpersonal and commercial 
skills, you will be responsible for generating 
revenue through direct end customer and 
System Integrator sales. With a support team 
behind, you will be the face of the L -S -B brand 
and VSM product in the US market. 

If you have interest in joining a dynamic and 
fast growing company, please send your CV to 
jobs@lsb-InternatIonal.com. 

LISIB 

+1- 408 -329 -4158 
sales @upcom.com 

www.upcom.com 

Vawocalfuguaame 

QUALITY FIBER OPTIC CABLES 

AT ROCK BOTTOM PRICES! 
Compatible with Blackmagic Design, AIA. 
Telecast and MultiDVne Fiber Converters 

-1111111r 

FIKOIOS AT 

WWW.TACTÍCAIfIBER.COM 

For Sale 

Acoustics First 
888.765.2900 

Materials to Control Sound 
and Eliminate NoiseTM 
http://www.acousticsfirst.com 

B 
TO REACH INDUSTRY PROFESSIONALS 

PLACE YOUR AD TODAY! 

JULIE DAHLSTROM P 312.840.8436 F 913.514.3684 JULIE.DAHLSTROMaPENTON.COM 
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Real -Time Networks for 
Video, Audio, Data and 
Communications . 
UPPERTAL I BEIJING I BERLIN GLENDALE I LONDON I MOSCOW I SAO PAULO I SINGAPORE I SYDNEY I VIENNA I ZURICH www.riedel.net 
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PLA BOX 
TEC H IVO L O G Y 

From a Single Channel Playout Server 
to a Multi Channel Turnkey Broadcast Centre 
Its All in a PlayBox 

Single and Multi Channel Playout Automation with interactive CG and Graphics 

Traffic Management Media Asset Management and Archive Newsroom System 

Remote Redundant Playout Ad Insertion and DPI Time Shift 

IPTV and Internet TV Solutions 
Available in HD / SD and DVB (ASI/IP) 

General Sales Contacts: sales.usa @playbox.tv Website: www.playbox.tv 

PlayBox UK +44 1707 66 44 44 PlayBox Bulgaria .359 2 9703050 PlayBox Romania +4 031106 5115 

PlayBox Turkey +90 216 3379402 PlayBox Adria +381600245901 PlayBox Albania +355 44 80 45 52 

PlayBox USA +1 404 424 9283 PlayBox Asia Pacific +603 7954 3400 z PlayBox India +91 9811913333 
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