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EDITORIAL

The Debate Over the Conjugate Match

isagreements between the players in the

world of amateur radio aren’t uncom-

mon. In years past, we’ve seen contro-
versies erupt over different types of baluns,
wars over the best kinds of antenna, and argu-
ments about the elimination of parasitics from
amplifiers. Some arguments are based on fact,
others on happenstance. But persons involved
on either side of any of these disagreements
often hold strong opinions (just read the threads
on any of the amateur radio user groups on the
Internet). These contlicts are a part of our ama-
teur radio endeavors, and probably serve to
keep us all honest.

For many years, there has been just such a
disagreement regarding the conjugate match. In
this issue of Communications Quarterly, Walter
Maxwell, W2DU, Jack Belrose, VE2CV, and
Tom Rauch, W8I, look at the conjugate match
and arguments against it made by others in the
amateur radio community. But, before you turn
to the article in question (see page 25), a little
background information might be helpful.

A controversy is born

The beginnings of what would later become
the conjugate match controversy first took root
in the 1970s. It was then that Walter Maxwell,
W2DU, wrote several articles on the conjugate
match for various ARRL publications. He first
prepared a series of stories for QST called
“Another Look at Reflections” and later con-
tributed pieces on the conjugate match to The
ARRL Handbook and Antenna Book. His arti-
cles “The Conjugate Match and the Zo Match”
and “The Conjugate Match and the Pi-Network
Tank” appeared in editions of these handbooks
from 1986 to 1994, The material was later
included in Maxwell’s Reflections—
Transmission Lines and Antennas.

Years later, in November 1991, Warren
Bruene, WS5OLY, published a piece on RF
amplifiers and the conjugate match in QST. A
universally renowned expert on the design and
operation of RF amplifiers, Bruene presented
measurements which he felt supported his long-
held view that the correct loading for vacuum
tube-tuned RF power amplifiers does not pro-
vide a conjugate match. To make his measure-
ments, Bruene devised a test setup that provid-
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ed a means to “look back” into an operating
amplifier. Publication of this article sparked the
controversy between Maxwell and Bruene.

After reading the November 1991 QST arti-
cle, Maxwell expressed concerns that there
were serious flaws in Bruene’s work. At the
same time, Bruene pushed forward with his
point of view—urging that ARRL publications
be revised and references to the conjugate
match be deleted. Then, much to Maxwell’s
dismay, beginning with The 1995 ARRL
Handbook, text regarding the conjugate match
was changed to reflect a view contradictory to
Maxwell’s and more like Bruene’s. According
to Maxwell, his plea for a rebuttal was refused
by QST.

To professionalism

It’s not my place to take positions in such
controversies; but it is my place as the editor of
a technical publication to present as much
information as possible, so Communications
Quarterly readers can determine the facts tor
themselves. Here's an opportunity for all who
wish to dig into the story of the conjugate
match, recreate the experiments detailed by
both parties, and share your findings with each
other. Remember, empirical study and observa-
tion are the tools that will bring us ever closer
to scientific truth.

In the interest of science

To start us on our way, we have the article by
Maxwell, Belrose, and Rauch, rebutting criti-
cism of Maxwell’s conjugate match theory. We
present it here so parties on either side of this
dispute will be able to learn what the authors
have to say regarding this subject. My chal-
lenge to you is to read this article, and those
that have gone before, and make your own
determinations about the conjugate match.

Your opinions on the conjugate match con-
troversy (and other topics, of course) are wel-
come. Write to me at P.O. Box 465, Barrington,
New Hampshire, 03825 or send e-mail to:
<kalstc@aol.com>.

Terry Littlefield, KA1STC
Editor
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— TECHNICAL CONVERSATIONS

Information wanted

Dear Editor:

Being retired and earning a rather small pen-
sion, I cannot afford to subscribe to your out-
standing quarterly. Nevertheless, I am a fervent
reader of this high-class publication. I am lucky
to have a very good relation with ON7PC, Pierre
Cornelis, who subscribed to the magazine and
who passes it on to me every quarter.

Although economically speaking, I do not sup-
port the magazine, morally I am a good friend of
it. I wonder if someone could help me.

For our national amateur magazine, I prepared
an article on the theorems of Thévenin and
Norton. During my many contacts with amateurs,
I found out that practically nobody understands
these theorems, so I decided to do something
about it. I want to introduce the articles with a
few biographic notes on both these gentlemen.
Unfortunately, all my efforts to find something
about them are without any result to this day. I
asked information of technical high schools and
universities in Belgium, France, and the United
States. Nobody can give me any historical details
about either of these gentlemen. Somebody even
told me that the names may be nicknames.

I wonder if somebody on your staff, or perhaps
a reader, may know anything interesting about
them. I am looking for: given name, birth date,
place of birth, country, curriculum vitae, when
and how they came to the theorems, where they
worked, were they professors, what kind of work
did they do, when did they die, and so on.

There are two ways to send me your findings.
You can write to me at: Fleurbacy Fernand,
ON4ZA, Asterlaan 20, B2550 KONTICH, BEL-
GIUM. You can also send a reply by Internet to
one of my friends, indicating clearly that a reply
is desired for ON4ZA. Here is his Internet

- address: <dries.decadt @innet.be>.

Since Communications Quarterly publishes
very interesting historical articles regularly, I
thought that you or your readers may be in a posi-
tion to find something about the biographies of
both Thévenin and Norton (not to be confounded
with Norton of the computer program). You are
more or less my last hope!

I thank you very much in anticipation and send
you my very best regards.

Fleurbacy Fernand, ON4ZA
Kontich, Belgium

Reply to Rudy Severns, N6LF

Dear Editor:

Rudy’s comments (“Technical Conversa-
tions,” Summer 1997, page 5) bring out impor-
tant issues regarding the use of elevated radials to
create a vertical antenna with two resonant fre-

quencies. To illustrate this point, let’s consider a
quarter-wave vertical with two unequal length
elevated radials where the lengths are set to pro-
duce resonance at two desired frequencies. At the
first resonate frequency, one radial will take most
of the radial system current while, at the second
resonant frequency, the other radial will take
most of the radial system current. As a result, the
radiation pattern will be different at each frequen-
cy. This may be acceptable for some uses, but
will not produce an omnidirectional pattern at
either frequency.

A potential way around this problem is to use
two pairs of in-line radials that are either short-
ened or lengthened following the rule that radial
lengths should be less than 60 bounded by 45
degrees or longer than 120 degrees bounded by
150 degrees. Each in-line pair would have its
own inductor or capacitor to produce resonance
as shown in Figure 1. One in-line pair and its
reactive component (inductor or capacitor) would
set one resonant frequency, and the second in-line
pair and its reactive component would set the sec-
ond resonant frequency. This would have the
potential to provide an almost omnidirectional
pattern at both frequencies with acceptable
VSWRs. T hope someone interested in this type
of antenna will try this design approach and let us
know how it works.

Thanks to all for your interest and comments,
especially WSOLY

Dick Weber, KSIU
Prosper, Texas
Dear Editor:
During the two years I spent investigating ele-
vated radials, I gave several presentations on my

L1 L2

/

Figure 1. Two independent sets of in-line, shortened
radials.
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work—although not complete at those times.
hese presentations included talks at the 1995 and
1996 W5 DX BASH, a talk at the North Texas
Contest Club, and one at the Rockwell Ham Radio
Club in Richardson, Texas. During these talks, |
was asked many excellent questions that chal-
lenged my efforts and helped identify important
issues. To those who attended these presentations,
[ wish to thank you for your interest and com-
ments. | would especially like to thank Warren
Bruene, W5OLY. After my talk at the Rockwell
Ham Radio Club, Warren took the time to write
me, in detail, about several issues. Because of his
comments and suggestions, | made changes which
I believe improved my article (“Optimal Elevated
Radio Vertical Antennas, Spring 1997, page 9)
Dick Weber, K5IU
Prosper, Texas

A tew problems..
Dear Editor:

Just received the summer 1997 issue of
Communications Quarterly. The artistic portion
of the cover is really great. CQ sure has a good
staff in that department. But why didn’t they
reverse portions of the photos so that the maxi
mum spot activity matched maximum T-index
and so forth? And...where did they get the “incor-
rect” max/min dates (should be Min September
1986 and Max July 1989)? Moreover, the dates

don’t coincide with the graph dates. Max July
1989 and Min May 1996 would have been appro
priate, don’t you think? I believe [ mentioned in a
fax just after | mailed the photo that the photos
should probably be reversed. It is too bad to see
such errors. I'll always be happy to advise in
appropriate situations. Regards,
Peter O. Taylor
Spring Green, Wisconsin
Vea rnipu Fd

Try this graph instead

Dear Editor:

Thanks for the e-mail a few days ago on the
revised graph for my article “An Analytical Look
at HF Path Losses”™ (Summer 1997, page 9).
Enclosed is the graph (Figure 1) I should have
sent you in the first place! Same data, though you
could never tell by looking, and this way it does
make a lot more sense.

Glad yvou could use the article

Crawford MacKeand, WA3ZKZ, WPSCMY

Dear Editor:

The current issue arrived in today’s mail, and |
am delighted you were able to use the loading
profile article (*Loading Profiles for Wideband
Antennas, Summer 1997, page 27). There are

(Continued on page 105)
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THE LASER DIODE

Try using one as an optical
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fransmitter source

he visible output HeNe laser has been the
I choice for amateur communications sys-

tems for quite some time. It was the first
mass-produced laser available on the commer-
cial market priced within the financial reach of
radio amateurs interested in pursuing optical
communications. The device's main drawbacks
were the high-voltage power supply required to
operate the laser and the limited ability to be
directly current modulated beyond 12 to 14 per-
cent. However, a number of amateurs have
used these lasers with success.

Recently, another visible output laser called
the double heterostructure semiconductor diode
laser or more simply, the diode laser, has
appeared on the market. The purchase price of
these optical double heterostructure diode lasers
in small quantities has become affordable.

These lasers have a number of advantages
over the bulkier HeNe gas type: They operate
with only a few volts applied, are more effi-
cient for the same optical output power as the
HeNe laser, are physically smaller, are directly
compatible with pc board construction, and can
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Figure 1. Diode laser I-V characteristics.
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Figure 2. Laser optical output versus drive current.

be current-modulated to nearly 100 percent.
However, diode lasers do have one drawback:
The resonant optical cavities are very small,
resulting in a fan-shaped optical output pattern.
For an atmospheric link, a compound lens with
a very short focal length must be placed close
to the laser diode. The resulting aperture cou-
pling loss reduces the useful optical output
from the diode laser. Yet even with this draw-
back, these little devices are excellent candi-
dates for optical transmitting systems.

Semiconductor LEDs versus
diode lasers

The light emitting diode, or LED, and the
semiconductor diode laser are both diodes that
emit optical radiation. However, their methods
of operation are quite different. The LED emits
a broadband infrared or visible output through
spontaneous emission when forward biased.
While its spectral output is narrower than fluo-
rescent or incandescent lamps, it’s still very
broad when compared to a diode laser output.
The latter produces a very narrowband coherent
optical output through stimulated emission. The
LED’s output is noncoherent and, while this is
not a deterrent to using the device as the optical
source in a transmitter, it places certain restric-
tions on the overall optical link performance.

For example, suppose we have two identical

receivers, transmitters, and optical systems
operating over the same propagation path. To
optimize the signal-to-noise ratio, both
receivers are equipped with narrowband inter-
ference filters preceding their detectors. Both
transmitters have the same optical output
power, except that one uses an LED and the
other uses a diode laser as their respective
transmitting sources.

When the received signal incident on the
detectors in each receiver is compared, the sig-
nal from the transmitter using the diode laser
will be larger than the signal from the transmit-
ter using the LED source—even though both
transmitters are operating at the same optical
output power levels. Remember, the LED’s
output power is spread spectrally over a wide
bandwidth. As the signal is propagated through
the narrowband receiving filters, only a small
part of the LED’s signal reaches the detector
where almost all of the diode laser signal inci-
dent onto the antenna reaches the detector. This
makes the diode laser the logical choice as a
transmitting source.

Heterostructure semiconductor
diode lasers
There are two types of semiconductor diode

lasers: the single heterostructure and the double
heterostructure semiconductor laser. The single



heterostructure semiconductor diode laser was
the first semiconductor laser developed for
commercial and military applications. These
lasers have large optical cavities, therefore their
optical spectra is much wider than that of a
double heterostructure semiconductor laser.
They operate at an optical wavelength of 850
nm, in the near infrared region. Their current
densities can range between 10000 to 50000
amps/cm?. The peak current through the laser
can vary between 10 and 80 amps, depending
on the size of the laser chip.

These diode lasers would self-destruct at
room temperature if operated in a continuous
mode. They are normally operated in a pulsed
mode with pulse widths between 100 and 200
nS and duty cycles between 0.01 to 0.2 percent.
They require higher voltage power supplies
operating from 40 to 600 VDC, depending on
the type of pulser circuit used. When pulsed, a
single diode laser is capable of generating 1 to
50 watts of peak pulsed infrared optical output
power, depending on the size of the laser chip.

With high peak optical output power levels
and radiation invisible to the eye, these devices
can be dangerous without the proper eye pro-
tection. Infrared radiation from these lasers can
be detected in a number of ways: (1) by the use
of photosensitive screens that fluoresce from
the incident infrared radiation after being
exposed to visible light; (2) silicon semicon-

ductor diodes, silicon FETs, and silicon photo
transistors; and (3) vacuum photo diodes with
an S-1 cathode surface. For those interested in
experimenting with this type of diode laser,
there are several books that describe the
devices, their circuits and their applications.!-2

The double heterostructure diode laser is a
more recent development. The main advantage
of these lasers is their ability to operate contin-
uously at room temperature. They can be
fabricated to emit at infrared or a visible
wavelength of 670 nm. They are found in
optical scanners in supermarket checkout
stations, laser pointers, card readers, compact
disk readers, and as transmitters in fiber optic
transmission systems.

These lasers are considerably more efficient
than the typical HeNe gas laser for the same
optical output. They are small and require low
operating DC input power (approximately 2.4
VDC at 35 mA) for approximately 2 to S mW
of coherent optical output. These lasers can be
operated both in a pulsed mode or a continuous
mode and are easy to current modulate. Typical
modulation bandwidths are in excess of 200
MHz. Temperature compensation can be imple-
mented by using the detected laser output from
a photo diode packaged with the laser diode
and using its detected signal to adjust the cur-
rent through the laser. However, if adequate
heatsinking is used. temperature compensation

> +5vdc
24Vp Laser diode

Point a W/P Gnd.

2.4 Vp (across laser)

5 — 59
5 4 . 4
E o3 o3 o f1uS
2 | 1us P2 ¢—— 10 us —
1 Te——10us — T4vP 1
Time ———> Time ————>
Point b W/R Gnd.

Figure 3. Pulsed diode laser output circuit.
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Output frequency

Operating wavelength
Typical operating voltage
Typical operating current
Typical optical output power
Lasing threshold current

Table 1. Characteristics of a

Matsushita model INPROSM /N diode laser.

4.478 x 10'4 Hz (447.8 THz)
670 nm

2.5 volts DC

35 mA

5 mW

25 mA

isn’t usually necessary, and this photodiode can
be used as a transmit monitor.

Characterizing the double
heterostructure laser diode

Before starting any optical transmitter
design, it’s important to know the characteris-
tics of the laser diode. Table 1 shows some of
the characteristics of Matsushita model
LN9RO5SM/N diode laser I used from their
specification sheet.

Two pieces of additional information are
required: the I-V characteristics and the diode
laser current versus optical output. The tormer
can be measured by connecting the diode laser
in series with an adjustable resistance and mea-
suring the voltage across the laser as a function
of current, as shown in Figure 1. Using the
same test setup, I focused the laser output into a
photomultiplier tube (PMT). The PMT output
current is linearly proportional to the detected
optical input power (as long as the PMT isn’t
saturated). The current through the laser is
measured as a function of PMT output current,
as shown in Figure 2. The I-V information can
now be used to establish the operating bias
point of the [aser diode, and the information in
Figure 2 is used to establish the laser modula-
tion range.

Figure 1 shows that the diode laser doesn’t
begin to conduct current until the voltage drop
across the laser has reached 1.7 V. However,
lasing action doesn’t start until the threshold
current of 25 mA has been reached, as shown
in Figure 2. This corresponds to a forward
diode voltage drop of 2.25 VDC. As the current
is increased through the laser, the diode acts as
an LED with a noncoherent optical output. As
the laser threshold current of 25 mA is reached,
the laser diode output changes abruptly from a
noncoherent to a coherent output. The diode
laser can be operated between 25 to 35 mA
{maximum current). The optical output intensi-
ty varies linearly with input diode current to
achieve a linear modulation range between 30

to 300 pA out of a PMT, as shown graphically
in Figure 2. The modulation percentage that
can be achieved for this device is:

%Modulation = [(300-30)/(300+30)]*100 = 82%

The laser diode current can be varied
between 30 mA +/-5mA to generate an 82 per-
cent intensity modulated optical output that can
be baseband or subcarrier frequency modulat-
ed. If the laser diode is to be pulsed, the diode
current can be pulsed directly between 0 to 35
mA maximum. The pulse train can be pulse-
frequency modulated.

Pulsed diode laser transmitter

Many types of laser diode pulser circuits can
be used with the double heterostructure diode
laser, but the most common uses a 555 timer IC
operated off a regulated 5-VDC bus. Figure 3
shows how the laser diode is connected to the
555. In this configuration, as the diode is
pulsed, the internal voltage drop across the 555
output from pin 3 to ground is typically 1.4 V.
A series resistor is used to develop an addition-
al voltage drop so only the peak operating volt-
age appears across the laser. A negative-going
pulse train appears at the output of pin 3 on the
555 as seen at “A” and “B” in Figure 3.

With the output of the 555 switched off, pin
3is close to 5 V. As the 555 is pulsed on, cur-
rent flows through the laser diode, the resistor,
and the 555 timer tor the width of the pulse.
For our chosen laser diode, the full pulsed
diode current is 35 mA, with the corresponding
voltage drop across the laser of 2.4 Vpk. The
laser diode will emit an output for the duration
of the pulse. The drop across the resistor is:

Er =5.0-(1.442.4)= 1.2 Vpk
Therefore, the value for R is:
R = 1.2/0.035 = 34.3 ohms
Pd =1.2%0.035 =42 mW

A standard 33-ohm, 1/4-watt resistor can be
used in the circuit.
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Figure 5. Subcarrier modulation diode laser output circuit.

Figure 4 shows the entire schematic circuit
diagram for a pulse-frequency modulated laser
diode transmitter. Almost all double hetero-
structure semiconductor diode iasers come with
two diodes housed in the same package. One is
the laser, the other is a photo diode. The latter
is typically used to control the temperature of
the laser via a feedback loop tying into the laser
diode power supply. As I mentioned earlier, the
laser diode doesn’t get hot if heat sunk proper-
ly. As a result, the photo diode can be used for
monitoring purposes. A meter ensures that the
average current can be set and monitored.

The 555 is designed to operate as a free-run-
ning multivibrator powered off a regulated 5-
VDC supply. The pulse repetition frequency of
100 kHz matches the VCO PLL frequency of
my test receiver and is higher than five times
the highest modulating frequency of 3 kHz.
You can choose any pulse repetition frequency
as long as it satisfies two conditions: (1) that
the transmitted PRF is the same as the receiver
PLL VCO frequency; and (2) that the PRF is
five times greater than the highest modulating
frequency. I chose the timing resistors in the
555 timer circuit so that with a 0.001 pF capac-
itor on pin 2, the pulse width is set at | ys and
the period is set at 10 ps.

The laser transmitter uses a two-stage audio
amplifier with a gain control between stages for
setting the modulation rate of the output pulse
train. The audio amplifier has a maximum gain
of 220 with a 3-dB passband from 130 to 3500
Hz powered off the 12-VDC bus. The output of
the audio driver is connected to pin 5 of the
555, which frequency modulates the pulse repe-
tition frequency out of the 555 timer at an audio
rate. The audio amplifier input impedance is
approximately 600 ohms and is designed to
match the 600-ohm impedance of most dynam-
ic microphones. The photo diode in the laser
package is used as a signal output monitor.

Fall 1997

Upon the completion of the transmitter cir-
cuitry, I recommend that an LED be used in
place of the laser diode to prevent damage to
the laser during alignment and test (less expen-
sive to replace than a diode laser in case of cat-
astrophic problems). The LED also has a fairly
linear optical output as a function of drive cur-
rent, which makes it a good substitute for the
laser during testing and alignment. The timing
resistor values in the 555 timer circuit may
have to be trimmed to obtain the desired PRF
and duty cycle.

Once the circuit is being pulsed correctly,
connect an audio generator set to a 1-kHz fre-
quency at a 25-mVp-p output level into the
audio input. This simulates the average level of
a dynamic microphone. The optical receiver
used for testing has been described in the litera-
ture.? It uses a PLL setup to operate at 100
kHz. With the LED shining into the photomul-
tiplier detector, start advancing the audio gain
until the demodulated 1-kHz signal is seen on
the oscilloscope. Advance the transmitter audio
gain until distortion is seen on the received sig-
nal and then back off a little. Once the transmit-
ter alignment is complete, turn off the power,
carefully remove the test LED, and insert the
laser diode.

CAUTION

ESD can damage the laser. Make sure you
are grounded properly when installing the laser
diode, and make sure that laser diode leads are
NOT reversed in the circuit. Turn the power
back on and verify that the laser is working by
holding a white paper up to the diode face. You
should see a red specular glow indicating that
the laser is working correctly. The 33-ohm
resistor in series with the laser diode lead may
have to be trimmed to maintain the proper volt-
age across the laser. Once this is done, the cir-
cuit can be mounted on the proper chassis and
aligned with its lens system.

Subcarrier modulated diode
laser transmitter

Another modulation method involves directly
modulating the diode laser current with a high-
frequency carrier and then frequency modulat-
ing the carrier at an audio rate. In this case, 1
again chose a 100-kHz carrier for compatibility
with the test receiver. A voltage-controlled
oscillator whose VCO is tuned to a center fre-
quency of 100 kHz drives the laser diode
through a transistor driver. Figure 5 shows the
driver arrangement. The laser diode is connect-
ed to the transistor collector. The transistor is
biased so Vce plus Vdiode equal the supply
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voltage. A regulated 5-VDC supply keeps the
voltage values between transistor and laser
diode at a reasonable level. Bias resistors R
and R2 keep the voltage across the diode at
2.33 volts (the 30 mA-bias point) and Vce at
2.67 VDC based on a graphical solution.

Figure 6 illustrates the graphical solution. I
measured and plotted the I-V curves of a
2N2222 transistor that will be used as a modu-
lator. I then plotted the I-V inverse laser diode
curve onto the same graph; this represents the
laser as a load line with a negative slope of -
1/R 4oge- The diode line originates at 5 VDC.
The laser is modulated by varying the current
between 25 and 35 mA. Therefore, the quies-
cent (Q) point is set at 30 mA and 2.67 V. This
voltage is the collector-to-emitter voltage drop
(Vce) across the transistor. The difference
between Vce and a Vee of 5 VDC is the drop
across the laser diode; i.e., 2.33 V at 30 mA.
The graphical solution shows that a base cur-
rent of +/-20 pA centered around the quiescent
base current of 190 pA is required to drive the
laser diode current +/-5 mA around 30 mA. The
transistor beta was calculated to be 158. The
measured values were in agreement with the
calculated values. By modulating the diode
laser current at 30 mA +/-5 mA, the diode laser
is intensity modulated at 82 percent.

The schematic of a complete laser diode sub-
carrier FM optical transmitter is shown in
Figure 7. The same audio amplifier/driver used
in the pulse modulated version can also be used
to drive the ICL8038 voltage-controlled oscilla-
tor (VCO). Rather than use fixed resistors for
biasing the driver transistor, [ chose a poten-
tiometer to set the bias. The VCO subcarrier
output has a gain control connected to pin 2 of
the ICL8038 that is used to set the carrier mod-
ulation amplitude.

To adjust and test the circuit, 1 again suggest
that you replace the diode laser with an LED.
Set up an audio generator and connect it to the
microphone input as was done for the pulsed
version. With the power applied, adjust the
2N2222 bias potentiometer for 30 mA of col-
lector current. With an oscilloscope and fre-
quency meter connected to pin 2 of the
ICL.8083, adjust the sine wave symmetry of the
100-kHz output with the potentiometer con-
nected between pins 4 and 5 of the VCO.

Next, connect the oscilloscope between the
collector and the grounded emitter lead of the
2N2222. Increase the carrier gain potentiometer
until signal distortion occurs, then back off
slightly. As with the pulsed transmitter, shine
the LED into the photomultiplier detector, and
start advancing the audio gain until the demod-
ulated signal is seen on the oscilloscope.
Advance the transmitter audio gain until distor-
tion is seen on the received signal and back off

a little. This procedure sets up the proper devia-
tion of the audio modulation signal onto the
100-kHz subcarrier. Once the transmitter align-
ment is complete, turn off the power, carefully
remove the test LED, and insert the laser diode.

CAUTION

ESD can damage the laser. Make sure that
you are grounded properly when installing the
laser diode and that the laser diode leads are
NQT reversed in the circuit. Turn the power
back on. Verify that the laser is working by
holding a white paper up to the diode face. You
should see a red specular indicating that the
laser is working correctly. You can now place
the circuit board into a chassis and align the
laser diode with the collimating optics.

Power supplies

Power supplies for injection diode laser sys-
tems needn’t be elaborate. A typical power sup-
ply designed for a 12- to 14-VDC input must
use a 5-VDC regulator for the laser diode and
its driver circuitry. The laser diode and its cur-
rent driver require a well-regulated and filtered
supply: a standard 7805 three-terminal regula-
tor is quite adequate for the job. The remaining
audio amplifier and audio driver circuits aren’t
as critical and can operate off of the 12- to [4-
VDC power bus directly, providing it’s filtered
adequately from external conducted suscepti-
bility signals on the power line. If you use a
car’s 12-VDC system, the input to the power
supply must be adequately filtered from any
induced ignition electrical noise on the power
supply input to the diode laser transmitter.

Conclusion

1 have discussed the operation of semicon-
ductor diodes lasers in optical transmitter appli-
cations along with the associated driver and
audio circuitry. The pulse and subcarrier modu-
lation methods employed use direct current
modulation of the laser. The subcarrier modula-
tion approach made use of the linear relation-
ship between the diode laser’s optical output
and current drive. External optical modulators
are available, however they are out of the finan-
cial reach of most amateur radio experimenters.
Power to operate the lasers and their modula-
tion circuits is simple and employs standard
three-terminal regulators for maintaining stable
supply voltages. n
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S SALT WATER TAFFY
BEING DISTRIBUTED?

Ferreting out the fruth in scientific studies

16 fall 1997

cates usually want you to uncritically

accept their point of view. Otherwise, you
cannot be persuaded to their way of thinking.
The tendency—and temptation—is for advo-
cates to over-interpret favorable data and to
either under-interpret or suppress unfavorable
data. How do you separate trash from treasure?
How do you detect whether the offered food is
nutritious, or merely salt water taffy? Several
tactics help shed light on the truth.

First, ask who is supplying the information.
There are advocacy groups that put out infor-
mation to support or refute a position. Whether
you deal with environmental issues, health
food, alternative medicine, or the claims made
for novel and bizarre radio antennas, you must
ferret out the truth. One of the issues at hand is
who supplied the information. Or, more pre-
cisely, how do they benefit if the information is
accepted as true?

l unk science and revisionist history advo-

The news media

Newspapers and magazines often misinter-
pret scientific studies. While some of them are
guilty of blatant advocacy. they are also afflict-
ed by three pressures that force distortion:
deadlines, the need to “scoop” the competition,
and the fact that startling results “sell” better
than the truth. Add to that the fact that journal-
ists are rarely competent to interpret scholarly
work and the result is often bad information
being presented to the public. No one should
accept popular media articles on any subject
without independent verification.

Verification doesn’t mean seeing the same
material in two or more different media
sources. Journalists often pick up stories from
other publications. Seeing the same material in
three publications could mean that one reporter
wrote it for his or her newspaper (and got it

wrong), and the next day (or next week) two
more cribbed it for their papers.

Attempts to gain credibility

Advocates attempt to gain credibility for
their position by citing studies that support it.
And, if the study is a “scientific” or “universi-
ty” study, then all the better. They will bolster
their point by citing, by name, the author of the
study—especially if the person quoted is
famous, a well-known expert on the subject, or
has the requisite credentials (“Doctor M.
Weldon Sclotz of the University of
Frabbitzville stated recently...”).

Some people cite a well-credentialed expert
who’s found not to be expert in the matter
under consideration. Having a doctoral degree,
winning a Nobel Prize, or being famous doesn’t
add credibility outside one’s narrow field of
expertise. Tom Clancy may be a real good mili-
tary yarn spinner, but that does not qualify him
as a military affairs expert.

When a study is cited by an ardent advocate,
it’s a good idea to look further. I often follow up
on footnotes in order to judge the quality of
research. In one case, an advocate’s paper had
plenty of footnotes, so, on the surface, it looked
like pretty good science. Footnotes are a paper’s
bona fides; they tell readers that the author did
her homework. In the case above, I found that a
critically important footnote didn’t even exist!
The journal cited was real, but when I located
the actual copy of the cited issue in a library, the
article claimed in the footnote didn’t exist.
Checking the annual index for that year, and the
two years either side of it, revealed no articles or
letters by the author cited in the paper. Mistake?
Possibly. Deceit? I'd bet on it!

Critical footnotes need to be examined care-
fully to see if...

a) the cited source actually exists,



b) the source is accurately quoted, and
¢) the source is fairly used.

The last criterion—fairly used—is especially
important. Very often one finds that cited
sources are taken out of context, or the conclu-
sions of the study are twisted beyond recogni-
tion. If the author of the study would be sur-
prised at the conclusions drawn, then it’s a
good bet the study isn’t fairly used. While it’s
possible that an advocate could fairly draw dif-
ferent conclusions from those of a study author,
such a situation is always suspect until verified
by the evidence. Junk science advocates often
hitch their wagons to legitimate stars, but near-
ly everyone else finds their interpretation novel
and bizarre.

A study can sometimes be verified by con-
tacting its author. Ask the author if the pub-
lished study is the latest information on the sub-
ject. Published academic studies tend to lag
behind the state of knowledge. Some scholarly
journals print the acceptance date of the paper,
and that date is often a year or two earlier than
the issue of the journal in which it appears.

Journals also frequently publish the study’s
funding information, so you can judge whether
or not there may be any particular bias in the
results. A typical citation might read “Funded
under NIH grant XXX-XYZ-1230.” If the fund-
ing organization is also an advocacy group or
commercial entity, be especially skeptical of
the reported results (regardless of how well the
group fits your own biases).

When you call the author of the study, ask
about the methodology used. A lot of studies
are terribly sensitive to methodology.
Responsible researchers recognize that fact and
take it into account when reading the study, but
journalists often don’t. By understanding the
methodology, it’s possible to detect biases,
flaws, or limitations to the study.

Also find out whether the journal in which a
published study appears is peer reviewed or
merely editor reviewed. A peer-reviewed publi-
cation sends out every manuscript to one or
more disinterested reviewers. They ask hard
questions, provide critiques, and serve as gener-
al quality control. They point out weaknesses
and suggest areas for improvement.

Another factor often left out of popular expo-
sitions of scholarly research is critical qualify-
ing factors. Studies are often tightly controlled
as to the conditions being examined, and they
may not be valid in situations that depart from
the controlled situation. It’s often the case that
studies will look at very narrow populations,
and the results are not applicable to the popula-
tion at large.

[t may also be true that the interpretation of a
study is different because critical information is
left out of the report. Berkman! tells of a report

that the U.S. population grew by 22 million
people in the [980s. On the surface, that figure
looks horrific: 22 million new mouths to feed,
with new jobs required to support them! But a
critical bit of information was missing: That
growth rate for the decade was 9.8 percent, and
it was the second lowest on record.

Even the multi-hundred billion dollar U.S.
budget deficits of recent years don’t look too
awful when viewed as a percentage of gross
national product (GNP). At least one paper in
Harvard Business Review? argued that the
deficit isn’t as horrible as people believe, and
may actually stimulate the economy if the debt
were incurred for the right things.

Another thing that distorts the interpretation
of otherwise valid studies is the improper com-
bination of the results of two or more studies.
This mistake is the “apples and oranges falla-
cy.” Advocates cite two or more studies on the
same subject to bolster their position in a man-
ner that suggests the studies are somehow
mutually reinforcing or complementary. A con-
clusion drawn as a synthesis from the results of
two or more nonrelated studies is always sus-
pect, and may be quite meaningless.

Studies almost always have some constraints,
a basic methodology, and some (hopefully not
hidden) basic assumptions. If the two studies
cited don't have those factors in common, then
drawing any conclusion that depends on com-
bining them is invalid. The synthesized result is
meaningless unless there’s some means for
compensating for the fundamental differences
in the studies. Unless one is counting the cate-
gory “fruit,” one cannot fairly compare apples
and oranges. 1t’s very difficult for a layperson
to make valid comparisons in such cases, so be
wary when it’s done without a good reason.

Scientific studies

Scientific studies seem to be particularly sub-
ject to abuse when presented to a lay audience.
Few people outside science understand that the
results of studies are always considered tenta-
tive. They also don’t understand that very few
issues can be definitively proven by a single
study. The public is often understandably con-
fused when two or more studies seem to contra-
dict each other. “Is vitamin-C good for the
common cold or not?” “Does eating bran lower
cholesterol or not?”

Science makes progress by repetitively
examining issues, and then holding up new data
to public, and often very brutal, examination.
As a result, each new study should build on ear-
lier work and refine its focus to overcome
objections to the earlier studies. After this is
done a number of times, some good approxima-
tion of the truth should emerge. But if one takes
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a “snapshot” view of the research by looking at
only one study at a single point in time, then an
erroneous picture may be seen.

Scientists understand this problem, and
account for it in their thinking, but laypersons
rarely know how to look at studies. All that dis-
agreement between studies may indicate is that
scientists haven’t refined their knowledge of a
subject well enough to ask Nature the right
question...yet.

Some General Advice

From sets developed by Cohn? and Berkman!,
supplemented by some of my own criteria, we
can list several questions that should be asked of
the author of any article or study:

» How do you know that what you say is true?

o Is the published data preliminary or final?

* Do other experts in the field concur?

+ Is their concurrence general or highly specific?

» What is the information based on?

« Have the assertions been validated in a for-
mal study or experiment?

* Was the study designed according to gener-
ally accepted scientific standards?

» Who funded the work?

« What stake do you have in the outcome
(reputation, money, promotion potential)?

e Who disagrees with the conclusions and why?

* How sure are you of the conclusions?

* Are the conclusions backed up by statistical
evidence?

* Have the studies been replicated by others?
What were the results?

» Were the results reasonably consistent from
one study to the next?

« Are other explanations for the observations
possible?

» Who else in field has seen the work?

* Was it peer reviewed?

* What methodology was employed?

» What are study’s weak points?

* What criticism has been received and from
whom?

* Do you agree with the advocate’s conclu-
sions drawn from your study? Was the
work fairly used?

* Would competent experts in the field be
surprised by the result? If so, would they
find the interpretation novel and bizarre?

When evaluating researchers, look for agen-
das, hidden and otherwise, the backgrounds and
qualifications of the researchers, their normal
job function, their self-proclaimed mission (if
any), and their source of support or funding to
detect possible biases in the study. Ask a very
pertinent question: “Why is this person interest-
ed, and how does it affect the results?” Use the
word “interested” to mean “has a stake in”
rather than “curious about.”

It’s also relevant to know what peer recogni-
tion the researcher enjoys (or is afflicted by). It
may also be pertinent to note who referred you
to that researcher. Was it someone you respect?
Was it a self-nominated advocate? Does this
person have a general reputation for reliability
and integrity?

So Why Bother?

So why should you care that salt water taffy
is being distributed by those trying to persuade
you of their point of view? Because it pulls out
your dental fillings, rips off your crowns, rots
your teeth, raises your blood sugar level, 1s
hard to chew, is generally unhealthy, and
doesn’t provide any form of intellectual nour-
ishment in return for all its evils. It’s icky stuff,
so shun it. Better yet, stick the taffy maker to
the wall with his own goo. ]

Relerences

1. Robert Berkinan, “But Is It The Whaole Truth?”, Writer's Digest, September
1993, page 42.

2. Robert Eisner. "Sense and Nonscnse About Budget Deficits,” Harvard
Business Review. Vol. 7, No. 3, May—=June 1993, page 99.

3. Victor Cohn, News & Numbers, lowa State University Press. Ames, lowa,
1989.

Bibliography

1. Russell L. Ackoff and Fred E. Emery, On Purposeful Systems,, 1972,
Intersystems Publications (1981 reprint edition), Seaside, California.

2. Jerry Adder, “The Numbers Game,” Newsweek Lifestyle Section, July 25.
1994, pages 56-59, New York.

3. Jonathan Baron, Thinking and Deciding, 2nd Edition, Cambridge University
Press, New York, 1994,

4. Armin A. Brott, “Battered-Truth Syndrome: Hyped Stats on Wife Abuse
Only Worsen the Problem.” The Washington Post, Outlook Section, July 31,
1994, pages C1-C2.

5. John L. Custi. Paradigms Lost: Images of Man in the Mirror of Science,
Wiltiam Morrow & Co., Inc., New York, 1989,

6. Kenneth B.M. Crook, “Suggestions for Teaching the Scientific Method.”
American Biology Teacher, March 1961. Copyedited manuscript version sup-
plied to the auther by Dr. Crooks' lamily.

7. Cynthia Crossen, Tuinted Truth: The Manipulation of Numbers in America,
Simon & Schuster, 1994,

8. George Englebretsen, ““Postmodernism and New Age Unreason,” Skeptical
Inquirer, May/June 1995, Vol. 19, No. 3, Amherst, New York, pages 52-53.
9. Antony Flew, Thinking Straight, Prometheus Books, Buffalo, New York,
1977.

10. Thomas Gilovitch, How We Know What Isn't So: The Fallibiliry of Human
Reason in Evervday Life, Macmillan/Free Press, New York, 1991,

1'l. Morgan D. Jones, The Thinker's Toolkit: Fourteen Skills for Making
Smarter Decisions in Business and in Life, Random House, New York,1995.
12. Danicl Kahneman, Paul Slovice, and Amos Tversky, Judgement Under
Uncertainiv: Heuristics and Biases, Cambridge University Press, New York.,
1982,

13. Alfred C. Kinsey, Wardell B. Pomeroy, and Clyde E. Martin. Sexua!
Behavior in the Humun Male, W B. Saunders, Philadelphia, 1948,

14. C.I. Lewis, Mind and the World Order, Charles Scribner & Sons, 1929.
Reprint edition: Dover Publications

[5. Kevin McKean, “Of Two Minds: Selling the Right Brain,” Discover. April
1985, pages 30-38.

16. J.P. McLaughlin, “On Leaping and Looking and Critical Thinking,”
Skeptical Inquirer, May/June 1995, Vol.19, No.3, pages 6-7, Amherst, New
York.

17. Richard Morin, “How to Lie With Statistics: Adultery.” The Washington
Post, March 6, 1994, page C5.

18. Richard Morin, “Racism on the Left and Right,” The Washington Post,
March 6 1994, page CS.

19. Richard E. Neustadt and Ernest R. May, Thinking in Time: The Uses of
History for Decision Makers, The Free Press, New York, 1986,

20. Wardell B, Pomeroy, Dr. Kinsey and the Institute for Sexual Research,
1972 puges 292-293. Cited in Reisman 1990.

21. Judith A. Reisman and Edward W. Eichel, Kinsey, Sex and Fraud,
Huntington House. Lafayctie, Louisiana, 1990.

22. Michael Shermer, Why People Believe Weird Things, W.H. Freeman Co.,
1997.

23, Theodore Schick, Jr. and Lewis Vaughn, How to Think About Weird
Things: Critical Thinking for a New Age, Mountain View, Mayfield Publishing
Co., Mountain View, California, 1995.

24. Christina Hoff Sommers, Who Stole Feminism?: How Women Have
Betraved Women, Simon & Schuster, New York, 1994,



Thomas V. Cefalo, Jr., WAISPI
51 Oak Street
Winchester, Massachusetts 01890

DIPLEXERS

Some practical applications

dvances in technology have made the
Aexistence of dualband radios a common

item in many ham shacks. The 2- Highpass Filter
meter/70-centimeter transceiver is one very —
popular dualbander. At these higher frequen-
cies, feedline considerations now become an
important issue. Using low-loss feedline for common
each antenna can be very expensive and junction
impractical. It’s possible to solve this problem
by installing a diplexer in the antenna system, ;
ermitting t%le us]; of a single feedline. ’ Lowpass Filter —

I will present a review of diplexers, along

with a computer program you can use to syn-
thesize them. I’ll also provide some practical
diplexer applications.

Diplexer theory 0

In some applications, it becomes necessary
to separate or combine a given frequency
spectrum into specific bands. This can be done

Highpass
Filter—m Lowpass

by connecting more than one filter in various =< Filter

configurations, a process known as multiplex-

ing. Multiplexing is actually a general term, as

an actual filter configuration hasn’t been

defined. Some defined examples of multiplex-

ers are diplexers, triplexers, duplexers, absorp-

tion filters, and combiners. The type of multi-

plexer described here is a diplexer because it

uses two filters. Figure 1. (A) Diplexer and (B) frequency response.
When describing multiplexers it’s important

to remember the terms contiguous and noncon-

tiguous, Contiguous means each filter has the simply, power can’t be in two places at the

same 3-dB point where power splits equally same time. Diplexers are generally designed to

between the two filters. This is commonly be contiguous.

known as the 3-dB crossover frequency. The Figures 1A and B show a diplexer and its

term noncontiguous means the crossover point frequency response. The diplexer consists of a

is any level of attenuation greater than 3 dB. low-pass and high-pass filter joined together at

Note that multiplexers with passive filters can- the filter inputs. The graph shows the frequency

not cross over at levels less than 3 dB because response of the low-pass and high-pass filter,

more than half the power at that frequency and the 3-dB crossover frequency. The frequen-

would be present at the output ports or, to put it cy response of the diplexer clearly indicates
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Figure 2. (A) Parallel-connected diplexer and (B) its dual version.

how the frequency spectrum has been separated
into two individual bands, one below the
crossover frequency and the other above.

A diplexer or multiplexer requires a special
design to achieve good performance. A basic
rule to remember when designing multiplexers
is that the joined ends of the filters must present
a very high impedance to each other, or each
filter must present a complex conjugate to each
other, so the sum is equal to the system’s char-
acteristic impedance. Connecting a doubly ter-
minated filter—that is, a filter normally
designed to operate into the same value of
source and load impedance in a diplexer con-
figuration—would produce undesirable conse-
quences. A high VSWR would be introduced,
causing the filters to exhibit a completely dif-
ferent response because they would no longer
be operating at the impedance for which they
were designed.

To meet the stipulations required to realize a
complex conjugate, diplexers are designed with
singly terminated filters. A singly terminated

filter is designed so one end of the filter is ter-
minated into the system’s characteristic imped-
ance, while the other end is terminated into a
short or open circuit. This is a basic foundation
for designing diplexers. Tables of normalized
filter elements for singly terminated filters are
available in a number of filter textbooks.
Theoretically, one can achieve perfect diplex-
ing with singly terminated Butterworth or max-
imally flat filters. The common junction of the
high and low-pass filter produces a comple-
mentary impedance or admittance at all fre-
quencies, including the crossover.

In Figure 2A the input admittance at the
diplexer’s common junction is equal to 1+j0 at
all frequencies. The dual version of that diplex-
er is shown in Figure 2B, and its input imped-
ance is 1+j0 at all frequencies.

Because a Butterworth filter makes a moder-
ate descent into the stopband, it’s sometimes
advantageous to incorporate a Chebyshev filter
response into a design. Compared to a
Butterworth, a Chebyshev filter has a much
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Figure 4. Computer printout of 294-MHz diplexer design.

greater initial descent into the stopband. Unlike
the Butterworth, the Chebyshev filter doesn’t
yield a complementary admittance or imped-
ance at the common junction. The common
junction admittance is no longer equal to 1+j0
at all frequencies. To prove this, a plot of the
normalized admittance at the common junction
for a five-pole, 0.1-dB nipple Chebyshev
diplexer is shown in Figure 3.

The performance of this diplexer is accept-
able, except in the area of the crossover frequen-
cy. From the plot, one can see that the sum of
the conductance increases to 2 at the crossover
frequency. The sum of the susceptance for the
most part is 0, except for a small residue on each
side of the crossover frequency.

Because the sum of the conductances at the
crassover frequency is equal to 2, the diplexer

must be modified to preserve a normalized con-
ductance of 1. This would require the conduc-
tance of the low and high-pass filters to be
equal to 0.5 at the crossover frequency. This is
done by shifting the crossover frequency of the
low-pass filter down and the high-pass filter up
by some predetermined factor. This will allow
the common junction conductance to be equal
to 1 over the entire bandwidth ot the diplexer.
The modification will also shift the susceptance
characteristics to produce a more effective can-
cellation over the diplexer’s bandwidth.

A general modification factor (Equations 1
and 2) to shift the crossover points has been
developed by Matthaie.! These equations are a
function of the normalized input conductance
and take into account the filter’s passband rip-
ple and number of poles. This means the modi-

0.000
/
/
7 N
-25.00 /
/ TN ™~ RN
W \ ~
\-
N 4/ Return Loss T~
I
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100.0 MHz 300.0 MHz 500.0 MHz

Figure 5. Plot of insertion and return loss of 294-MHz diplexer.
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fication must be applied to each case of ripple
and number of poles.
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N = number of poles

The diplexer computer program

The diplexer program was written with
Microsoft’s QuickBasic, Version 4.5 and is
compatible with other versions of BASIC. A
listing of the program’s basic code is provided
in Appendix 1. The user inputs the 3-dB
crossover frequency. number of poles, pass-
band ripple, and the system’s impedance.
Entering 0 dB for the passband ripple will gen-
erate a Butterworth response, otherwise the
response is a Chebyshev. The diplexer is
derived from a low-pass prototype filter func-
tion. The normalized G-elements (normalized
to | rad/sec and 1 ohm) for each low-pass filter
element are calculated using the equations
given in Table 1. If the response is a
Chebyshev, each element is modified with
Equations 1 and 2. High-pass filter elements

are generated by replacing each filter element
in the low-pass prototype with its opposite and
inverting it. For example. Cy,, =1/Ly , and Ly, =
1/Cy .- Each G-value is then Frequemy and
1mpcdance scaled using the crossover frequen-
cy and the system’s impedance.

As an example of the program’s functionali-
ty, let’s design a diplexer for the 2-meter/70-
centimeter band. The diplexer is designed for
seven poles, 0.01-dB ripple, a crossover fre-
quency of 294 MHz (this is the center between
the two bands), and a 50-ohm system. Figure 4
contains the calculated component values of the
diplexer design (less the schematic, which is
only shown for clarity).

Figure 5 is a plot of the insertion and return
loss of the 294-MHz diplexer using the compo-
nent values calculated from the program. The
analysis was performed using a computer-aided
microwave simulation program called
Touchstone. The frequency characteristics of
the low and high-pass filters, as well as the 3-
dB crossover frequency, are distinctly defined
in the plot. More importantly, notice from the
return loss that a low VSWR of 1.1 or better is
maintained—indicating the impedance is con-
stant across the frequency range.

Diplexer applications

Figures 6, 7, and 8 show some specific
applications that use diplexers. Figure 6 is the
familiar dualband configuration, where a single
dualband transceiver is connected to two anten-

Singly Terminated Butterworth

g =a gg= (ag) (ag-1)

(Ck-D(gg-1
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Y

Singly Terminated Chebyshev

ag =sin (ZK-]) K=12..n B=¢ [coth ( Ripple dB dB)] y=sinh (L
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Table 1. Equations to calculate normalized G -elements for each low-pass filter.
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Figure 8. Bidirectional amplifier system.

nas via a single transmission line. Sometimes
two separate transceivers are used. In Figure 7,
a diplexer is placed at the transceiver output
and at the antenna site. The radios are then con-
nected to the antennas via a single transmission
line. Other applications include a bi-directional
amplifier system. By placing diplexers at each
end of the system as shown in Figure 8, greater
isolation beyond the limitation of the amplifiers
can be achieved.

The IF port of a mixer is comprised of both
the sum and difference frequency, and other
unwanted frequencies, such as image and LO
leakage. In most cases, the difference frequen-
cy is selected and the other unwanted frequen-
cies are eliminated with a filter. However, the
impedance of the filter outside the passband is
no longer matched to the impedance of the IF
port (usually 50 ohms). This mismatch causes
the unwanted frequencies to reflect back to the
IF port and recombine in the mixer, producing
additional spurious frequencies. As shown in
Figure 9, a diplexer now allows the IF port to

be terminated in the same impedance at all the
frequencies. The sum frequency and higher
order products now pass through the highpass
filter and are dissipated in the terminating resis-
tor, eliminating spurious frequencies.

Conclusion

In this article, I’ve tried to show how singly-
terminated low-pass and high-pass filters can
be moditied to produce a diplexer. I also intro-
duced a computer program that may be used to
synthesize diplexer component values. Finally,
I’ve presented a number of common applica-
tions that use diplexers. B
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APPENDIX 1

€ 3f s sk s ke s ok st sk sk ok ok ok ok sk ok sk sk sk sk sk sk ok sk sk skesk stk skok ook skl sk sk stk K sk sk sk ksl sk sk skl sk sk sk ok ok s skok o ok sk o koo sk ok stk sk okskok

stk xkDIPLEXER DESIGN PROGRAM WRITTEN BY T. CEFALO Ir WAISPI @ 1996%***
CLEAR : COLOR 7,0: CLS : COLOR 14, 12

PRINT “T. CEFALO Jr DIPLEXER DESIGN PROGRAM WAISPI”
COLOR 7, 0: DEFDBL A-Z: OPTION BASE 1: PI = 3.1415926#: PRINT

DEF FNSinh (X) = (EXP(X) - EXP(-X))/2

DEF FNCosh (X) = (EXP(X) + EXP(-X)) /2

DEF FNACosh (X) = LOG(X + SQR((X "2) - 1))

DEF FNEvenOdd (X) = (X /2) - INT(X / 2)’ Test for even or odd N even=0 odd=.5

INPUT “Enter 3 dB Crossover Frequency (MHz)”; Fc: Fc = Fc * 10600000!

INPUT “Enter Number of Poles *“; N

INPUT “Enter Passband Ripple in dB (0 for Butterworth)”’; Am

INPUT “Enter External System Impedance Zo (ohms)”; Zo

DIM Ak(N), Ck(N), Dk(N), G(N)

IF Am =0 THEN ‘CALCULATE G-VALUES FOR BUTTERWORTH RESPONSE
FORK=1TON

Ak(K)=SIN(PI * (2* K- 1)/(2 *N))

Ck(K) = (COS((PI *K) /(2 * N))) ~ 2: NEXT K: G(I) = Ak(1)

FORK=2TON
G(K) = (AK(K) * AK(K - 1))/ (Ck(K - 1) * G(K - 1)): NEXT K
ELSE ‘CALCULATE G-VALUES FOR TCHEBYCHEV RESPONSE

X=Am/17.37:e=10"(Am/10)- |

Beta = LOG(FNCosh(X) / ENSinh(X)): X = Beta / (2 * N): Gama = FNSinh(X)
FORK=1TON

Ak(K)=SINPPI*2*K-1)/2*N)): X=(PI*K)/(2*N)

Dk(K) = (Gama " 2 + (SIN(X) » 2)) * (COS(X)) » 2: NEXT K: G(1) = Ak(1) / Gama
FORK=2TON

G(K) = (Ak(K) * AK(K - 1)) / (DK(K - 1) * G(K - 1)): NEXT K

FOR K=1TON ‘Modity the Tchebychev G(k) values

IF FNEvenOdd(K) = 0 THEN

G(K) = G(K) * FNCosh((FNACosh(SQR((1 + (2 * e)) / e)) / N))

ELSE

G(K) = G(K) * FNCosh((FNACosh(SQR(1 / e)) / N))

END IF: NEXTK

END [F

CLS : COLOR 7, 9: PRINT “T. CEFALO Jr DIPLEXER COMPONENT VALUES
WAISPI”

COLOR 7, 0: IF Am = 0 THEN A$ = “Butterworth” ELSE A$ = “Tchebychev”

PRINT “Filter Response is “ + A$

PRINT “3 dB Crossover Frequency="; Fc / 1000000!; “MHz”; * Ripple="; Am; “dB”

PRINT “Number of Poles=""; N ** System Impedance="; Zo; “ohms”: PRINT
PRINT “LOWPASS SECTION HIGHPASS SECTION”

PRINT * 7 COLOR 12,0
PRINT “ <~———Diplexed End————>": COLOR 15, 0

FORK=NTO I STEP-1: 1=(N + 1)- K: A$ = STR$(I)

IF FNEvenOQdd(I) <> 0 THEN ‘Lowpass and Highpass filter series components

Llp = (Zo * G(K))/ (2 * PI * Fc): Chp =1/ (G(K) * (2 * P * Zo * Fc))

PRINT “Ls” + A$ + “="; CSNG(LIp) / 1E-09; “nH", “Cs” + A$ + “="; CSNG(Chp) / 1E-12; *pF”"
ELSE ‘Lowpass and Highpass filter parallel components

Lhp = (Zo/ G(K)) /(2 * P1 * Fc): CLp = G(K) / (2 * P1 * Zo * F¢)

PRINT “Cp” + A$ + =" CSNG(CLp) / 1E-12; “pF”, “Lp” + A$ + “="; CSNG(Lhp) / 1E-09;
“nH”

END IF: NEXT K: COLOR 12, 0: PRINT * <————1Load Ends———>
COLOR 15,0

it}
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SOURCE IMPEDANCE
OF HF TUNED POWER

AMPLIFIERS AND THE

CONJUGATE MATC

Understanding basic concepts and
clarifying misunderstandings

he determination of optimum operating
I conditions for HE-tuned power amplifiers

(HFTPAS) is a topic that spans more than
60 years of analytical, numerical, and experi-
mental research. This study began with the pio-
neering work of Terman,! Mouromtseff, and
Kozanowski,2 along with many others, and con-
tinues today. Analytic methods based on static
characteristics for the active device, using
Fourier analysis, enable the determination of
closed form expressions for the output power in
terms of input voltage and current.

Heyboer and Zijlstra,3 in perhaps the most
detailed analytical methods developed to date,
devised graphical/numerical procedures for pen-
todes, tetrodes, and triodes. Zivkovic-Dzunja4
designed software for her analysis methods. The
application of the “PSpice” program, a model
that uses voltage and current-dependent sources
with arbitrary nonlinear transfer characteristics,
is a subject of current study (see Kostic et al.>).

All of these methods, including the simplest
one (which involves looking at the manufactur-

ers’ specifications for the tube), allow the deter-
mination of the optimum load impedance Z_
(here in accord with usual nomenclature Ry,
since Z; = R because the tank circuit is reso-
nant), so the amplifier under specified operating
conditions (plate voltage, plate current, and
drive power) will deliver its design power to a
selected load impedance (Z;,,4) at as high an
efficiency as possible.

It’s common to calculate optimum load
impedance R; —the impedance the plate of the
tube “sees” looking toward the external load—
but uncommon (yet necessary) to think of the
dynamic output impedance of the source Z,.
The term “source resistance,” as is often
(mis)used in referring to the source of RF power
delivered by Class B, C, and D power ampli-
fiers, reveals a prevalent misconception that the
real part of the source impedance in this class of
amplifiers is a dissipative resistance. Clearly,
plate resistance Ry, of the active element (tube,
transistor, etc.) is a dissipative resistance that
converts electrical energy into heat. However.
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the source impedance of the amplifier seen by
loads connected to the output port of the ampli-
fier is established by the impedance transforma-
tion characteristics and the Q of the tank circuit
operating on the complex and nonlinear parallel
impedances presented to its input side from both
the active device and the power supply (includ-
ing the RF choke and coupling capacitor). Thus,
R, contributes to, but does not establish, the out-
put impedance of the amplifier.

Resistance is also defined as the real part of
an impedance (from the /[EEE Dictionary).
Because the impedance of a network deals with
energy transfer, it has nothing to do with where
the energy came from, or what became of it.
The real part of the impedance of a network,
therefore, does not dissipate energy of itself.
Only that portion of the real part of an imped-
ance that is, in fact, a dissipative resistance will
dissipate energy. Similarly, the characteristic
impedance of a lossless transmission line, Z,
say Z, = 50 ohms, does not correspond 1o a dis-
sipative resistance; nor does the intrinsic
impedance of a medium such as free space,
where 1, = 377 ohms. The effective source
impedance—the dynamic output impedance of
the power amplifier Z.—may, therefore, be
completely (ideal case) or largely (typical prac-
tical case) nondissipative, as by conjugate
matching all (ideal case) or most (typical prac-
tical case) of the available power generated is
transferred to the external load.

An understanding of this concept, which is
probably one of the most serious misunder-
standings in electrical engineering today (pri-
vate communications with John Fakan,
KB8MU, 1996), provides the basis for under-
standing why an RF power amplifier can deliv-
er its design output power into a conjugately
matched load while achieving efficiencies sig-
nificantly greater than 50 percent. This under-
standing is important, because the ability of
HFTPAs to be conjugately matched has been
unjustly disputed—Ilargely on the argument that
conjugate matching establishes an upper limit
of 50 percent efficiency.

Antenna-network theorems

In circuit theory, three network and antenna
theorems have proven useful in simplifying a
solution for this misconception, and also in
understanding many problems. The theorems
that are most useful for antenna and antenna
matching problems are:

1. Thévenin’s Theorem. “If an impedance
Zg be connected between any two terminals of
a linear network containing a generator, the
current which flows through Zg will be the
same as it would be if Zz were connected to a

simple generator whose generated voltage is
the open circuit voltage that appeared at the
terminals in question and whose impedance is
the impedance of the network looking back
from the terminals.”

2. Maximum Power Transfer Theorem. “An
impedance connected to two terminals of a net-
work will absorb maximum power from the
network when the impedance is equal to the
complex conjugate of the impedance looking
back into the network from the two terminals.”

3. Compensation Theorem. “Any impedance
in a network may be replaced by a generator of
zero internal impedance, whose generated volt-
age at every instant of time is equal to the
instantaneous potential difference that existed
across the impedance because of current flow-
ing through it.”

Thévenin’s Theorem strictly applies to linear
networks and circuits with a well-defined
source impedance; whereas, the current and
voltage of an active device can be quite nonlin-
ear, in spite of the fact that the amplifier itself
may be linear. Notwithstanding, numerical
methods based on Thévenin/Norton models are
currently used to analyze the transient response
of networks consisting of the interconnection of
linear and nonlinear lumped or distributed net-
works (transmission lines), for arbitrary
sources, using stepwise time delay methods,
where the steps in time are so small that the
current and voltage change during the step can
be considered linear.6-7

The Compensation Theorem avoids this dif-
ficulty, as it is based on instantaneous values.
Therefore this theorem does apply to power
amplifiers, instant by instant. In the authors’
view, the Compensation Theorem gives one
look (an important one) at the nature of the out-
put impedance of an RF power amplifier.
Insofar as power generation is concerned, and
transfer of power to the input terminals of the
n-network tank circuit network, the tube can be
replaced by a generator of zero internal imped-
ance, whose generated voltage at every instant
of time is equal to the instantaneous potential
that exists across the load impedance R} due to
current tlowing through it. And. since the
instantaneous values of V/I at every instant of
time correspond to instantaneous values of an
impedance, the average dynamic output imped-
ance of the source, Z,, must equal the load
impedance R, for all practical purposes.

When analyzing the match between an active
device, which may be nonlinear, and its load,
the concept of conjugate match must be care-
fully considered. One effective approach is to
use the definition of conjugate match as one
that provides for maximum power transfer (the
Maximum Power Transfer Theorem). This is
essentially an energy equation which is an



Power amplifier

Figure 1. Sketch of an RF power amplifier tube and its n-network tank circuit, initially tuned to provide maximum
available design power to its design load impedance (Ry,,4 = 50 ohms).

extremely powerful tool of physics used to
avoid the pitfalls of nonlinear phenomena.
Conservation of energy transcends all bounds.
It is true for linear, nonlinear, periodic, nonpe-
riodic systems, and so on. Simply stated, when
the matching network presents a load that pro-
vides for the maximum transfer of available
design power from the active device, the device
is conjugately matched. '

PA output {source]
impedance, Z,

A constant plate current flows in Class A
amplifiers, even in the absence of a signal on
the grid. The output source impedance. a resis-
tance, is therefore easy to identify and measure.
The generator may be considered a current gen-
erator that is impedance matched when the load
resistance is equal to the dynamic output resis-
tance of the source. See, for example, Sabin.8
In Class B and C amplifiers, the output imped-
ance isn’t so easily measured or defined. We
can measure the output impedance of source Z
only when the amplifier is being driven to the
input and output levels at which it is supposed
to operate.

In the case ot the Class A amplifier, the ener-
gy dissipated within the generator is equal to
the energy delivered to the load, at best. This
occurs at the conjugate match point. In the case
of Class B and C amplifiers, the efficiency is
markedly greater than 50 percent. This is
because the vacuum tube or transistor isn't a
linear device. An RF power amplifier is, In
effect, a converter that converts DC energy
(provided by the power supply) into RF energy
at the highest possible efficiency. The DC
source voltage supplies current to the load, and
the transmitting tube connected in the circuit

perturbs the current under the influence of the
grid excitation.

If the plate current is analyzed by a Fourier
expression, one learns that the output comprises
not only a DC component, but also RF compo-
nents of various frequencies. In a conventional
power amplifier the desired component is the
alternating grid voltage trequency. The trans-
mitter’s tank circuit, conventionally a n- or n-L
network, which provides the required matching
of impedances in the circuit (see Figure 1),
must be arranged so the desired frequency can
pass through, while other components, includ-
ing the DC component, are blocked or
bypassed. The energy delivered to the external
load at the desired frequency can be calculated
on the basis of Joule’s law.

The tank circuit is fundamental in typical
(non-Class A) RF power amplifiers. Any equiv-
alent circuit for the amplifier, that doesn’t
include the tank circuit, is incomplete. The
tank circuit flywheels, smoothing or averaging
the time-varying impedance corresponding to
the fluctuations of the fundamental alternating
tank voltage to tank current at the input termi-
nals of the m-network circuit, and transforming
the value of this impedance. The smoothed
power passed on by the flywheel to its load
can’t be different from the average, over time,
of the power being delivered to it (regardless of
the nature of the source impedance). With
power amplifiers, the time-averaged value of
the dramatically varying impedance of the tube,
in parallel with the impedance of the power
supply and other components (which includes
the highly reactive RF choke), is equal to the
transformed value of the amplifier’s output
impedance (Zy,)-

From a practical standpoint, the output
impedance of an RF power amplifier is almost
entirely established by the characteristics of the
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tank circuit. The dissipative losses in the active
element simply represent collateral power loss
that must be considered in efficiency calcula-
tions. The tube’s conductance mechanism
doesn’t store and forward energy, so that par-
ticular power never makes it to the amplifier’s
output terminals. In fact, in all but Class A
amplifiers, the power generated and transferred
from the power supply to the output terminals
isn’t even transported through the active
device. The active device simply perturbs the
supply voltage, synchronously with the signal
on the grid, at the junction of the plate choke
and blocking capacitor. The shorter the dissipa-
tive resistive cycle, the closer the active device
emulates a perfect switch, and the lower the
losses will be.

The optimum load impedance, R| , is the
impedance the tube “‘sees” looking toward the
load. The effective source impedance Z is the
impedance associated with the generation, or
conversion of power. As noted at the outset,
methods to calculate R; have been with us for
more than 60 years. As an example only, we
use nomenclature and equations given by
Terman’s approximate method of calculation.
The power output:

Pout =

(Ep - Emin) Il
¥ " watts
> (m

And, the required load impedance is:

E -E

Ry, = P ~min ghmg )

I

Where E | is the anode or plate voltage, E_;,
is the minimum value of the alternating voltage
developed across the load, and I is the funda-
menta] AC plate current.

What does this tell us? Optimum load imped-
ance Ry is a real, measurable, impedance. We
can tune the tank circuit and any associated net-
work needed for matching the antenna, with a
load that has an antenna connected, so when
looking into the input terminals of the tank cir-
cuit with the power on we see Ry . The power
source is the current and voltage available at
the input terminals of the w-network tank cir-
cuit. However, current and voltage define an
impedance; therefore, the effective dynamic
output impedance of the transmitting tube is

— Ep - Enin
I

Zs

This is exactly what our technical literature
has been calling R; . So, while the literature
describes methods for calculating the optimum

load impedance of the amplifier, we have actu-
ally been calculating the optimum time-aver-
aged dynamic output impedance of the rube.

Following Fakan’s lead in clarifying one of
the most misunderstood concepts in electrical
engineering, the issue of a nondissipative PA
source impedance, Z, it will be helpful to
examine this concept in greater depth. As was
stated earlier, resistance is also defined in the
IEEE Dictionary as the real part (Re) of an
impedance. In a lossless network, or transmis-
sion line, Re represents the transter of energy
through the network with no dissipation until it
reaches a terminating load, resistance R, where
it is then dissipated.

Let’s illustrate this concept with an example
using a lossless transmission line terminated
with a resistance, R, equal to its characteristic
impedance Z,.The impedance appearing at the
input of the line is Z, = Re, where Re is estab-
lished by voltage-current ratio V/I appearing at
the line input. Because the line is terminated in
its characteristic impedance, there are no reflec-
tions. Therefore voltage-current ratio Re is con-
stant everywhere along the line; thus the line
impedance is also constant everywhere.
However, note that no energy has been dissi-
pated in the line. This means the real part, Re,
of the line impedance everywhere along the
line is derived wholly from the line voltage-
current ratio—not from any dissipative element.

To be certain we really understand this very
important concept, let’s take one further step to
examine the case where the transmission line is
terminated in a mismatch, resulting in reflected
waves of voltage and current along the line. We
know that the addition of the forward and
reflected voltage phasors, and the forward and
reflected current phasors, respectively, results
in a variation of the line impedance along the
line, in contrast to the constant line impedance
Z, where the line termination is matched. Let’s
assume that at a point on the line where the
angles of the phasor resultants are 0 degrees
and 180 degrees, or vice versa (yielding a zero
reactance), the voltage and current are 100
volts and 0.5 amp, respectively. This results in
an Re of 200 ohms at that point, while rransfer-
ring 50 watts of power toward the load.

At another nonreactive point on the line the
voltage and current are 20 volts and 2.5 amps,
resulting in Re = 8 ohms, still transferring 50
waltts of power, although through a different
value of the real part of the line impedance.
From these examples, it is clearly evident that
no dissipation occurs as the energy is trans-
ferred along the line while travelling through
different values of Re.

This concept of a dissipationless impedance
also applies directly in establishing the PA
source impedance Z,. Here the voltage and cur-



rent appearing at the input terminals of the 7-
network tank circuit are the time-averaged fun-
damental AC plate voltage and current, where
the AC voltage is (E, - Eg,;,) and the current is
[;, as in Equation 2. Consequently, this volt-
age-current relationship at the tank input alone
establishes the real part, Re, of the source
impedance, where:

_V=(Ey-Epin)
I 1,

Zs

Clearly this expression contains no dissipa-
tive element. Thus, PA source impedance Z is
also nondissipative, as in the transmission-line
example above. In addition, comparing the
above expression with Equation 2 provides
further evidence that Zg = R, the condition
required for delivery of all the available power
in accordance with the Maximum Power
Transfer and Conjugate Match Theorems.

Optimum load impedance R; is nondissipa-
tive, as is the dynamic output impedance of the
tube Z,. Z, is the only impedance in the circuit
that accounts for the available power. And,
because all available power generated is deliv-
ered to the load by conjugate matching, Z, =
R; .. In some textbook analyses, Ry is consid-
ered a real resistance because, from the point of
view of amplifier design, it doesn’t matter
whether power is totally dissipated in the tank
circuit, or whether power is generated there for
transfer to the load—the antenna. The vacuum
tube “couldn’t care less.” But this is the tunda-
mental point we’re trying to make by introduc-
ing the concept of a nondissipative impedance.
We are concerned here with the generation or
conversion of power, and with matching
between the output impedance of the power
amplifier and the antenna system for the pur-
pose of transfer of maximum available power.

The dynamic internal output or source
impedance Z, of an operating non-Class A
amplifier is not a constant fixed value, as is the
internal impedance of a passive classic genera-
tor, because this impedance varies over the RF
cycle. The average value of this impedance
depends on how the amplifier is loaded, tuned,
and operated. In amplifiers with conduction
angles of less than 360 degrees, the tank circuit
flywheels for a portion of the RF cycle. During
this time, when the tube is cut off, the tank cir-
cuit delivers stored energy to the load. Yet,
from the outside, it appears that the amplifier
behaves as if its effective internal dynamic out-
put impedance were equal to its optimum load
impedance, as this is the condition for maxi-
mum power output for a given amount of
drive power.

When correctly toned to provide maximum
power for a given operating condition, operat-

ing into the design optimum load impedance
(RL), the plate voltage and current vary over
the RF cycle in such a way that the amplifier
appears to have an average impedance Z; equal
to the design load impedance R, referenced to
the plate of the tube. The ®t- (or 7t-L) tank cir-
cuit transforms this impedance to Z,, the out-
put impedance referenced to the output termi-
nals of the amplifier. Typically Z, = 50 ohms.

Because the internal dynamic output imped-
ance of an HFTPA depends on the average fun-
damental AC voltage and current over an RF
cycle, this impedance will change when the
amplifier is mistuned or if, without retuning,
the m- (or m-L) tank circuit is operated into a
mismatched load. The dynamic output imped-
ance also changes if the drive power is
changed. The concept of conjugate match and
maximum design power transfer strictly applies
to a band of frequencies that are centered on the
frequency to which the amplifier is tuned and
matched, and only for a mismatch load imped-
ance less than some value that depends on the
amplifier design.

Output impedance Z, can reduce the selectiv-
ity of the matching networks, and the antenna
system itself, in the neighborhood of the reso-
nant frequency. This is not because the output
impedance is a dissipater of RF power, but
because when the amplifier is correctly
matched, it tends to maintain a more constant
output power as the frequency departs from
center. Whether the bandwidth of the amplifier
and its antenna system is increased, and by
what factor, 1s a subject beyond the scope of
this article.

Establishing the conjugate match
with the -network

Before proceeding further, it will be instruc-
tive to examine the procedure used for adjust-
ing the n-network in establishing the conjugate
match. As stated earlier, a conjugate match is
established when the load resistance Ry and the
source impedance Zg, are equal. This is the con-
dition for delivery of maximum available
power, which establishes this value of R|_as the
optimum load resistance. With plate voltage
and drive power set to obtain design output
power, Z, and R of the commonly used pair of
6146 tubes in parallel are around 2000 ohms
resistive. We’ll initially terminate the output of
the n-network with a 50-ohm resistive load. To
observe operating conditions while adjusting
the network to obtain the optimum load imped-
ance, we can use either an RF ammeter in
series with the load, or the relarive power indi-
cator usually found on the transceiver. On most
commercial rigs this indicator is simply an RF
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voltmeter connected across the output terminals
of the m-network tank circuit. Using conven-
tional tuning and loading procedure, we begin
with minimum loading, where load resistance
R, is substantially higher than the optimum
resistance, resulting in delivery of minimum
output power. We now increase the loading,
which decreases R; , and increases output
power, while we simultaneously adjust the
plate-tuning capacitor to maintain resonance in
the tank circuit.

As R| continues to decrease with further
increase in loading, a point of maximum output
power is reached, after which the power then
decreases with further increase in loading. This
indicates that R; has passed the optimum
value, and has decreased to a value lower than
the optimum load resistance. The plate current
dip will also have become broad and shallow.
Before reaching maximum output, the tubes
were underloaded, because load impedance Ry
at the input of the m-network was higher than
the source impedance Z, and the plate current
was also lower than normal for delivery of all
available power for the given drive level. After
passing the point of maximum output, the tubes
were overloaded, because Ry was then lower
than Z, and the plate current at the dip mini-
mum was higher than normal—possibly
exceeding the rated value. However, the cor-
rect, or optimum load impedance, where R =
Z,, is obtained when the loading is adjusted to
deliver the maximum available power with the
given plate voltage and drive power. If the
amplifier is properly neutralized, the minimum
plate current dip (indicating network reso-
nance) will occur simultaneously with delivery
of maximum output power. When adjustments
made during this procedure have resulted in
delivering all available power, R| =Z, and the
load impedance R; is conjugately matched to
the source impedance Z,.

While we have shown how a conjugate
match is established when the terminating load
is a pure resistance, it will also be instructive to
examine the condition when the terminating
load is a complex impedance. As an example,
we’ll now replace the 50-ohm terminating
resistance with a 30-ohm resistor in series with
40-ohm capacitor, for an impedance Z = 30 -
j40 ohms. (This is a 50-ohm complex imped-
ance, at angle -36.9 degrees.) This impedance
presents a 3:1 mismatch at the output of the
amplifier, relative to the 50-ohm resistive ter-
mination, to which it was previously adjusted
for a conjugate match. The r-network now
transforms this new complex output load
impedance to Z; =R +jX at the input of the
n-network, which now presents a 3:1 mismatch
to the source impedance Z,. Thus the conjugate
match is destroyed, the previous straight, resis-

tive load line is changed to a reactive, elliptical
load line, and the output power and efficiency
are reduced. However, the conjugate match can
be re-established by readjustment of the tuning
and loading controls.

First, decreasing the capacitive reactance of
the plate-tuning capacitor by 40 ohms causes
the tank circuit to have a net inductive reac-
tance of +j40 ohms, which cancels the -j40-
ohm capacitive reactance in the load and
restores the system to resonance. Second, read-
justment of the loading control changes the
impedance-transformation ratio of the n-net-
work to transform the 30-ohm resistance of the
load to again equal the required optimum value
of R;_at the input of the network. The conju-
gate match between the tubes and the reactive
output load is thus re-established, because the
resistive Ry now appearing at the input of the
n-network again equals the source impedance
Z, and since the net reactance is zero the sys-
tem is again resonant.

PA dynamic plate resistance, Rp

In the discussion above, we described a
HFTPA as a power converter. The DC source
voltage supplies current to the load, and the
transmitting valve connected in the circuit
makes and breaks the current under the influ-
ence of the excitation on the grid. Maximum
power is delivered to the tank circuit when the
plate current is a maximum, no power is deliv-
ered to the tank circuit during half or more than
half of the RF cycle. Yet during this time,
power is still delivered to the load, because the
tank circuit flywheels.

One can attribute power dissipated over the
RF cycle to an “averaged plate resistance,” R,
corresponding to an average value of DC plate
current and voltage, averaged over the period
during which the tube is conducting. The effi-
ciency of the amplifier (output RF power divid-
ed by input DC power) corresponds to a power
loss—power dissipated as heat in the vacuum
tube. This power loss can be attributed to a
plate resistance, the value of which is always
less than Z, when the efficiency is greater than
50 percent.

The energy per cycle dissipated in the vacu-
um tube is given by:

1/
Energy = j 20 Ry(i) d 3)
0

where R (i) is a dynamic resistance, which is a
function of the DC plate current, ¢.

This dynamic plate resistance, Rp(i), is not a
resistance having a single value to place in an
equivalent circuit. During much ot the RF cycle



in a typical Class B, C, and D power amplifier,
no dissipation resistance is present, and effi-
ciency can easily be more than 50 percent with
a conjugate match. The value of Rp(i) is low (a
few hundred ohms) during the interval that
power is delivered to the input terminals of the
tank circuit; the value of Rp(i) is very large
(tens of kilohms) when no power is delivered to
the tank circuit; while the load impedance, Ry,
is a few thousands of ohms. Thus from
Equation 3, it is evident that the value of plate
resistance Rp can be determined by dividing the
dissipated power Py by the square of the DC
plate current i2.

Clearly, plate resistance Rp of the active ele-
ment (tube, transistor, etc.) is a dissipative
resistance that converts electrical energy into
heat. However, the source impedance of the
amplifier seen by loads connected to the output
port of the amplifier is established by the
impedance transformation characteristics and
the Q of the tank circuit operating on the com-
plex and nonlinear parallel impedances present-
ed to its input side from both the active device
and the power supply (including the RF choke
and coupling capacitor). Thus, Rp contributes
to, but does not establish, the output impedance
of the amplifier.

Experiments that measure load
impedance, output impedance,
and provide support for the
concept of a conjugate match

The applicability of the concepts of maxi-
mum power transfer and conjugate match to
RF power amplifiers has been questioned and
debated since November 1991. It was then that
Warren Bruene, W5OLY, published his posi-
tion that conjugate matching does not, in gener-
al, occur with RF power amplifiers.? Bruene
has expressed the opinion that Walter Maxwell,
W2DU’s writings in the ARRL Handbook, the
ARRL Antenna Book, and his book
Reflections—Transmission Lines and Antennas
are incorrect.

There is general agreement that these con-
cepts apply to linear time-invariant systems,
such as an antenna system fed by a Class A
amplifier. The controversy broadens for a linear
time-varying system, such as an antenna system
fed by a Class B amplifier. The Class B ampli-
fier is linear in the sense that the output voltage
is proportional to the input voltage, even
though the active component in the amplifier
conducts only over a part of the RF cycle. On
the other hand, if the antenna system is driven
by a Class C amplifier, the situation is even
more complex. The Class C amplifier is clearly

a nonlinear time-varying system, because
input/output linearity is not present. We believe
this doesn’t matter. The Maximum Power
Transfer Theorem applies to this class of ampli-
fiers because this theorem is essentially an
energy equation used to avoid the pitfalls of
nonlinear phenomena.

Those who do not believe that HFTPAs are,
or could be, conjugately matched are just as
firmly entrenched in their belief as those who
do. As things stand now, it is unlikely that
either side will change its stance. However,
here are some experiments, including the test
setup used initially by Warren Bruene, which
we feel provide insight concerning the load
impedance, the output impedance, and the con-
cept of conjugate match.

Measuring load impedance

Our first experiment shows that load imped-
ance Ry can be measured easily. First, using
the setup in Figure 1 and a bi-directional cou-
pler in the line to the load, adjust operating
conditions by tuning the m-network and adjust-
ing the drive power so the HFTPA delivers its
maximum available design power to the select-
ed load—for example, 50 ohms. If the plug is
then pulled on the power amplifier after tuning
it correctly, an RF impedance meter can be
connected from the anode to ground, with the
external load-—the selected load impedance—
still connected, and the load impedance Ry can
be measured. John Belrose, VE2CV, and
Walter Maxwell, W2DU, have conducted this
experiment on numerous occasions.

What does this tell us? If you’re a believer in
the conjugate match, then the measured imped-
ance must equal Z; because R; must equal Z
for maximum power transfer. When the plate
sees its optimum load impedance, R;, all the
available power will be delivered to the load.
That is a conjugate match. If you don’t believe
that HFTPAs are tuned correctly when conju-
gately matched, or if you believe as Bruene
does, that conjugate matching is not achieved
with HFTPAs when tuned and loaded in the
conventional manner, continue reading. What’s
clear is that we can calculate and measure the
optimum load impedance R, .

Belrose has also carried out the above
sequence of measurements and tuning in
reverse order. Before turning on the power
amplifier, he tuned the matching networks (in
this case the antenna, its matching circuit, and
the tank circuit) with the antenna connected, to
provide a measured impedance at the anode
equal to the design load impedance. There was
a practical reason behind this reversal. Belrose
was tuning and matching a very high power
(1000 kW) HF pulse transmitter he’d designed,
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and it wasn’t possible to tune the transmitter in
the conventional way, using current meter read-
ings. The pulse rate would have had to be so
high that the power supply couldn’t provide the
current, and the plate dissipation would have
been excessive. The transmitter used a pair of
the largest air-cooled tubes in the world
(Philips TBL 12/1000 or 6078 tubes). When
tuned in this manner, all that was required was
to gradually increase the drive power until the
amplifier delivered design power to the antenna
system. No further “tuning” was required.

Measuring/calculating complex
conjugate impedances

Our second experiment is designed to show
that when a low-loss antenna system tuning
unit (ASTU) is tuned for a match between the
power amplifier and the antenna system, the
antenna system is conjugately matched, and by
inference the power amplifier is conjugately
matched. It is necessary to have a mismatched
antenna system for this experiment. Belrose has
performed this experiment on many occasions.
In fact, he has used a variation of this method
to measure (though perhaps not very accurate-
ly) the impedance of an antenna system in the
field, when all he had was a portable transmit-
ter and an ASTU.

Carefully tune the power amplifier to deliver
maximum available design power to the refer-
ence load impedance of 50 ohms. Next, using
the setup shown in Figure 2, carefully tune the
ASTU for maximum power delivered to the
mismatched load using an in-line bi-directional
coupler on the short length of coax connecting
the ASTU to the power amplifier. This tuning
maximizes the forward directed power and
minimizes the reflected power. Next, discon-
nect the ASTU from the power amplifier and
measure the impedance with an impedance
bridge or impedance analyzer, looking into the
input port of the ASTU with the antenna sys-
tem connected. The input impedance will be
50 ohms. Now, connect a 50-ohm load to the
input port of the ASTU, and measure the
impedance looking back into the output port of
the ASTU and then the impedance looking for-
ward into the transmission line. These imped-
ances will be almost exactly complex conjugate
impedances. We would expect this under con-
Jjugate matched conditions, because this is how
an ASTU works.

What have we learned? Those who don’t
hold our view on the conjugate match would
say that this experiment tells us nothing about
source impedance and, consequently, nothing
about conjugately matching the amplifier. Their
criticism rests on the fact that the SWR on a

transmission line (or in one view forward and
reflected power) depends only on the terminat-
ing load impedance and the impedance of the
transmission line.!0 Certainly, devices like the
MFIJ-249 and the Autek RF-1 impedance ana-
lyzers measure SWR without reference to the
impedance of the signal source. By their very
design, these devices measure SWR with refer-
ence to 50 ohms. We could certainly use an
instrument of this type to tune the ASTU for a
50-ohm match. It would be possible to connect
the tuned antenna system to our HFTPA, which
had been previously tuned using a 50-ohm
load. As a result, we would find that, because
the PA sees its design load, it will deliver
design power. Thus, where’s the reference to
source impedance”?

What one concludes from the experiment
likely depends upon his point of view. We are
not measuring SWR per se, we are matching
for maximum power transfer. The fact that the
directional coupler power meter we use for the
experiment may have a built-in reference
impedance is coincidental concerning our inter-
pretation of this experiment. Bill Sabin,
WOIYH, offers a bit of perspective regarding
forward and reflected power in his article con-
cerning an analysis of directional couplers.!!
We paraphrase it here, in accordance with our
view: “If a classical generator (in our case we
have a RF power amplifier) with output imped-
ance Zy,, ‘sees’ a load that is not equal to Z,,
a mismatch occurs, meaning that the maximum
available power is not transferred from the gen-
erator to the load.” Therefore, when we tune
our ASTU for a maximum forward power out,
and zero reflected power looking into the input
of the ASTU, we are in effect conjugately
matching the power amplifier to the load. The
reason there is no reflected power at the ASTU
input is because the load (the antenna system)
is also conjugately matched.

Again, from Sabin: “In the directed power
wave point of view, we say that the forward
wave is what the generator ‘tries’ to send to the
load. The mismatch loss is the fraction of avail-
able power that is not accepted by the load but
is returned (reflected) from the load back to the
source. The difference between forward and
reflected wave power is equal to the power that
is actually accepted by the load. It is also equal
to the power that is actually delivered by the
generator (the amplifier in our case). These two
different points of view are numerically identi-
cal; they are two different ways of saying the
same thing.”

It doesn’t matter whether we tune the ASTU
so we see 50 ohms looking into the input port
of the ASTU with an SWR analyzer; whether
we tune for maximum forward power, which
corresponds to a minimum reflected power,
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Figure 2. Sketch of an RF power amplifier used with an antenna system tuning unit to match a mismatched antenna system.

using an in-line, bi-directional coupler; or
whether we tune for maximum power delivered
to the load using a RF current meter connected
anywhere on the antenna system. We will find
that we have tuned for a 50-ohm match in each
case. Why? Where is the 50-ohm reference in
this latter case? The 50-ohm reference is the
50-ohm load sitting on the work bench, and the
power amplifier. The HFTPA was first tuned to
deliver its maximum available power using this
reference load. Where is the 50-ohm reference
in the power amplifier? We have tuned the
HFTPA so when it sees a 50-ohm load it sees
its optimum load impedance. Hence, when con-
nected to the antenna system, and when the
antenna system is correctly tuned so the
HFTPA delivers its maximum available design
power, it is looking into a 50-ohm matched
antenna system. The instantaneous values of
the fundamental RF plate current and voltage
over the RF cycle are then identical to what
they were when we tuned the amplifier looking
into the reference 50-ohm load. The HFTPA
sees its design load impedance, and its output
impedance is therefore 50 ohms.

There’s nothing special about 50 ohms. We
could have tuned the m-network tank circuit of
our PA to deliver maximum available design
power into a 25- or a 100-ohm, or any other
reasonable reference load. When we tuned our
ASTU for maximum power delivered to the
load, we would find we had tuned the ASTU
so, looking into its input port, we would see 25-
or 100 ohms. Those who say that the output
impedance of the power amplifier doesn’t mat-
ter are wrong. The output impedance is of fun-
damental importance, as this is the impedance
to which we conjugately match for achieving
maximum available power transfer to the load.

In our opinion, it follows from the above
experiment that, because the antenna system is
conjugately matched at the output port of the
ASTU as we observed, there is a conjugate

match at the input port of the ASTU. In fact,
there’s a conjugate match everywhere in the
system. Therefore, when the ASTU has been
adjusted tor maximum forward power, because
the HFTPA has been adjusted to deliver all its
available power into a 50-ohm load, the ampli-
fier “sees” a 50-ohm load looking into the
antenna system. And, because the power ampli-
fier is a part of the conjugately matched system,
it too is conjugately matched. Consequently,
there is a conjugate match at the output termi-
nals of the power amplifier, so there must be a
conjugate match at the input to the tank circuit.
Why? Because these terminals are also a part of
the totally conjugately matched system.

Let’s digress for a moment to consider a rele-
vant issue—transmission line losses. The
matching network transforms the source imped-
ance to the complex conjugate of the load
impedance and visa versa. Thus a conjugate
match exists at the input to the antenna system,
and for a lossless transmission line, a conjugate
match exists at any point on the transmission
line. Consequently, a conjugate match is found
at the antenna end of the transmission line.

Those who like using modern computer
analysis programs. can try the following exer-
cise. Calculate the input impedance of a non-
resonant dipole antenna using the electromag-
netic antenna analysis program NEC-2
(EZNEC or NEC-Wires versions). Next, con-
nect an open wire lossless transmission line to
the antenna, and calculate the antenna system
input impedance (Z,,) using, for example, the
ARRL transmission line program TL.EXE.
Now, connect a load Z,j* that is the complex
conjugate of Z, to the input terminals (trans-
mitter end) of the transmission line, and calcu-
late the impedance at the antenna end of the
transmission line. You’ll find this impedance is
exactly the complex conjugate of the dipole’s
impedance, Zp,.

Now introduce a bit of loss; that is, suppose
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the transmission line is made of #12 copper
wire, and repeat the exercise. This will provide
a new value of Z,, say Z,'. The impedance
calculated at the antenna end of the transmis-
sion line terminated in the complex conjugate
of Z,;' will be now be approximately the com-
plex conjugate of the dipole’s impedance.
Specifically, the real part of the impedance
looking back into the transmission line termi-
nated in the complex conjugate of Z,;' will be
greater than the real part of the dipole’s imped-
ance because, in effect, we have translated
impedances twice through a transmission line
with loss—albeit a small loss. And, the power
loss on the transmission line will be greater
than it would be if the ASTU had been installed
at the antenna end of the transmission line.

Measuring mismatch loss

Our third experiment was performed by
W2DU, who recently made accurate measure-

ments of mismatch loss on PAs. Before we dis-
cuss his findings, let’s review what textbooks
tell us about mismatch loss. Chipman!2 and
Smith!3 have discussed reflection loss in
numerical detail. Consider an HFTPA that’s
tuned and conjugately matched to work with its
design load. The amplifier is connected to the
load through a length of transmission line, but
the length of the line is unimportant.

If only the load impedance is changed, so a
mismatch occurs between the transmission
line’s characteristic impedance and the load,
there will be a reduction of power delivered to
the load. The reduction in load power as the
load impedance changes is a measure of the
reflection loss, Under a mismatched load condi-
tion, the PA will deliver less power to the trans-
mission line. The reduction of power intro-
duced to the transmission line at the HFTPA
end is the same as the reflection loss in the
load. In other words, the reflection loss at the
load can be referred back along the transmis-
sion line to HFTPA terminals. Reflection loss
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is a nondissipative type of loss representing
only the unavailability of power to the line due
to the mismatch of impedances, in this case
between the HFTPA and the transmission line,
resulting from the load mismatch being referred
back along the line to the source.

Although the power delivered by the source
to the transmission line is reduced by the
amount of the reflected power returning to the
input terminals of the source (in agreement
with the principle of energy conservation to the
multiply reflected wave model of the system),
the implication that the reflected wave power is
entirely absorbed in the source impedance
without affecting the total output of the signal
source generator is incorrect. If a matching net-
work is placed at any point between the genera-
tor and the load to provide a conjugate match of
impedances, as seen in either direction at the
point of its insertion, then the reflection loss
may be canceled by a negative reflection loss,
also known as reflection gain,13 which is intro-
duced by the matching network. Now let’s see
how this applies to W2DU’s measurements
with a HFTPA.

Maxwell used a power amplifier under test
(PAUT), an HP-8405 Vector Voltmeter and the
HP-778D Dual Directional coupler, an HP-
4815A RF Vector Impedance meter, a 50-ohm,
1500-watt Bird Termaline load, a Bird 43
Wattmeter, and a variable load impedance. The
variable load impedance was an ASTU termi-
nated with the 50-ohm load. By tuning the
ASTU, it was possible to obtain any impedance
looking into the input port.

The measurement reference was first set by
adjusting the ASTU input for exactly 50 +j 0
ohms. With the Vector Voltmeter, the ASTU
could be adjusted so the reflected wave was
more than 40 dB below the direct wave.
Maxwell then adjusted the drive level of the
PAUT to deliver 100 watts into this load, with
the tuning and loading controls of the PA
adjusted for delivery of the maximum available
power of 100 watts, as predetermined by that
drive level. Next, he readjusted the ASTU to
provide a range of impedance mismatch loads
for the PAUT at the input of the ASTU. These
(complex) impedances were obtained by adjust-
ing the ASTU so the magnitude of the respec-
tive reflection coefficients caused the Vector
Voltmeter to indicate their respective values of
magnitude relative to the impedance mismatch.
Before measuring the power absorbed at each
value of mismatch, he measured the input
impedance of the ASTU with the Vector
Impedance Meter, and then by calculator deter-
mined that each impedance correctly agreed
with the desired mismatch. All measurements
of absorbed power, with the impedance mis-
matches measured in the experiment Maxwell

conducted, agreed exactly with the theoretical
values expected within the range of measure-
ment error one would expect from Hewlett-
Packard measuring equipment. That is, the
decrease of absorbed power resulting from a
given condition of mismatch in the loading on
the RF power amplifier, relative to that
absorbed with matched condition, agreed exact-
ly with the decrease in power resulting from a
similar mismatch relative to a conjugate match
in which all available power is delivered and
absorbed. It follows that the RF power amplifi-
er is conjugately matched to its load when
delivering all of its available power.

Direct measurements of
output impedance

The following experiments provide a direct
measure of the output impedance of an operat-
ing amplifier.

First, Bill Sabin, W@IYH, has derived an
expression that he believes provides a direct
measure of the true value of Z  of an operat-
ing amplifier (refer to Reference 8, his
Equation 8). In Sabin’s model, the circuit
analyzed is an impedance, Z, and is in series
with the load impedance, Ry . Thus, by chang-
ing the load impedance and measuring the
change in voltage across R and the change in
current through Ry, for the two values of R,
one can determine the source impedance Z,
from the expression:

Voul(z) ) Vout( Y
Zs = V(D) B Vour(2) @
R (1)  Ru(?)

Vout(z) - Vout(l)
Iout(l) - lout(z) (5)

In Sabin’s model, V,,, would be measured
across load impedance R, and I is the cur-
rent through R} .

In our fourth experiment, using Sabin’s
model, Maxwell measured the RMS voltage
across an external load impedance R4 for
various values of Ry, corresponding to
impedance mismatches of < 2:1. The tank cir-
cuit for the power source (a Kenwood TS-830S
with a pair of 6146s and a w-network tank cir-
cuit) was tuned and loaded with a drive level
set to deliver the maximum available power of
100 watis into the matched load—a Bird
Termaline 1500-watt load, with an impedance
of 53.1 + j 0 ohms. No further adjustment of
the Kenwood was made during measurements
with various values of Rj,4. All values of Ry,,4
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Figure 4. Test setup for measuring the output impedance of an operating RF power amplfifier devised by Bruene.13

were noninductive resistances, R + j 0. Values
of Ry,,q were measured with an HP-8405A
Vector Voltmeter and HP-778D Dual
Directional coupler. Values of V|4, the RMS
voltage across the load, were measured with an
HP-410B RF Voltmeter and an HP-455A
Coaxial Adapter. The results of this experiment
are shown in Figure 3. Note that Z; = Rj,,q4 =
51.3 ohms. For Ry,4 values less than this
value, Z,, increases; for R4 values greater
than this value, Z, decreases.

The plate current, Ip, with the matched load
was 260 mA. Plate current Ip with the lowest
value of Ry,,4 was 280 mA; and L, with the
highest value of Ry,,q was 210 mA. With equal
mismatches of 1.66:1, the power delivered was
the same for Ry, high and R4 low.
However, the plate current I for R4 high
was lower than with matched conditions, and Ip
for Ryy,q low was higher than with matched
conditions. Consequently, the efficiency was
greater for higher R, than for lower Ry, 4.
More on this later.

Note that application of Sabin’s equation to
determine the source impedance was intended
for small changes in load impedance with
respect to the matched value that permits deliv-
ery of all available power. Small differences in
voltage and current at the load require high-
accuracy measurements. To obtain the required
accuracy, Maxwell modified the HP-410B RF
Voltmeter to provide digital readout.
Continuing the experiment with digital accura-
cy, he measured the RMS voltage across nonin-
ductive resistances. The values were only
slightly different from the 53.1-ohm reference
load, into which the amplifier was first adjusted
to deliver 100 watts of maximum available

power. In each case, again using Sabin’s
model, the source impedance of the amplifier
was determined to be 53 ohms within measure-
ment accuracy.

Maxwell repeated the experiment with refer-
ence loads of 25 and 75 ohms, respectively.
With the above measurement accuracy, in each
of these cases, the source impedance of the
amplifier was determined to be 25 ohms when
adjusted to deliver the available power into the
25-ohm reference load, and 75 ohms when
adjusted to deliver available power into the 75-
ohm reference load. However, large changes in
load impedance (mismatches up to 2:1) show a
systematic change (see Figure 3) providing
further assurance that the source impedance for
matched conditions can be measured very accu-
rately. It is interesting to note that (R4 X
Z,,1/2 was constant for all loads, for an aver-
age value 48.1 ohms.

At this point, we feel we have proven that the
output impedance and load impedance are
equal under matched conditions, at least for one
amplifier. But the clincher is yet to come. Our
fifth, and more direct, experiment, was per-
formed by Tom Rauch, W8JI. He repeated
Bruene’s experiment (see Figure 4). Using
Bruene’s method, Rauch obtained reflected
power measurements similar to Bruene’s.
However, when Rauch tuned and loaded his
PAs in the conventional manner to obtain maxi-
mum output power with any given, fixed
amount of drive, there was a significant differ-
ence. Under Rauch’s test conditions, the stand-
ing wave ratio of the signal from the reverse-
power generator (RPG) was approximately 1:1,
compared to Bruene’s 5:1 mismatch. Thus
Rauch's experiment indicates that, when the




amplifier is tuned and loaded for operation in
the conventional manner, the output imped-
ance, Z, ., is close to 50 ohms, and not a value
five times greater.

So why the difference between Bruene’s ini-
tial measurements and ours? Were the direc-
tional couplers causing the discrepancy? To
resolve this concern, Rauch devised a simple
technique—our sixth experiment—that
required less equipment and yielded a more
direct result (see Figure 5). This test method
uses the well-known properties of voltage dis-
tribution along a transmission line operating
with standing waves. Unlike the directional
coupler experiment, Rauch’s new method
allowed measurement of the direction of resis-
tance change, as well as the amount of change.
It was also totally free from the power limita-
tions and potential inaccuracies that sometimes
accompany ferrite cores when used in imped-
ance and linearity critical high power system
applications.

Rauch’s improved test procedure involved
feeding a small reverse generator signal into an
operating amplifier via a high power attenuator,
and measuring the reverse generator’s voltage
level along a 50-ohm transmission line. This
test once again agreed with the results W8JI
obtained using the test setup identical to that of
Bruene’s, but the new test’s ability to deter-
mine the direction of change resulted in conclu-
sions very much contrary to Bruene’s earlier
measurements.’

To measure standing waves, Rauch series-
connected 1/16, 1/8, and 3/16 wavelength line
sections. Tee connector access points were
installed at each line section, the power ampli-
fier under test port, and the 30-dB, 5 kW, 50-
ohm attenuator. By connecting a bridging pad
(an “L” pad with a 50-ohm output and 10,000-
ohm source resistor) to any of the tee connec-
tors, a sample of the voltage on the 50-ohm
transmission line could be measured. Either a
frequency-selective level meter or a spectrum

analyzer was used to measure the voltages on
the line. If the 200-watt Class-A RPG (attenuat-
ed by 30 dB, as it was feeding power in the
reverse direction through the attenuator/load)
was looking into 50 ohms (the output imped-
ance of the PAUT), there would be no RPG
voltage differences anywhere along the 50-ohm
line. If there were voltage differences between
the tee connectors, the effective output imped-
ance of the PAUT wouldn’t have been 50
ohms. If the voltage was higher at the PAUT
output port, this would absolutely indicate the
PAUT’s output impedance was higher than 50
ohms—a conclusion impossible to verify with
Bruene’s directional coupler measurements.

Rauch’s measurements revealed that, for
some 14 amplifiers of widely varying types,
maximum efficiency could be obtained by
“tuning” the output network by solely observ-
ing the reverse mismatch change. As the tank
network was adjusted to present a 50-ohm load
to the reverse power generator (reverse genera-
tor voltage equal at every point along the 50
ohm line), maximum efficiency and output
power was obtained. As a matter of record,
Rauch noted it was much more difficult to
obtain optimum efficiency using the meters on
the amplifier and the power output indicator
than it was by watching the mismatch for the
reverse power generator (RPG).

When the reverse generator method was used
to “look back” into any of the amplifiers tested
at the power where they were peaked (tuned for
maximum output power with a fixed amount of
drive), all amplifiers exhibited an output
impedance very close to 50 ohms (mismatch
for the RPG a minimum). When the drive was
reduced, the effective output impedance for the
amplifier changed—except for Class A ampli-
fiers, where there was no change at all. Class C
amplifiers changed the most, and Class B
amplifiers were somewhere in between. In all
cases, the output port impedance increased (as
indicated by higher RPG voltage at the PA out-

§0-ohm coaxial line, tapped at 1/18, 1/8 and 3/16 ), points
f 50-ohm
Power Amplifier | "tee” "tee” “tee” "tee” 350,ghm | Reverse Power
under test ur i Riigh ) Generator
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Selective Recelver
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Spectrum Analyzer

Figure 5. Test setup to measure the output impedance of an operating RF power amplifier, devised by W8JL.

Communications Quarterly 37



38  fFall 1997

put port, and lowest voltage 1/4 & closer to the
RPG) as drive power was reduced. This held
true for solid-state and vacuum tube PAs, with
the exception of a KWM-2. The KWM-2 fol-
lowed the same pattern in the “tune” position,
but in the lock position it remained relatively
stable in impedance and was very close to 50
ohms when properly adjusted.

With reduced drive, efficiency normally
dropped. However, the amplifiers could be
retuned with minor readjustment to minimize
reflected power for the RPG, and efficiency
was restored to the highest value possible for
that particular drive level. Rauch also found
plate efficiency rolled off faster if R| was less
than the conjugate value of the operating
impedance (the plate current goes up), than it
did when Ry was greater than the conjugate
value of the operating impedance. Class C
amplifiers had the largest non-symmetry in roll
oft, while Class A amplifiers appeared very
symmetrical. In fact, Rauch noted that mini-
mizing the reflected power for the RPG proved
a perfect way to adjust every amplifier he test-
ed for maximum efficiency and output power at
a given grid drive level.

In one example, a pair of 6146Bs were oper-
ated with -150 volts of control grid bias, with
third harmonic resonators in the anode and grid
circuits to square the tube’s anode current and
voltage. In this configuration, the 6146s provid-
ed 83 percent efficiency with careful tank
adjustment while comparing output power and
plate input power. Unfortunately, using the out-
put power meter and anode power measure-
ments to obtain peak efficiency was both labo-
rious and time consuming.

The same efficiency was obtained without
complex input power-to-output power compar-
isons by simply measuring and adjusting the
tank in order to provide a dynamic source
impedance (looking back into the PA output
port) of 50 ohms. There is little doubt that this
proves that the dynamic operating source
impedance is the conjugate of load impedance

whenever the tank is tuned for maximum power

transfer and efficiency with a fixed amount of
control grid drive.

This second method confirmed earlier mea-
surements down to the smallest detail. When
the PAUT was tuned and operated at or near
the optimum point for plate efficiency and out-
put power, its output impedance, as seen by
looking back into all the various power ampli-
fiers tested. was very close to 50 ohms.

More on a measure of complex
conjugate impedances

In a seventh experiment. Rauch tuned the
Class C power amplifier using two 6146 tubes

for maximum power into a 50 + j 50 ohm load.
The load was the 30-dB attenuator (the setup
was as in Figure S) with a small inductor
pruned to be + j 50 ohms at 7 MHz, connected
in series at the junction of the attenuator and
the tapped line. For this experiment, maximum
output power and efficiency occurred with
reverse generator standing waves on the line.

Next, after tuning the amplifier for maxi-
mum power output into a 50-ohm load, the
impedance looking into the output port of the
now “cold” amplifier was measured. At the
same time, anode load components (a small
variable capacitor and a series variable resis-
tance) were adjusted to find the value of the
anode termination impedance required to make
the RF output port appear as 50 ohms, when
measured using a network analyzer. The anode
load components were then put aside, while the
experiment continued.

Finally, the 50-ohm reactance inductor was
re-connected in series with the output port of
the amplifier. The amplifier was again readjust-
ed for maximum power output (once again
indicating some standing waves on the RPG.
Upon removing all connections from the ampli-
fier output port and reinstalling the untouched
anode load, the measured impedance with a
network analyzer looking back into the output
port was indeed 50 - j 50 ohms—a complex
conjugate match. When a 50 - j 50 ohm ioad
replaced the PAUT, the RPG voltages along the
line were exactly the same values measured
with the real operating PAUT.

This final test indicates maximum power
transfer and efficiency are obtained when the
PA dynamic impedance and load impedances
are complex conjugates of each other.

Discussion

Let’s examine the basis for Bruene’s position
that RF power amplifiers are not conjugately
matched to their loads. First, we need to clarify
differences in terminology. We use Z, to repre-
sent the source. or output, impedance of the
amplifier. Bruene uses R, to represent what he
calls the source “resistance.” a term we find
inappropriate to represent a source of power.
Load impedance R; has been universally
accepted as the correct means to obtain the
proper loading provided by the input of the
tank circuit. And. as we explained earlier, Z =
R|.. However, according to Bruene, the nature
of the source resistance is determined from an
entirely different expression, one which we
believe to be associated with the determination
of the plate resistance of Class A amplifiers. In
Reference 14, he says the tube “output resis-
tance” is determined by the effective plate
resistance Rpg over the RF cycle and by feed-



back. Rpg can be determined from the anode-
current characteristic curves with constant grid
voltage for the tube:

AE
Rpg=2—
Al (6)

Bruene also states that, although R, is typi-
cally at least five times the normal plate load
impedance R ,'415 the actual tube output
(source) “resistance” (his terminology) R, is
< Rpg, after being modified by feedback.
Consequently, in typical power amplifiers that
use no feedback, R, = Rpg. Although Bruene’s
R, is a dynamic resistance, we believe it is
unrelated to the dynamic (operating) output
impedance he should have been measuring in
the experiment initially described®.

We consider an output source resistance
(Bruene’s terminology) five times the value of
R, fundamentally unacceptable as the source
impedance for delivering power to load Ry . It
seems that, if the mismatch (SWR using
Bruene’s language) between the source and
load impedance is 5:1, there can be no efficient
transfer of power. But, in his November 1991
QST article,” Bruene states that, for a conjugate
match to exist, R; must equal R,. This isn’t
true because Z, is the source impedance, not
(his) R,. However, there is a conjugate match
whenever the actual load is equal to the opti-
mum load impedance R , because all available
power is delivered when the load resistance
equals the source impedance Z.

In our opinion, Bruene’s R has no relation to
the true source impedance, Z.. Consequently,
we believe the basis for his position claiming
there can be no conjugate match of impedances
between an RF power amplifier and its load is
invalid. In addition, as we discussed earlier,
any equivalent circuit for the amplifier that
doesn’t include the tank circuit is incomplete,
because the true source impedance of an RF
power amplifier is fundamentally dependent on
the flywheel action of the tank circuit and the
resulting fundamental RF AC voltage and cur-
rent associated with the tank. But Bruene’s
expression for the source impedance fails to
address or include the tank circuit, or the funda-
mental RF AC voltage and current associated
with it, and his expression more closely resem-
bles the method for determining the plate resis-
tance of a Class A amplifier.

We have problems with what Bruene thought
he measured, and with his ditferent parameter
measurement techniques. In Reference 9, he
described an experiment that permits one to
“look back” into an operating amplifier. In
Reference 15, he states that “if we look back
into the output network from the coax output
terminals (with the amplifier turned on but no

RF drive power applied), we would measure a
high SWR, as previously reported.” But the
previously reported experiment? involved an
operating amplifier.

In our opinion, looking back into an operat-
ing amplifier, one measures the output imped-
ance of the amplifier—the impedance attribut-
able to the conversion of power from the DC
of the power supply to the AC RF delivered to
the load.

Finally, there are some who say that the con-
jugate match may be possible, but not always
advisable. We don’t claim a conjugate match is
mandatory. Amplifiers that aren’t conjugately
matched can be adjusted to deliver required
power to the load, but at the expense of effi-
ciency. There are various special-purpose
amplifiers, like broadband amplifiers—untuned
amplifiers where the only tuning is the antenna
system, and the amplifier is designed to provide
a fixed current into the antenna system regard-
less of the mismatch, determined only by the
KV A-to-output power ratio for the amplifier.

VLF/LF transmitters, which are normally
operated into narrow band antenna systems, are
designed with bandwidth as a most important
consideration. Methods have been devised by
amplifier design to realize this, as well as to
measure the operating dynamic bandwidth of
VLF systems.!6 But this topic, and a considera-
tion of special purpose amplifier designs, is
beyond the scope of this paper. We are con-
cerned with typical HF tuned power amplifiers
commonly used by the radio amateur and by
HF communicators.

In conclusion

This article has been drafted and redrafted
more times then we care to remember, and dis-
cussion has continued to the present time.
However, in our opinion, the only conclusion
we can reach from the above information con-
cerning the applicability of the concepts of
maximum power transfer and conjugate match,
is that if the amplifier looks like it is conjugate-
ly matched, and if it behaves as if it is conju-
gately matched, then it is conjugately matched.
All HF tuned power amplifiers used by radio
amateurs, and some commercial amplifiers as
well (we tested more than 17 in all), behaved as
if they were conjugately matched when tuned
and loaded to deliver all of their available
power with plate voltage and drive level within
the manufacturer’s recommended ratings.

For the radio amateur, we match to the output
impedance of the power amplifier, typically
Z oy = 50 ohms. And, when we correctly load
the amplifier with the antenna system connect-
ed, we are, in effect, tuning the output networks
for a conjugate match. The concepts of maxi-
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mum power transfer and conjugate match are
particularly useful because this point of view
provides an insight into how power amplifiers
work, into the tuning of the amplifier’s tank cir-
cuit, and into how an antenna system tuning
unit functions in order to match a mismatched
antenna system to the design load impedance
for the power amplifier.

We therefore conclude that material written
by Walter Maxwell, W2DU, that appeared in
the 1986-1994 ARRL Handbook and ARRL
Antenna Book, and in the ARRL book by
Maxwelll7 relating to complex conjugate
match is not in error, contrary to Bruene’s
statements.9 We further conclude that state-
ments made by Jon Bloom, KE3Z, in his QEX
article,!8 which contradict the principles of
wave mechanics in relation to impedance
matching, as explained in Maxwell’s book, are
in error.

The history of the RF power amplifier design
and the concept of maximum power transfer
and conjugate matching was first addressed
more than 60 years ago (reference, for example,
the classic texts/papers by Everitt and Anner!9
and more recently by Beatty20). It’s interesting
to read in the introduction to Beatty’s 1964
paper: “...certain other concepts connected with
insertion loss such as attenuation and mismatch
loss are in need of clarification.” Clearly the
concept of RF amplifiers and conjugate match
is also one that needs clarification. We hope
that we have done so.
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JFET SIMPLIFIED

Demystitying JFET Self-Biasing

iasing the Junction Field Effect Trans-
B istor (JFET) with a source resistor may

seem like an exercise in “cut and try,”
but it needn’t be. If you’re familiar with vacu-
um tubes, it’s just a small step to using JFETs.
Some wag once said that a vacuum tube is just
an n-channel depletion mode FET with a light
in it to tell you when it’s good. If you find
tubes equally mystifying, don’t despair. Help is
on the way.

JFETs are voltage-operated devices: the out-

put (drain) current is a function of the input

(gate) voltage. Its input impedance is very high. N
A Bipolar Junction Transistor (BJT) is a cur- /V
rent-operated device: the output (collector) cur- ds

rent is a function of its input (base) current. The
BJT’s input impedance is low, but not zero.
The input impedance of a JFET is many
megohms at DC and can be realisticaily consid-
ered an open circuit. However, with AC sig-
nals, the input appears as a capacitor comprised
of two parts: the gate-to-source capacitance,
C,,,- typically under 10 pF; and the gate-to-
drain capacitance, C, typically about half of
the gate-source capacitance. The gate-drain
capacitance is multiplied by the “Miller effect,”
which is a function of the amplifier’s gain. The
input capacitance can be expressed as:

LD

I VY

I AL

nearly constant current

<—~—— Pinch-off region—————}
—7

Pinch-off voltage

Figure 1. Qutput characteristics of a typical N-channel JFET.

JFETs and can be ignored when determining
the DC operating point, the DC gate-source
voltage V,,, the drain current I, and drain
source voﬁage V. The drain current for a par-
ticular V¢ and the change in output current for
a change in input voltage (the forward
transconductance, gg), is the chief electrical

Cip = Cigs + Crs X (1 + Ax Cos B) (1) difference between devices. Some device data
where: sheets give only the minimum gg,, and tbe gate-
. . source voltage needed to reduce the drain cur-
Cis, is the gate to source capacitance rent to zero. Vg, is also very broadly provided,

C, is the gate to drain capacitance

A is the voltage gain of the amplifier

B is the phase angle between the input and out-
put signals

The phase shift between the input and output
of an untuned amplifier is nominally 180
degrees and the Cosine is -1. The input capacity
then is:

Ci, = Cios + Cro X (1-A) (2)

188

The input impedance is very high for all

or just given as a maximum. But these values
are critical to obtaining some desired perfor-
mance from the devices. Even though the data
sheets only indicate a ballpark figure for the
parameter, simple tests in a following para-
graph can determine the parameter values for a
particular device.

In the design of an amplifier, the voltage gain
is the feature of interest. Because the input
impedance is essentially infinite, the input
power is zero, and the power gain is infinite.
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+V

Figure 2. A JFET amplifier can be self-biased.

The voltage gain of a common-source amplifier
man be expressed as:

VG =g x R 3)
where:

R is the drain resistor in ohms
g, 1s the change in drain current for a change in
gate voltage.

The voltage gain of a common-drain (source
follower) can be expressed as:

VG =g x R/ (g x Ry+ 1) @)
where: R is the resistance in the source

The source follower is often said to have a
gain of one, but that’s only approximately true
when g, X R is much greater than one. The
source follower always has a voltage gain of
less than one; however, the common-source
amplifier can, and usually does, have a gain
greater than one.

The gain of a JFET amplifier is dependent on
24 and gg is strongly dependent on drain cur-
rent—g;, is not a constant. Drain current speci-
fications are usually quite wide, five or 10 to
one is common, and are inadequate for detailed
design. The relationship between gate voltage
and drain current can be expressed as:

I4= g X (I‘Vgslvoff) n 5)

where:

I 1S the drain current when V¢ is zero

Vs is the gate to source voltage‘for a particular

Iy

V41 18 the gate-source voltage necessary to
reduce I to zero.

n = 2 for most JFET geometries, although some
texts give values as low as 1.5

The forward transconductance g can be
expressed as:

gfs = nXId/(VgS - V()ff) =2x Id]/
(Vgs - Vorp) (6)

The values for Ly Vo5, and gg can be easily
determined empirically with simple test equip-
ment: a DC supply, a current meter, and a resis-
tor. To determine the critical parameter values
for an n-channel JFET, the following proce-
dures can be used:

(1) Connect the JFET to a suitable DC supply
(e.g., 12 volts), with a source resistor of a few
thousand ohms (e.g., 2.2 k), between the source
and the negative side of the supply. Connect the
gate to the negative side of the source.

(2) Measure the drain current, 1.

(3) Measure the voltage across the resistor,

S

(4) Short the resistor and measure drain cur-
rent, [.,. At the expense of some loss in accu-
racy, the current meter can act as the short
across R and read L. (Most multimeters have
a resistance of less than 30 ohms on the [0-mA
range, so they are a fair short.)

Equation 5 can be rearranged to compute the
value of V¢ or V!

Vott = Vgs/“ - (Igflyse) O3 7)
Vgg =V X [1 - g/l 0.5) @)

The value of V,, needed to produce a partic-
ular value of l; can be calculated with the com-
puted value of V r and the measured value of
Idss. The value of g, for a particular [; can be
calculated with Equation 6. For n-channel
FETs, 14, is positive and V g is negative; for
p-channel FETs, 1, is negative and V g Is
positive; g is a positive quantity for both n-
and p- channel FETs.

These equations allow you to establish the
parameter values of a JFET and determine the
operating point and low frequency gain of an
amplifier with a chosen value of RI. The gain
of a common-source amplifier can be found by
substituting Equation 5 into Equation 2:

VG =2 x Ry x Ig/(V g - Viopp) ¢
The DC drain voitage then is:
Vd = VSUpply - Id X R] (10)

The drain-source voltage should not drop
below pinch-off at the peak input voltage (peak
drain current). That is, the drain should stay in
the constant current region where drain current
is essentially independent of drain voltage
(Figure 1). When the drain voltage is below the



pinch-off, the drain current varies with drain
voltage and the dynamic drain resistance falls
to a value in the range of 500 or 1000 ohms for
small low-current JFETS. Pinch-off is not
always given in the data sheets but it is about

2 x V-

To illustrate the process, let’s determine the
operating point of a 2N5458 audio amplifier
operating with a 12-volt power supply. Figure
2 shows an amplifier with self bias provided by
R,. The effects of bypassing Rs will be dis-
cussed in following paragraphs.

The device data sheets show:

Vog=-1.010-7.0

Iy (MA) = 2.0 9.0, with 6.0 typical
g5, (umhos) = 1500 to 5500
Measured data: Calculated data:

R, = 2.3k, V= 3.8V
V, =21V g1, = 0.00105
ld:s =5mA

Iy = 0.9mA

The JFET can be biased with a source resis-
tance or with a fixed DC voltage on the gate.
Self bias offers the advantage of a more stable
operating point because of the negative DC
feedback produced by the source resistance.
The source resistor needed to produce a partic-
ular drain current is:

R, = Vgslld

which after manipulation of Equations § and
6 resolves to:

R, =1 - (Iylgs) 0.5] x V g/l (1)

A bypassed source resistor has no effect on
AC gain, but an unbypassed source resistor
produces negative feedback for both DC and
AC and reduces the amplifier gain. The gain
of an amplifier with an unbypassed source
resistor can be expressed as:

VG =g x Ri/(ggs x Ry + 1) (12)

For a particular DC voltage drop across R,

out

Y
7

Figure 3. A source follower is self-biased.

there is a trade off between R; and 1. At first
blush, it might seem that the lower g;, resulting
from tow I, would reduce the potential gain,
but the higher possible R, that can be used with
lower I; more than compensates for the reduced
g2y,. For example, if a 5-volt drop can be tolerat-
ed across R}, Ry can be 2, 5 k with 2 mA of
drain current and g, is 0.00166 and the gain is
about 4. If [4 is reduced to 0.1 mA, gy, falls to
0.000370, but R, can be increased to

50 k and the gain is about 8.

Predicting the operating point of a source-
follower with a given value of Rs is a bit cum-
bersome (Figure 3). but it yields readily to a
graphical solution as shown in Figure 4A-C.
Plot the curve of the calculated values of V,
and [ ; and the curve of I x R, for the chosen
source resistance. The intersection of the two
curves is the operating point. Table 1 below
shows the calculated values of I and V,, and
the corresponding values of R, g. and
voltage gain.

From a table similar to Table 1, the region to

Table I. Caleulated Values of Iy and Vs and Corresponding
Valves of R, gf,, and Voliage Gain
Id (mA) Vgs Rs (ohms) gfs VG
450 020 43 0.00250 011
4.00 0.40 100 0.00235 0.20
350 0.62 177
3.00 086 285
2.50 1.11 445 0.00186 0.42
200 1140 698 0.00166 054
150 172 1146
1.00 210 2100
05 260 5200
0.1 3.26 32600 0.000370 092
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Rs = 600

li (ma,)
~2.3
~2.2

2.18
2.1

Rs = 600 ohms

Rs =50

0.I30

la mA

2.5
2.4
23
2.2
2.1
2.0
1.9

Vee 140 135

1.20

Figure 4. (A) A JFET’s operating point can be established graphically. (B) 50-ohm intercepts Iy V Vgs at 4.49 mA and 0.225 volts.

(C) 600-ohm intercepts I versus Vgs at 2.16 mA and 1.30 volts.

be investigated narrows quickly. If R 1s 600
ohms, I will be between 2.0 and 2.5 mA and
the gain between 0.42 and 0.54; or, if R, is 50
ohms, Iy will be between 4.0 and 4.5 mA and
the gain between 0.11 and 0.20.

The capacitor needed to bypass the biasing
resistor R in a common-source amplifier
depends on the lowest frequency to be
bypassed, the impedance seen looking into the
source, 1/g¢, and the value of R,. The reactance
of the bypass capacitor must be less than the
parallel combination of 1/gg, and R at the low-

Fall 1997

est frequency of interest. For example, if 15 is
0.1 mA, then R is 33 k and 1/g;, is 2.7 k and
the capacitor must have a reactance less than
2.5 k at the lowest frequency to the bypassed.
At 300 Hz, C would be greater than 0.2 uF.
The equations presented here give insight as
to how and why a particular operating point is
established. These equations take the mystery
out of determining the JFET’s operating point
and will eliminate the cut and try. With no cut
and try, there is just the danger of burning

yourself on a hot pencil or calculator. [
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HEARD ISLAND

The low-band logs of VKOIR

he 1997 Heard Island Antarctica
I DXpedition proved to be one of great

interest to amateur radio operators—so
much so, that a record number of over 80,000
contacts were made, worldwide, during the
period of operations from January 14 to 27. The
radio logs of the VK@IR DXpedition are inter-
esting in that they not only show aspects from
the intense competition for DX contacts and the
demographic distribution of amateur radio
operators, but also important features of the
ionosphere itself, from the state of the solar/ter-

restrial environment and the geographic loca-
tion of stations relative to Heard Island.

It is ionospheric aspects of the last two points
that will form the major part of the present dis-
cussion; but the first two, the competitive air of
the time and demography, are also considered
as they bear on the interpretation of the results.

Initial conditions

To begin the discussion, it should be noted
that the trip to Heard Island (53.2S, 73.6E) was

180 W
90 N

Great-Circle Paths from Heard Island

90 S

Figure 1. Great-circle paths from Heard Island, in 10-degree intervals of heading.
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Figure 2. Relative ionospheric absorption efficiency per electron as a function of frequency and height.

made during the austral summer at a time close
to the minimum of solar cycle 23. The location
of Heard Island in the South Indian Ocean and
those other two points determined a good deal
of what followed when the DXpedition became
active on the amateur bands. The operating
period, being close to solar minimum, meant
that critical frequencies in the ionosphere were
not sufficient to permit operation on the highest
HF bands, say 28 MHz, at least not without
outbursts of solar activity. But there was suffi-
cient ionization for the lower bands, 7 MHz and
below, to be open on a global basis, and those
will be the focus ot attention in this article.

The principal amateur radio populations were
at varying distances from Heard Island. South
Africa was the closest at about 4,000 to 5,000
kilometers, followed by Australia at 4,000 to
6,000 kilometers, South America and Japan at
11,000 to 12,000 kilometers, Europe at 11,000
to 14,000 kilometers, and North America at
17,000 to 18,000 kilometers. From Heard
Island, radio transmissions to those locations on
the lower bands were carried out using direc-
tive arrays like a two-element Yagi on 7 MHz,
Four-Square antennas on 3.5 and 7 MHz, and

just simple vertical radiators that radiate equal-
ly in azimuthal directions.

Yagi radiation patterns are well known and
need not be discussed here. As for the Four-
Square Array, it has a 5.5-dB gain over a single
vertical radiator, 3 dB or greater forward gain
over a 90-degree angle, 20 dB or better front/
back ratio over a 130-degree angle, and can
have directional switching in 90-degree incre-
ments, according to the ARRL Antenna Book.

As for signals radiated from Heard Island,
Figure 1 shows great-circle paths to its
antipode at 53.2N, 106.4W; the paths are given
for every 10 degrees of heading relative to
north. For North America, the interesting fea-
ture of Figure 1 is that it shows that the paths
from Heard Island to North America were
divided at Heard Island, with paths to the east
of Heard Island heading off toward the western
part of North America and those to the west
heading off toward the eastern part of North
America. Beyond that, the dates of the
DXpedition were such that the southern polar
cap was in sunlight, pole ward from 68.4S on
January 14 to 71.6S on January 27. As a result,
paths crossing those parts of the polar cap were




subject to absorption, depending on signal fre-
quency, in the D-region of the ionosphere.

lonospheric absorption and
ray paths

The frequency dependence of absorption (in
dB) is shown in Figure 2, where the relative
absorption efficiency per electron is shown for
D-region heights and signals in the harmonical-
ly related bands of the amateur spectrum. To
calculate signal absorption on a path, those
results must be converted to absolute absorp-
tion per electron and then weighted by the
number of electrons per square meter as
encountered along the length of a path. For that
purpose, the path and propagation mode must
be specified as well as the electron density pro-
file and its variations along the path.

For the frequencies of interest in the present
discussion, 1.8, 3.5, and 7 MHz, there are a

number of modes possible, depending on the
radiation angle from the antenna and the state
of the ionosphere at the time in question.
Normally, propagation is discussed in terms of
earth-ionosphere hops, say £- or £-hops,
depending on the degree of penetration of the
path into the ionosphere. But the properties of
the ionosphere vary, more at F-region than E-
region heights, so there are electron density
gradients along, or transverse to, a path that
must be considered.

Ray-tracing of paths shows that there are also
complex propagation modes. These are in addi-
tion to the simple £-or F-hops where a ray nor-
mally is returned to ground from an ionospheric
region at distances of, say, 1,500 kilometers for
an E-hop or 3,000 kilometers for an F-hop. If
the electron density varies along a path, it is
possible to have chordal hops or chordal duct-
ing where paths go to much greater distances
before returning to ground. Those situations
would be found at the lower frequencies con-

_/mAP OF FOF2 ™ 06:00 UTE 21 Jan 1997 “SSN
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Figure 3. Global foF'y map for January 21, 1997.
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sidered here, in the 80- and 40-meter bands. In
addition, if the electron density varies signifi-
cantly in the direction transverse to a path,
refraction could skew the path away from
regions of higher ionization.

The types of electron density variations spo-
ken of above are found as regular features on
ionospheric maps, as seen in Figure 3 for the
foF; critical frequency of the F-region. As the
electron density at a point on a global map is
proportional to the square of the critical fre-
quency there, one can evaluate longitudinal or
transverse gradients along a path by placing its
great-circle on an foFy map and simply exam-
ining the variation of foF’ in those directions
and doing the arithmetic. The magnitude of the
effects for a given gradient vary with the
inverse-square of the frequency, so 1.8-MHz
signals would be affected far more than on 3.5-
or 7-MHz signals.

Propagation of 1.8-MHz signals

It is important to note that the lowest fre-
quency of interest in the present discussion, 1.8

MHz, not only would suffer the greatest refrac-
tion effects from ionospheric gradients, but also
the most severe absorption in the D-region. As
a result, it can be used effectively only if the
path is in darkness and when the electron densi-
ty profile is not disturbed. For times of dark-
ness, the electron density in the D-region is
greatly reduced but some ionization still
remains, the result of ionization by scattered
sunlight from the geocorona, UV and x-rays
from starlight, and the flux of galactic cosmic
rays through the atmosphere.

Beyond that, there is another important fea-
ture of the night-time ionosphere: the electron
density valley that develops above E-region
heights after sunset. A typical electron density
profile for a night-time ionosphere is shown in
Figure 4. Such circumstances have been
regarded as a possible means for ducting of sig-
nals over great distances as well as efficient
propagation of signals by reflections between
the upper E- and the lower F-regions, with few
reflections of rays off the earth’s surface,
whether ground or salt water.

In any event, the effective propagation of



1.8-MHz signals requires darkness along the
path, as communication during daytime hours
is limited to ground-wave coverage. In dark-
ness, all the various modes of propagation can
and will be in effect after rays are launched
from a transmitting antenna; then, the question
that remains has to do with which mode is
responsible for the signal that reaches the
receiver. It cannot be expected that successful
modes will not, at one time or another, have
rays which go down into the D-region. Hence,
it stands to reason that, whatever the path, the
physics of the D-rcgion requires darkness along
the path for the DX propagation.

Sunrise and sunset terminators

Obviously, darkness along propagation paths
from Heard Island would require that Heard
Island itself be in darkness. For paths to North
America, darkness was in common at times;
first, when Heard Island was already in dark-
ness and North America went into darkness in
the evening hours. As an example, during the
DXpedition, the time of common darkness
along paths to the Eastern U.S. began when the
sunset terminator started to sweep across the
Atlantic coastline, say after sunset at Calais,

Maine. That was about 2106 UTC at the start of
the DXpedition. Then common darkness ended
when the sun rose at Heard [sland, at 2310
UTC on January 14.

Those circumstances apply to signals heading
westward from Heard Island. For signals head-
ing eastward, common darkness along propaga-
tion paths from Heard Island to North America
was found when Heard Island went into dark-
ness, while North America was already in dark-
ness during the hours before sunrise.

Thus, darkness along paths to the Western
U.S. began with sunset on Heard Island; that
was at about 1520 UTC at the start of the
DXpedition. Then common darkness ended at
locations along paths to the Western U.S. as the
sunrise terminator swept westward toward the
west coast.

The idea of “common darkness’ points to
limitations on the times for receiving signals
from Heard Island that depended on location.
For exampie, for the Eastern U.S., signals were
received from about local sunset uatil sunrise at
Heard Island while for the Western U.S., sig-
nals were heard in hours of morning darkness
after the sun set at Heard Island and until local
sunrise. But between those two times, sunrise
and sunset at Heard Island, it is clear that the
paths for all signals or transmissions from

Figure 5. Map of U.S. with sunset (right) and sunrise (left) terminators for January 14.
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Figure 6. Distribution of Kp-values for January 14-27, 1997.

Heard Island were in sunlight to some degree.
With the 1.8-MHz signals suffering severe
absorption, the corresponding terminators gave
the boundaries of the region within which 1.8-
MHz signals from Heard Island would not be
received, as shown in Figure 5.

Of course, for the other frequencies of inter-
est, 3.5 and 7 MHz, the ionospheric absorption
(in dB) would be lower by factors of about 4
and 16, respectively. The log data for contacts
with Heard Island on those frequencies show
the extent to which ionospheric absorption lim-
ited access to that region in the time between
sunrise and sunset at the Heard Island end of
the path. In addition, the log data show the
extent to which signal propagation continued
on those frequencies at times before sunrise or
after sunset, when Heard Island was still in
darkness, and the distant ends of the paths over
the U.S. were in sunlight.

Magnetic and aurordl
considerations

In addition to ionization in the lower ionos-
phere. which is released by energetic photons
in the UV and x-ray range, ionization may be
produced with the incidence of auroral elec-
trons on the atmosphere. lonospheric currents
flow at auroral altitudes during those displays
and K- and A-indices from high-latitude mag-
netic observatories give a measure of the auro-
ral activity by the levels of simultaneous mag-
netic disturbance.

The K-indices are given for three-hour inter-
vals of UTC and standardized across observato-
ries so as to range from K=0 (magnetic quiet)
to K=9 (severe magnetic storm). The A-index,
on the other hand, represents a measure of mag-
netic activity for a 24-hour period. Both indices
are sampled on a global basis and planetary
values, Kp and Ap, are published for the days
of each month.

During the period of interest, January 14 to
27, the Ap-index ranged from a low value of 2
on January 17 to a high value of 18 on January
26, while the Kp-index ranged from a low
value of Kp=0 during 18 three-hour periods and
a high value of Kp=5 at the end of the day on
January 26. The average of the Ap-index was
6.4, making the period one of low magnetic
activity, far short of major storm levels which
begin at Ap=40. This distribution of Kp-values
for the period is shown in Figure 6.

Because a number of the great-circle paths to
North America head south from Heard Island
toward the southern auroral zone, it is of inter-
est to show its position relative to the paths and
its extent at times during the DXpedition. This
is of particular importance for the case of 1.8-
MHz operations, as those signals would suffer
the greatest ionospheric absorption from auro-
ral ionization, as well as skewing away from
great-circle paths.

To illustrate the matter, Figure 7 provides a
view of the southern auroral zone on an
azimuthal equidistant map centered on Heard
Island for 1508 UTC on January 24, when
Kp=1 and the Ap-value was 4. North American



locations, west of the terminator and toward the
target at Seattle were in darkness, and it is seen
that those paths would pass through a signifi-
cant portion of the auroral zone.

Another map is shown in Figure 8, now for
January 22 and 2324 UTC, when Kp=2 and the
Ap-value was 6. The time chosen for Figure 8§
corresponds to sunrise at Heard Island on that
date. North American locations east of the ter-
minator, say to the target at Boston, were in
darkness, and it is seen that those paths only
pass tangentially through the auroral zone.

1.8MHz contocfs with
Heard Island

Of the 80,673 contacts in the VK@IR logs,
there were only 225 contacts made on 1.8
MHz. Of those, some 194 were with stations in
Eastern North America, 15 with Central North
America, and 16 with Western North America.
What might seem like an imbalance in the dis-
tribution of contacts was due in part to demog-
raphy, the competitive circumstance, weather
on Heard Island, and propagation, most notably
the effects of ionospheric absorption. That last
factor, absorption, was the one that determined

the final shape of the geographical distribution
of contacts on .8 MHz.

As noted earlier, the world was divided into
halves as far as signals from VK@IR were con-
cerned. Those going off to their east would,
hopefully, reach Western North America, and
signals going to their west would reach Eastern
North America. The dividing line here in the
U.S. was the line along 106.4 W longitude,
between Aspen and Leadville. Colorado, and
running north, close to Saskatoon,
Saskatchewan.

It is clear from Figure 1 that stations close to
that longitude would have a difficult, if not
impossible, time even hearing VK@IR as their
short-path signals would have to go across the
southern polar cap, in full daylight, and come
up to the U.S. from the south. As a resuit, there
were no contacts with VKGIR made by stations
in the WS district and only a few contacts made
in states from the W6, W7, and WO districts, as
suggested by the limiting sunrise and sunset
terminators in Figure 5.

On 1.8 MHz, the region between the limiting
terminators could be considered a “dead zone”
for signals from Heard Island. When examined,
this Zone turns out to cover an area about five
times as large as the state of Texas—all of

15:8 UIC
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Figure 7. Azimuthal equidistant map centered on Heard Island for 1508 UTC, January 24, 1997, and when Kp=1.

Communications Quarterly 51



52 Fall 1997

23:24 UIC
JAN 22
K index 2

MAP CENTER IS: 218"
HEARD ISLAND

f“fga TARGET IS:

BOSTON, MA

188

Figure 8. Azimuthal equidistant map centered on Heard Island for 2324 UTC, January 22, 1997, and when Kp=2.

Arizona, New Mexico, Texas, Louisiana,
Oklahoma, Utah, Colorado, Wyoming, Kansas,
Nebraska, as well as most of Arkansas and
Nevada, half of Idaho, Eastern Montana, and
western portions of North and South Dakota.
While the statistical sample is small, VK@IR
logs confirm the effects of ionospheric absorp-
tion, giving rise to that division. As of the 225
contacts on 1.8 MHz, there were no contacts
with any station between eastern Washington
and eastern Kansas, by the Missouri River.

Earlier, mention was made of the absorption
effects which would result from the addition of
ionization along a path from Heard Island that
might cross the southern auroral zone. In that
regard, Figures 7 and 8 show the locations and
extent of the auroral zones and limiting termi-
nators for the sunrise and sunset dates and
times when the Kp values were | and 2, respec-
tively. The geometrical aspects of the auroral
zone in those figures were derived from
NOAA/TIROS satellite data, but it should be
noted that nothing of the intensity or spatial
distribution of auroral ionization is represented
in those figures.

That sort of information was provided in two
forms by means of particle detectors aboard the

NOAA/TIROS satellites. The first form is an
estimate of the power input (in Gigawatts) to
the entire southern hemisphere from auroral
electrons on each satellite pass, and the second
is a color print that shows the energy input
along a pass and the average energies of the
electron influx at each location. The detectors
were sensitive to particle energies from 0.3 keV
to 17.5 keV, and the color code for energy
inputs ranges from white (0.1) to red (10.0) in
units of ergs/sq-cm/sec or, equivalently, as mil-
liwatts/sq-mtr, and a blue background (0.0) for
no particle influx.

For those interested in the details of the
NOAA satellite observations, the Space
Environment Center of NOAA has a Web page
at <http://www.sec.noaa.gov/index.html>.
When the page comes up, click on the button
labeled Auroral Activity. More direct access is
available via http://www.sec.noaa.gov/
hempower/ index.html. Presently, auroral activ-
ity is updated once a day at about 15 UTC, but
an improved system is in development and will
update data about three hours after taken from
the satellite.

The hemispheric power input measurements
range from less than 2.5 GW for quiet condi-




tions (Kp=<1) to more than 500 GW for severe complete lack of 1.8-MHz contacts in the dead

storm conditions (Kp=8-9). For satellite passes zone is attributed to ionospheric absorption of
over the southern polar cap at times close to VK@IR signals at times between sunrise and
those used in making Figures 7 and 8, the par- sunset on Heard Island, with little in the way of
ticle detectors showed the hemispheric power effects from auroral ionization.

inputs to be 5.4 GW and 14.7 GW when K=1

and K=2, respectively. 3.5-MHz contacts with

For the period of the DXpedition,
NOAA/TIROS satellite data show that the daily Hea rd |3|O nd
average of hemispheric power input ranged

from a low of 7.1 GW on January 16 to a high The VK@IR logs show that on the §0-meter
of 33.3 GW on January 21, with an average of band, there were 977 contacts with Eastern
16.8 GW for the entire period. Given the ranges North America, 195 contacts with Central
of power inputs mentioned in the previous North America, and 347 contacts with Western
paragraph, it is clear that the time of the North America. Of those 1,519 contacts, 45
VK@IR DXpedition was one not only one of percent were on CW and 55 percent on SSB,
geomagnetic quiet, with an average Ap of 6.4, but none were made on RTTY. The logs
but also minimal auroral disturbance, with only showed contacts made over a total of 28 hours,
an average of 16.8 GW for the power input by with about 21 hours around sunrise at Heard
auroral electrons. Island and seven hours at sunset. The operating
Beyond the energy input features, the satel- times, as well as the times for sunrise and sun-
lite data show that auroral encrgy input always set, are shown in Figures 9 and 10.
minimizes at about the noon meridian and max- In contrast to the 1.8-MHz operations, where
imizes around midnight. In that regard, it there were no contacts with the W5 call district.
should be noted that the 1.8-MHz entries in the there were 14 contacts in the 80-meter fogs. But
VKOIR log were for a few hours before and only one contact was in the dead zone, in East
after sunset, indicating that the auroral ioniza- Texas: the other 13 contacts were with states
tion encountered on a path was far less than the outside the region, like Arkansas, Louisiana,
maximum value on any given day. and Mississippi, but none with the other states,
Given the data cited above showing a weak such as New Mexico and Oklahoma.
auroral energy input during the DXpedition, the The contact with Texas was made 30 minutes
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Figure 9, Eighty-meter operating times around Heard Island sunrise.
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Figure 10. Eighty-meter operating times around Heard Island sunset.

after Heard Island sunrise on January 25 and 10
minutes after local sunset in Texas. A review of
the short-path from Heard Island showed that
of the 17,300-kilometer length of the path,
11,300 kilometers were in sunlight and 6,000
kilometers in darkness. On the other hand, a
review of the long-path from Heard Island
showed that only 5,000 kilometers were in
weak sunlight, similar to a gray-line situation,
and 15,700 kilometers of the path were in com-
plete darkness. Given those results, it was con-
cluded that the East Texas contact was via
long-path and the 80 logs were searched for
other long-path contacts that might enter the
dead zone from the north.

A total of 33 other long-path contacts were
found in the 80-meter logs. and a number of
them entered the region shown in Figure 5
from the north, reaching Saskatchewan and
states such as Montana, Wyoming, Utah,
Colorado, and Arizona. Most of those long-
path contacts were made shortly after sunrise or
before sunset at Heard Island and were only
weakly illuminated in that region, but essential-
ly in darkness over the remainder of the paths.

An example of a post-sunrise path from
Heard Island is shown in Figure 11 and a pre-
sunset path is shown in Figure 12. The post-
sunrise example has about 1,400 kilometers of
its length in weak illumination before local sun-

set at the end in California and less illumination
at the Heard Island end after sunrise there.
Similarly, the pre-sunset case has about 1,500
kilometers of weak illumination on the path in
the half-hour before sunset at Heard Island and
much less than that length of path illuminated
just after dawn in Arizona. It should be noted
that the corresponding short-paths, more than
17,500 kilometers in length, for those contacts
were in full sunlight and, given the degree of
absorption on 80-meter signals, were not viable
as paths for successful communication with
Heard Island.

A few other long-path contacts were made
after sunset at Heard Island. All in all, states
outside the dead zone reached by that means
included Illinois, Michigan, Minnesota, and
North Dakota, notable for their northern lati-
tudes. By way of summary, the range and mode
of 80-meter contacts in the vicinity of the dead
zone are shown in Figure 13, along with the
sunrise and sunset terminators for the last day
of 80-meter operations (January 25).

As for short-path contacts up to sunrise and
after sunset on Heard Island, the openings dif-
fered in duration, with 130 to 150 minutes for
the former and 30 to 45 minutes for the latter.
The openings to Eastern and Central North
America show more of the competitive dynam-
ics than those to Western North America. That




difference was the result of the longer duration
of the opening as well as the greater concentra-
tion of amateur radio operators in the W1 to
W3 call districts.

In spite of the brief duration of the short-path
openings in Western North A...erica, log data
for those times are interesting in that they clear-
ly show how ionospheric absorption affects
contacts made during an opening. Thus, even
with a competitive situation, the dawn termina-
tor cut off paths rapidly in succession—south-
ern California, central California, then
Oregon—all because the terminator and great-
circle paths coming up from the southwest were
at small angles with respect to each other and
significant lengths of the paths were quickly
illuminated as the terminator moved westward.
At the end of those openings, the logs closed
with contacts to the Seattle-Vancouver area...all
that in less than an hour’s time.

To the east, openings before Heard Island
sunrise were much longer and just the opposite
case. with openings developing slowly as the
local sunset terminator swept westward. Thus,
early in an opening, the log was dominated by
stations along the East Coast until the sunset
terminator moved west of Pennsylvania and
New York. At this time, stations in the
Midwest started to make contact with Heard

Island while those to the East continued, as
before. In short, there was no sharp cut-off of
paths, only new ones added until finally the sun
rose at Heard [sland.

Examples of paths before sunset and after
sunrise are givca in Figures 11 and 12. Those
involved some illumination at the Heard Island
end of the path and possibly at the far end, too.
The operating times before sunset were quite
limited, less than 90 minutes total, but were
rich in long-path contacts into the dead zone.
At the same time, the operating times after sun-
rise amounted to almost seven hours, with a
few long-path contacts beyond 106.4 W longi-
tude, but were otherwise rich in contacts with
the eastern states of the U.S. and provinces of
Canada. Generally speaking, both those cir-
cumstances showed illumination on paths
which, in total, mounted to about 1,500 kilome-
ters or the length of an E-hop in daylight.

7-MHz contacts with
Heard Island

On the 40-meter band, the VK@IR logs show
there were 3,021 contacts with Eastern North
America, 1,158 contacts with Central North
America. and 1,337 contacts with Western

88:16 UTC 8 %
e m&é]
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Figure 11. Mercator map showing a path from Heard Island to California at 0016 UTC on January 26, 1997.
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North America. Of those 5,516 contacts, 76
percent were on CW and 24 percent were on
SSB, but none were made on RTTY. The logs
showed contacts made over a total of about 78
hours, with about 41 hours around sunrise at
Heard Island and almost 37 hours at sunset.
The operating times, as well as the times for
sunrise and sunset, are shown in Figures 13
and 14.

On the 40-meter band, ionospheric absorp-
tion (in dB) is about a factor of 4 lower than on
80 meters. As a result, there were contacts with
all the states in the dead zone. However, the
locations in the lower states of the W5 call dis-
trict—say in New Mexico and near longitude
106.4W in Colorado, Wyoming, and Montana—
were still only accessible via long-path because
of intense absorption on short-paths across the
southern polar cap in full daylight.

Beyond the states in the dead zone and the
special problem they posed for propagation, all
the other states in the U.S. were reached on
short-path, say before sunrise or after sunset at
Heard Island. In addition, during the sunrise
period around 2300 UTC, stations in all the
states beyond the dead zone made contacts with
Heard Island via long-path (California, Oregon,
and Washington, as well the western portions

Figure 12. Mercator map showing a path from Heard Island to Arizona at 1439 UTC on January 25, 1997.

of Idaho and Nevada). Furthermore, during the
sunset period around 1500 UTC, stations in all
the states east of the dead zone made contacts
with Heard Island via long-path.

While illumination on paths for successful
long-path contacts on 80 meters could be as
much as 1,500 kilometers, or about the length
of an E-hop, the distance on 40 meters was as
long as 3,000 kilometers—now about the
length of an F-hop. As a result, long-path prop-
agation played a significant role on 40 meters,
and it is estimated that approximately 15 per-
cent of the 5,500 contacts on 40 meters were
via that mode.

One other point, again showing how signifi-
cant a role long-path propagation played with
less ionospheric absorption, the Heard Island
openings were longer, and, on more than one
occasion, long-path contacts were made at a
rate of more than 20 per hour.

Discussion

Trying for a contact with a rare, isolated
location would be a challenge for any amateur
radio operator under most conditions, but now,
at solar minimum, it is even more difficult. In




the case of Heard Island, amateur operators in
North America faced greater challenges than
the rest of the world because the continent is
located almost half an earth away from Heard
Island. And while one contact would be inter-
esting by itself, it would not add very much to
our understanding of propagation.

The Heard Island DXpedition proved quite
different. It offered not only the possibility of a
rare contact, but also attracted the interest of
tens of thousands of amateur operators. All the
contacts they made in two weeks time provided
a fine opportunity to observe propagation
effects, particularly on the lower bands.

While the log of contacts by VK@IR cannot
be considered, in the classic sense, as data from
an experiment, the log does provide a clear,
even separable, demonstration of how ionos-
pheric absorption can affect propagation. In
that regard, the contacts of interest were those
made on the lower frequencies, during relative
magnetic quiet and on bands where critical fre-
quencies (MUFs) were never an issue. Thus,
the logs showed effects of the intense absorp-
tion on 1.8 MHz, which ordinarily limits propa-
gation in daytime hours to just ground-wave
distances. Such absorption resulted in a dead

zone here in the U.S. that was south of Heard
Island’s antipode, a large area where signals
from VK@IR could not be received between
sunrise and sunset on Heard Island.

That was the unique aspect of the Heard
Istand DXpedition, the location of its antipodal
point in Saskatchewan, Canada. It brought the
role of absorption effects to a focus, as it were,
in a bounded region within the U.S. Of course,
the location and size of the absorption region
were determined by the location of the termina-
tors in the U.S. at the times of sunrise and sun-
set at Heard Island. Those depended on the
time of year, and, had the DXpedition been a
month earlier, at the solstice, the region would
have been larger than shown in Figure 5, with
the terminators crossing coastlines around
Tallahassee, Florida, and San Francisco,
California. On the other hand, if the
DXpedition had been a month later, the region
would have been smaller, crossing coastlines
around Brownsville, Texas, and at the head of
the Gulf of California in Mexico.

For successful communication on 1.8 MHz, a
path must be in darkness, without significant
ionospheric absorption. In that regard, the west-
ward movement of the sunset terminator over
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Figure 13. Map of U.S. showing sunset and sunrise terminators on January 25, 1997, with designations of types of paths to locations

in the U.S. from Heard Island on 80 meters.
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Figure 14. Forty-meter operating times around Heard lsland sunrise.

the eastern part of North America translated
into a moving boundary that enlarged the area
where signals could be exchanged with Heard
Island, then also in darkness. But when the
dawn terminator reached Heard Island, that
expansion of the coverage stopped and the
addition of paths of two-way propagation on
1.8 MHz came to a halt because signals were
absorbed at the Heard Island end.

For the western portion of North America,
propagation on 1.8 MHz was possible later in
the day, as soon as Heard Island went into
darkness. That condition set the boundary of
the greatest eastern penetration of signals from
Heard Island, and as the dawn terminator
moved westward, the region that was accessible
grew smaller in area and finally vanished as the
terminator crossed the coastline in the north-
west part of Washington.

Between the location of those two termina-
tors in North America, corresponding to the
times for sunrise and sunset on Heard Island,
propagation was impossible on 1.8 MHz. But
the number of 1.8-MHz contacts during the
Heard Island DXpedition was not sufficient to
show those limits in detail. And, of course, the
limiting positions of the terminators are only
mathematical constructs and fail to deal with
the twilights that exist around sunset and dawn.

That lack of precision in width along the length
of the boundaries is a small matter when one
notes that the dead zone itself covers an area
about five times as large as the state of Texas.

On the 80-meter band, the higher frequency
meant that ionospheric absorption (in dB) was
smaller by about a factor of four. That being
the case, it was not surprising to find that con-
tacts in the VK@IR log showed paths with
some sunlight on them, atter dawn or before
sunset at Heard Island. As before, the west-
ward-moving sunset terminator in the U.S.
slowly increased the area in eastern North
America from which contacts were possible
with VK@IR; but, with less absorption, the
increase in area on 3.5 MHz was greater than
on |.8 MHz, as it continued somewhat after
sunrise at Heard Island.

Again, with less absorption, the area in
Western North America was greater on 3.5
MHz than on 1.8 MHz as the paths opened
somewhat before sunset on Heard [sland. But
once the sun set on Heard Island, the small area
that was accessible initially was reduced rapid-
ly by the westward-moving dawn terminator.

Perhaps most important was the fact that the
angle between the paths into the region and the
dawn terminator was small, quickly ending
propagation by bringing the effect of ionos-
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Figure 15. Forty-meter operating times around Heard Island sunset.

pheric absorption to a large portion of a path all
at once.

Conclusions

The presence of a dead zone for low-band
propagation results from the combination of the
location of the antipodal point tor a transmitter
site falling on a land mass and the terminators
at the times of sunrise and sunset at the trans-
mitter. The area of a dead zone is the greatest at
the time of the solstice and decreases toward
zero as the equinox approaches.

In addition to Heard Island, discussed in this
article, the other French sub-Antarctic islands,
Crozet, Kerguelen, and Amsterdam, have
antipodal points that are close to or within the
Continental U.S. The dead zone for Crozet
Island only includes a small portion of the
Pacific Northwest during December, while
Kerguelen Island’s is similar to that for Heard
Island, as the antipodal point is about 4 degrees
further south but still within Canada. For
Amsterdam Island, the antipodal point falls at
38N, 102.4W, close to the Colorado-Kansas
border; as a result, the area of its dead zone is
much smaller than that of Heard I[sland’s at any

given date.

There is the possibility of dead zones without
having the transmitter’s antipodal point fall
within a large land mass. Australia is a case in
point for low-band operations during
DXpeditions in the austral summer. With a
transmitter located well to the west of
Australia, say Bouvet Island (55.4S, 3.3E), it is
possible to have a large fraction of the conti-
nent in a dead zone, to the east of where the
local terminator falls at the time of sunset on
Bouvet Island. The large difference in longi-
tude, just over 110 degrees in this case, is the
determining factor; no such problems would
occur for the French sub-Antarctic isfand.

Finally, except for invoking the power of
ionospheric absorption on low-frequency sig-
nals, the present discussion has been largely of
a geometrical nature: i.e., the location of termi-
nators and great-circle paths. There is little fur-
ther discussion needed for terminators, except
to recognize their inherent fuzziness for fonos-
pheric applications due to the nature of twi-
light. Great-circle paths, in the first instance,
are geometrical in nature-—but for radio propa-
gation. It is understood that lonospheric refrac-
tion along a path may result in deviations from
the geometry of a great-circle calculation. The
sideward deviation of signals is the result of
electron density gradients perpendicular to the
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advance of a ray path, the path refracted away
from the regions of greater ionization.

There are always such gradients in the F-
region, as illustrated in Figure 3, and they will
result in a certain amount of skewing of paths
during quiet conditions. Those are not normally
noted; only unusual path directions come to our
attention. That skewing is usually due to intense,
concentrated gradients of ionization at auroral
latitudes. In that regard, such auroral distur-
bances are always accompanied by geomagnet-
ic activity and are found in the records of high-
latitude magnetometers. They are readily iden-
tified by high K-values in the published records
of A- and K-indices from the magnetometers.

For the Heard Island DXpedition, it was a
time of relative quiet at auroral latitudes, shown
by the Kp-values in Figure 6 along with K-
indices from the nearby Kerguelen magnetome-
ter and the auroral energy input, as obtained
from satellite-borne particle detectors. On the
days of the 1.8-MHz onerations, the Kp index
was 2+ or lower; while for the days of 3.5-MHz
operations, the Kp was 30 or lower for all but
two three-hour periods. Higher levels of geo-
magnetic activity, Kp=4 and 5, were encoun-
tered only after the 1.8-MHz and 3.5-MHz

operations had ended. Because those frequen-
cies are the most sensitive to any auroral
effects, one can conclude that there was little in
the way of skewing or other absorption that
would affect the discussion of great-circle paths
relative to geometry of the dead zone.
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MODELING AND
UNDERSTANDING
SMALL BEAMS: PART 8

Capacity hats and Yagis

or horizontal antennas, capacity hats
Fseem to have gone out of style. How-

ever, we may be overlooking a useful
means of shortening Yagi antennas by neglect-
ing what some call “capacity loading.” In fact,
by using hats, we can construct quite a useful
two-element Yagi and gain something over
inductive loading.

The elements for the proposed Yagi were just
under 75 percent of full size, so I calculated the
anticipated hat size using the usual means for
antennas down to about 2/3 normal length. The
results were far off the dimensions modeled on
NEC-2. The shortened capacity-hat two-ele-
ment Yagi for 10-meters built as a test proto-
type answered closely to the NEC results. The
success of the antenna suggested that the tradi-
tional methods for calculating hats might need
some revision to calibrate them to NEC mod-
els. Both the calibration and the antenna are
worth noting, if for no other reason than to
restore capacity hats to the repertoire of tech-
niques for building shortened Yagi beams.

Modeled antennas with hats

A hat is a “loading” assembly attached to the
end(s) of an antenna element. It has two very
significant properties. First, it is used to bring a
shortened antenna to resonance or some other
specific set of characteristics. An example of
the use of a hat for other than feedpoint reso-
nance is the shortening of a parasitic element in

a Yagi. Second, the hat does not contribute to
the radiation of the overall antenna element.

In these two characteristics, the hat performs
like a lumped constant load inserted at the feed-
point (center-loading for a dipole, base-loading
for a vertical) or along the antenna element
(mid-loading for a dipole, center-loading for a
vertical). For a given antenna length down to
about 60 degrees (for a vertical or for each side
of a dipole), a hat generally provides greater
efficiency than other forms of loading.

A hat performs its function as a significant
physical structure rather than as a lumped com-
ponent. To programs like NEC and MININEC,
an antenna is just a physical structure along
which currents flow. Inductive and capacitive
loads are treated as lumped constants. Hats,
however, are parts of the structure and modeled
as such. Models may thus provide some insight
into hat operation.

Related to the hat is the bent antenna, one
with the element beginning in one direction
and, at a certain point, taking off in a direction
90 degrees different. The bent vertical over per-
fect ground, modeled in Figure 1, illustrates
the current flow along the antenna. Notice that
the current in the bent portion contributes sig-
nificantly to the overall antenna pattern, as
illustrated in the far field pattern modeled in
Figure 2.

By way of contrast, a hat is a symmetrical
structure. Although Figure 3 shows a Tee con-
figuration, any number of symmetrical struc-
tures achieve the same goal. Among the more
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Figure 1. The current flow along a “bent” vertical antenna.
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common forms are spokes, circular disks,
and other open-frame structures with perime-
ters, including squares, hexagons, and
octagons. Even triangles or simple opposed
wires will work well, so long as symmetry is
maintained. Figure 4 shows a few examples
of hat structures.

At corresponding points outward from the
element end to which the hat is attached, cur-
rents are equal but flowing in opposite direc-
tions. The result is (if perfect) no resultant field
or (within construction limits) a negligible
field. Figure 5 models the far field for an
antenna of the same vertical dimension as the
antenna in Figure 2, but with a hat instead of a
bent top. There is no horizontal far field com-
ponent to the antenna’s radiation pattern.

The antenna’s current distributes itself at the
hub of the hat and flows equally, but at
decreasing values, along the hat spokes. If the
structure has a perimeter wire, the current then
proceeds from the spoke tip in two directions,
reaching minimum value at the mid-perimeter
points of the framework. Assuming a vertical
antenna portion of fixed length, the current
level at the hat hub will be somewhat higher
than the current level at the bend of an antenna
like that in Figure 1. The lower level for the

bent vertical is occasioned by the interaction of
fields at and near the bend point.

Well-modeled antennas with hats provide a
close correlation to constructed antennas. The
models I have used generally provide enough
wire segments in the main element so each
segment length is similar to the segment
lengths in the hat. The results have been as
accurate as my modest shop equipment will
allow me to reproduce.

However, hat models tend to drive both
NEC-2 and MININEC toward their limits of
accuracy. but in different ways. Some hat mod-
els in NEC can easily exceed recommended
limits for multi-wire junctions and for mini-
mum angles between adjoining wires. If the hat
material is of a different diameter than the main
antenna element, NEC-2 can respond to some
combinations with scarcely credible values for
gain and source impedance. Although
MININEC handles such junctions as a matter
of course, it is sensitive to the acute angles
between hat spokes. Moreover, complex hat
structures can quickly exceed the allowable
number of segments permitted by the program.

Both programs are sensitive to other limita-
tions as well. Nonetheless, models of closed
hats structures (with spokes and a perimeter
wire) showed a close correlation between pro-
grams, while the deviation between the pro-
grams with hats composed of spokes alone was
usually within 2 percent, or so. I suspect that
the antenna current cancellation within the hat
assemblies has much to do with the better than
anticipated modeling results.

Modeling capacity hats also requires careful
attention to detail, depending upon the data one
seeks from the model. As suggested in Figure
6, part A, the most casual technique in model-
ing would be to create a dipole and then add
outward pointing spokes at each end. Finally,
connect the spoke tips with a perimeter wire.
Although this model will return correct values
for gain and feedpoint impedance, the currents
along the spokes will be incorrect with respect
to phase at the left (or starting) end of the
model. For example, in one 10-meter model,
the current phase along the spoke is approxi-
mately -4.6 degrees, instead of the figure of
175.3 degrees that the casual model returns.

Reversing the spokes at the initial end to
model them from point to hub (main element)
will correct this error, as shown in Figure 6,
part B. However, using single wires to connect
the spokes will return an erroneous phase rever-
sal at the midpoints of the wires on both ends.
Current is least at the midpoints of the perime-
ter wires: this is the point at which the model
should begin on one end and end on the other.
For most accurate modeling of antenna current,
each perimeter segment should be split in the



bent vertical
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Figure 2. The far-field pattern of the bent vertical, showing both vertical and horizontally polarized components.

middle into two wires, as shown in Figure 6,
part C. On the initial end. begin from the mid-
point and extend the wire to the spoke point.
On the finishing end, mode] the last wires from
the spoke points to the perimeter midpoints.

If you only require a little data from your
model of a capacity-hat vertical, dipole, or
Yagi, quicker casual models will do. However,
if you wish to derive the maximum understand-
ing of antenna performance and properties,
model with great care. Even with the greatest
care in model construction, there remain limits
to what method-of-moment models can calcu-
late, especially within the boundaries of non-
engineering versions of the programs.

So far, we have a shortened antenna with a
symmetrical physical end structure called a hat.
However, looking at the antenna this way alone
does not yet justify calling the assembly a
capacity hat.

Capacity hats

According to the classical transmission-line
analogy for antennas, we may view an antenna
as a single open-wire transmission line. The
usual sorts of antennas investigated from this
perspective are either equal to or shorter than
quarter-wavelength verticals or half wavelength
dipoles. If not resonant, these antennas will
exhibit capacitive reactance. Hence, lumped

Value = .23
Value = 0O Value = 0O
4
Vaolue = .49
7 MHz Tee—hat
Current Antenna
Magnttude
Maln mast = 25’
Vaue = 1.0
— | Feedpoint Ground
J77777 7777777777

Figure 3. The current flow along the elements of a hat structure.
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Figure 4. Some examples of hat structures.
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component inductive loads may be used to
increase their electrical length.

Alternatively, one may calculate the amount
by which an antenna is shorter than resonant in
electrical degrees. If we know the characteristic
impedance of the antenna-transmission line, we
can use this figure in the same way we do for
parallel line capacitive stubs to calculate the
necessary size of a corresponding single-wire
“stub” for the end of the antenna.

A stub for a single wire transmission line will
have a different construction from parallel line
stubs. Tt will appear as a symmetrical surface or
framework of a size providing the necessary
capacitive reactance called for by the calcula-
tion of the missing antenna segment. This is the
capacity hat.

Thinking of the hat as a capacitor “plate” can
lead to many misleading conceptions about
hats. Although real-world antennas capacitively
couple to many conductive objects and sur-
faces, the capacity of a capacity hat is not a
function of coupling to anything. For example,
the capacitance between capacity hat “plates”
for a free space dipole at 3 MHz and 2/3 reso-
nant length is under 0.05 pF. Hat “capacity” is
a function of the capacitive reactance necessary

to bring a shortened antenna to resonance (or
some other specification) under the transmis-
sion-line analogy calculation. The value of cal-
culating it is to convert the electrical property
of reactance into a physical property: area. The
standard model surface for a hat has long been
the circular disk with no thickness in isolated
free space. Standard references correlate its
diameter to a certain capacitance.

C=0.8992d or d=1.1121C 4}

where C is the capacitance in pF and d is the
diameter of the disk in inches.!

The capacitance of open-frame capacity hats
made up of spokes and (optionally) a perimeter
wire is not the same as that of a flat disk. Open-
frame capacity hats have a finite thickness.
Moreover, the capacity of the hat will vary with
the number of spokes in a complex manner.
Therefore, the simple correlation between disk
diameter and capacitance will not work for
these types of hats.

As an exercise, I constructed models of hats
at 3 MHz for a 60-degree long, 1-inch diameter
antenna using increasing numbers of spokes for




both spoke-only and perimeter-wire configura-
tions. The hats in the models used #28 wire to
approach a condition where the thickness was
insignificant relative to the surface area. The
exercise ceased at 32 spokes, which approaches
or exceeds the NEC-2 recommended number of
wire junctions at any given point on an antenna.
The data points inciuded 3. 4, 6, 8, 12, 16, 24,
and 32 spokes, which were then resolved into
curves fitting the following equations:

Lp=Lg+[(.4225 In z”) PR Lol @
X

where Lt is the spoke length, Lg is the shortest
spoke length (at 32 spokes), L is the longest
spoke length (at 3 spokes), Ny is the highest
number of spokes considered (32), and Ny is
the number of spokes presently in question.
The exponent, EE, is given by:

EE =2.2-[.03(Nyx - NI )

where N _is the lowest number of spokes con-
sidered (3). This simple curve-fitting exercise

made it possible to generate graphs on a linear
baseline, as shown in Figure 7.

The significance of the curves is that they
indicate a convergence in the vicinity of about
60 inches. This value would approximate a
solid disk, because adding more spokes would

not significantly further reduce the length of
each spoke. A disk with a diameter of 120 inch-
es would have a capacitance of approximately
108 pF. This value is from 30 to 60 percent dis-
tant from values generated by any of the trans-
mission-line analogy equations. Nonetheless,
one can correlate open-frame hats to antenna
element loading requirements and to modeled
hats in a rough but systematic manner. See
Appendix A for further notes on calibrating
transmission-analogy calculations to NEC-
modeled hats.

Whatever the correlation may be between
capacity hats and loading requirements, it will
work equally well for a vertical over perfect
ground and for each end of a dipole in tree
space with no ground reference of any sort. The
same holds true of open-frame hat structures. In
short, the hat should be thought of in the same
way we think of paralle] transmission-line
capacitive stubs: both provide requisite
amounts of reactance where it is needed. Like
stubs, capacitive hats are thrown off their pre-
scribed task by being too closely coupled to
external objects.

Calculating capacity hats

Modeling a capacity hat is a matter of trial
and error without some guiding approximation
of the proper hat size. However, without exten-

capacity hat vertical

02-26-1996 22:86:46
Freq = 7 MHz

- BdB .. EZNEC 1.8

OQuter Bing = 5.B5 dBi
Max. Gain = 5.@5 dBi

. Elevation Plot

fzimuth Angle = 98.8 Deg.

Figure S. The far-field pattern of a hatted vertical. Note the absence of a hiorizontal component.

Communications Quarterly 65




<—— More casual

A
Wire
convention
——————
End 1 End 2
B

More precise

(o

Figure 6. Moving from very casual to more precise methods of modeling. The
arrows indicate directions of wires from End 1 to End 2 in NEC wire table con-
ventions. The sample dipole consists of a 10.6-foot 1-inch’aluminum element
with 1-inch material also used in the hat, which has 0.8-inch spokes.
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sive modification, classical VLF calculations of
hat size provide confusing guidance, if any at
all. (See Appendix A for further notes on this
subject.) Here we shall briefly look at the tradi-
tional transmission-line analogy.

Figure 8 shows the essential elements of two
antennas: a conical dipole and a wire dipole.
For the conical dipole or bi-conical transmis-
sion line, the ratio of voltage to current will be
the same everywhere along the length of the
dipole (ignoring the ends). Hence, the antenna-
transmission line has a constant or characteris-
tic impedance, Z,. Thin wire antennas only
approximate this condition: the impedance
varies along the wire and is greatest at the ends.
However, it is useful to derive the average
impedance of the antenna and to use that figure
as if it were the characteristic impedance.

As Belrose has noted in his review of resolu-
tions to the integrals that describe the average
characteristic impedance (Z,) of antennas, there
are at least four different formulations:
Shelkunoff, Laport, Howe, and Labus (as modi-
fied by Jordan and Balmain). All were devel-
oped for low frequency applications.? The
methods all give different values for Z,, and
consequently for the requisite loading capaci-

Number of Spokes vs. Spoke Length
60-Degree 1" Diameter Antenna

220+ 1

Length of Spoke in Inches @ 3 MHz
3

T T T T T ¥ 1 T T T T T T T T T 1 1 T
3 4 5 6 7 8 © 10 11 12 13 14 15 18 17 18 19 20 21 22 23 24 25 26 27 28 20 30 31 &
Number of #28 Wire Spokes

- No Perimeter Wire —t— Perimeter Wire

Figure 7. The required length of spokes versus the number of spokes in spoke-only and in spoke-plus-perimeter-wire
capacity hats (from 3 to 32 spokes) at 3 MHz for a 60-degree-long, 1-inch diameter aluminum antenna.
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Figure 8. A bi-conical antenna transmission line and a thin-wire antenna.

30-Degree Reactance (for Capacity Hat)
30 MHz: 0.5 to 2.0 In. Diameter Antenna
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Figure 9. A comparison of calculated “loading” (compensating) reactances derived from several formulations of the
characteristic impedance equation. The line labeled “NEC?” is the curve of values derived from the feedpoint reac-
tance of 30-degree-long verticals over perfect ground and 60-degree-long dipoles in free space.
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Figure 10. Simplified portrait of current levels along a full-size, center-loaded, mid-element loaded, and capacity-hat

loaded dipole.

tive reactance and its associated capacitance at
the frequency of interest. Figure 9 demon-
strates the differences at 30 MHz, using capaci-
tive reactance as the comparative figure for a
30-degree compensating hat. None closely
approaches the reference curve of reactances
derived from NEC models of 30-degree long
antennas, which most closely approximate the
values of capacitance indicated by exercises
illustrated earlier in Figure 7.

Belrose adopts Howe’s equation as yielding
results for feedpoint impedances that agree
most closely with measured results. For pur-
poses explained in Appendix A, I shall note
the Shelkunoff equation to illustrate the calcu-
lation technique. This is also the version used
by Schulz and appears in ARRL publications.
For dipole antennas less than a half wave-
length long,

3

Zq (av) = 120[In(2h/a) — 1] 4)

where Z (av) is the ““average” characteristic
impedance of the antenna, h is the overall
height or length of the antenna element, and a
is its radius (with h and a in the same units and
where h is much greater than a). For a vertical
antenna, a quarter wavelength or less in height,
the multiplier is halved:

Z, (av) — 60 In(2h/a) — 1] (5

For clarity, the following discussion will be
limited to shortened vertical antennas at least
60 electrical degrees long; that is, at least 2/3
full size. To apply the discussion to dipoles in
free space, think of the dipole as two verticals
base-to-base.

Neither Equation 5 nor any of the other ver-
sions noted above provides a basis for correlat-
ing open-frame capacity hats to antenna ele-
ment lengths of varying diameter throughout
the HF frequency range (3 to 30 MHz).
Because the anteana diameter is a significant
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Figure 11. Free space azimuth patterns for two-element center-loaded and capacity-hat loaded Yagis using identical
element lengths.

10-M. Capacity-Hat & Center-Load Yagis
Gain vs. Frequency of Modeled Antenna
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Figure 12. Comparative gain from 28 to 29.5 MHz of center-loaded and capacity-hat loaded two-element Yagis.
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10-M. Capacity-Hat & Center-Load Yagis
Front-to-Back Ratio vs. Frequency
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Figure 13. Comparative front-to-back ratios from 28 to 29.5 MHz of center-loaded and capacity-hat loaded two-ele-

ment Yagis.

percentage of antenna length at HF, and a vary-
ing onc as the frequency increases, we must
introduce a corrective based upon the ratio of
diameter (or radius) to length. The diameter
corrective will yield consistent results as the
main element is varied in diameter at any given
frequency, but the correlation varies as the fre-
guency is raised. Hence, an additional frequen-
cy corrective is needed.

The remainder of the required calculation is
provided by most recent editions of The ARRL
Antenna Book. The difference (in electrical
degrees) between the shortened antenna and the
full-size antenna represents the number of
degrees of capacitive reactance to be supplied
by the capacity hat. The required capacitive
loading can be found in two simple equations:

X =-jeotdZg or X = —jZp/tand (6)

where Z,, is the average characteristic imped-
ance just calculated, X, is the required capaci-
tive loading reactance in ohims, and 9 is the
required loading length in clectrical degrees;
that is, the missing part of a quarter wave-
length. From the capacitive reactance, we move
to the required capacitance:

C = 106/2nfX ¢ (7

where f is the frequency in MHz and C is the
capacitance in pF. Ostensibly, we need only
move to Equation 1 in order to convert this
value into the diameter of a capacity hat.
However, we have already seen that complex
open-frame hat structures do not answer readily
to this simple maneuver.

Capacity hat dipoles and Yagis

To construct a capacity hat dipole, simply
construct two vertical antennas, base-to-base,
and feed at the base junction. The capacity hat
sizes for any given frequency and choice of
materials will be virtually identical to those cal-
culated for a vertical. Expect the feedpoint
impedance of a 120-degree dipole to be about
double that of a corresponding 60-dcgree verti-
cal; about 59 ohms compared to 28 ohms.

Horizontal capacity-hat dipoles do not suffer
the same type of ground loss as ground-mount-
ed verticals. Assuming similar structural losses
as a vertical due to the choice of antenna and
hat materials, as well as construction methods,
a capacity-hat dipole is subject to standard
ground reflection losses that depend upon
ground quality. Capacity-hat dipoles do not
radically change their feedpoint impedance
when modeled over ground, which makes them




Comparative SWR-Bandwidth Curves
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Figure 14. SWR bandwidth curves for full-size, center-loaded, and capacity- hat loaded two-element Yagis, refer-

enced to the feedpoint impedance.

reasonably close matches for 50-ohm coax
feedlines. Moreover, they do not suffer nearly
the degree of narrowed SWR bandwidth expe-
rienced with center-loaded dipoles.

The comparative gains of 120-degree dipoles
(twice the length of a 60-degree vertical) when
center loaded with a 300-Q inductor (a gener-
ous value out of doors) and when capacity-hat
loaded are approximately 1.85 dBi and 2.05
dBi, respectively. Figure 10 demonstrates the
reason for the difference: the capacity hat
dipole maintains close to the same current lev-
els—increment for increment—as a full-size
dipole, whereas the center-loaded dipole shows
lower current levels everywhere along the ele-
ment. The zain differential for a <lipol- is small,
perhaps small enough to be ig .ored in opera-
tion. However, when such dipoles are placed in
atwo-element Yagi configuration, they suffice
to alter performance more significantly.

The center-loaded Yagi can attain a higher
front-to-back ratio, which can be tailored to
some degree by changing the reflector inductor
Q. However, the increase comes at the expense
of forward gain. The capacity-hat Yagi exhibits
higher gain that approaches the value for a full-
size Yagi of the same spacing. At the same
time, its front-to-back ratio is limited essential-
ly to the levels achieved by a full-size two-ele-
ment Yagi. Figure 11 provides comparative

free-space azimuth patterns for the two types of
Yagis using identical element lengths, diame-
ters, and spacings. Figure 12 shows in graphi-
cal form the gain across the 10-meter band of
center-loaded and capacity-hat-loaded Yagis
with elements of identical length, diameter, and
spacing. Figure 13 shows the front-to-back
ratio across the band for the same antennas.

The weight one gives to the relative advan-
tages of center-loaded and capacity-hat Yagis
depends upon the requirements of the applica-
tion. For general amateur work, the greatest
advantage of the capacity-hat Yagi may lie in
its broader SWR-bandwidth curve. Figure 14
compares ]0-meter two-element Yagis of com-
parable spacing. The capacity-hat model more
closely approximates the performance of a full-
size antenna than does the center-loaded model
(set for a load Q of 300). Moreover, the capaci-
ty hat Yagi also maintains its other characteris-
tics—gain and front-to-back ratio—over a
wider bandwidth. The capacity-hat Yagi is at
least a candidate for a small monoband Yagi—
if one can build it.

Building o capacity-hat Yagi

The test antenna was a 10-meter two-element
Yagi with the following dimensions: driven
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Figure 15. General construction of a two-element, 10-meter capacity-hat loaded Yagi.
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Figure 16. Simple hat construction for the 10-meter beam.
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Figure 17. Free-space azimuth patterns for the 10-meter capacity-hat Yagi across the band.

element, 11 feet 7 inches; reflector, 12 teet 2
inches; spacing, 4 feet 3 inches; elements, 0.75-
inch diameter hardware-store aluminum (0.05-
inch wall thickness). These dimensions are the
same as those for the linear-loaded antenna
used as a test model. In fact, the capacity-hat
antenna was created by removing the linear
loads and adding capacity hats to the element
ends. Figure 15 reviews the general construc-
tion methods used for the PVC boom and half-
inch plywood element plates.

Because the linear loads (or corresponding
inductive loads) were of equal value for the dn-
ven element and for the reflector, | anticipated
that I would need capacity hats of equal size for
these elements. Models indicated that a #12
square hat with a perimeter wire would require
spokes between 10.6 and 10.8 inches long for
both eiements. I constructed four “identical™
hats from #12 house wire with the insulation
removed. Using a scrap of plywood about 2
feet square, I drilled a 3/4-inch hole in the cen-
ter and laid ont the spoke and perimeter wire
runs in pencil. I then placed a short scrap of
3/4-inch diameter aluminum tubing in the hole.
The spoke wires were cut Jong with a 1.5-inch
“U” at one end, bent 90 degrees to the spoke.
The four spoke Us were placed against the alu-
minum tube and clamped with a stainless stecl

hose clamp. The Us spaced the spokes evenly
around the outside of the tube. The excess of
the U at the curved end was bent outward
slightly to prevent the clamp from falling off
when loosened. The spokes were temporarily
stapled to the base-board along their inscribed
paths. Each was about a 1/2 inch longer than
the correct spoke length.

The assembly of the hat was a task for a
heavy (100 watt) soldering iron or gun. Starting
at one corner, [ bent the spoke end around the
perimeter wire and soldered the junction.
Bending the perimeter wire 90 degrees, I pro-
ceeded to the next corner and repeated the
process, finally ending back where [ began.
Figure 16 shows the outlines of the hat on the
jig. After construction, each hat was removed
from the jig tube by loosening the hose clamp
and moved to its element. Because copper met
aluminum at the junction, both metals were
coated with contact “butter” during assembly.
For long-term outdoor installation, the junction
should be sealed as much as possible to slow
weathering and other dissimilar metal problems.

Models indicated that the individual elements
of the Yagi, if fed as dipoles, should resonate at
28.25 MHz for the driven element and 27.3
MHz for the reflector. [ pretuned each element
by resonating it independently. The maximum
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10-Meter Capacity-Hat Yagi
SWR vs. Frequency of Modeled Antenna

Predicted SWR (relative to 50 Ohms)
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Figure 18. Calculated SWR of the compensated two-element capacity-hat Yagi across 10-meters.

hat placement adjustment required was about a
1/4 inch down the element length, a move like-
ly created by the inexactness of my simple shop
technique or by the flaring structure at the hat-
element junction, or both. The models proved
quite accurate, and each dipole resonated with a
feedpoint impedance close to 60 ohms.

Combining elements into a Yagi required
two steps beyond mounting the dipoles on the
boom. First, the reflector-element feedpoint
space was closed with a half-section of tubing
across the former feedpoint opening. Second,
the driven element feedpoint reactance was
compensated by two 300-pF series capacitors,
one from each side of the element center. This
compensation provided a modeled SWR under
2:1 from 28 to 29.5 MHz without compromis-
ing antenna performance.

Figure 17 shows the modeled antenna per-
formance across the 1Q-meter band. Although
the figure does not permit one to sort the lines,
the overall consistency of performance in terms
of gain and front-to-back ratio is clear. Figure
18 shows the modeled SWR across the band.
Although both figures are for models in free
space, at 20 feet above medium ground, the
antenna showed no significant variations.

Pretuning the elements individually resulted

in a Yagi requiring no further adjustments after
final assembly. Band-edge SWR figures were
slightly higher than those modeled, rising to
about 2.2:1. Local point-to-point tests con-
firmed performance similar to my full-size two-
element Yagi, allowing for a 15-foot height dif-
ferential. Several months of use has also con-
firmed the ability of the simple hats to slip the
wind and remain well-positioned, since no
change of performance of SWR has been noted.
However, the dissimilar metal junction should
be inspected and renewed at least yearly.

Like its linear-loaded predecessor, the capac-
ity-hat Yagi can be partially disassembled for
transport to other operating sites. A 6-foot-long
truck bed or van handles the 10-meter antenna
with ease.

Conclusion

This exercise began with a simple question:
Are capacity hats an apt candidate for short
two-element Yagis? The initial model for the
10-meter beam was discovered by a trial-and-
error process after handbook calculation proce-
dures missed the mark by a good bit. That fail-
ure led to a more detailed investigation of the
applicability of classical transmission-line anal-




ogy calculation procedures to HF antennas.

The capacity hat is a very reasonable way to
obtain most closely full-size performance from
a shortened-element Yagi. Although the hat
structure is somewhat more ungainly than a
feedpoint linear or inductive load, the capacity-
hat Yagi exhibits a broader bandwidth for the
essential performance properties of gain, front-
to-back ratio, and feedpoint impedance. If these
factors are important to a particular operational
set-up, then building a capacity-hat Yagi is
worth serious consideration,

The other artifact of the exercise, the simple
GW BASIC program attached to this article, in
conjunction with one of the MININEC or NEC-
2 modeling programs, may get you started.* B
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The classic process of calculating the
required size of a capacity hat to load a short-
ened vertical antenna to resonance presents a
model of apparent simplicity in four steps.
Using the height and radius of the main anten-
na element, one calculates the average charac-
teristic impedance, treating the antenna as a
one-wire transmission line. From the character-
istic impedance and the “missing” length of
antenna relative to a resonant quarter wave-
length antenna, one calculates the required
capacitive reactance to achieve resonance. That
reactance, in turn, converts to a capacitance for
the frequency in question. Finally. using a solid
disk without thickness as a model, one calcu-
lates the diameter of the final capacitive hat.

Unfortunately, for amateur antennas in the
HF range, the calculations and the theory
underlying them are fraught with problems at
every step. However, it seemed possible to at
least correlate this independent means of calcu-
lating capacity hat size to modeled antenna-hat
combinations in the HF frequency range. The
attempt is summarized in the accompanying
BASIC program (Appendix B). The goal was
not to add anything significant to the funda-
mental theory underlying the transmission-line
analogy on which the calculation scheme is
based. A brief look at a number of the hurdles
encountered along the way may be useful in
understanding the application of that method to
HF antennas in the 60-degree-length range,
whether for verticals over perfect ground or
dipoles in free space.

For the project at hand—correlating hat cal-
culations to NEC-2 and MININEC models—

Appendix A: Calibrating transmission-line analogy
calculations to NEC models

the exact values of average characteristic
impedance, reactance, and capacitance are
unimportant except in the most derivative
sense, because the feedpoint reactance can be
determined by modeling. What the calculations
required were values of Z, X, and C
amenable to simple correlation to the spoke
lengths of various configurations of open-
frame capacity hats. The Shelkunoff equation
proved to be best suited to serve as the basis of
these correlations. The final form of the modi-
fied Schelkunoff equation for the calculation of
Z,, tor the HF range became:

Zo(av) = 60[in(4Mh/d) - (I ~ NF/30)]  (8)

where h is the antenna height, M is the inverse
of K (the antenna end effect shortening factor),
d is the main element diameter, F is the fre-
quency of interest in MHz (and 30 is the high-
est frequency of interest in MHz), and Nis a
calculation constant. Because the correctives
are only approximate, the selection of N will
bias the equation for certain types of capacity
hats in preference to others. Using N = 0.583
biases the equation toward square spoke-plus-
perimeter-wire closed hats of small hat-wire
diameters. The result will be errors up t0 5 per-
cent for some types of hats.

There are two separate modifications of the
basic Shelkunoff equation to account for vary-
ing antenna element diameters and for varia-
tions of frequency in the HF range. First, of
all the varfous techniques tried, placing the
antenna shortening factor (K, or M in
Equation 1) into the fundamental formulation
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for antenna height yielded the most correct
curve for the effect of antenna element diame-
ter on the spread of open-frame capacity hats
considered. The same goal might have been
achieved using an external correction equa-
tion, but it would have added considerable
complexity to the calculation.

The first step in the process of finding a
usable figure for K is to derive from NEC mod-
els an adequate approximation. Resonating
models of full-length quarter-wave verticals at
the highest and lowest frequencies of interest—
here 3 and 30 MHz—over perfect ground
allows calculation of intermediate values for K.
(Throughout, resonance of a model is defined
as a feedpoint reactance of less than +0.01
ohms.) One very good approximation is:

F
K=K+ [(logFH)KV (Kye— Kpp] 9

where K is the antenna shortening factor, Ky
is the K of a resonant quarter-wavelength
antenna of a given diameter at its highest fre-
quency, Kys is the K of a resonant quarter-
wavelength antenna of a given diameter at its
lowest frequency, Fyy is the highest frequency
(for Kyp), and F represents any frequency in
the range of interest. The exponent, K, also
varies with frequency,

Ky = .033[(F/3) - 1] + .61 (10)

for the frequency range 3 to 30 MHz.* The
resulting values are those implicit in NEC-2
models and therefore most apt to fit the goal of
correlating independent calculations to mod-
eled structures.

The frequency correction factor was applied
to the logarithm adjustment factor in Equation
1 by decreasing the reduction in the logarithm
of height versus radius from the standard value
of 1. Again, this correction could have been
introduced externally to the basic calculation of
Z,, but would have required a more complex
formulation, the form of which would have
resembled that of the calculation of K, but with
a different progression of the exponent. Even
the given form of the adjustment is an oversim-
plification, as letting N = 0.583 is accurate
within 1 percent only for small diameter square
hats with a perimeter wire of the same diameter
as the spokes. Focusing other parts of the
matrix of hat configurations considered could

* For further notes on correlating the antenna shortening factor to NEC-2
models, see “Calibrating K to NEC,” to appear in QEX.

vary the value of N by as much as 10 percent.

The value of C, the requisite capacitance that
translates into a set of physical dimensions for
a capacitive hat, is somewhat arbitrary, even if
useful in this exercise. The capacitance value
given in the accompanying program is for cal-
culational reference only and not to be con-
strued as a reliable figure. The calculation of a
value of C required for a hat provides a conve-
nient number which, when multiplied by a con-
stant for a common hat configuration, results in
an approximation of the spoke length required
for the hat. Low order hats commonly consist
of 4, 6, or 8 open-ended spokes. Alternatively,
they may consist of 4, 6, or 8 spokes connected
by a perimeter wire. Both modeling and calcu-
lations here assume the perimeter wire is the
same diameter as the spokes. This assumption
may not be true in reality and result in further
deviations from calculated sizes. Squares,
hexagons, and octagons are perhaps the most
common hat geometries hams will use at HF,
and Figure 19 illustrates the three. The key
dimension is the spoke length, from which
everything else can be hand calculated or laid
out on the shop bench. Hams use a variety of
element sizes ranging ordinarily from 0.5 to 2
inches in diameter. Hat material is likely to
range from #12 wire (0.0808 inch in diameter)
up to about 1-inch tubing.

Determining the final constant of correlation
between the previously calculated value of
capacitance and the spoke length for the vari-
ous configurations requires modeled hats at the
four corners of the matrix: 3 MHz and 0.5-inch
antenna element, 3 MHz and 2.0-inch element,
30 MHz and 0.5-inch element, and 30 MHz
and 2.0-inch element. For any size spoke mate-
rial, the modeled length is divided by the
capacitance to produce a constant. The four
constants are then averaged. The process is
repeated for each hat configuration and for
each size of spoke material.

With the selection of the value of N given
above, deviations from modeled antenna-hat
combinations increase with the number of
spokes and the increasing size of the hat spoke
material. However, the metbod is accurate to
within about 5 percent of the modeled hat size
at the extremes of the matrix marked by the fre-
quency range and the hat material range. Over
much of the matrix, deviations from modeled
antennas is in the 1 percent range.

Accuracy of the calculations can be
improved by introducing further “‘curve-fitting”
correctives to the final determination of spoke
lengths. They are omitted here, because my
purpose has been to provide only initial guid-
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ance toward the development of detailed
capacity-hat models.

Choice of NEC modeling parameters will, of
course, vary the baseline of calibration. The
models [ used placed 25 segments in the main
element so their length was reasonably close
the length of segments in the spokes and
perimeter. Spokes used three segments each.
Square perimeter sides used five segments,
while hexagon and octagon perimeter sides
used three segments.

The hat size calculations are only as accurate
as the models, plus or minus the inherent error
factors in the equations and the care of calibra-
tion. The methods we have looked at are not so
much designed for lab precision as they are a
convenient starting point for other tasks. One
of those tasks is modeling a capacity hat anten-
na at a new frequency. Another is constructing
a hat in the home ham shop. When used with
due caution, the calculation technique used
here may be adequate for both tasks.

The attached GW BASIC listing (Appendix
B provides a convenient utility program for
starter calculations toward the construction of
capacity hats of square, hexagon, and octagon
configurations. Given the modifications of fun-
damental transmission-line analogy equations
to produce the calibration, the values for char-

Figure 19. Outlines of square, hexagon, and octagon hats.

actertstic impedance, capacitive reactance,
capacitance, and standard disc size should be
considered only as artifacts of the calculations,
not as accurate values.

These investigations suggest that classic
transmission-line analogy theory faces serious
challenges if extended into the HF range,
where the diameter of an antenna element is
virtually always a quite significant percentage
of the antenna height and the departure of the
antenna shape from conical reduces the relia-
bility of what careful theorists have always
called an approximation, even at very low fre-
quencies. The difficulty of calibrating classic
calculations to method-of-moments models is
a double hurdle, as neither method to this
point provides a definitive baseline for the
other. At best, the modifications to basic equa
tions, gathered into the simple GW BASIC
program accompanying these notes, can pro-
vide a rough guide to modeling efforts for
capacity hat antennas in the 60 degree or
longer range. The program returns results that
are less than precise, but perhaps much better
than a blind guess.**

**A more accurate (and longer) version of the program included here is part of
the HAMCALC collection compiled by George Murphy, VE3ERP,
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Appendix B: Program

10 file “"CAPHAT.BAS” — Compensated calculation of capcity-hat Zo equation with aver-
aged results used to calculate hat spoke lengths

20COLOR 11,13

30 CLS:LOCATE 1,12:PRINT”Calculation of Capacitive Hats for Vertical Antennas”:LOCATE
2,28:PRINT”L.. B. Cebik, W4RNL”

40 PRINT:PRINT” The information requested yields approximations for spokes of open-frame
hats with 4, 6, and 8 sides tor common materials used by hams in the HF bands from”

50 PRINT” 3 to 30 MHz. Spoke lengths are within about 5% of NEC-2 Models.”:PRINT

60 °  Frequency selection

70 LOCATE 8,1:X$=STRING$(79,32):PRINT X$:LOCATE 8,1:INPUT” Enter the frequency of
interest in MHz “F

80 F.=3:FH=30:IF F<FL OR F>FH THEN 70 ELSE 90

90 LOCATE 8,1:X$=STRING$(79,32):PRINT X$:LOCATE 8,1:PRINT” Selected frequency in
MHz “F

100 ¢ Antenna element diameter selection

110 LOCATE 9,1:PRINT” Select the letter by the main element diameter (in inches) closest to
yours.”:PRINT” a. 0.50 b. 0.75 ¢. 1.00 d. 1.25 e. 1.50 f. 1.75 g.2.00"

120 A$=INKEY$:IF A$="a” THEN 130 ELSE IF A$=“b" THEN 140 ELSE IF A$="“c” THEN
150 ELSE IF A$=“d” THEN 160 ELSE [F A$="¢” THEN 170 ELSE IF A$="f" THEN
180 ELSE IF A$="g” THEN 190 ELSE 120

130 KL=.9688:KH=.953:D=.5:GOTO 200

140 KL=.9669:KH=.9483:D=.75:GOTO 200

150 KL=.9654:KH=.9445:D=1:GOTO 200

160 KL=.9641:KH=.9412:D=1.25:GOTO 200

170 KL=.963:KH=.9383:D=1.5:GOTO 200

180 KL=.962:KH=.9358:D=1.75:GOTO 200

190 KL=.9611:KH=.9335:D=2:GOTO 200

200 KV=(((F/3)-1)*.0333333)+.61:KQ=KH+((.4342945*LOG(FH/F))"KV)*(KL-KH):
LK=KQ*245.8928:MQ=1/KQ

210 LOCATE 9,1: X$=STRING$(79,32):PRINT X$:LOCATE 9,1:PRINT"” Selected main element
diameter in inches ;D

220 ©  Open-frame hat wire or tubing diameter selection: perimeter wire assumed to have
same diameter as spoke wire.

230 LOCATE 10,1:X$=STRING$(79,32):PRINT X$:LOCATE 10,1:PRINT” Select the letter by
the material you plan to use for the capacity hat.”:PRINT” a. #12=.0808 b.#10=.1019 c.
#8=.1285d. .25 e. .50 f. .75 g. 1.00”

240 A$=INKEYS$:IF A$="a” THEN 260 ELSE IF A$="“b” THEN 290 ELSE IF A$="c" THEN
320 ELSE IF A$=“d” THEN 350 ELSE IF A$="“¢” THEN 380 ELSE IF A$="f" THEN
410 ELSE IF A$="g” THEN 440 ELSE 240

250 ¢ Calibration constants derived from models

260 KCL=1.2397:HKCL=1.1042:0KCL=1.0359

270 KCLS=2.1124:HKCLS=1.7032:0KCLS=1.483:KLC=.9745:KHC=.9664

280 DCAP=.0808:GOTO 470

290 KCL=1.2272:HKCL=1.0913:0KCL=1.0234

300 KCLS=2.0761:HKCLS=1.6726:0KCLS=1.4542:KL.C=.974:KHC=.9652

310 DCAP=.1019:GOTO 470

320 KCL=1.2143:HKCL=1.078:0KCL=1.0106

330 KCLS=2.0385:HKCLS=1.6416:0KCLS=1.4312:KLC=.9732: KHC=.9639

340 DCAP=.1285:GOTO 470

350 KCL=1.1747:HKCL=1.0376:0KCL=.9723

360 KCLS=1.9122:HKCLS=1.5441:0KCLS=1.3508:KLC=.9713:KHC=.9593

370 DCAP=.25:GOTO 470

380 KCL=1.1276:HKCL=1.0037:0KCL=.9293




390 KCLS=1.7822:HKCLS=1.449:0KCLS=1.2625:KLC=.9688:KHC=.953

400 DCAP=.5:GOTO 470

410 KCL=1.096:HKCL=.9678:0KCL=.9028

420 KCLS=1.6889:HKCLS=1.3598:0KCLS=1.2007:KLC=.9669: KHC=.9483

430 DCAP=.75:GOTO 470

440 KCL=1.0707:HKCL=.9372:0KCL=.8831

450 KCLS=1.6244:HKCLS=1.3067:0KCLS=1.1576:K1.C=.9654: KHC=.9445

460 DCAP=1!:GOTO 470

470 LOCATE 10,1:PRINT X$

480 LOCATE 10,1:PRINT” Selected hat material diameter in inches “;DCAP

490 ¢ Antenna length selection between 60 and 85 electrical degrees

500 KV=(((F/3)-1)*.0333333)+.6 .LKR=KHC+((.4342945*L.LOG{FH/F)"KV )*(KLC-KHC)

510 KF=LK*12:KA=KF/90

520 HS=(KA*60)/F:HL=(KA*85)/F:HSF=HS/12:HLF=HL/12

530 LOCATE I L,1:PRINT X$:LOCATE 11,1:PRINT" For a frequency of’;F;”"MHz, a capacitive
hat vertical should be between “:PRINT” *;HSF;”feet long and”;HLF; feet long.”

540 INPUT” Enter the desired antenna length in feet “,HF:IF HF>HLF OR HF<HSF, THEN 550
ELSE 560

550 PRINT” Length must be between”; HSF; and”;HLF; *feet”:GOTO 540

560 LOCATE 11,1:PRINT X$:LOCATE 12,1:PRINT X$:LOCATE 11,1:PRINT" The desired
antenna length in feet  *“;HF

570 ©  Required hat capacitance calculation

580 HR=LK/F:H=HF*12

590 Z0=60*(LOG((4*(H*MQ))/D)-(1-((F/30)*.583)))

600 LA=(HF/HR)*90: LC=90-LA:LCR=(3.14159*LC)/180:X=Z0O/TAN(LCR)

610 C=10000001/((2*3.14159y*(F*X)):.CHD=1.1121*C

620 PRINT:PRINT” The antenna length in degreesis  “;LA

630 PRINT” The loading length in degrees is  “;LC

640 PRINT” The required capacitive reactance in Ohms is ;X

650 PRINT” The required capacitance in pF is *“C

660 PRINT” Solid disc radius in inches is “.CHD/2

670 PRINT * Spoke Length (inches)  Spoke only  Spoke & Perimeter”

680 ¢ Square spoke calculation and calibration

690 SPT=(KCL*C)

700 SPTS=(KCLS*C)*KR

710 PRINT” Square”:LOCATE 19,34:PRINT SPTS:LOCATE 19,58:PRINT SPT

720 ©  Hexagon spoke calculation and calibration

730 HSPT=(HKCL*C)

740 HSPTS=(HKCLS*C)*KR

750 PRINT” Hexagon”:LOCATE 20,34:PRINT HSPTS:LOCATE 20,58:PRINT HSPT

760 ©  Octagon spoke calculation and calibration

770 OSPT=(OKCL*C)

780 OSPTS=(OKCLS*C)*KR

790 PRINT” Octagon™:1.OCATE 21,34:PRINT OSPTS:LOCATE 21,58:PRINT OSPT

800 ¢ Closeout

810 PRINT:PRINT” <A>nother run or <Q>uit?”

820 A$=INKEYS$:IF A$="A" OR A$="a” THEN 30 ELSE IF A$="Q” OR A$="q” THEN END
ELSE 820
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PRODUCT INFORMATION

HP Signal Analyzer Enhanced for Low
Phase-Noise Floor

Hewlett-Packard’s enhanced HP 4352B
VCO/PLL (voltage control oscillator/phase-
lock loop) signal analyzer (10 MHz to 3,000
MHz) offers a lower phase-noise floor to
meet wireless VCO test requirements. The
analyzer features 157 dB¢/Hz at | MHz off-
set, typically. In addition, the HP-4352B with
Option 001 now provides -15 to +35 volts
control voltage drive. The HP 4352B
VCO/PLL signal analyzer systems tests all
types of voltage-controlled oscillators with
embedded phase-lock loops from 10 to 3000
MHz (26.5 GHz optional). The unit has been
customized to measure several important
parameters including VCO tuning characteris-

tics (frequency, sensitivity, RF power), phase
noise, signal spectrum, FM deviation, RF
transient (VCO tuning drift, PLL frequency
transition), and DC power consumption. It
also supplies DC power, ultra-low-noise,
VCO test-control voltage and digital-control
signals for the PLL.

Measurement speed has been optimized for
high throughput, covering 100 Hz to 10 MHz
frequency offset in 7.1 seconds/sweep in the
phase-noise measurement mode. A carrier-
tracking mode cancels carrier drift, speeding
up the normally tedious phase-noise character-
ization. The system is programmable with HP
IBASIC. Mail inquiries to: Hewlett Packard
Company, Test and Measurement
Organization, P.O. Box 50637, Palo Alto,
California 94303-951.




Jay Jeffery, WVSR

26150 Village Lane, Apt. 209
Beachwood, Ohio 44122

KIRCHHOFF'S LAVWWS

The classic cube problem

There’s a classic problem that illustrates
how a simple arrangement of resistors
can result in a complex puzzle that can’t
be solved using formulas for series and parallel
resistors. Learning to solve this kind of prob-
lem can prepare you to solve other circuit prob-
lems that present the same difficulty.

The famous (or infamous) problem consists
of a cube outlined by resistors; that 1s, each
edge is a 1-ohm resistor (see Figure 1). Three
resistors are connected at each corner of the
cube, and there are 12 resistors in all. The prob-
lem asks you to determine the resistance of the
cube from one corner (or vertex) to the opposite
corner. In Figure 1, the arrows heading into
and out of the cube indicate the current flow.

At this point, you may want to try to solve
the problem on your own, before you get to the
explanations. But, if you're like me, you may
need a little review first. Or it this is new terri-
tory for you, some clarification will probably
be helpful.

In Figure 2, the cube circuit is pretty much
diagrammed in two dimensions. Looking at the
figure, it’s easy to sce that simple formulas
won’t handle the problem. We need the more
fundamental and, in some ways, more ditficult
approach based on Kirchhotf’s Laws.

Kirchhoff’s laws or rules seem deceptively
simple and obvious: the trouble comes in the
application. One law states that the same
amount of current flows into a junction of con-
ductors as flows out. The other states that the
sum of the voltage drops across a closed path
of a circuit is equal to the voltage applied to
the circuit.

What does this mean? Figure 3 illustrates the
first law concerning current. If a current i flows
in from the left, then the total of the currents
coming out on the right must be i. Putting this
into an equation, we get, i = {, + i». Using such

\V4

v

Figure 1. The resistor cube.

N R4 o

T R7

Figure 2. Two-dimensional diagram of the cube.

an algebraic equation to describe an electrical
situation brings a handy mathematical tool into
the picture.

Figure 4 is an example of the voltage and
current rules. The voltage from A to B to Cis
the battery voltage and is equal to the voltage
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Y —.

Figure 3. Kirchhoff’s current rule.

from A to D to C. If the voltage from the bat-
tery is 3 volts, the total current flowing through
the circuit is { and the resistors are ry, 15, 3, and
ry, then we can choose #| as the current through
the upper branch and i, as the current through
the lower branch. This gives us the current
equation i = ij + Iy, just as in Figure 3. (Note
that r) = 1 ohm, ry = 2 ohms, r3 = 3 ohms, and
ry=4 ohms.)

Because E = IR (Ohm’s Law), the voltage
from A to B is i;r| and the voltage from B to C
is i|r,. Similarly, from A to D it is i5ry, and
from D to C it is ipr3. Using the voltage law, we
can write the following equations:

3=i,(1) +,(2)
3= ip(3) + ix(4)

Now we can determine the resistance from A
to C using the equation derived from Figure 4:

3=3i1 3=7i2
i=1 i2=‘—§_
7
1=ll+i2
1=l+(i)
7
i=10
7
E=1R
3=(9)r
7
7
R=3
(5

R=2l = 2.1 ohms
10

In the preceding example, we could have
used series and parallel formulas to obtain our
results. Instead, we illustrated the use of
Kirchhoff’s Laws, although use of these laws is
not appropriate for such a simple problem.

In the final example, you’ll note that the flow

R1 R2

A R4 R3 N\ '
C

il

Figure 4. Kirchhoff’s voltage and current rule.

of current must be assumed to follow certain
paths in the network. Whether the current actu-
ally follows the directions you choose isn’t
important, but it is important to make your
guess consistent with itself.

Little arrows in Figure 2 indicate the
assumed flow of current. In some problems the
flow isn’t obvious, but it’s necessary to make a
good, consistent guess. The important concept
mentioned above has to do with the direction of
this flow. If you’re following the current path
through a junction, one or more paths may
show current in opposition to the direction you
must go. If so, the term for that path is nega-
tive. If the current runs in the same direction,
the term is positive. Because the terms are vari-
ables, the actual sign indicating the direction of
the current flow will “come out in the wash”
when the equations are solved.

Here’s a specific example. In Figure 2, mov-
ing from point S through R to point O, the cur-
rent in R (i.e., Ig) splits and goes to the left and
right. The left branch through R, is in opposi-
tion to the assumed flow direction, so that term
is negative. The part that goes to the right
through R4 runs with the current and is posi-
tive. This equation for current is I =15 - 14 or
IG + 14 = [5.

Note that the current in each resistor has the
same subscript as the resistor with which it’s
associated. Thus, 1, is the current in Ry, and I5
is the current in Rs. At this point, you can try to
generate the voltage and current equations for
the classic cube problem itself, or simply try to
verify the equations that will be listed.

Assuming a logical pattern of current flow,
and assuming that each resistance is | ohm, E =
10 volts, and 1j is the current in Rj, using E =
IR. I obtained the following voltage equations:

110 =1 (1) + L,(1) + Is(1)
2. 10= I](l) + Ill(l) + 110(1)



Photo A. Author’s resistor cube.

3,10 = L(1) + 1g(1) + (1)
4.10=1,(1) + Ly(1) + Ig(1)
5.10=15(1) + 15+ I1o(1)
6. 10 =I5(1) + I5(1) + Ig(1)

The current equations are as follows:

7.1, (total current) = 1) + I, + I3
8. I, (total current) =I5+ 1j+ Ig
9. 1) =I;+1;;

10.I3=T15+ 14

1. L=lg+ ]
12.lg=l5-lyorlg+ 1415

3. 1g=Ig-lorlg+1;=1Ig

4.1 =Ljp-Tporly +115=1y

The next step is to put the equations in some
sort of order and then try to solve them by sub-
stitution and the elimination of variables.
Because we need total current [ to obtain total
resistance, that’s the variable we’ll aim for.
This can be done by adding up all the equa-
tions, except 7 and 8, and then substituting
from 7 through 14, where appropriate.

Ig)'{ln +I|2}' [1';+ Itj]‘(lﬁ‘l‘lﬂ

(‘10= 7{]| + |2+ lj]"‘?.“_q"’ Iu}"'lg]"'(ll +

60=3 (I} + L+ 13 +2(Is+ 1o+ 1Ig)
60 =31, + 21,
51, =60

o o .
I, =12 amps

Photo B. Measuring the resistance of the cube.

We can also put the equations in order using
zeros for the missing terms, add Equations 7
and 8 together to cut the number of equations to
13 (the number of unknowns). and enter the
coefficients into a computer or calculator pro-
gram that solves n equations in n unknowns.

Finally, because we can obtain [, we can use
Ohm’s Law to calculate the total resistance of
the network from M to P this way, as well as all
other I values.

E=IR
10=12R
R = 5/6 ohms

This method may or may not be clear to you
now. It helps to try other problems until you get
it right.

The experimental approach

Finally, it’s possible to simply build a cube
of resistors and make measurements with a
meter. Try to pick resistors close to the correct
value: don’t go by the color code alone. To try
this out, I used an ohmmeter to select twelve
100 kohm resistors. They weren't exactly right,
but they were close (mostly under 100 k). The
rounded result was 83 k (see Photos A and B).
As this is about 5/6 of 100 k, perhaps the math
is right! I'll leave it to you to check itout. W
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Edited by Peter Bertini, K1ZJH
Senior Technical Editor

A Reference Dipole for 2-Meters
Rick Littlefield, K1BQT

Just as user-friendly antenna software stim-
ulates greater interest in designing and building
experimental antennas, it is also responsible for
spinning off a number of new, low-cost prod-
ucts to help users evaluate their creations.

Here are some examples. Palomar Engineers
recently introduced the PFS-1 multiband field-
strength meter. This handy device offers con-
tinuous coverage from 1.8 to 150 MHz with a
30-dB metering range, and up to 60-dB mea-
surement range with a built-in attenuator.
Another new product, the MFJ-224 2-Meter
FM Analyzer, provides calibrated field-strength
readings from -100 to -40 dBm at 1-dB resolu-
tion via a built-in tunable NBFM receiver.
Also, the just-announced MFJ-232 precision
attenuator converts any HF to UHF receiver
with an S-meter into an accurate dB measure-
ment tool. Products such as these make design-
ing and testing new antennas easier than ever
before for experimenters on a limited budget.

While affordable test-range equipment is a
plus, seasoned antenna engineers are quick to
point out that there are many important set-up
skills to master—including how to correctly
position the test antenna and signal source.
And, you’ll need to know how to root out false
responses from multipath, cross polarization,
impedance mismatches, and radiating feedlines.
In the end, the only variable you want to mea-
sure is the performance of the antenna itself,
and that’s not always as simple as it sounds!
Certainly, gathering the right tools is an excel-
lent place to start. This tech note describes a
particularly useful item for making 2-meter
dBd comparisons: a “technically correct” 146-
MHz reference dipole.

The dBd as a Comparison
Measurement

The dBd measurement compares forward
gain exhibited by a test antenna to the perfor-
mance of an identically positioned 1/2-wave
reference dipole. Not all dBd measurements are
universally embraced by the technical commu-
nity. Some will argue that dBd assessments
made at HF are fairly meaningless because of
the impact local ground conductivity may have
on antenna performance.

At VHF and above, however, the dBd com-
parison becomes more widely accepted, mostly
because it becomes practical to elevate the sig-
nal source and test antenna several wavelengths

TECH NOTES

above ground, where the impact of soil conduc-
tivity on gain and TOA is less intrusive. Also,
“on-the-horizon” radiation is of primary inter-
est at VHF and above, and this is the parameter
simple range experiments measure best. The
dBd specification is often used as a figure of
merit in competitive advertising, and remains
an important—if occasionally abused—bench-
mark of antenna performance.

Any reference dipole used for making com-
parative dBd measurements must meet at Jeast
two fundamental criteria. First, it must present
a 50-ohm source at the feedpoint in order to
provide a fair and accurate voltage reading at
the far end of the test cable. Above two wave-
lengths AGL, the characteristic impedance of a
thin-wire dipole approaches 73 ohms, which
represents a significant mismatch into a 50-
ohm system. Any reference dipole must, there-
fore, be corrected for mismatch without intro-
ducing measurable loss into the system or sig-
nificantly altering element gain.

Probably the simplest strategy for lowering
element impedance is to increase effective ele-
ment diameter by shaping the radiator as a
batwing. This shaping not only lowers the feed-
point impedance in free space without introduc-
ing loss, but it also lowers element Q-increas-
ing the antenna’s usable bandwidth. An
EZNEC model of the aluminum-wire batwing
shape used for this antenna predicted a gain of
2.21 dBd at 146 MHz. This is within 0.1 dB of
the accepted 2.14-dBi definition for dBd.

In addition to providing a good match, the
reference antenna element must be totally iso-
lated from the exterior surface of its feedline.
This mandates the installation of a low-loss
balun or wound coaxial choke. If the element is
not isolated in this manner, pattern distortion
and feedline pickup will almost certainly intro-
duce significant response errors that invalidate
results. To further ensure accuracy, the dipole
element should also be electrically isolated
from its mount, and the upper support mast
should be made from a non-conductive material
such as fiber glass to prevent any opportunity
for pattern disruption.

Constructing a Reference Dipole

The element shape shown in Figure 1 details
a simple batwing 50-ohm element formed from
two pieces of RadioShack solid-aluminum
ground wire. When constructing the antenna,
clamp each leg in place onto a 3-inch by 4-inch
Plexiglas'™ center block with #8 hardware and
oversized washers. The dimensions shown
should resonate at approximately 146 MHz, and
present a source impedance of 50 chms when
mounted over two wavelengths above ground.



36"
Solid Aluminum Wire

#8 x 1" screws spaced 1"

Choke 1 1

(o]

Plexiglas J

Block 1/4" x 3" x 4"

'1/4" spaced 1-3/4"

Figure 1. Two-meter, 50-ohm reference antenna.

The antenna’s choke balun consists of 11 or
12 turns of RG-316 Teflon™ coax solenoid
wound on a 2-inch length of 1/2-inch I.D. plas-
tic water pipe. Secure windings in place with
#6 nylon screws tapped into the form. Install
solder lugs on short pigtails at one end of the
choke for connection to the antenna’s mounting
studs, and install a standard 50-ohm female
connector on the other end for feedline connec-
tion. (BNC or “N” connectors are recommend-
ed over SO-239 for VHF and UHF.) Finally,
drill two 1/4-inch holes spaced at 1-3/4 inches
at the bottom of the center block to permit mast
mounting with a standard TV mast clamp.

Tuning

Careful adjustment for resonant frequency
and feedpoint impedance is essential to ensure
accurate results on the range. While a lab-grade
network analyzer is ideal for this task, a less
sophisticated VHF analyzer, such as the Autek
RF-5 or MFJ-259, will also do the job. In addi-
tion to an analyzer, you'll need a 12- tol5-foot
insulated mast to elevate the antenna well above
ground. Be sure to pick a test location clear of
surrounding metallic objects or absorptive clut-
ter that might alter element performance.

Because simple handheld analyzers lack the
test-cable compensation circuitry found in more
costly lab models, I recommend tuning your
test cable to the frequency of interest (mid-band
or 146 MHz for 2 meters). This will prevent
unwanted impedance transformation in the line
for sources other than 50 ohms and force the
impedance-magnitude readings on your analyz-
er to jibe with what is actually happening at the
antenna feedpoint.

To accomplish this, the total electrical feed-
line length, including any coax in the choke
balun, must be an even multiple of 1/2 wave.
Begin by cutting a piece of low-loss cable (RG-
8/X or better) a couple feet longer than your
test pole. Install a connector on one end of the
coax and connect it to the choke balun. Now,
short the pigtail leads on the other end of the
choke balun firmly together and measure the
impedance at the far end of the test coax. If it
doesn’t register Z-minimum (and odds are very
good that it won’t), prune the cable until mini-
mum Z is obtained. By tuning the analyzer up
and down in frequency, you can locate the

point of minimum Z and then estimate how
much to trim off. When this is done, install a
connector on the analyzer end of the test cable.

This cable/choke balun combination may
now be used with any 2-meter experimental
antenna to ensure complete feedline isolation
and accurate impedance measurements over a
wide range of values.

Finally, if you have a precision 50-ohm load
available, connect it to your analyzer and note
the impedance value displayed on the screen or
meter. If the display reads slightly higher or
lower than 50 ohms, note the reading and adjust
your reference antenna for that value rather
than for the 50-ohm mark. This will correct for
calibration errors in the analyzer’s bridge or
metering circuit.

Once your test setup is ready to go, connect
the balun to the element and raise the antenna.
If you followed Figure 1 closely during con-
struction, the antenna’s resonant point—as
indicated by minimum VSWR—should fall
close to 146 MHz. If only a small adjustment is
needed, try expanding or compressing the bat
wing before resorting to cutting or lengthening
the aluminum wire. Changing the element
shape will affect both feedpoint impedance and
resonant frequency, so be sure to monitor both
parameters when making adjustments.

Again, the objective is to resonate the anten-
na at mid-band with a feedpoint impedance as
close to 50-ohms as possible. You should be
able to hit this within a couple-hundred kHz
and 2 to 3 ohms without major effort.

Conclusion

With care, it’s possible to make reasonably
accurate dBd comparisons at VHF using very
modest equipment. Needless to say, a good ref-
erence antenna is an important tool that will
help you achieve optimal results. However,
don’t be too quick to rewrite antenna theory or
announce a startling new breakthrough to the
world if your first-round data exceeds theoreti-
cal convention or NEC projections. Whenever
the data looks too good to be true, it probably
is! All field-strength measurements are subject
to innumerable sources of error, and nothing
beats caution, repetition, careful cross-check-
ing, and replication by other investigators to
ensure bullet-proof results. n
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Remove the dot

In Figure 9 of “The Lazy-H Vertical” by
Rudy Severns, N6LF (Spring 1997, page 31),
there is a connection dot where the lead from
the 140-pF capacitor crosses the 27-foot radial
on its way to the 70-foot vertical wire. That dot
should not be there.

Will the real Figure 15 stand up?

In Dick Weber, K5TU’s article “Optimal
Elevated Radial Vertical Antennas” (Spring

CORRECTIONS

1997, page 9), the wrong graphs were used for
Figure 15. Figure 14, which is correct, was
repeated as Figure 15. The correct Figure 15 is
shown below.

Corrected tables

The last two columns of Table 1 and the last
column of Table 2 in Jacques Audet,
VE2AXZ’s, article “Upgrading Boonton
Models 92/42 RF Voltmeters” (Spring 1997,
page 53) were a bit askew in their published
version. Here are the corrected versions:

1.00+ a.06 0.00 028 1.00 0.08 0.00 078
0804
5 0604
§ 040}
0204
0,00} T, N |_mmm | I8G —
W RAulevIAL DIRECT"IEON sw RA'I;!WAL DlRECTI'gEN S
A) Radial Currents at 1.8 MHz B) Radial Currents at 1.9 MHz

Figure 15. “Last Attempt” radio current measurements at two frequencies. (A) Radial currents at 1.8 MHz. (B)

Radial currents at 1.9 MHz.

RANGE
(mV)

1

3

10
30
100
300
1000
3000

ATTENUATOR FIXED SECOND TOTAL
GAIN GAIN AMP AMP GAIN GAIN
1 100 1000 100000
1 100 100 10000
1 100 10 1000

1 100 1 100
0.18716 100 1 18.72
0.04231 100 1 4.231
0.013325 100 1 1.333
0.004231 100 1 0.4231

NOMINAL MEASURED
INPUT V AT F.S. INPUT V AT F.G.
3.10E-05 3.80E-05
3.10E-04 3.76E-04

3.10E-03 3.68E-03
3.10E-02 3.19E-02

0.166 0.1844

0.733 0.748

2.326 2.610

7.327 8.660

Table 1. Boonton RF voltmeter gain distribution before modifications. Rightmost column data is for the author’s voltmeter.

RANGE
mVv

1

3

10
30
100
300
1000
3000

PREAMP PREAMP GAIN TOTAL FULL SCALE
GAIN OUTPUT VOLTS SECOND AMP GAIN INPUT VOLTS
100 0.0031 1000 100000 3.10E-05

100 0.031 100 10000 3.10E-04

100 0.31 10 1000 3.10E-03

100 3.1 1 100 3.10E-02

1 0.166 18.716 18.72 0.17

1 0.631 4.909 4.909 0.63

1 2.326 1.333 1.333 2.33

1 7.327 0.4231 0.4231 7.33

Table 2. Boonton RF voltmeter gain distribution after modification.
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Three minor corrections

In Richard Formato, K1POO’s, article
“Loading Profiles for Wideband Antennas”
(Summer 1997, page 27), a few small errors
crept into the text. On page 30, the reactance
term X' was missing from the first sentence of
the last paragraph of the first column.

In Equation 6, a parenthesis was ommitted.
The corrected equation appears below:

. V—l
f(z)=2v(h—|z,')"'2 {lﬁj 2k (h—lz‘)} (©)

Finally, there was an incorrect sign used in
Equation 7b. Here is the corrected equation:

. (1-v)
X’(z)=60v(h—|z|)"‘Z{W’+2k (;1_1’1’?')}(%)

Trouble with transmission line
transformers

Donald McClure, KB2Z, requested that we
make the following corrections to his article
“Transmission Line Transformers” (Summer
1997, page 45)

On page 45, the caption for Figure 1 should
read: A simple 1/3 voltage ratio Guanella trans-
former example of prior art.

On page 47:

In Equation 8 change VI to V.
Equation 10 should read: V,-1,KZ =0
Change Equation 11: 1,-V,KY =0

Finally, down below in the “where” state-
ments substitute capital I for the 1 in input cur-
rent and load current.

On page 48, KB2Z has sent the revised copy
of Figure 4 below.

On Table 1 on page 50-51, new information
has been added between the values of 1/13 and
4/13 as shown below.

Voltage Connections Minimum
Ratio K No. Lines
1713 13p* 13
2/13 28
> P 8
6P
313 4P
> P 7
38
413 4S

Under the heading “‘Selection sample 2" on
page 53, the 2/3 ratio should read:

5
1/P

On page 58, Reference 3 is for Part 1, not
Part 2, of McClure’s RF Design article
“Broadband Transmission Line Family
Matches a Wide Ranges of Impedances.”

3 7 B ) 70

Figure 4.
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L.B. Cebik, W4RNL

Summer 1997, page 93
Quarterly Computing: Introducing a New
Column Exploring Computer Applications
to Amateur Radio

Brad Thompson, AALIP

Fall 1994, page 95
Quarterly Computing: NTE’s WinBoard
and WinDraft

Peter Bertini, K1ZJH

Fuall 1996, page 76
Quarterly Computing: Software for
Homebrewing Plus an Updated CD-ROM

Brad Thompson, AALIP

Winter 1995, page 99
Quarterly Computing: Software Shortcuts

Brad Thompson, AAITIP

Spring 1996, page 84
Quarterly Computing: Software That’s
Good Enough to Use

Brad Thompson, AALIP

Winter 1996, page 82
Quarterly Computing: Take a Dip in the
Information River

Brad Thompson, AALIP

Spring 1995, page 99

QUARTERLY DEVICES

Quarterly Devices: Build Dummy Loads and
Resistive RF Networks with these Power-
Film Resistors

Rick Littlefield, KIBQT

Summer 1995, page 73

Technical Conversations: W6TC, Winter

1997, puge 5
Quarterly Devices: Low-Cost SMD
Prototype Construction

Rick Littlefield, KIBQT, and Peter Bertini,

K1ZJH

Spring 1996, page 49
Quarterly Devices: New Devices for Loops
and Linears

Rick Littlefield, KIBQT

Summer 1993, page 89
Quarterly Devices: New Receiver Chips
from Analog Devices

Rick Littlefield, K1BQT

Fall 1994, page 75

Quarterly Devices: PC Designer
Rick Littlefield, K1BQT
Fall 1996, page 18
Quarterly Devices: Pin Diodes
Rick Littlefield, KIBQT
Winter 1995, page 66
Quarterly Devices: Radios Without Knobs
Rick Littiefield, KIBQT
Spring 1993, page 65
Quarterly Devices: Solve RF Design
Problems with Elegant Simplicity Using
MMICs
Rick Littlefield, KIBQT
Fall 1992, page 87
Quarterly Devices: The Collins Mechanical
Filter—*“Back to the Future”
Rick Littlefield, KIBQT
Winter 1993, page 64
Quarterly Devices: The Den-On SC70007
Vacuum Desolder
Rick Littletield, KIBQT
Summer 1997, puge 96
Quarterly Devices: The Harris
Semiconductor HFA3600 Low-Noise
Amplifier/Mixer
Rick Littlefield, KIBQT
Spring 1994, page 94
Quarterly Devices: The Motorola
MC13175/6 UHF FM/AM Transmitter
Rick Littlefield, KIBQT
Fall 1993, page 67
Quarterly Devices: The MRF-255 RF Power
Field-Effect Transistor and Digi-Key’s
Panasonic Multilayer Ceramic Chip
Capacitor Kits
Rick Littlefield, K1BQT., and Peter Bertini,
K1ZJH
Winter 1996, page 64
Quarterly Devices: The NE577 Compandor
Rick Littlefield, K1BQT
Winter 1994, page 77
Technical Conversations: W6DJ, Spring
1995, puge §
Quarterly Devices: The Secrets of “High-
Tech Scrounging”
Rick Littlefield, KIBQT
Spring 1995, page 37
Quarterly Devices: The Wiltron Site Master
Rick Littlefield, KIBQT
Summer 1996, page 72

RECEIVERS

A Gyrator Tuned VLF Receiver
Arthur J. Stokes, Sr., N§BN
Spring 1994, page 24
G3SBI’s H-Mode Receiver
From Pat Hawker, G3VA’s, “Technical
Topics” in Radio Communications
Fall 1994, page 81
Technical Conversations: W7SX, Spring 1995
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Quarterly Devices: New Receiver Chips
from Analog Devices
Rick Littlefield, KIBQT
Fall 1994, page 75
Modern Receiver Design
Ulrich L. Rohde, KA2WEU
Winter 1997, page 22
Technical Conversations, KA2WEU, Spring
1997, page 108
Receiver Performance
Jon A. Dyer, B.A., G4OBU/VELJAD
Summer 1993, page 73
Correction: Winter 1994, page 76
Regenerative Receivers
Charles Kitchin, NITEV
Fall 1995, page 7
Technical Conversations: WIDWT, Spring
1996, page 104
Simple Very Low Frequency (VLF)
Receivers
Joseph J. Carr, K41PV
Winter 1994, page 69
Super Regeneration
Charles Kitchin, NITEV
Fall 1994, page 27
The Drake R-8 Receiver
Scott Prather, KB9Y
Fall 1992, page 92
The Solar Spectrum; A Portable VLF
Receiver and Loop Antenna System
Peter O. Taylor
Summer 1995, page 67
The Solar Spectrum: Update on the VLF
Receiver
Peter O. Taylor
Spring 1993, page 51
The Watkins Johnson HF-1000
Scott D, Prather, KB9Y
Spring 1995, page 16
Toward the Superlinear Receiver: Low-
Noise Oscillators
From Pat Hawker, G3VA’s, “Technical
Topics” in Radio Communications
Winter 1996, page 94

REVIEWS

Observing the Sun
Joseph L. Lynch, N6CL
Fall 1992, page 84
Quarterly Review: NEC-WIN BASIC for
Windows
L.B. Cebik, W4RNL
Winter 1996, page 55
Quarterly Review: Quantics WOGR DSP 3—
Affordable Technology fights QRM!
Peter Bertini, KIZJH
Summer 1995, page 85
Radio Frequency Transistors: Principles
and Practical Applications
Rick Littlefield, KI1BQT
Spring 1993, page 37

Single Sideband Systems and Circuits
Peter J. Bertini, K1ZJH
Spring 1996, 84
The Drake R-8 Receiver
Scott Prather, KIBY
Fall 1992, page 92
The New Shortwave Propagation Handbook
Nancy Barry
Summer 1995, page 79
The Watkins-Johnson HF-1600
Scott Prather, K9BY
Summer 1995, page 16

SETI

SETI Made Simple
H. Paul Shuch, N6TX
Spring 1996, page 89
Technical Conversations
W7V, Fall 1996, page 4; N6TX, Winter
1997, page 4

SURFACE MOUNT TECHNOLOGY

Quarterly Devices: Low-Cost SMD
Prototype Construction

Rick Littlefield, KIBQT, and Peter Bertini,

KI1ZJH

Spring 1996, page 49
Quarterly Devices: The MRF-255 RF Fower
Field-Effect Transistor and Digi-Key’s
Panasonic Multilayer Ceramic Chip
Capacitor Kits

Rick Littlefield. KIBQT, and Peter Bertini,

K1ZJH

Winter 1996, page 64

TECH NOTES

A 230-Volt Generator from Scrap
Ron Mathers, ZL2AX
Spring 1994, page 6
A Featherweight 6-Meter Beam
Rick Littlefield, KIBQT
Summer 1995, page 5
A Note on the Radiation Resistance of Loop
Antennas with Short Circumferences
Peter Bertram, DJ2ZS
Summer 1997, page 99
A Practical Reversible Beverage
Tom Rauch, WgJI
Spring 1997 page 102
A Single Coil Z-Match Antenna Coupler
T.J. Seed, ZL3QQ
Winter 1994
Technical Conversations: K6UPZ, Spring
1995, page 6
Adjustable 50-Ohm Attenuators Make Level
Matching Easy Between RF Stages
Chris Fagas, WB2VVV
Winter 1997, page 97



An Accessible Inductance Standard
F.P. Hughes, VE3DQB
Fall 1992, page 100
An “Ultralight” Center-Fed Vertical
Antenna for 20 Meters
Rick Littlefield, KI1BQT
Winter 1994, page 89
Another Look at Logic Gates
Peter Bertini, K1ZJH
Fall 1992, page 102
Beware of Dissimilar Metals
Richard Cortis, VK2XRC
Spring 1994, page 7
Build a Short-Stack for 2-Meter SSB
Rick Littlefield, K1BQT
Spring 1996, page 96
Build a 20-Meter DX-Pole Antenna
Rick Littlefield, K1BQT
Spring 1997, page 98
Build Your Own Direct Reading
Capacitance Meter
Trevor King, ZL2AKW
Summer 1993, page 103
Coaxial Cable Traps—In Search of the
Perfect Antenna
Paul Duff, VK2GUT
Winter 1995, page 83
Communications in the Red Zone
Adrian Knott, GGKSN
Spring 1995, page 95
Decoupling Capacitors—Why Use Two
When One Will Do?
From Pat Hawker, G3VA’s, “Technical
Topics” in Radio Communications
Fall 1993, page 93
Design and Construction of Wire Yagi
Antennas
Floyd A. Koontz, WA2WVL
Winter 1994, page 96
Determining True North Accurately
Without Instruments
D.R.W. Hutchinson
Winter 1995, page 87
G3SBI’s H-Mode Receiver Design
From Pat Hawker. G3VA’s, “Technical
Topics” in Radio Communications
Fall 1994, page 81
Technical Conversations: W7SX, Spring
1995, page 6
Get On the Air With a “Cheap” Collins Rig
Jay Craswell, WB@VNE/AAV5TH
Summer 1995, page 100
Low-Noise AGC-Controlled IF Amplifier
From Pat Hawker, G3VA’s, “Technical
Topics” in Radio Communications
Winter 1996, page 93
Measurement of Velocity Factor on Coaxial
Cables and Other Lines
Chet Smith, K1CCL, George Downs,
WICT, and George Wilson, W1OLP
Spring 1993, page 83
Correction: Summer 1993, page 106

Measurements on Balanced Lines Using the
Noise Bridge and SWR Meter
Lloyd Butler, VK5BR
Winter 1993, page 97
Miniaturized Antennas
Mike Traffie, NIHXA
Spring 1996, page 99
Pliers-Type RF Current Probe
From Pat Hawker, G3VA’s, “Technical
Topics” in Radio Communications
Fall 1993, page 91
Practical Estimation of Electrically Small
Antenna Resistance
Bob Vernall, ZL2CA
Spring 1993, page 81
Correction: Summer 1993, page 106
Simple APT Weather Satellites Interface
Robin Ramsey, ZL3TCM
Fall 1993, page 87
Stable L.C Oscillator
From Pat Hawker, G3VA’s, “Technical
Topics” in Radio Communications
Winter 1996, page 98
The 2-Meter Discpole Antenna
Rick Littlefield, KIBQT
Summer 1996, page 77
The 2-Meter PVC-EDZ Antenna
Rick Littlefield, KIBQT
Summer 1997, page 105
The ZL Packet Radio Modem
Ron Badman, ZL1AI, and Tom Powell,
ZLITJA
Spring 1993, page 99
Toward the Superlinear Receiver: Low-
Noise Oscillators
From Pat Hawker, G3VA’s, “Technical
Topics” in Radio Communications
Winter 1996, page 95
Triband Dipole
Gil Sones, VK3AUI
Winter 1995, page 83
Variable High-Power Biasing
Marv Gonsior, WO6FR
Summer 1996, page 82
VHF/UHF Combiner for Mobile Use
lan Keenan, VK3AYK
Winter 1995, page 86
Yagi Gain versus Boom Length
David M. Barton, AF6S
Winter 1994, page 95

TECHNICAL CONVERSATIONS

A Bridge a la Francaise
FOHX, Spring 1997, page 4
A Bridge Not Too Far
G4LU, Summer 1997, page 8
A Few Corrections
W8I, Winter 1997, page 5
A Late Catch
KA2WEU, Spring 1997, page 108
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A New Method for Measuring Cable Loss
W2GGE, Fall 1994, page 6; G4LU, Fall
1994, page 6; and Spring 1995, page 6

A Reader Takes Note
NIIR, Summer 1996, page 5

A Simple and Accurate Admittance

Noise Bridge
K2BT, Winter 1993, page 92

A Single Coil Z-Match Antenna Coupler
K6UPZ, Spring 1995, puge 6

A Wake-up Call
NOLF, Summer 1997, page 6

Author Shares Fan Mail
KAIWA, Summer 1996, page 5

Build Your Own Direct Reading

Capacitance Mcter
W2EUF, Spring 1994, puge 73

Building the Perfect Noise Bridge
WDSKBW, Summer 1993, page 70

Computer Glitch Shaves 30 Years Off Life

of Sunspot Cycle 22
WAMB, Summer 1996, page 5

Correspondence from Cornell, WB3JZO
N2WLG, Full 1996, page 6; WB3JZO, Fall
1996, page 6

Cosmic Cousins
N6TX, Winter 1997, page 4

Dear Coke,

AF6S, Winter 1995, page 51

Designing the Long-wire Antenna System
VE3DBQ, Winter 1995, page 51

Doesn’t Anyone Use Smith Charts

Anymore?

W7V, Winter 1996, page 4

Editorials: Great-BWQ’s: Not So Much!
AAILIP, Summer 1996, page 6

G3SBI’s H-Mode Receiver Design
W7TSX, Spring 1995, page 8

Help Me!

WB2TBQ, Winter 1995, page 54

How to Design Shunt-Feed Systems for

Grounded Vertical Radiators
VE2CV, Spring 1994, page 74

How Short Can You Make a Loaded

Antenna
W7XC, Winter 1993, page 93

Improving Receiver Performance in Modern

Transceivers
N7RT, Fall 1992, page 80

Improving Receiver Performance in Modern

Transceivers
WB3JZO. Full 1992, page 82

Junk Science and Antennas
W@NU, Summer 1997, page 7

Measurement of Velocity Factor on Coaxial

Cables and Other Lines
AF6S, Spring 1994, page 79, WADHA, Fall
1994, page 108

Not Excited About SETI
WT7IV, Fall 1996, page 4

Notes from WOIYH
WOIYH, Spring 1997, page 108

On Surface Mount Construction
ABIZ, Fall 1996, page 6
Polarity Dots
W2EMLI, Fall 1993, page 6. KH6GI, Winter
1994, page 104
Physical Interactions Plus Correlation of
Sunspot Data from 1701 to 1994
WA4MB, Winter 1996, page 5
Quarterly Devices: Low Power Audio
Amplifiers
G3RIV, Fall 1992, page 82
Quarterly Devices: The NE577 Compander
W6DJ, Spring 1995, pages 7 and 8
Questions About the Ultimate Noise Bridge
WANLG, Winter 1997, page 4
Reader Requests Assistance
Dehoney, Spring 1997, page 8
Reader Says Article Fell Short
WRIIL, Full 1996, page 4
Reader Takes Exception
ABGBO, Winter 1997, page 5
Regenerative Receivers
WIIY, Winter 1996, page 6; WV, Winter
1996, page 6; WIDWT, Spring 1996,
page 104
Small Loop Antennas: Part 1
KORLT, Summer 1993, page 70
Small Loop Antennas: Part 2
N UL, Winter 1994, page 6
Surplus Test Equipment: Boom or Bust?
VE2AZX. Spring 1996, page 104
Thank You Mr. Morgan!
Douglas, Winter 1996, page 6; KIZJH,
Winter 1996, page 6; VE3SIR, Spring 1996,
page 104
The Hairpin Match: A Review
WA4RNL., Winter 1995, page 51
The K1CCL Propagation Velocity Method
AF6S, Spring 1994, page 79, AF6S, Fall
1994, puge 108
The Monster Antennas-A Huge Hit
K8CFU, Wiater 1997, page 6. Brittain,
Winter 1997, page 6, KS5IU, Winter 1997,
page 6: KM6P), Winter 1997, page 6:
WTIV. Winter 1997, page 6
The Solar Spectrum: Update on the
VLF Receiver
KI1ZIH, Summer 1993, page 71
Three Small Errors
Cashion, Spring 1997, page 4
Thumbs Up for Caddock Electronic’s Kool-
Tab MP850 Resistors
WO6TC, Winter 1997, page 5
Transmitting Short Loop Antennas for the
HF Bands: Part 1
WA4RNL, Winter 1994, page 7
Triode/Tetrode Efficiency Comparison
WA40OIW/6, Winter 1997, puge 4
Unsatisfied Customer
W6NBI, Winter 1996, page 6
Using Transformers in Noise Bridges
K4MT, Fall 1993, page 6



W40IW/6 Replies
W4OIW/6, Winter 1997, page 6
WSOLY’s Letter to KSIU
WS5OLY, Summer 1997, page 7

TEST EQUIPMENT

A Remote Reading RF Ammeter
John Osborne, G3GHMO
Winter 1993, page 69
A Tracking Generator for 0 to 2 GHz
Wayne Ryder, W6URH
Summer 1996, page 7
An IF and 80-dB Log Amp for Spectrum
Analyzers
Peter J. Bertini, K1ZJH
Fall 1996, page 21
Build A 5 to 850-MHz Spectrum Analyzer
Fred Brown, W6HPH
Winter 1997, page 91
Build Your Own Direct Reading
Capacitance Meter
Trevor King, ZL2AKW
Summer 1993, page 103
Building the Perfect Noise Bridge
A.E. Popodi, AA3K/OE2APM
Spring 1993, page 55
Instruments for Antenna Development and
Maintenance
Part 1: Voltage and Current Measurements
R.P. Haviland, W4MB
Spring 1995, page 77
Instruments for Antenna Development and
Maintenance
Part 2: Signal Generators
R.P. Haviland, W4MB
Summer 1995, page 95
Instruments for Antenna Development
and Maintenance
Part 3: SWR and Other Precision
Measurements
R.P. Haviland, W4MB
Fall 1995, page 79
Instruments for Antenna Development
and Maintenance
Part 4: Field Strength Meters, Grid Dip
Oscillators, and Some Mechanical Devices
R.P. Haviland, W4MB
Winter 1996, page 73
The LC Tester
Bill Carver, K6GLG
Winter 1993, page 19
Letters: WAINIL, Spring 1993, page 106,
and WAINIL, Winter 1994, page 106
The Ultimate Noise Bridge
A.E. Popodi, AA3K/OEZAPM
Summer 1996, page 25
Technical Conversations: WILNG, Winter
1997, page 4
Upgrading the Boonton Models 92/42 RF
Voltmeters
Jaques Audet, VE2AZX
Spring 1997, page 53

TEST PROCEDURES AND
MEASUREMENT TECHNIQUES

A New Method for Measuring Cable Loss
A.E. Popodi, AA3K/OE2APM
Spring 1994, page 98
Technical Conversations: W2GGE, Fall
1994, page 6, GALU, Fall 1994, page 6, and
Spring 1995, page 6
An Accessible Inductance Standard
F.P. Hughes, VE3DQB
Fall 1992, page 100
Boundary Scan Technology
Bryan P. Beregeron, NUIN
Fall 1996, page 9
Measure Your Coax Cable Loss
Phil Salas, AD5X
Summer 1997, page 68
Measurement of Velocity Factor on Coaxial
Cables and Other Lines
Chet Smith, KI1CCL, George Downs,
WICT, and George Wilson, WIOLP, Spring
1993, page 83
Correction: Summer 1993, page 106
Measurements on Balanced Lines Using the
Noise Bridge and SWR Meter
Lloyd Butler, VK5BR
Winter 1993, page 97
Orbital Analysis by Sleight of Hand
Dr. H. Paul Shuch, N6TX
Summer 1995, page 35

THE FINAL TRANSMISSION

A New Place for an Old Art

Anne Prather, KA9EHV

Spring 1993, page 105
Bringing Amateur Radio into the
Computer Age

Howie Cahn, WB2CPU

Winter 1993, page 94
FCC to Institute Rule Changes for
Tower Owners

Joe Fedele

Spring 1995, page 101

THE SOLAR SPECTRUM

The Solar Spectrum: A Portable VLF
Receiver and Loop Antenna System
Peter O.Taylor
Spring 1995, page 67
The Solar Spectrum: An Update
Peter O. Taylor
Winter 1995, page 102
The Solar Spectrum: Another Index of
Solar Activity
Peter O.Taylor
Spring 1994, page 44
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The Solar Spectrum: Gamma Rays and
Solar Flares
Peter O. Taylor
Fall 1992, page 54
The Solar Spectrum: New Organization
Helps Amateurs Obtain Eclipse Data
Peter O. Taylor
Fall 1994, page 53
The Solar Spectrum: Sunspot Distribution
Peter O. Taylor
Winter 1993, page 80
The Solar Spectrum: The Hayden System
for Recording lonospheric Anomalies;
Predictions for Sunspot Cycle 22
Peter O. Taylor
Winter 1994, page 83
The Solar Spectrum: The Realm of the Sun
Peter O. Taylor
Fall 1993, page 84
The Solar Spectrum: Ulysses Verifies the
Shape of the Interplanetary Magentic Field
Peter O. Taylor
Winter 1996, page 20
The Solar Spectrum: Understanding the
Total Solar Irradiance
Peter O. Taylor
Summer 1993, page 49
The Solar Spectrum: Update on the VLF
Receiver
Peter O. Taylor
Spring 1993, page 51

TRANSCEIVERS

A Low-Power 20-Meter Transceiver
Clint Bowman, W9GLW
Winter 1995, page 69

An FT-990/1000 Interface Circuit
Phil Salas, AD5X
Swummer 1996, page 14

Improving the Drake TR-7
Scott Prather, K9BY
Summer 1992, page 19

TRANSMITTERS

A Logarithmic Audio Speech Processor
William E. Sabin, WOIYH
Winter 1997, page 9
Technical Conversations: WOI'YH, Spring
1997, page 108

A 1.8 to 30-MHz 100-Watt SSB Transmitter
Wayne Ryder, W6URH
Fall 1994, page 57

VHF/UHF

VHE/UHF Combiner for Mobile Use
lan Keenan, VK3SYK
Winter 1995, page 86

VIRTUAL EQUIPMENT

Connecting Computers to Radios:
A PC Interface for the Ramsey 2-Meter
Transceiver
Howie Cahn, WB2CPU
Fall 1993, page 13
Connecting Computers to Radios:
Adding DDS Frequency Control
Howie Cahn, WB2CPU
Winter 1995, page 9
Quarterly Devices: Radios Without Knobs
Rick Littlefield, K1BQT
Spring 1993, page 65

VLF OPERATION

Simple Very Low Frequency (VLF)
Receivers

Joseph J. Carr, K4IPV

Winter 1994, page 69
The Solar Spectrum: A Portable VLF
Receiver and Loop Antenna System

Peter O. Taylor

Spring 1995, page 67
The Solar Spectrum: Update on the
VLF Receiver

Peter O. Taylor

Spring 1993, page 51

PRODUCT INFORMATION

WinCam.Live, a New Webcam System

StarDot Technologies, a California-based digi-
tal camera company, offers WinCam.Live— the
first expandable and customized digital camera
system designed specifically for webcam use.
Webcams, or Internet cameras, snap live images
which can then be viewed with any web browser.
The update rate of these live cameras varies from
once every few seconds to once a day.

WinCam.Live uses the flexible RS-232 proto-
col for multiple camera connections and remote
camera placement, including dial-up and wire-
less connections. StarDot also offers inter-
changeable lenses and an outdoor enclosure for
use with WinCam.Live cameras.

For information and to see WinCam.Live
in action, visit the StarDot Technologies web-
site at: <http://www.wincam.com>, or call
(714) 528-9719.




Technical Conversations (from page 5)

Solar Flux vs. Signal

Strength
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Figure 1. Solar flux versus signal strength. Paths W4 - JA, VK, UAY,

three minor corrections that I want to point out,

(See our “Corrections” page—kEd.)

[ also want to mention that I'm making avail-
able, to anyone who is interested, free PC soft-
ware for computing loading profiles. Any reader

who would like a copy should send me a blank

3.5" diskette and a stamped, self-addressed

return mailer.

Richard A. Formato, KIPOO
Boylston, Massachusetts

Wizard

Communications Analysis Prediction

Skywave Analysis with a
Difference...

User selectable “Smari Reports™
{ynamically linked “Smart Map™
FExtensive full-featured-location hrowser
Waorld's fastest lonCAP+ engine
Reguires win 3.1/95 & 486DX/better
$34.95, outsude USA please +57

Wizard” 2

Best Band & Dynamic Band Graphs
User selectable “Smart Reports”
Iynamically linked “Smart Map”
FExtensive full-featured-location brotwser
Use Flux ar SSN wnth optional K-Index
Create multi-configs, including User,
System, Frequencies, SSN, Antennas
All Wezard features and much more
Reguires win 3.1/95 & 486/better
$54.95, outside U/SA please +57

A k& k* Ak %k
CAPMan - Still only $89.00

Take the innovative no-hassle approach!

Kangaroo Tabor Software

Rt 2 Box 106, Farwell, TX 79325-9430
fax: 806-225-4006 e-mail: kuss@wtrt.net
http://www.wtrt.net/ ~ ku5s

150 MASITERCARD CHECK  MON)

Y¥Y¥Yy¥¥

v
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Yy

Y

Yy 310 Garfield St Suite 4
2 PO Box 2748
Electronics €ugene, Oregon 97402
http://www.motron.com

(ontrol your home B

from your radio!
0N16

$99.00
The Auio-Kall® AK-16 DTMF Controller
Board features 16 relay driver outputs
and DTMF to X-10 house control
capabilityl  Control the relay driver
outputs, X-10 modules, or both with
your radio keypad! X-10 operation
requires the FL-513 Fower Line
Interface ($20). The AK-16 mates
readily with our RB-8/1 ($92) or RB-
16/1 ($149) relay boards. The 0-12 digit
security code is user programable using
your DTMF keypad. Additional features
include reprogramable CW D and
several modes of operation, including
two with CW response. Printed circuit
board, aiétér_’-r‘rl[;lr‘-d and tested.
Visa, MastirCard, Amirican Expriss, Discovir

COD ($9) ox Cash or Moniey Ordig basis oxly
S/H: $8 USA; ST Canada;,  $16 Foreigy

Price and Specifications are subject to change without notice

Se Habla Espanol. Pida por Don Moser
Info: (541) 687-2118 Fax: (541) 687-2492

Orders: (800) 338-9058

MININEC for Windows

by J. Rockway and J. Logan

Antenna design/modeling software.
Design Long Wires, Yagi's & Quads!
+ MININEC for Windows - Design Long

Wires, Yagi's & Quads.
Features Include:
« MININEC for Windows is New!
= This is not just another DOS version.
» On-line Context Sensitive Help.
= Real time diagnostics.
= Up to 800 unknowns.
= Visualize geometry & results in 3-D.
« A fully Windows application.
For more information, visit our WEB site.
Special limited time offer for Hams:
« Ham Radio price $99.95
(Regularly $125)
- Offer extended through Jan. '98
» Mention this ad and include your call
sign with your order to obtain the
discount.

ORDER TODAY from:

EM Scientific, wc.
2533 N. Carson Street, Suite 2107
Carson City, NV 89706
TEL: (702) 888-9449

FAX: (702) 883-2384
TELEX: 170081

E-MAIL: 76111.3171@compuserve.com
WEB SITE: http://www.emsci.com
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Give the gift of great reading for the Holidays...
or ask Santa for your very own gift of your
favorite magazine!

Subscribe for yourself or a friend and save lots
of money and add one free issue with any full
year subscription order as our

FREE Holiday Gift!
[ 1 :
B 52 e

If you enjoy Amateur Radio you'll
love CQ! Fun to read, CQ is written
for the active Ham.

1 year (}€ 13 issues) $27.95

6 issues Only $13.95

)C0{Za

It's the only publication covering the
full spectrum of VHF/UHF Activities.
The perfect gift for new hams and
old hams alike:

1 year ()4 13 issues) $24.95

6 issues Only $12.49

POPULAR
COMMUNICATIONS

The world's most authoritative
monthly for shortwave listeners and
scanner monitors. Read by more
active listeners than all other
listening publications combined

1 year ()€ 13 issues) $25.95

6 issues Only $12.95
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ES&T $26.95 (13 Issues)
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Total Amount for this address $
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GRAND TOTAL FOR THIS ORDER FORM §
Method of payment: [ | Check [ | Money Order

Credit Card # _

worldwide. Required reading if you're

All subscriptions include a gift card sent in your name guaranteed to
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FAX:516-681-2926

[1%$15.00 (5 Issues

] $13 40 (6 Issues

[] VISA [ ] Mastercard

Poaple » Aaslysts o Teed

In-depth coverage of contesting

interested or involved in contesting
1 year (P4 11 issues) $30.00
5 issues Only $15.00

OMMUNICATIONS
UARTERLY

The leading journal of communication
technology in Amateur Radio. A must
for the person who takes pride in
being on the leading edge of
technology

1 year )4 5 issues) $33.00

3 issues Only $19.95

The magazine for consumer
electronic servicing professionals.
There's nothing like it!

1 year ()¢ 13 issues) $26.95

6 issues Only $13.49
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ricing h e

Ollice prc H:Iucl's

Send Gilt Subscription To

Name Call Sign

Address

City State Zip

Country

*US Magazine Gift Pricing 13 Issues

CQ AMATEUR RADIO ] $27.95 []1$13.95

CQ VHF $24.95 %12 49
POPULAR COMMUNICATIONS $25.95 [1%12.95

COQ CONTEST $30.00 (11 Issues) [C1$15.00 ues

COMMUNICATIONS QUARTERLY [] $33.00 (5 Issues)
ES&T $26.95 (13 Issues)
* Canada/Mexico and Foreign orders call lor pncing!
Total Amount for this address §

[1%$19.95 (3 Issues
[1%13.49 (6 Issues)

=

| Discover [ | American Express

Exp.Date

CQ Communications, Inc. 76 North Broadway, Hicksville, NY 11801, Phone:516-681-2922/Fax: 516-681-2926



DEDICATED TO THE SCANNING,AND,SHORTWAVE ENTHUSIAST.

we'RE MORETRANTUST SOFTWARE!
HOKA CODE-3-usA version

“The Standard Against Which All Future Decoders Will Be Compared"
Many radio amateurs and SWLs are puzzled! Just what are all those strange signals
you can hear but not identify on the Short Wave Bands? A few of them such as CW,

- Wad
T —

RTTY, Packet and Amtor you'll know - but what about the many other signals? s ——
There are some well known CW/RTTY Decoders but then thera is CODE-3. It's up o you TR Ty

lo make the choice, but it will be easy once you see CODE-3. CODE-3 has an exclusive
auto-classification module that tells YOU what you're listening 1o AND automatically sets you
up fo start decoding. No other decoder can do this on ALL the modes listed below - and most
more expensive decoders have no means of identitying ANY received signals! Why spend | —

L LR st &

more money for other decoders with FEWER features? CODE-3 works on any IBM-com- = SETUCEL e
patible computer with MS-DOS with at least 640kb of RAM, and a CGA monitor. CODE-3 )
includes soltware, a complete audio to digital FSK converter with buill-in 115V ac power sup- L1 ssser me s ioms s 1o
ply, and a RS-232 cable, ready 10 use Simuisted Speed Moasuremant Module

CODE-3 is the most sophisticated decoder available for ANY amount of money

26 Modes included in STANDARD package include: EXTRA OPTIONS
*Morse * *ASCIl * TDM342/ARC-M2/4 REG.
* RTTY/BaudolUMurray * * ARQ6-90/98 * FEC-A FEC100A/FEC101 PRICE
* Sitor CCIR 625/476-4 *SI-ARQ/ARQ-S *FEC-S » FEC1000 Simplex Piccolo $85.00

ARQ - Naviex * SWED-ARQ-ARQ-SWE *Sponts info 300 baud ASCII Coquelst $85.00
* AX25 Packel * * ARQ-E/ARQ1000 Duplex * Hellscreiber-Synch/Asynch 4 special ARQ &
« Facsimile all RPM (up to 16+ ARQ-N-ARCQ1000 Duplex * Sitor « RAW (Normal Sitor FEC systems

gray shades at 1024 x 768 Variant but without Synch, TORG-10/11

pixels * +ARQ-E3-CCIRS19 Vanant « AROG-70 ROU-FEC/ RUM-FEC
*» Autospec - Mk's | and I « POL-ARQ 100 Baud + Baudat FTBBN HC-ARQ (ICRC) and
= DUP-ARQ Artrac Duplex ARQ * Pactor # HNG-FEC $115.00
* Twinplex » TOM242/ARO-M2/4-242 *WEFAX » SYNOP decoder $85.00

* All modes in typical baud rates with possibility of changing fo any desired value of speed and shift
* User can save incoming data 1o disk in either ASCIl or raw bit form

PROFESSIONAL CODE-3 DECODER [R.IKe ¥ \7V/W.1:IN3
$595.00 + saH HOKA CODE-30

DSP-based
Includes: ALL Modes, Plus Oscllloscoper, Commercial-Grade
ASCII Storage, Auto Classify+, and Decoder
PACTOR# Options CALL FOR PRICE

CODE 3 - GOLD VHF/SW DECODER
$425.00 v s&H

. = wi EXTR
with ALL EXTRA OPTIONS $795.00 + S&H E ‘ MODES ogghfsksz;szu + S&H the most ma[:;'drqag figures.
. . 5
G INTERNET WEB ADDRESS - http:/www.scancal.com WEB E-MAIL - scancat@scancatcom ) 448 page —
FREE DEMOS ON THE WEB (S & H$10 US, §15 Foreign)

“N@BLE Publishing
2245 Dillard Street

COMPUTER AIDED TECHNOLOGIES P.0. Box 18285 Shreveport, LA 71138

O director Phone: (318) 687-4444 FAX: (318) 686-0449 Bag_rg-ag‘ﬂg“ s Tucker, GA 30084
L“"‘,’:;'J’;:f,],""' Live Tech Support (318) 687-2555 (9 a.m. - 1 p.m. Central M-F) 888-722-6228 Tel: (770) 908-2320 Fax: (770) 939-0157

www.noblepub.com

PATENTS!

PATENT AND TRADEMARK APPLICATIONS
PATENT SEARCHES - LITIGATION
LEGAL ADVICE ON INVENTIONS AND IDEAS

FIELD-E! $89
= - - TRANSISTORS plus $5.00
us .
TEPHEN D. CARVER (K5P % shipping
gun‘s 800 p_f_ Cc.C. (RSP ) WWW.ARKPATENT.COM VISA, MC, AX
2024 ARKANSAS VALLEY DR. FAX. (501) 224-8831 5
LITTLE ROCK, AR. 72212-4139
Amplifiers. ATU Down Converters ¢ -
- . ¥
& Harnd fopFind . Panis: tal device and
[ =2 | Loaded with '”"dam:“i gssential 101

~ 5
design data, tis nﬁmc designers Of

iners Amplifiers ) X >
ro gt | 2YL TS crcul 0680 g work invONes
f ribed In ihe wted) { i

uﬂ:m;ﬂnnw and |yt or Wired and Tested (Kt or Wired anq Tagqaq) oy eﬂﬁgﬁe Author pengelly COYE \us
Engineering BURIOE  wn| 30 - Modal S5, ieodel ATV-3 (420.450) . Fq gﬁcaﬁon and operation. P
AN77IH (20W) ,\,\__,.:,. ( | $79 95/8108 y Fn'l A (Ga AS - FET) g4q 95/$69.95 d&\llc_e al fiars, mixers,

ANTL. OW) "!‘:_,‘-_-I_.\ S| 7sw Mv_ds‘:"ggg For older arlnf)?{iﬁtm”‘_ r"(‘_‘:"’:{ ATV-4 (802.92, circuits for am%ﬂ;s and other key 470
.Il?l':\:h: :ﬁ:‘uwu EB104 "::"R’ $110.05 (Wired and Testac)g 14g 95 S - FET) $59.95379 45 oscillators, switt 03 pages and

x ARMT (I )

AR5 (300W)

A W o
lications. ith informationt
For defaifed information and prices. app packad with in

@boiriona ITEms
call or write for our FREE catalog! Heat Sink Matgrias ”"'Q
del 95 Heat Sink (6 5

CHs-8 ¢, |'{.,;‘!_2-'_‘*-"$2 = :
197) £k Séiio Lo Pen e s ) N®BLE Publishing
937) 42 Specty Tout sy 1295 2245 Dillard Street
FAX - - sl Spivios an 20, OM. 50 o 100 Tucker, GA 30084
mmlm"eg‘r::ﬂc:mme;giﬁm e = ombines p o 2w Tel: (770) 908-2320 Fax: (770) 939-0157
N
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VARI-NOTCH® DUPLEXERS

N
FOR 2 METERS G @@@D@Q @?

The TX RX Systems Inc. patented Vari-Notch filter ETN
circuit, a pseudo-bandpass design, provides low oA
loss, high TX to RX, and between-channel isolation, TS
excellent for amateur band applications. TX RX DD
Systems Inc. has been manufacturing multicoupling B
systems since 1976. Other models available for b

220 and 440 MHz, UHF ATV and 1.2 GHz.

MODEL 28-37-02A
144-174 MHz
92 dB ISOLATION AT 0.6 MHz SEPARATION
400 WATT POWER RATING
TX RX SYSTEMS INC. 19 RACK MOUNY
8625 INDUSTRIAL PARKWAY, ANGOLA, NY 14006
TELEPHONE 716-549-4700 FAX 716-549-4772 (24 HRS.) e-mail: sales@txrx.com
A MEMBER OF THE BIRD TECHNOLDGES GROLP

.l?‘\!'.}l\'[ M
: UARTH [:IIIIIM.I.I\\

&8 @ 6

Now there's an easy way lo organize
and keep copies of your favorite maga-
zine readily available for future reference.

Designed exclusively for Communi-
cations Quarterly by Jesse Jones

VHF-UHF & Microwave Devices 144 MHz to 2304 MHz Industries, these custom-made titled
. R e e B R R b Rakebhs a7 cases and binders provide the luxury look
RF Power Dividers (0 2 sorr e oot i s e VISP hencle® R dtions e that makes them attractive additions to
Lﬂﬂp Yagis STRIDSBERG ENGINEERING will give you the performance you your bookshelf, desk or any location in
y _ are looking for in passive and active components. your home or office.
Weak Signal Sources o, power Dividers, Loop Yagis and Weak Signal Sources are Whether you choose cases or binders,
et bl ohas s piors b fascy you'llhave astorage system that's durable
C"’“’“'Ei doon: Models stocked for bands between 144 MHz through 2400 MHz. anld w?ll orggnlzed to help protect your
Transverters, 50 to 2304 MHz models, Phase 3D Upconverters & Oven Controlled valubie CODJ?S T damAg.
UHF LO Sources. Please contact us for data sheets, pricing and delivery informa- + Cases and binders designed to
tion. MasterCard and VISA accepted :“"d a }'”'}5 issues (may vary with
e . ssue sizes).
G clal freq itab All products are designed and built in the USA
« Constructed of reinforced board,
E 3 SPBRIBDng%i?OG ENGINEERING,; INC. Phone: (318) 861-0660 covered with durable leather-like
] 3 material.
Shreveport, LA 71135-5040, USA. Fax: (318) 861-7068 < Canes Veivorshed for sasy aocess.

« Free personalization foil for
indexing year.

- Binders have special spring mecha-
nism to hold individual rods which
easily snap in. This allows magazines
to be fully opened for easy readability.

« Title hot - stamped in gold.

' i g
' YO 00,09 Quanti c Bind
QQQOCULEAA e
[ Three $24.95 $31.85
Six $45.95 $60.75

OOP YAGIS MEAN PERFORMANGE S | noogico mcoseinsortogosion o
- ! ¢ binder. (U.S. funds only) !
Call TOLL FREE 7 days, 24 hours

1-800-825-6690

Communications Quarterly
Jesse Jones Industries

Tel: (207) 658-7758 Fax: (2

Dept. 95 COM.Q, 499 East Erie Avenue
Philadelphia, PA 19134
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Antenna Software BOOKS-SUPPLTEY

by W7ZEL

Fal. Vel wp W and W 01 "a [
-1 Il')i =
Tro = M
L . : 03 1 4 new 60 pag L catalog ol

vintage tubes, hard to find

parts, books and supplies. We

EZNEC ("Easy-NEC") captures the power of the NEC-2 have ""»"-'l',‘dhlll-'—l you need to
calculating engine while offering the same friendly, easy-
to-use operation that made ELNEC famous. EZNEC lets
you analyze nearly any kind of antenna - including quads,
long Yagis, and antennas within inches of the ground - in
its actual operating environment. Press a key and see ils
pattern. Another, its gain, beamwidth, and front/back ratio.
See the SWR, feedpoint impedance, a 3-D view of the
antenna, and much, much more. With 500 segment
capability, you can model extremely complex antennas
and their surroundings. Includes true current source and
transmission line models. Requires 80386 or higher with
coprocessor, 4860X, or Pentium, 2Mb available ex-
tended RAM; and EGA/VGA/SVGA graphics.

ELNEC is a MININEC-based program with nearly all the
features of EZNEC except ransmissicn line models and

build new or repair classic

. audio equipment at prices

§ you haven’t seen in decades.

YOUR ONE STOP SOURCE
FOR ALL YOUR TEST
EQUIPMENT NEEDS

Elenco Scopes

CALL TOLL FREE
(800) 292-7711 orders only
Se Habla Espanol

XK-‘I'DO Digital | Analog Trainer

anced Digtal | Anaiog Traner & 392

CALL OR WRITE FOR OUR
NEW

(800) 445-3201

127 segment limitation (6-8 total wavelengths of wire). Not
recommended for quads, long Yagis, or antennas with
horizontal wires lower than 0.2 wavelength, excellent
results with other types. Runs on any PC-compatible with
640k RAM, CGAJEGANGA/Hercules graphics. Specify
COProcessor or Non-coprocessor type

Both programs support Epson-compatible dot-matrix, and
HP-compatible laser and ink jet printers

Prices - U.S. & Canada - EZNEC $89, ELNEC 349,
postpaid. Other countries, add $3. VISA AND MASTER-
CARD ACCEPTED

Roy Lewallen, W7EL phone 503-646-2885
P.O. Box 6658 fax 503-671-9046
Beaverton, OR 97007 email wTel@teleport.com

AR 37 S Wl

i e

Assembled and Tested

$189.%

XK-700-SEMI Kit
Assembled and Tested

174,
XK-700K - Kit
!1 59.95

S

o v cpmonal {Noune

5-1325 25MHz
§-1330 25MHz Delayed Sweep
5-1340 40MHz

5-1345 40MMz Delayed Sweep
5-1360 60MMz Delayed Swoep
5-1390 100MHz Delayed Sweep
DS5-303 40MHz/20Ma's Analog/Digital
D5-603 G0MHz20Ms's Analog Digital

Made in U.S.A.
$1205

cal NEMAL
FOR RF

« Connectors
« Adapters
» Cable Assemblies
» Coaxial Cable

Tektronix DMMs

» 40,000 Count
+ High Accuracy
» Tektronix Quality
« 3 Year Warranty

DMM 912 $189
DMM 914 $235
DMM 916 $275

Model 12
Model B3

7 Model B85
Model 87
Moxdel BEIE

Moadal 10
Maocied 701
Modal 731

Modiel BETBE

$108
$127
143
§195
5205

Maodel -"I("l

Modal 5380 Modal 5500

20MHz Sweep/Function Generator
with Frequency Counter
Model 4040
« 0 Mz o 20MM2
« Al & FM Modutahon
+ Burs! Oporation

Model LCR-1810
= Capacitance 0 1pf o 20uF
* inductance 1uH o 204
+ Rpsstance 01(1 10 2000M0
+ Tamparature -20°C to T50C
s 020V

« Tharmal Function
+ Currant Limiing
Model 1886 12A
15 $159
s Tak Moddel 1688 284
ity
unction 5 9 $239

- S P
+3172 D tnw‘

599_95

Model 1680 BA
Model 1682 154

Manufacturer Of Custom
Electronic Wire And Cable.
« Low Minimums + Quick Delivery

CALL US AT 1-800-522-2253
OR FAX YOUR REQUIREMENTS TO
1-305-895-8178
EMAIL:info@nemal.com
Internet:http://www.nemal.com

Digital Multimeter
Model M-1700

$39.95

11 hunchons inckuding ireg 1o
20Mr, cap o 20uF . Moets UL
1244 saloty e

Model AR-2N6K
2 Meter / 6 Meter
Amalteur Radio Kit

Model F-2850
10Hz - 2.8GHz
Dual Input

*149
L NEW 2

F-2800
1MHz - 2.8GHz

Model AM/FM-108K

Transstor Radio KIISE 95

Call for your copy of our new 48-page Cable &
Connector Selection Guide. More than 2,500
commercial and QPL cable and connector
products in stock.

12240 NE 14th Ave.

N. Miami, FL 33161
(305) 899-0900

35mm Camera Kit

Model AK-540 $14 95

Learn all about photography

Guaranteed Lowest

Radio Control Car Kit

MX-9300
Fealures s459-95

= Ona instrument w/ four test leads and
measuring systems
= 1.3GHz Frequency Counter
* 2MHz Sweap Function Generator
» Digital Multimeter
= Digital Triphe Power Supply
« 0-30V @ 3A, 15V @ 1A, 5V @2A

ALL FLUKE
PRODUCTS
ON SALE!!

« Variable 3-14VDC

Technician Tool Kit
TK-1500

o wos plus & DURS

contarad in 8 lage
fnchle ot casy 549 95

Four Fully Regulated DC
Power Supplies In One Unit
4 DC Voltagea: 3 Flued:

. abie 012V @ S00mA

L9 bk 350 95

BAK 118V Fiand DC Powss Sopplies

$39
575

Features:
» Full range 10Hz - 2 BGHz (F-2850)

= 16 sagmont AF sigral strength bargraph
1MHz - 2 BGHz (F-2800)

« Dual S00/1ME iInputs. (F-2850 only)
* 16 segment RF signal strength bargraph

« 10 chigitad LCD chaplay with backlight
{F-2850 only)

= & hour NiCd battory operabon

= High spead 250MHz direct count for hgh
resolon

= Multifunctions: Frequency, Penod and
Auto Trgger & Hold, (F-2850)

Specifications

bnput Sensaivity [Typecal)

Model AK-870
Included

4‘ i 52 4‘!5

anwitraty

[ TOmY @ 100z - 10M
20mY @ 10MH - SOMHz
F-2850 only

Prices C&S SALES_,INC. I

15 DAY MONEY BACK
GUARANTEE

@ FULL FACTORY WARRANTY




CQ Books & more...

33 Simple
Weekend
Projects

by Dave
Ingram,
K4aTWJ

A wide ranging collection of
do-it-yourself electronics projects
from the most basic to the fairly
sophisticated. You'll find: station
accessories for VHF FMing,
working OSCAR satellites, joining
the fun on HF, trying CW,
building simple antennas, even

a complete working HF station
you can build for $100. Also
included is a measure of practical
tips and techniques on how to
build electronic projects yourself.

Order No. 33PROJ s 15 95

The NEW Shortwave
Propagation
Handbook

by W3ASK, NaXX & K6GKU
The most
comprehensive
source of
information on
HF propagation
is available from
CQ! Read about
propagation
principles,
sunspots, ionospheric predictions,
with photography, charts and
tables galore—it's all in this
unigue reference volume!

Order No. SWP........$19.95

Where Do We Go
Next?

by Martti Laine, OH2BH
Ever dream
about what it's
like to goona
DXpedition?
Have you ever
imagined
thousands of
stations calling
only you?
Whether it's
from the windmills of Penguin
Island or the volcanoes of
Revillagigedo each chapter
conveys a unique story that you
won't be able to put down.

Order No. WGN............$9.95

McCoy on Antennas
by Lew McCoy, W1ICP

Thls_is truly Lew McCoy
a unique On Antennas
antenna book Ui o Yoo A
that's a must

read for every
amateur. Unlike
many technical
publications,
Lew presents
his invaluable
antenna information in a casual,
non-intimidating way for anyone!

Order No. Mccoy ... $15,95

CQ Amateur
Radio Almanac
by Doug Grant, K1 DG
Filled with over
600 pages of
ham radio facts,
figures and infor-
mation. 1997 edi-
tion, next volume
won't be pub-
lished until 1999

Order No. BALM97 $ 19.95

The Quad Antenna
by Bob Haviland, W4MB

Keys, Keys, Keys
by Dave Ingram, K4TWJ
You'll enjoy
nostalgia with
this visual
celebration of
amateur radio's
favorite accesso-
ry. This book is
full of pictures
and historical
insight. If you've ever wondered

Second about the old days of Morse, this
Printing book's for you

You'l enjoy this Order No. KEYS .......... $9,95
authoritative

book on the .

design The Packet Radio

construction
characteristics
and applications

Operator’s Manual
by Buck -
Rogers, K4ABT

of quad antennas CQ has
Order No. QUAD...... S 15- 95 published
an excellent
The Vertical Anlenna introduction and
Handbook . guide to packet
by Paul Lee, operation. It's
N6PL the perfect single source, whether
Learn basic you're an advanced user or just
theory and starting out.

practice of the
vertical antenna.
Discover easy-to-
build construction
projects for anyone!

Order No. PROM. ... 15,95

WG6SAI HF Antenna
Handbook
by Bill Orr,
WESAI

Nearly 200 pages
filled with dozens
of inexpensive,
practical antenna
projects that
work! This invaluable resource
will guide you through the
construction of wire, loop. yagi

and vertical antennas
Order No. HFANT s 19.95

Building and Using
Baluns and Ununs
by Jerry Sevick, W2FMI
This volume is
the source for
the latest
information and
designs on
transmission line
transformer
theory. Discover I
new applications for dipoles, yagis,
log periodics, beverages, antenna
tuners, and countless other

examples
Order No. BALUN . . $19 95

Ham Radio Horizons:
The Book

Ham Radio

Order No. VAH............. 59.95 by Peter O'Dell, WB2D

The VHF Written by Peter O'Dell, WB2D, this is a book

“How-To" about ham radio that every beginner can enjoy! If

Book you want to get in on the fun and excitement of

by Joe Lynch, Amateur Radio, Ham Radio Horizons is the

N6CL perfect way to get started. HRH is full of tips from

This book is expert hams in: DXing, Contesting, Serving the

the perfect Public, Ham Radio in Space, Experimenting, Digital Communications

operating guide
for the new and experienced
VHF enthusiast,

Order No. BVHF.....2 15,95

— you name it! This exciting book is an excellent gift to a prospective
ham or for use in your club's licensing classes and library.

Order No. BHOR......$ 122675895



lideos, Calendars & more...

T-Shirt
Blowout
Sale

Buy One T-Shirt at Regular Price of
$17.95" + $4 S&H™"
Get Second T-Shirt at

HALF-PRICE
*XX-Large $19.95
** Orders over $50 receive FREE S&H

Videos
These videos are filled with easy to understand advice and tips

that can't be found anywhere else. ONLY $19.95 EACH!
Ham Radio Horizons: The Video....... retesitseretels Order No. VHOR

Getting Started in VHF Order No. VVHF _—
Getting Started in Ham Radio..........conuninneneness Order No. VHR ‘1( Vi..?
Getting Started in DXing Order No. VDX A WA §
Getting Started In Packet Radio........c..c...ru- Order No. VPAC ey =

Getting Started in Amateur Satellites ..

.....Order No. VSAT

Getting Started in Contesting .........ccccoeiienns Order No. VCON

3 . M ISW ‘5:61%%1

Hats

A Must for Every Ham

Poplin cap with adjustable strap has
5 panels with fused buckram backing

Order No. : 97G (Green), Pa :' Cads
97B (BIACK)..vvvrrrrerrsrnene§ 12,00 ok g

Top quality, plastic coated
playing cards.

Backpacks ONLY $9.95 per deck
Go Ahead! Load it up! Glass Steins S - 117 T8
. This glass
This useful and rugged backpack will | =

be your greatest asset when carrying ‘.:.;egl.h:ngs m1 Here's what we have
around your ham accessories. has CQ's [ 1' —— ——— —
Embroidered design, 2 front pockets. logo \# =) T 1 Life's Too Short For QRP (L. XL, XXL)
etched into T3 CQWW The Contest (L)
Order No.: 96N (Navy), the glass. T7 TVI..What TVI (L,XL,XXL)
96G (Green) 968 (Black) .$12.00  orderno.91....59.95 | T8 QCAO (XXL)
& T9 DXIS (XL)
CQ Award Pins T11 Just Work It (LXL.XXL)
o Radio Classics Calendar 1998/99 Calendars 0 If"vuu"vgcerarned T12 No Waves Like Shortwaves (XL XXL)

\ any o s exdre ;

. LIV OSE  Fifteen month }EB\ n\:ams. you can T13 Radioman (L XL, XXL) |
' calendars - also display the T14 How's DX (XL)
NEW! Jatr‘:uary "‘98 :orr:s:rr;dln&i? .;u;arddptn. T16 Viking (XL, XXL)
g i ou vaillable for ' an 1 -
$9.95 Fel Ma:ch!!gg WAZ. 180 Woke: WAZ GOLDX. T17 Hammus Sapien (XL,XXL)
each W i L) ' P i €Q DX Honor Roll, WPX, WPX T18 Real Radios Glow (XL)
o i Honor Roll, and USA-CA L — e _

Amateur Radio or
Classic Radio Calendar awards. ONLY $5.00 EACH.

FAX:
516-681-2926

YES! Rush me my book(s), calendar(s), video(s) right away!

Total Price

Qty

T _— - -
Item # | Description Price ]

U.S. and possessions - add $4 shipping/handling. FREE S/H on orders $50 and over. Foreign - shipping/handling charges |ShippingHandling
are calculoted by order weight & destination. A $4 credit will be applied for Foreign orders over §50 Total

Cc&Q Communications, Inc.
76 North Broadway, Hicksville, NY 11801
Phone: 516-681-2922/Fax: 516-681-2926
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SCANCAT GOLD,for Wmdowsmm

Since 1989, The Recognized Leader in Computer Control
Once you use SCAND\T with YOUR radio, \mu‘ll NMII use your radio analn Mﬂi(}lﬂ SCANCAT!

SCANCAT suppor -'.«., mpute 5 by, AOR, DRAKE, KE O OM, YAESL
and JR( hFI.— 51, L .n..} 150, and Watkins-Johnson

s PR 05/6735/42 (with 0S4

SCANCAT'S WINDOWS FEATURES

iyl DF : )
SCANCAT GOLD FOR w:unnws .$99.95 + S&H*  UPGRADE from any version.......$29.95 + s & H*
INTRODUCING SCANCAT GOLD FOR WINDOWS "SE"

POWERFUL FEATURES SUCH AS:

e, auot
SEVERAL GRAPH!CA-L ANALYSIS MODES AVAILABLE

« IF THAT ISN'T ENOUGH, try this...Mullicolored, 3-D
Spatial Landscape” (Depicted al left)

MUY

$1 59 95 45 & H* UPGRADE from SCANCAT GOLD FOR WINDOWS...$59.95 + 5 & *
FREE DEMOS ON THE WEB .
2= (_INTERNET WEB ADDRESS - http:/www.scancat.com WEB E-MAIL - scancat@scancat.com ) @@

COMPUTER AIDED TECHNOLOGIES P-0. Box 18285 Shreveport, LA 71138
Order direct or Phone: (318) 687-4444  FAX: (318) 686-0449 Orders Only

Live Tech Support (318) 687-2555 (9 a.m. - 1 p.m. Central M-F) 82?322.’;‘327

SCANCAT GOLD "SE".
*$5 U.S. $7.50 FOREIGN

contacl your lavor
ite dealer
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The APMOIGK Test
when speed, perfo

ceiver. The professional choice
ce, and reliability are an 1ssue !

FEATURES

*Nearfield receiver, sweeps 30MHz-2GHz in <1

For Commercial and Mobile Radio testing, the

i stands alone.
Optoelectronlcs Xplorer tands alone. Let second ( Cellular bands are blocked on all U.S.

the Xplorer perform all your quick radio versions)
*Decodes CTCSS, DCS, and DTMF. Manually

checks, instantly determining the radio’s fre-
record tones into memaory

quency, CTCSS, DCS, DTMF, deviation or

®Lockout up to 1000 frequencies

signal strength. The Xplorer automatically *Store 500 frequencies in memory with time & date
stamp, as well as number of hits per frequency

*NMEA-0183 GPS interface for recording Latitude
& Longitude coordinates (GPS Required)

*VFO mode for tuning to specific frequencies

locks on to any nearfield signal from 30MHz -

2GHz in less than a second.

*PC interface for downloading data from memory
*FM demodulation / Built-in speaker

1 L]
There is no setup necessary-Whether you're *Auto or manual frequency hold

in the field or in the shop, the Xplorer is the *Maximum nearfield reception / Up to 1/4 mile away

portable, compact and economical solution . eTRONY $
i

for any two-way communications business. Summer Special Includes:

Spectrum CD & CC30 Case
Xplorer includes: TA100S antenna, NiCads,

Patent o 5.471.408

SPECIFICATIONS Charger, PC Download cable and software
Freq. Range 30MHz - 2GHz ;
Modulation FM Deviation
Freq. Response 50 - 3000Hz
Auto Sweep Time <1 second Al e Y ' - 9 P %

8 : D odin g
Input 50 Ohm -59dBm @ 100MHz mrirom ormooicornonics | | oropraneins |
25dBm @1GHz CTCSS Decode DCS Decode DTMF Decode

Display 2 line LCD FACTORY DIRECT ORDER LINE: 80023275912
Fate oVl B ol e o nlal Y Vgl oG

Power Internal NiCad v. . v . i‘— ""v—i'—‘—i—“!ll |
: 5821 NE 14th Avenue » Ft. Lauderdale, FL « 33334
CheCk out our Web Slte Telephone: 954277122050 Fax: 954277122052 Aail: sales@optoelectronics.com
WWW.OptoeleCH‘OIHCS.COI‘n Prices and specifications are subject to change without notice or obligation.

Payment terms are Visa, MasterCard or C.0.D. (Cash or MoneyOrder)

=
MADE IN U.S.A.
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October 2, 1996.

Bob Jensen had
a fire at his mobile

radio repair shop.

He had only a
B few seconds to

~ . save things.

. >
| No offense, Fluffy, but the HP 8920A is irreplace-
able, too. Because the HP 8920A service moni-
tor provides the edge you need to survive in
today's tough business environment. It offers
matched accuracy (frequency to within .1 ppm). MIL-
dization means it can withstand shock forces up to 30 g's,
emneratures from 0 to 50 °C, and humidity from 0 to 95%. With the
egendary reliability of HP (20,000 hrs mean time between failures).
Most importantly, the 8920A service monitor offers superior
expandability: it can test everything from two-way radios to pagers
and cellular technologies. Which is important when you're building

a business. Or rebuilding one, as the case may be.

Call 1-800-452-4844 * Ext. 5308. Talk to Charlie or one of our
other experts about the HP 8920A and find out how you can get a

$2000 trade-in value for your old service monitor.

* In Canada call 1-800-387-3 154, program oumber TMUELO 187 Hewlen-Packard Co. TMSEDTOTA0Q
FlufTy weas not harmed in the making of this ad. She's as rmmbanctioos as ever, and enjoying Bob's new location

PACKARD

(ﬁp HEWLETT'
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