
The Bell System Technical Journal 

Vol. XV April, 1936 No. 2 

The Reliability of Short-Wave Radio Telephone Circuits * 
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From empirical measurements of noise-to-signal ratio made during the 
routine operation of short-wave radio telephone circuits there is obtained a 
general relation between percentage lost circuit time and transmission 
improvement in decibels. In this relation "percentage lost circuit time" is 
the percentage of time that the noise-to-signal ratio is considered unsatisfac- 
tory. No attempt is made to define such a standard quantitatively. 

If, from past experience with a long-range, short-wave telephone, tele- 
graph or broadcast circuit, it is known that the circuit is unsatisfactory a 
certain percentage of the time, the above-mentioned relation may be used to 
estimate the effect of transmission improvement upon this percentage of 
unsatisfactory or lost time. For a given circuit the variation in percentage 
lost circuit time, as the standard for the tolerable service is changed by a 
given number of decibels, may also be estimated. 

There are included estimates of the relation between the number of lost 
time intervals of various lengths and transmission improvement. 

ITHIN a comparatively few years short-wave radio telephone 
circuits have become an important part of the international 

communication network. These years have represented a wide variety 
of experience ranging between the quiet and the disturbed extremes of 
an eleven-year sunspot cycle. An attempt is made here to review some 
of this transmission experience in a quantitative way and show certain 
relations that may be useful in the engineering of short-wave circuits. 

During a magnetically disturbed year, such as 1930, a low-power 
short-wave transmitter with a simple antenna arrangement would have 
provided very uncertain means for communication across the North 
Atlantic. The percentage of time that such equipment could transmit 
what according to lenient standards in terms of noise-to-signal ratio 
are useful telephone signals, would have been very low. If the power 
of the transmitter were increased or a directive antenna employed to 
reduce the noise-to-signal ratio the percentage useful time would, as 
based upon the same standards, be increased or conversely the per- 
centage lost time decreased. Any improvement which will decrease 

*To be presented at joint meeting of U.R.S.I, and I.R.E., Washington, D. C., 
May 1, 1936. 
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the noise-to-signal ratio at the receiver output will accomplish a 
certain increase in usefulness of the circuit. 

It is difficult to set down noise-to-signal ratios that may be em- 
ployed to distinguish between satisfactory and unsatisfactory service. 
Such requirements would be different in the cases of telephone, tele- 
graph and broadcast circuits. They would also depend to a consider- 
able extent upon the facilities that it is technically and economically 
reasonable to provide. During times of magnetic disturbance radio 
telephone circuits are continued in service when noise conditions are 
very appreciably worse than would be tolerated on wire telephone 
circuits. In this emergency situation it is, of course, necessary to 
maintain service on the radio links as long as communication can be 
carried on with a reasonable degree of satisfaction. 

Without a quantitative definition of the boundary between satis- 
factory and unsatisfactory service in terms of noise-to-signal ratio it 
is possible to determine from an analysis of past operating experience 
what percentage of the time a certain circuit was unsatisfactory. With 
such information available it would be useful to know how much this 
percentage could be reduced by the application of transmission im- 
provements. There is developed below a form of "reliability" 
curve that makes it possible to estimate approximately the effect of 
such transmission improvements in terms of decibels upon the per- 
centage of unsatisfactory or lost circuit time. 

As a background for the following discussion it will be helpful to 
review briefly the conditions experienced on a typical short-wave 
circuit and the way in which these are related to the present analysis. 
For example, the instability of short-wave transmission over the North 
Atlantic path is well known. There are days when these trans- 
atlantic short-wave signals are remarkably good and others during 
times of magnetic disturbance when they are exceptionally poor.- 
Between these two extemes is a wide range of circuit conditions. The 
situation is illustrated in idealized fashion by Fig. 1. The ordinates 
here represent average noise-to-signal ratios as measured on successive 
days at the receiver output and curve A of Fig. 1 (a) shows how this 
average might vary over an interval of many days. A certain noise-to- 
signal ratio such as is indicated by the horizontal line B might be speci- 
fied as the highest value tolerable for a useful circuit according to some 
predetermined standard. Then the width of the cross-hatched inter- 
vals C represents the lost circuit time. 

Fig. 1 (b) is the same as 1 (a) except that here a transmission im- 
provement of x db has been applied so that the noise-to-signal ratio 
at the receiver output is on all days reduced x db and the curve A is 
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Fig. 1—Idealized illustrations of (a) the day-to-day variation of noise-to-signal 

ratio and its effect upon lost circuit time, (fc) the effect upon lost circuit time of trans- 
mission improvements and (c) the effect upon lost circuit time of a change in the 
maximum tolerable noise-to-signal ratio. 

consequently lowered to position A'. Assuming the noise-to-signal 
requirement B remains the same the lost time is reduced to the interval 
C. If instead of applying a transmission improvement we increase 
the tolerable noise-to-signal requirement for a useful circuit or degrade 
the standard requirement by x db in the case of Fig. 1 (a), the hori- 
zontal line B is shifted upward x db as shown in Fig. 1 (c) and the lost 
time corresponds to that for the case of x db transmission improvement 
in Fig. 1 (b). 
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From the above illustration it is evident that if we know how the 
noise-to-signal ratio varies on a given circuit with a certain terminal 
arrangement, it is possible to determine the percentage lost circuit 
time for an improved or degraded system, the relative effectiveness of 
which can be expressed in terms of db above or below the initial 
arrangement. 

Transatlantic Noise-to-Signal Data 

As a part of the regular operating routine on the various trans- 
oceanic short-wave radio telephone circuits associated with the Bell 
System, measurements of noise at the receiver output are made at ap- 
proximately half-hourly intervals. These measurements are made at a 
point in the voice-frequency wire circuits where the speech volume is 
normally held constant. They are therefore effectively measurements 
of noise-to-signal ratio although not expressed in such terms. The 
instrument used is known as the Western Electric 6-A Transmission 
Measuring set.1 In the following discussion measurements made 
with this instrument are referred to as "6-A Noise." 

In Fig. 2 (a) the upper curve shows the percentage distribution of 
6-A noise values measured at New York during 1930 on an 18-mc. 
London-New York circuit. These and the curves to follow are plotted 
to an arithmetical probability scale. The year 1930 was severely 
disturbed and from the radio transmission standpoint is perhaps 
representative of the peak of the well-known eleven-year magnetic 
disturbance cycle. Since the performance of a two-way telephone 
circuit depends upon transmission conditions in the two directions the 
upper curve of Fig. 2 (a) does not accurately portray the full effect of 
the noise factor upon the circuit. The lower curve in this figure 
represents the distribution of the higher of simultaneous 2 6-A noise 
values measured at New York and London. The small difference 
between the two distributions is evidence that the most important 
influence—that of magnetic disturbance—affects the transmission in 
both directions coincidentally. 

It will be noted that these 6-A noise curves of Fig. 2 (a) and of the 
following figures bend downward in the region of low 6-A noise and 
upward where the 6-A noise becomes high. There is reason to believe 
that these bends are introduced by the terminal equipment and that 
the actual noise distribution of interest here approaches a straight 
line on the probability scale used, or in other words is a fortuituous 

1 L. Espenschied, "Methods for Measuring Interfering Noises," Proc. I.R.E., Vol. 
19, p. 1951, November, 1931. ■ r . • • 2 Measurements less than seven minutes apart at the two ends of the circuit were 
treated as "simultaneous" in this analysis. 
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Fig. 2—Percentage distribution of 6-A noise measurements made on London to 
New York short-wave circuits during 1930 on (a) one 18-megacycle circuit and in 
(6) each of four frequency ranges. 

type of distribution. The bend at the low noise end is apparently due 
to noise transmitted from the distant terminal and that introduced 
by the local receiver. These sources of noise are approximately con- 
stant and, when the atmospheric noise is very low, become the limiting 
factors. The bend at the high noise end of the curve is probably due 
to the action of the automatic volume control in the receiver. This 
control normally holds the speech volume approximately constant, 
but when noise is exceedingly high the noise in itself reduces the re- 
ceiver gain and depresses both the noise and signal output. Since at 
such times speech volume cannot be accurately checked, the measure- 
ment is no longer an accurate indication of noise-to-signal ratio and 
the curve reaches a limiting value. Evidence confirming the inaccu- 
racy of the 6-A noise readings at the high and low noise extremes will be 
discussed later in connection with the observed distribution of high- 
frequency signal intensity values. 

In Fig. 2 (b) are shown distribution curves for 6-A noise values 
measured at New York during 1930 on several of the London to New 
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York circuits within the different frequency ranges indicated. All of 
these curves have roughly the same mid-range slope. Incidentally, if 
correction is made for relative transmitter power and antenna gains 
the horizontal separation is a direct comparison of transmission effec- 
tiveness on the different frequencies within their period of use. When 
such a correction is applied to the curves of Fig. 2 (b) the mid-range 
separation becomes less than 3 db, indicating that with equal trans- 
mitter power, antenna gains and other terminal improvements the 
average 6-A noise distribution is substantially the same for all times 
of the day when suitable frequencies are employed to cover the diurna 
range of transmission requirements. 

Comparison of 1930, 1932 and 1934 

As previously mentioned, short-wave transmission conditions were 
severely disturbed during the year 1930. By 1932, conditions had 
become much more favorable and 1934 was perhaps typical of a quiet 
year. In Fig. 3 (a) are included 6-A noise distribution curves for the 
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Fig. 3—Percentage distribution curves of 6-A noise measurements made during 
1930, 1932 and 1934 on (a) all London to New York short-wave circuits and on {b) 
all Buenos Aires to New York circuits. 
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London-New York short-wave telephone circuits during 1930, 1932 
and 1934. These three curves have very nearly the same mid-range 
slope, showing that the general character of the distribution was the 
same over the wide range of transmission conditions experienced 
within this interval. To those familiar with transatlantic short-wave 
transmission during 1930, the year 1934 would rate as comparatively 
undisturbed, and yet these curves indicate that for an equal percentage 
of measurements or, as will be apparent later, for equal lost circuit 
time during these two years the difference in required transmission 
effectiveness would be only 13 or 14 db. 

Fig. 3 (b) shows that there was relatively small db separation be- 
tween the 6-A noise distributions for 1930, 1932 and 1934 on the low 
latitude South American circuits but that the position of the curves 
is reversed, 1930 being better than 1934. An examination of field 
intensity data for these years indicates that this is due to a change in 
noise rather than to a change in signal transmission. 

Fig. 4 (a) compares the distributions for the circuits Buenos Aires- 
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New York and London-New York for the year 1930. Again the 
mid-range slope as shown by the extended broken lines is about the 
same. The horizontal separation of roughly 25 db illustrates the 
much more favorable noise-to-signal conditions on the low latitude 
circuit, since the transmitter power and antenna gains were substan- 
tially the same in the two cases. 

In Fig. 4 (b) are shown 6-A noise distribution curves for the Hono- 
lulu—San Francisco, Buenos Aires—New York and London—New ^ ork 
circuits representing conditions during 1932 and 1934. The mid- 
range slope is remarkably similar for all six curves. A comparison of 
these curves illustrates the high degree of reliability obtained on the 
circuit to Honolulu. 

In Figs. 4 (a) and (b) the data for the low latitude paths cover about 
9 hours of daylight operation as compared with 24-hour full time 
operation for the transatlantic case. Although data are not available 
for a 24-hour comparison some available experience indicates that such 
a comparison would not have altered the separation between the curves 
shown very appreciably. After all, the interest here is mainly in the 
slopes of these curves, and there is no reason to believe that the slopes 
would be affected. 

Field Intensity Distribution 

So far the discussion has shown that over the dependable portion 
of the 6-A noise distribution curves representative of both different 
circuits and different years the slopes appear to be nearly the same. 
If this is the case one curve may be constructed to represent approxi- 
mately the effect of transmission improvement or degradation upon 
the performance of any long range short-wave circuit. The useful 
range of this curve is, however, limited by the dependable range of 
the 6-A noise measurements. To extend the useful range of the curve 
in order to estimate the effect of large changes in transmission im- 
provement it is necessary to resort to a correction for the bend at the 
high noise end. Correction at the low noise end would concern the 
less important case of transmission degradation. Although it is pos- 
sible to apply an approximate correction for the above-mentioned 
effect of the automatic gain control upon the bend at the high noise 
end it is probably more accurate to consider the distribution of field 
intensity data at these times of high noise-to-signal ratio. 

The limiting conditions on short waves are predominantly those 
accompanying magnetic disturbances when the signal fields drop to 
very low values. The indications are that the atmospheric noise 
fields also decrease to a less noticeable extent during these disturb- 
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ances,3 so that if this were the only effect to be considered the 6-A 
noise which is dependent upon the noise-to-signal ratio would increase 
slowly. But first circuit and tube noise in the receiver are probably 
the real limitation during times of disturbance. If this high-frequency 
first circuit noise remains constant and the field intensity decreases the 
6-A noise will increase in opposite proportion. Therefore it may be 
assumed that the slopes of the corrected 6-A noise curves in the high 
noise region will correspond to the slopes of the field intensity distri- 
bution curves. In a conservative estimate it is reasonable to assume 
that this is the case and that although the field intensity falls during 
times of magnetic disturbance the high-frequency noise will not 
decrease. 

In correcting the less important low noise ends of the 6-A noise 
curves, use of the field intensity distribution is not so easily justified. 
It may be reasoned, however, that here atmospheric noise is again 
low compared to receiver noise but due in this case to a scarcity of 
electrical storms within favorable transmission distance from the point 
of reception. Then the corrected 6-A noise distribution at the low 
noise end would also correspond in shape to the field intensity distribu- 
tion. For these reasons it is assumed in the absence of better data 
that the field intensity distribution may be used to correct for the 
bends that occur at both ends of the 6-A noise distribution curves. 
Fairly dependable field intensity data are available over a much wider 
decibel range than is accurately covered by the 6-A noise measurement. 

In Fig. 5 is shown by the full line e-c-d-f a form of noise-to-signal 
distribution which is conservatively representative of that experienced 
on several short-wave radio telephone circuits as described above. 
The horizontal decibel scale in this figure is arbitrarily referred to the 
midpoint of the distribution curve. The broken line extension d-b 
represents the decibel distribution of the lowest 15 per cent of the field 
intensity values as experienced during the years 1930 and 1932. The 
broken line extension a-c similarly represents the distribution of the 
highest 30 per cent. The reason for using the transatlantic data is 
that there are many more measurements available in the low field 
region than there are for transmission over less disturbed paths. The 
available data indicate that if suitable frequencies are used at all times 
of the day the distribution of field intensities within the lowest 15 
per cent and the highest 30 per cent has roughly the same average 
slope during different years and on different circuits. 

3 R. K. Potter, "High Frequency Atmospheric Noise," Proc. I.R.E., Vol. 19, 
pp. 1731-1765, October, 1931. 
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Circuit Reliability Curve 

The corrected form of the noise-to-signal distribution curve rep- 
resented by the line a-c-d-b in Fig. 5 may by a simple translation be 
put in terms of percentage lost circuit time versus transmission im- 
provement in decibels where noise rather than quality degradation or 
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Fig. 5—Correction of assumed 6-A noise distribution curve where it is influenced by 
terminal equipment effects. 

equipment failures interrupts continuity of service. To start this 
translation, take, for example, the point at which 50 per cent of the 
noise-to-signal values are greater and 50 per cent are less than a value 
given on the horizontal scale. This is 0 db and the value in itself has 
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no significance except as an arbitrary reference point on this scale. 
A vertical line is erected through this point as shown by g-h. If, on 
a certain short-wave circuit, conditions are unsatisfactory 50 per cent 
of the time, the effect of 10 db improvement upon this percentage 
may be determined by shifting the curve a-c-d-b of Fig. 5 ten db to 
the left and reading the percentage value on the vertical scale opposite 
the intersection of the vertical reference line. It will be remembered 
from previous discussion that such a shift of the 6-A noise curve 
toward lower values accompanies a corresponding db transmission 
improvement. If 50 per cent of the time conditions were unsatis- 
factory in the former case, they would be unsatisfactory only some 25 
per cent of the time for the same tolerable noise condition and 10 db 
improvement. That is, the lost circuit time has been reduced from 
50 to 25 per cent by 10 db transmission improvement. 

By shifting the curve a-c-d-b of Fig. 5 various amounts to the right 
and left and tabulating the percentages obtained as described above, 
a generalized "reliability" curve may be plotted which shows the 
transmission improvement required to reduce the lost circuit time by 
any desired amount. Similarly, if we know the percentage lost time 
on two circuits their transmission performance may be compared on a 
decibel basis by determining the horizontal db separation between 
these two lost time values on the "reliability" curve. 

A "reliability" curve of the kind described above is shown in Fig. 6. 
Although it is obviously unsafe to conclude on the basis of the data 
presented that this curve is accurately representative of all long- 
range short-wave circuits and circuit conditions, it serves to indicate 
the order of service improvement that will be afforded within the 
practical range of transmission improvement. For example, to reduce 
the lost or unsatisfactory circuit time from 50 per cent to 25 per cent 
appears to require about 10 db transmission improvement on any 
long-range short-wave circuit. Starting with a 50 per cent lost time 
condition and applying improvements in 10 db steps the successive 
percentages of lost circuit time would be roughly 25, 10, 2.5, 0.7 and 0.1. 

Changes in the standards of tolerable service may be treated as 
equivalent to a change in the effectiveness of transmission as described 
earlier. Thus in terms of a high grade service the lost circuit time 
might for example be 50 per cent. For a grade of service 10 db lower 
than this the lost circuit time would be reduced to 25 per cent. The 
effect is equivalent to improving the transmission 10 db for the same 
standard of service. 
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Duration of Interruptions 

In the traffic operation of radio telephone circuits we are concerned 
in a practical way with the effect of transmission improvement upon 
the duration of intervals when circuits are unsatisfactory as well as 
upon the percentage lost or unsatisfactory circuit time. Obviously, 
the reduction of lost time must be accompanied by a reduction of the 
length of unsatisfactory intervals, or what may be termed interruptions 
to service. It is of interest to know how the distribution of inter- 
ruptions of various lengths may be expected to vary with improve- 
ment of a circuit. 

In Fig. 7 the upper curve shows how the number of circuit interrup- 
tions for the year as indicated by the ordinate value varied with hours 
duration on the transatlantic short-wave radio telephone circuits 
during 1930.4 This upper curve was obtained from traffic data. In 
determining the points shown it was necessary to exclude all interrup- 
tions of uncertain length that occurred at the beginning or end of the 
periods when circuits were in use so that only the slope of this curve is 
significant. 

From the field intensity measurements obtained regularly on the 
transatlantic circuits it is possible to obtain a useful check on the 
traffic experience. For example, the interruptions may be defined as 
the intervals of time during which no signal could be heard by beating 
in the carrier received on a short-wave measuring set to an audible 
tone with a local oscillation. By this means signals 30 db or more 
below those required for a barely satisfactory radio telephone circuit 
can be heard. In Fig. 7 the lower curve shows the distribution of 
interruptions based upon such a standard. This curve has sub- 
stantially the same logarithmic slope as the one obtained from traffic 
experience. That is, the slope remains the same when the conditions 
defining the point of interruption are shifted by perhaps 30 or 40 db. 

The summation of all interruptions shown by curves such as those 
in Fig. 7 should agree with the observed lost circuit time. If it is 
assumed, as the rather meager evidence cited above appears to indicate, 
that the logarithmic distribution of the interruptions remains constant 
for different circuit conditions, it is possible to show how the probable 
number of interruptions of various lengths will vary with transmission 
improvement. With the slope shown the position of curves corre- 
sponding to different db improvements is established by the reliability 
curve of Fig. 6 and the requirement that the summation of interrup- 
tions equal the lost time. Curves obtained in this manner are shown 

4 Interruptions during other years have been too infrequent to provide depend- 
able data. 
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in Fig. 8. As for the generalized reliability curve of Fig. 6, the 
reference point adopted is 50 per cent lost circuit time. Consequently 
the curve of Fig. 8 marked "50 per cent lost circuit time" is also des- 
ignated as "0 db Transmission Improvement." Knowing the per- 
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Fig. 8—An estimate of probable duration versus number of interruptions for full 
time operation. 

centage lost time experienced on a certain circuit the position of the 
corresponding interruption curve in Fig. S^may be determined by 
interpolation. The effect of, say, 10 db transmission improvement 
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upon the probable interruptions, is determined by shifting this curve 
10 db to the left as measured by the indicated db spacing between 
curves. 

It should be remembered that estimates based upon Fig. 8 are prob- 
ably very approximate but the curves will at least serve to indicate 
the trend of improvement effects. 
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Spontaneous Resistance Fluctuations in Carbon 

Microphones and Other Granular Resistances 

By C. J. CHRISTENSEN and G. L. PEARSON 

Voltage fluctuations which occur in resistance elements of the granular 
type when a direct current is flowing have been measured in the granular 
carbon microphone, commercial grid leaks, and sputtered or evaporated metal 
films. The results can be experessed by the formula 

V? = KVaRP log (Fi/Fi), 
where 7c2 is the mean square fluctuation voltage, V is the d.-c. voltage across 
the resistance R, a and fi are constants having values of about 1.85 and 1.25, 
respectively, and Ft and F\ are the limits of the frequency range over which 
the fluctuation voltage is measured. The constant K depends, among other 
things on the temperature, the surrounding medium, and the dimensions 
and material of the resistance element; for a commonly used carbon trans- 
mitter at ordinary operating conditions its value is about 1.3 X 10_11. 

The spontaneous voltage fluctuations and the signal due to acoustic modu- 
lation are affected in almost an equivalent manner by the applied d.-c. voltage 
which suggests that the two effects arise from the same type of mechanism, 
namely a fluctuating resistance at the points of contact between granules. 
Experiment shows that although the acoustic signal produces a resistance 
modulation which is in phase at all contacts the spontaneous resistance 
fluctuations are completely random. 

On the assumption that a region of secondary conduction, wherein the re- 
sistance fluctuation lies, surrounds each area of primary conduction as postu- 
lated in recent contact theory a value of consistent with experiment has been 
deduced. On the further assumptions that thermal energy produces the 
mechanical fluctuations and that the equipartition law governs the distri- 
bution of energy between oscillators the observed frequency distribution 
follows. 

Introduction 

TX/'HEN a direct current is passed through certain types of re- 
sistance elements a small potential fluctuation between the 

terminals of the resistance can be observed in addition to that caused 
by the thermal agitation of electric charge. The resistances in which 
this effect is particularly noted are granular carbon microphones and 
commercial grid leaks which are granular in nature, such as sputtered 
or evaporated metal films, and any of a number of composite materials 
containing carbon in a finely divided state. If such a resistance ele- 
ment is in a current-carrying circuit associated with a telephone re- 
ceiver or loud speaker, particularly when amplification is present, a 
steady hissing noise which sounds like that due to shot effect or thermal 
agitation of electric charge is heard. It is this noise which sets a 
practical limit to the use of the carbon microphone in sound fields of 
low intensity, and of commercial grid leaks in circuits carrying direct 
current and working at low signal levels. 

197 
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The resistance of a granular conductor has been shown experi- 
mentally to lie almost entirely within very small volume elements in the 
regions of the contact areas.1 It is our hypothesis that there exist 
minute fluctuations of resistance in the region of contact, and when 
such an element carries direct current a potential fluctuation between 
the terminals can be observed. Accordingly we propose for this 
phenomenon the term "contact noise." 

In a study of the electrical disturbances in a carbon transmitter 
Kawamoto2 found that in addition to "carbon burning," which is a 
sharp crackling noise sometimes present in the carbon transmitter 
when the voltage across individual contacts is of the order of 0.5 volt or 
greater,3 there is a continuous rushing sound which is always present 
no matter how well the transmitter is shielded from external dis- 
turbances. Kawamoto applied the term "carbon roar" to this 
phenomenon. Frederick 4 in discussing the disturbances in the carbon 
transmitter states that the noise power is proportional to the square of 
the direct current passing through the transmitter. More recently 
Otto 5—who has been working on this subject contemporaneously with 
ourselves—has reported the results of an extended investigation of this 
phenomenon. The present report parallels to some extent the study of 
Otto but in addition new aspects of the phenomenon have been in- 
vestigated, more accurate data have been obtained, and the conclusions 
drawn from these experimental results are fundamentally different 
from those of Otto. 

Electrical disturbance in grid leaks, which becomes evident with 
the passage of current, was first reported by Hull and Williams 6 who 
observed the phenomenon in resistances formed by an India ink line. 
Preliminary reports have since been published concerning such noise in 
thin metallic films on glass.7 The observations of Otto 5 were also 
extended to fine carbon wires and copper-oxide resistances. More 
recently Meyer and Thiede 8 have investigated the noise in resistances 
consisting of thin films of carbon on a refractory base. 

We have performed noise measurements on each of the types of 
resistance elements mentioned above and the experimental results 

1 F. S. Goucher, Jour. Franklin Inst. 217, 407 (1934); Bell Sys. Tech. Jour. 13, 163 
(1934). . ... r r,t 2 T. S. Kawamoto, Unpublished Report, Engineering Division, Western Electric 
Company, April, 1919. 

1 This disturbance undoubtedly has its origin in the heat generated at the carbon 
contact by the passage of current. 

* H. A. Frederick, Bell Telephone Quarterly 10, 164, July, 1931. 6 R. Otto, Hochfrequenztechnik und Elektroakustik 45, 187 (193S). 8 A. W. Hull and N. H. Williams, Phys. Rev. 25. 173 (1925). 7 G. W. Barnes, Jour. Franklin Inst. 219. 100 (1935). 8 Erwin Meyer and Heinz Thiede, E.N.T. 12, 237 (1935). 
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which are presented in this paper indicate that the noise observed in 
each case is of the same nature and is traceable to the existence of 
contacts between granules or perhaps granular boundaries. 

Apparatus 

The experimental arrangement used in the measurements to be 
described here Is given in schematic form in Fig. 1. The system in- 
cludes the input circuit, a high gain amplifier, appropriate filters, 
attenuator and output measuring device. 

The input circuit consists of the resistance under test, a battery for 
supplying the direct current, a potentiometer for measuring resistance 
and voltage, a standard signal oscillator for calibration purposes and 
appropriate resistances and condensers for coupling to the amplifier. 
In some cases an input transformer having a high-turns ratio was also 
required in order to raise the signal level above the amplifier noise level. 
The granular resistance element was shielded from acoustical, me- 
chanical and electrical shocks by suspending it with rubber bands 

INPUT 
CIRCUIT 

FIRST 
AMPLIFIER FILTER ATTEN- 

UATOR 
SECOND 

AMPLIFIER 
THERMO- 
COUPLE 

8. MICRO- 
AMMETER 

Fig. 1—Schematic amplifier circuit for measuring contact noise in granular resistance 
elements. 

inside a tightly sealed iron box which was lined with alternate layers of 
hair felt and ^"-inch sheet lead. The remaining parts of the input 
circuit were also carefully shielded. 

The high-gain amplifier consists of two separate resistance coupled 
units, each containing three stages. Each unit is so designed and 
shielded that the effect of external disturbances is eliminated. The 
total gain obtainable is about 165 db, with the frequency response uni- 
form to within 2 db from 10 cycles to 15,000 cycles. In most of the 
measurements described here, however, a filter which transmitted 
only those frequencies above 100 cycles was inserted between the first 
amplifier unit and the attenuating network. 

The gain of the amplifying system could be varied in steps of 20 db 
by means of interstage potentiometers. In addition, a 600-ohm 
attenuator having a range of 63 db in steps of 1 db was placed between 
the filter circuit and the second amplifier unit. The output measuring 
instrument was a 600-ohm vacuum thermocouple and microammeter. 
The deflection of the meter was closely proportional to the mean square 
voltage applied to the couple. Individual noise measurements were 
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made by adjusting the attenuation so as to bring the deflection of the 
microammeter as near mid-scale as possible. Fractions of a db were 
estimated by means of the deviation from the standard mid-scale 
reading. Thus what was measured in each case is the insertion loss 
necessary to produce a standard electrical output. 

Noise as a Function of Applied d.-c. Voltage 

The contact noise in several different types of granular resistance 
elements was measured as a function of the applied d.-c. voltage, all 
other variables such as resistance, frequency range, temperature, etc., 
being held constant. The first of these measurements to be described 
is that obtained by using a standard handset telephone transmitter. 
The circuit used for coupling to the high-gain amplifier is shown in the 
insert of Fig. 2, the essential parts being an input transformer having a 
high-turns ratio, a d.-c. voltage supply, and a standard a.-c. signal 
generator. The resistance of the carbon transmitter was about 
50 ohms. 

The results of the measurement are shown in Fig. 2 where mean 
square contact noise voltage is plotted as ordinate and the d.-c. voltage 
directly across the transmitter is plotted as abscissa, the scale being 
logarithmic in each case. Measurements were made as the transmitter 
voltage was varied from 0.00145 to 4.5 volts. This is the greatest 
possible voltage range in which contact noise can be observed in this 
instrument since the contact noise is masked at the higher voltages by 
carbon burning and at the lower voltages by the thermal noise of the 
transmitter resistance. Thus the total noise at 0.00145 volt is only 
slightly above thermal noise and the measured value consists of thermal 
plus contact noise. The two effects have been calculated separately 
and the latter plotted as a cross. Using this method of plotting it is 
seen that there is a straight line relationship between contact noise and 
voltage over the entire lower range. These experimental data can be 
accurately represented by the equation 

Fc
2 = Const. Va, (1) 

where F0
2 is the mean square contact noise voltage, V is the d.-c. 

voltage across the transmitter, and a is a numerical constant having in 
this case the value 1.85. 

By this procedure the contact noise in a number of types of carbon 
transmitters, filled with carbons of various origins, was measured as a 
function of voltage. In each case the relationship given by Eq. (1) 
was followed very closely over a wide range of voltages. The value of 
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ct varied slightly from cell to cell, the extreme values being 1.75 and 1.97 
with an average of about 1.85. 

Figure 3 gives the results of alternate measurements of contact noise 
and acoustic modulation performed on a particular telephone trans- 
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Fig. 2—The mean square contact noise voltage in a standard carbon trans- 
mitter as a function of the d.-c. voltage on the instrument. The noise level of the 
amplifier and the thermal noise level of the transmitter are indicated. 

mitter. The acoustic field was of constant frequency and was supplied 
by an accurately controlled oscillator and "artificial mouth." The 
sound field was of such intensity that when the transmitter output was 
measured the background noise gave only an inappreciable part of the 
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whole energy. In this figure the abscissae represent the d.-c. voltage 
directly across the transmitter, the scale being logarithmic, and the 
ordinates represent mean square contact noise or acoustic signal voltage 
plotted in db above an arbitrary zero level. The experimental plots 
for both signal and noise are straight lines but of slightly different slope. 
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Fig. 3—The mean square contact noise and signal voltages in a standard carbon 
transmitter as a function of the d.-c. voltage on the instrument. The signal was 
obtained from a constant intensity sound field. 

Analysis of the data shows that the mean square signal voltage due 
to acoustic modulation is accurately proportional to d.-c. transmitter 
voltage squared while the noise curve fixes the value of or at about 1.85. 
In the case of the signal the square relationship is to be expected since 
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the sound field produces a constant resistance modulation at the points 
of contact between carbon granules and the granular aggregate obeys 
ohms law over the entire voltage range. The fact that the noise 
and the signal follow so nearly the same relationship indicates that the 
noise also arises from resistance modulation at the points of contact 
between carbon granules. Since a is slightly less than 2, however, the 
noise mechanism is not entirely independent of the applied voltage. 

Noise as a function of applied voltage was also measured in single 
contacts between carbon particles. For these observations a cantilever 
bar device was used in which the contact can be rigidly fixed and 
manipulated at will. This apparatus, shown in Fig. 4, consists of a 

Fig. 4—Diagram of cantilever bar device for producing small contact displacements. 

A 
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cantilever bar A integral with a massive L-shaped base, the entire 
device having been milled from a single piece of steel. A given dis- 
placement of the graduated screw B produces a greatly diminished 
displacement of the movable electrode Ci. The dimensions of the bar 
were so chosen that contact displacements of the order of 1 X 10-7 

cm. could be produced. The motion of Ci is made strictly linear by 
means of the pivoted rod D and any slack motion is eliminated by the 
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Fig. 5—The mean square contact noise voltage in a single carbon contact as a function 
of the applied voltage. The contact resistance was held constant at 76 ohms. 

spring E. The contact is initially adjusted by the graduated screw h 
on which the stationary electrode C2 is mounted. Ci consisted of a flat 
polished disk of carbon like that used in the desk set transmitter, while 
G was a composite carbon spheroid clamped securely between two 
gold plated jaws. Both the carbon plate and the spheroid were coated 
with a pyrolitic deposit of hard carbon. 

The noise in a large number of single carbon contacts, connected in 
place of the transmitter in the input circuit shown in Fig. 2, was 
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measured as a function of the voltage on the contact, the resistance 
being held fixed. In every case the general law given by Eq. (I) was 
found valid, a varying between the limits 1.75 and 1.95 for different 
contacts. The results of a typical measurement on a contact having a 
resistance of 76 ohms are shown in Fig. 5. The experimental points 
fall on a straight line having a slope corresponding to a value of a 
equal to 1.83. 

Figure 6 gives the results of contact noise measurements performed 
on a commercial grid leak which was made by coating a thin layer of 
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Fig. 6—The mean square contact noise voltage in a 50,000-ohm carbon grid leak 
resistor as a function of the applied voltage. 

finely divided carbon and binder on glass. The input circuit shown in 
the insert, consists of Ru the sample under test; Ri, a metal wire 
resistor which produces no contact noise; and a suitable source of d.-c. 
voltage. The resistance of both R\ and was 50,000 ohms. The 
experimental points lie on a straight line the slope of which fixes the 
value of a at 1.90. Individual points could be reproduced within an 
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accuracy of 0.1 db. Similar measurements of noise in thin metallic 
films deposited by either the cathode sputtering or evaporation process 
gave results in agreement with Eq. (1), the value of a lying between the 
limits mentioned above. 

Thus it is seen that all types of granular resistance elements which 
we have tested, namely, carbon transmitters, single carbon contacts and 
those consisting of thin films of carbon or metal follow the same rela- 
tionship for noise as a function of applied d.-c. voltage. 

Noise as a Function of Contact Resistance 

The observation of contact noise as affected by contact resistance is 
necessarily limited to loose contacts, for in fixed resistance elements 
such as grid leaks and conducting films one has no means of inde- 
pendently varying their resistances. One alters the resistance of a 
single contact by the relative displacement of the two contacting 
elements. The resistance of a multi-contact device, such as a carbon 
microphone, may be altered either by a relative displacement of the 
contacting particles, or by a change in the number of contacts between 
the electrodes. The noise is affected differently by these two methods 
of resistance change; hence one must study them separately. In this 
section we shall be concerned only with noise as affected by resistance 
changes due to contact displacement both in single contacts and in 
aggregates; that due to a change in the number of contacts between the 
electrodes will be considered in our discussion of the noise from a contact 
assemblage. 

Figure 7 is a diagram of the input circuit used to study the relation- 
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jrjg 7—Diagram of the circuit used in measuring contact noise as a function of 
resistance in granular resistance elements. 

ship between noise and resistance. By means of the potentiometer we 
could measure both the voltage supplied to the contact circuit and that 
across the contact or transmitter. The resistance Rc is so adjusted for 
each noise observation that one half the voltage supplied to the circuit 
is across the contacts. The contact resistance for this condition is 
given by Rc. Also, in every case, one half the generated noise voltage 
is impressed on the input tube of the amplifier. 
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The single contacts studied were mounted in the cantilever bar 
device as described in the preceding section. We found it important to 
wait after the mounting of a contact long enough for the whole bar to 
come to thermal equilibrium before a measurement was attempted, 
otherwise very erratic results were obtained. Figure 8 is a typical 
curve obtained when the mean square noise voltage is plotted in db 
against the contact resistance on a logarithmic scale. For this 
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Fig. 8—The mean square contact noise voltage in a single carbon contact as a 
function of the contact resistance. The resistance was varied by changing the 
contact displacement while the applied voltage was held at 0.1 volt. 

measurement the d.-c. voltage on the contact was 0.1 volt. The 
experimental relationship between noise and resistance is given by 

V} = Const. RP. (2) 

The data plotted in Fig. 8 give the value & = 1.25, which is the average 
value found for all the contacts studied. For individual contacts /3 
varied between the extremes of 1.1 and 1.42. The studies on other 
properties of single contacts also exhibit a rather wide variability from 
contact to contact, hence the above result is not surprising. 
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A departure from the straight line relationship, such as is plotted in 
Fig. 8, occurs only when the contact is in a relatively high-resistance 
state due to a very slight compression of the contacting particles. 
When in this condition contacts are quite unstable and observations 
upon them erratic, but, in general, the noise originating in them is less 
than that expected if Eq. (2) held over the entire range of contact 
resistance values. 

For the study of an aggregate of contacts the carbon cell from a 
barrier type transmitter was chosen. The structure of this cell (see 
insert Fig. 0) is such that one would expect the major portion of the 
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Fig. 9—The mean square contact noise voltage in a standard carbon transmitter 
as a function of the cell resistance. The resistance was varied by changing the 
amount of carbon filling while the transmitter voltage was held constant at 1.0 volt. 
Each experimental point represents the average of nine different readings. 

current to be conducted through a small part of the total mass of 
granules near the bottom of the cell, and carbon added to the top of the 
cell to act mainly to increase the contact compressions of the conducting 
contacts. The electrodes of this cell are heavily gold plated, which 
assures that the resistance observed is almost entirely that of the 
contacts within the aggregate, a condition which is not fulfilled when 
carbon electrodes are used. 
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Figure 9 summarizes the results obtained in a typical set of measure- 
ments on the noise generated in the transmitter cell before mentioned. 
The resistance was varied by changing the height of the carbon layer 
above the carbon which was in the conducting path. Each of the 
plotted points is the average of nine observations, all of which occur in 
a range of 1 db. The relationship plotted in Fig. 9 can also be ex- 
pressed by Eq. (2) and we again find /3 = 1.25. We shall see later— 
Eq. (8)—that when the resistance of an aggregate is altered by chang- 
ing the number of conducting contacts between the electrodes quite 
another relationship between noise and resistance is obtained. Hence 
our assumption regarding the nature of the resistance change in this 
cell is consistent with the data of Fig. 9, and we believe that in this 
experiment we have measured the average value of /3 for all the contacts 
in the cohducting path and have found it to be in agreement with the 
average value deduced from our single-contact measurements. 

Noise as a Function of Frequency 

For measuring the frequency distribution of the noise the filter 
shown in Fig. 1 was replaced by a frequency analyzer 9 having a 
constant band width of 20 cycles, the midpoint of which could be set at 
any point between 50 and 10,000 cycles per second. The calibration of 
the apparatus was checked by measuring the frequency distribution of 
thermal noise which was constant over this entire range, in accordance 
with theory. 

The results of the measurements on a standard carbon transmitter, 
maintained at constant resistance and applied voltage, are shown in 
Fig. 10 where ordinates represent the mean square noise voltage over 
the 20-cycIe band and abscissai represent the mid-frequency of the 
band. It is seen that the experimental points fall on a straight line 
having a negative slope of about 1.0. This relationship may be 
represented by the equation 

kV} = Const. AF/F, (3) 

where A Vc
2 is the mean square noise voltage for the frequency band AF. 

Integrating Eq. (3) between fixed limits we obtain: 

Vc2 = Const, log (Ft/Fi), (4) 

which gives the total noise over the frequency range F1 to Fi. 
Figure 11 gives the results of similar measurements on a high- 
9 T. G. Castner, Bell Laboratories Record 13, 267 (1935). 
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Fig. 10—The frequency distribution of contact noise in a standard carbon trans- 
mitter for normal operating conditions. The ordinates give the mean square contact 
noise voltage in a twenty-cycle band the midpoints of which are given by the abscissae. 

resistance carbon grid leak. It is seen that the noise has precisely the 
same frequency distribution in both the carbon transmitter and in the 
grid leak, which further supports our belief that the noise mechanism is 
the same in each case. 

Otto6 reported similar measurements of noise as a function of 
frequency in carbon transmitters, single contacts of carbon, carbon grid 
leaks and copper oxide resistances. Whereas we find an almost exact 
inverse relationship between noise and frequency for all types of 
elements tested he shows curves with negative slopes ranging from 1.0 
to 1.4. Meyer and Thiede 8 in measurements on thin carbon films 
obtained negative slopes having values between 1.0 and 2.0. 

Contact Noise as a Function of Temperature and 
Surrounding Medium 

For the complete elucidation of contact noise the knowledge of its 
dependence upon temperature is important. However, the difficulties 
involved in such a measurement are so great that we have been unable, 
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Fig. 11—The frequency distribution of the contact noise in a 50,000-ohm carbon 
grid leak resistor. The method of plotting the experimental points is the same as 
that shown in Fig. 10. 

as yet, to obtain dependable results. For a satisfactory observation of 
the effect of temperature on the noise of contacts one must be certain 
that the conducting area in a contact remains constant and inde- 
pendent of temperature. Temperature variations can alter the con- 
ducting area in at least two ways; the contacting particles may be 
relatively displaced due to differential thermal expansions of the 
apparatus, and the change of the quantity of adsorbed gas on the 
contacting surfaces can alter the contacting areas without any relative 
displacement of the contacting particles. Both of these conditions are 
very difficult to control in any measurement involving temperature 
changes. However, our measurements of the relationship between 
contact noise and temperature, performed under the most carefully 
controlled conditions which we have been able to apply, indicate that 
contact noise may change either positively or negatively as a function 
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of temperature depending upon the conditions of the experiment, but 
that the total change is not more than 3 or 4 db in the temperature 
range from 90 to 300 degrees Kelvin. These observations are con- 
sistent with the fact that Otto 6 has reported a decrease of noise with 
increase of temperature while Meyer and Thiede 8 have reported the 
reverse effect. 

The nature of the surrounding medium seems to affect the intensity 
of the noise but little. The noise of the contact under oil seems to be 
slightly less, one or two decibels, than when the contact is in a vacuum 
of lO-5 mm. of mercury. The noise in air seems to be intermediate 
between these two extremes. This leads us to believe that the noise 
mechanism is not associated with the medium surrounding the contact. 

Quantitative Values of Contact Noise 

Equations (1), (2) and (4) may be combined to give the expression 

T} = K VR* log {F*lFx). (5) 

This is the general empirical equation found for noise in granular 
resistance elements as a function of voltage, resistance, and frequency. 
The average values for a and /3 are respectively 1.85 and 1.25. The 
constant K is dependent on the material, shape, temperature, etc. of 
the resistance element. The following representative values of this 
constant were obtained for some of the resistance elements which we 
have measured: 

Single carbon contact  1-2 X lO-10 

Western Electric No. 395-B telephone transmitter  1.3 X 10 11 

100,000 ohm carbon grid leak  1.1 X 10 21 

For different single carbon contacts this constant did not vary more 
than 20 per cent as long as a given type of carbon was used, and a 
change in the type of microphonic carbon produced a variation by not 
more than a factor of two. 

The contact noise in a Western Electric No. 395-B telephone trans- 
mitter under actual working conditions {R = 45 ohms, V = 2.5 volts, 
Fx = 200 c.p.s. and Fi = 3000 c.p.s.) is given by Eq. (5) as 9.8 X lO"5 

volts. The output signal of this transmitter for standard voice opera- 
tion is about 0.1 volt. The spread between signal and contact noise 
is so great that this noise is not a disturbing factor in the standard 
carbon transmitter as used in telephone service. This is not true, 
however, in the case of high quality carbon transmitters used for studio 
work and public address systems. The sound fields under the condi- 
tions wherein such instruments are apt to be used are much less intense 
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than for the telephone transmitter under its normal condition of use, 
and hence, the contact noise becomes a limiting factor when the carbon 
microphone is used in weak sound fields. 

Equation (2) is not suited for representing contact noise as a function 
of resistance in grid leaks since a change in resistance is brought about 
by variations in the dimensions and materials of the conducting film 
rather than by a change in contact displacement as is done in the case 
of loose contacts. For this reason the constant given above applies 
only to 100,000-ohm resistances of a given type. 

It is of interest to note that the constant for the carbon grid leak 
resistor is smaller than that for the single contact by a factor of 109. 
This is due, in part, to the fact that the total voltage V across the grid 
leak resistor is divided among a network of contacts each of which 
produces noise independently of the others. The total noise from such 
an assemblage, as will be shown in the following section, is less than 
that arising from a single contact. This suggests that the contact noise 
in a solid carbon filament, if it exists at all, should be still smaller than 
that in the grid leak. We have made measurements on such a filament 
having a diameter of 0.0025 cm. and a resistance of 75,000 ohms. 
After taking great precautions to eliminate all the noise at the terminal 
connections we were unable to detect any noise in addition to that of 
thermal agitation for d.-c. loads as great as the filament would carry 
without being destroyed (a current density of 3 X 103 amperes per 
square cm.). 

Noise From a Contact Assemblage 

A transmitter cell contains an assemblage of contacts and we have 
shown that the noise from such an assemblage follows the empirical law 
set forth in Eq. (5), which also holds for single contacts. Several 
important deductions are possible when we study the noise from an 
assemblage as a function of the number and arrangement of the 
contacts within it. 

Assemblage With Contacts in Parallel 

Consider n contacts, R\, Ri ■ • • Rn, placed in parallel across a direct 
current supply and inductance as shown in Fig. 12.4. The inductance 
is large enough so that it offers an effectively infinite impedance to the 
fluctuation voltage we expect to study. Due to the fluctuation of 
resistance in the contacts and the passage of direct current they will act 
as a.-c. generators. Figure \2B is the equivalent a.-c. circuit, where 
ei, 62 • • • en are the instantaneous a.-c. voltages generated because of 
the fluctuating resistance in the respective contacts. The instantane- 
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Fig. 12—(/I) Circuit for measuring the contact noise of a parallel assemblage of re- 
sistance elements. (B) The equivalent a.-c. circuit of (/I). 

ous value of a.-c. voltage experienced across the impedance Z—which is 
the input impedance of a measuring circuit—is 

e = c i — i\Ri = ' • • 6n inRn = iZ, 

where ii, U • ■ ■ in are the respective fluctuating currents flowing because 
of the generator action of the fluctuating contact resistances. Also 
we have 

i = i1 + • • • in. 

From these two expressions we get 

RlR2^ 
where 

Hence we obtain 

il- rj--pj--4- -4.-1 = - e[RrR^"'Rn'rz\ Y' 

Y Ri Rn Z 

y ^ y 
e ~ gli?i+ "■ enRn' 

The noise power dissipated in Z, and thus measured by the measuring 

device, is defined in the usual way as e2/Z, where e2 is the mean square 
voltage across the impedance Z and is defined as 

v = limit (1//) r 
t-*x JQ 
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If the value of « as given above is substituted in this equation, and 
the relative phases of the individual contact voltages ei • • ■ en are 
considered random, one derives the relationship 

eT 

£ parallel 

-2 o 2 
+ — + i?!2 ^ i?22 

g«- 
RJ 

(6) 
[l + ±+...± + il2- 
[RrR^ RiZ] 

The experimental test of this derived relationship will be given later. 

Assemblage with Contacts in Series 

Consider n contacts placed in series and supplied with current from 
a battery through an inductance as shown in Fig. 13.4. The equivalent 

Rn: 

(A) 

AMPLIFIER 
AND 

MEASURING 
DEVICE 

—GD—— 
e, Ri 

—00—wv 
en Rn 

(B) 

Fig. 13—(/I) Circuit for measuring the contact noise of a series assemblage of re- 
sistance elements. (/*) The equivalent a.-c. circuit of {A). 

a.-c. circuit is shown in Fig. 13B. If the value of e2 impressed on the 
impedance Z of a measuring device is calculated, in a way similar to 
that outlined for the case of contacts in parallel, one gets 

O2 + 2]Z2 

[i?l + i?2 + • • ' + Z]]2 (7) 

Equations (6) and (7) are derived by considering the aggregate as 
made up of single contacts, but the same would be true if the aggregate 
were considered as made up of unit cells of arbitrary size, the values of 
e and R applying to the unit cells. 
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It is experimentally impracticable, if not impossible, to determine the 
noise and resistance of each contact in an aggregate; hence in the 
experimental test of the foregoing equations we have, in effect, divided 
the aggregate into unit cells. The aggregate of carbon granules was 
placed in four parallel grooves cut in a single phenol fibre block. 
Each groove was provided with five gold electrodes evenly spaced 
along the surface of the groove so that there were, effectively, four 
contiguous carbon cells in each groove. This permitted the measure- 
ment of the noise from each cell separately and also from the cells in 
various assemblages. Applying Eq. (6) or (7), as the case demanded, 
to the values of the noise from the single cells we calculated the 
expected noise of the assemblages and compared this with the measured 
values. Table I gives typical results for parallel assemblages and 
Table II typical results for series assemblages. 

TABLE I 

Noise in db 
Cell Resistance 

Cell Ohms 
Measured Calculated 

3523 15.7 
b  4315 17.2 

4515 19.6 
d  3585 15.2 

a d parallel  1760 12.6 12.5 
b c parallel  2215 15.7 15.5 
a + & + c + d parallel  980 11.2 10.9 

TABLE II 

Cell Resistance 
Noise in db 

Cell 
Measured Calculated 

1  590 31.5 
2   720 34.0 
3  610 33.0 
4   510 30.0 
5   490 30.5 
6   545 31.0 
7  685 33.5 
8  427 26.5 
9   405 25.0 

10  226 19.0 
11  152 16.5 

2510 38.5 38.2 
2211 37.5 36.9 

9 to 11   775 26.0 26.4 
1 to 8  4720 41.0 40.4 
5 to 11   2980 37.5 37.2 
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Considering the difficulty in holding a fixed granular configuration in 
a cell of loose contacts we feel that the experimental results justify the 
conclusion that the assumptions underlying the derivation of Eqs. (6) 
and (7) are essentially correct, which require that the phase of the noise 
voltage from each unit cell is entirely independent of that of any other 
cell in the aggregate. From this we conclude that the mechanism 
causing the noise is a small-scale effect capable of independently 
existing within a volume element much smaller than the size of the unit 
cell in any of the experiments we have performed on aggregates. In 
fact, as will be assumed later, we believe the noise mechanism to be 
located in a volume element smaller than that concerned with the 
properties of a contact between two particles. 

If resistance elements are so chosen that each has the same resistance 
and noise, and these are placed in a circuit where the impedance Z is 
large compared to the resistance of the elements, then Eqs. (6) and (7) 
can be written respectively as follows: 

— ^2 
Fc2pnriillel =: » (ba) 7Z 

and 
FAcriea = ne2. (7a) 

The resistance 7? of a parallel assemblage of like contact elements, each 
having the same resistance Rk, is obtained from 1/7? = njRk, or 
n = Rk/R. 

Substituting this in Eq. (6a) we get 

FcVrane. = ^ . (6b) 
Rk 

For like contact elements in series we get n = R/Rk, hence Eq. (7a) 
becomes 

Fr!™ = ~. (7b) Kk 

If now we have the further condition that the battery voltage is so 

adjusted for each new assemblage that e2 is always constant, then Eqs. 
(6b) and (7b) are equivalent and we have 

V2 = Const. R. (8) 

An equivalent relationship was derived and experimentally tested by 
Otto,5 but it is clear from our derivation and measurements that it 
applies only to a change in the assemblage of like contacts, such as is 
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realized when the dimensions of a granular aggregate or conducting 
film are altered, and is not valid for cases where the resistance is 
altered by changing the contact compressions. In this latter case Eq. 
(2) applies. 

Another interesting property of an assemblage is obtained if we 
express e* by means of Eq. (l)Jn terms of the battery voltage V. Thus 
for the parallel assemblage, ? = Const. Fa, and for the series assem- 

blage, e5 = Const. ^^ • Thus Ecls- (6a) and (7a) can be written' 

respectively, as follows: 

and 

^ Const. Va 

c parallel — ("W 

yi Const. V , , y c acncB • V' 

If we now accept as an approximation a = 2 then Eqs. (6c) and (7c) 
are equivalent, and^we can say that for any assemblage of contacts, 
where the value of ? for each contact element is equal to that of every 
other contact element in the assemblage, the contact noise of the 
assemblage is inversely proportional to the number of contact elements 
in the assemblage. This principle we have established experimentally 
by building "square" assemblages—V« parallel paths with V« ele- 
ments in series in each path—and measuring the noise as a function 
of n. The "square" assemblage is particularly interesting for it allows 
a control of the noise of an assemblage without altering its overall 
resistance. This suggests a principle which may be followed in de- 
signing grid leaks and carbon transmitters with low contact noise 
characteristics. 

Discussion 

It seems to us that the most logical hypothesis consistent with the 
foregoing experimental data is, as before indicated, that the noise 
mechanism lies in a fluctuating contact or boundary resistance. 
Assuming this we are led to the following considerations concerning the 
nature of the noise mechanism. 

Careful measurement has established that the conduction through a 
carbon contact, as near as can be observed, is entirely ohmic. We have 
shown that when a carbon contact through which direct current is 
flowing is cyclically compressed, as in the acoustic modulation of a 
carbon transmitter, the generated a.-c. power is proportional to the 
square of the d.-c. voltage. This leads to the conclusion that the 
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resistance modulation due to the cyclical compression is independent 
of the applied voltage. It is evident from Eq. (1) that the fluctuating 
resistance responsible for the noise cannot be equivalent to the resist- 
ance modulation introduced by a cyclical compression where the 
contacting granules move relatively as a whole, for the fluctuating 
resistance responsible for noise is somewhat voltage sensitive as indi- 
cated by the departure of a from the value 2. This means either that 
the conductance responsible for the noise is specifically non-ohmic or 
that the extent of the conduction wherein the noise mechanism lies is 
diminished as the applied d.-c. voltage is increased. Non-ohmic 
conductance is usually such that conductance increases with applied 
voltage, thereby demanding a value of a in Eq. (1) which is greater 
than 2; accordingly we are inclined to believe that applied voltage acts 
to diminish the area over which the noise mechanism operates. 

If the noise mechanism were intimately associated with the total 
conductance of a contact one would expect the noise to be proportional 
to some simple integral power of the current in a contact, but this is 
denied by the observed value of /3 in Eq. (2). 

These facts and deductions lead us to the hypothesis that there 
exist two mechanisms of conduction between particles in contact, a 
primary conduction which accounts for the major portion of the 
current, and a secondary conduction wherein a relatively small por- 
tion of the total current is transferred and in which the noise mechanism 
is found. Goucher 1 has given evidence that the primary conduction 
between contacting carbon particles is of the same nature as that in 
solid carbon, and since we have been unable to measure any noise in 
solid carbon we assume that the secondary conduction does not take 
place through the same region of the contact as the primary conduction. 

Recent investigation of the elastic nature of carbon contacts 1 has 
led to the conclusion that the surface of each particle can be considered 
as covered with a layer of hemispherical hills of heights distributed 
according to the function Nx = Const. xn, where Nx is defined as the 
quantity which when multiplied by dx gives the number of hills coming 
into coincidence with a plane as it moves from the position ^ to ^ + dx, 
and « is a constant whose experimentally determined value is about 
0.6. The establishment of a contact consists in bringing into coinci- 
dence a number of these hills and enlarging the coincidence areas to the 
extent demanded by the displacement of the contacting elements after 
their initial coincidences. Let us accept this picture of a contact and 
inquire as to how it applies in the explanation of our empirical noise 
equation. 

We assume that through each area of coincidence the primary con- 
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duction takes place and that secondary conduction, in which the noise 
mechanism lies, can take place between the surfaces which are not in 
primary contact and are not separated by more than a certain increment 
dx. Figure 14 is an attempt to picture a portion of the hypothetical 
plane of contact between two carbon granules. 

V 

Fig. 14—A portion of the hypothetical plane of contact between two carbon 
granules. The cross hatched circular areas are the coincidence areas through which 
primary conduction takes place. The shaded areas, through which the secondary 
electrical conduction takes place, are regions where the granule surfaces are not 
separated by an interval larger than A.v. The area of each of these is independent of 
the coincidence area it surrounds. 

The total number of hills in coincidence in a contact is given by 

7VC = I Nxdx = Const. I xn dx = Const. Dn+X, 
Jo Jo 
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where D is the total displacement from the first coincidence. This 
number can also be expressed in terms of the contact resistance R by 
using Goucher's 1 derived equation: 1/i? = Const. i>n+3/2. Thus the 
above expression can be written 

Nc = Const. i2-(2n+2)/(2n+3)> (9) 

The area of secondary electrical conduction surrounding each area of 
coincidence is precisely that area which would be added were the 
contact compressed by an increment of compression Ax. From the 
theory of Hertz 10 one can show that for smooth spherical hills in con- 
tact, AA/Ax is independent of the total hill compression and hence 
that the total area of secondary electrical conduction in a contact 
Ac is proportional to Nc, giving 

Ac = Const. Nc = Const. R-Vn+vivn+v, (9a) 

For purposes of analysis let us think of the secondary conduction 
area surrounding each primary area of contact as divided up into small 
elements of like nature, and further that the secondary conduction 
through each of these elements of area is independent of that in every 
other element. If such a contact is connected in a circuit as shown in 
Fig. 12^1 then the equivalent a.-c. circuit can be thought of as that 
shown in Fig. 15, where R is the mean resistance of the entire contact, 

Fig. 15—The equivalent a.-c. circuit of a contact with v elements of secondary 
conduction area, through each of which there is an independently fluctuating current, 
when such a contact is connected in a circuit as shown in Fig. 12^4. 

ii, it are the instantaneous deviations of the current from the 
mean current in each of the v elements of secondary conduction area, 
and e is the instantaneous value of the fluctuation voltage across the 
measuring device with impedance Z. Taking into account the random 
nature of the fluctuation currents through each element of secondary 

10 A. E. H. Love, "Mathematical Theory of Elasticity," 2nd ed., p. 192. This 
has been experimentally confirmed by J. P. Andrews, Phys. Soc. Proc. 43, 1 (1931). 
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conduction area one can derive, in much the same manner as for Eq. 
(6), the relationship 

72 = vt2-(RZy/(R + Z)2, (10) 

where 7 = *? = • • • i*. Since v is proportional to ^4c we have by Eq. 
(9a) the relationship v = Const. i?-(2»+2)/(2»+-i). Substituting this into 
Eq. (10) we get 

7 = Const. .i?(2„+4)/(2r.+3) Z2/(^ -j- Z)\ 

and if we make Z large compared with R this becomes 

7 = Const. 7^(2"+4)/(2"+3)> (ii) 

Comparing this with Eq. (2), the experimentally derived relationship 
between noise and contact resistance, we get n = 0.5. Goucher 1 

found by elastic measurements the value of n = 0.6.11 In view of the 
fact that a slight change in the experimental value of the exponent in 
Eq. (2) causes a rather large change in the value of n thereby de- 
termined from Eq. (11), we can say that the agreement between the 
results obtained from elastic measurements and noise measurements is 
surprisingly good, and that this agreement supports the hypothesis 
regarding the nature of a contact.12 

In discussing the hypothesis that there exists a region of secondary 
conduction which is responsible for the noise, we have not made any 
assumption as to the nature of the secondary conduction. Several 
possibilities, however, have occurred to us, one of which it seems 
desirable to mention at this time. 

If one assumes that the thermo-mechanical vibrations of a solid 
extend to the outside surface, then it is possible that the wave crests 
may be able to make periodic electrical contact across the secondary 
conduction area assumed in our hypothesis. This would permit a 
pulsating current to flow, the frequency of which, it is supposed, is 
determined by the frequency of the oscillator. For oscillators of 
audible frequencies the law of energy equipartition applies and each 
oscillator will have the usual 1/2 kT of energy per degree of freedom. 
The energy of an elastic oscillator is also proportional to {B • F)2, where 

11 Goucher found a discrepancy between the measured resistance-displacement, 
resistance-force, and force-displacement relationships. But for reasons stated in 
his paper we are inclined to accept the distribution function found from the force- 
displacement measurements. , .. . ■ 12 If one assumes the existence of a film in the contact, which some older theories 
of microphonic action do, and that the number of independent elements of area 
through which current is conducted is proportional to the area of this film then 
one is led to the very unsatisfactory conclusion that n = — 3.5. 
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B is the amplitude and F the frequency. From these two expressions 
of the energy we get B ~ F~l T112. The area of secondary electrical 
conduction surrounding each hill in coincidence is proportional to B, 
and since this area determines the number of elements of area through 
which secondary conduction takes place, as assumed in the derivation 
of Eq. (11), we arrive at the conclusion that 

72 = Const. F~l T1'2. (12) 

While the hypothesis leading to Eq. (12) is only intended as a sugges- 
tion it does explain the inverse frequency relationship, and the temper- 
ature relationship is not an impossible one judging from the past un- 
satisfactory measurements. It may be possible, also, to explain the 
departure of a in Eq. (1) from the value 2, for one would expect electro- 
static forces to distort the contacting surfaces so that the secondary 
conduction area would become smaller as the voltage increases. A 
satisfactory experiment on the effect of temperature on noise will do 
much to establish or disprove the tenability of this hypothesis. 

Brillouin 13 has recently derived an expression for the noise in a 
conductor carrying a current by using the statistical method to deduce 
the most probable distribution of the electrons in such a system when 
it is in equilibrium. This method of calculation gives a noise energy, 
in addition to thermal noise, which is proportional to the square of the 
current and inversely proportional to the volume of the conducting 
material. We have made a calculation of the relative magnitudes of 
the two terms in Brillouin's equation which correspond to our experi- 
mental conditions. Assuming reasonable dimensions for a carbon 
contact and a current density as high as any we used it turns out that 
the magnitude of the term for contact noise is far below that for 
thermal noise. Furthermore it seems to us that Brillouin's mecha- 
nism would require a flat frequency distribution of noise rather than the 
distribution which we have observed. For these reasons we do not 
believe that the noise which we have studied is produced by the 
mechanism postulated by Brillouin. 

In conclusion we wish to acknowledge our indebtedness to Dr. J. B. 
Johnson and Dr. F. S. Goucher for the helpful criticism they have 
given us during the course of this work. 

13 L. Brillouin, Helv. Phys. Ada, Supt. 2, 7, 47 (1934). This theory is intended 
to explain the "Fluctuations de resistance dans un conducteur metallique de faible 
volume," reported by M. J. Bernamont, Comptes Rendus 198, 1755 (1934); ibid. 
198, 2144 (1934). 



Contemporary Advances in Physics, XXX—The Theory 
of Magnetism * 

By KARL K. DARROW 

The topic of this article is the explanation of magnetism as ordinarily 
observed—to wit, the magnetization of pieces of matter of ordinary dimen- 
sions—by ascribing magnetic moment to the individual molecules, atoms, 
and electrons of which matter is composed. For paramagnetic bodies it is 
postulated that the individual atoms are magnets of which the orientation, 
but not the strength, is altered in the presence of a magnetic field; the theory 
is so successful as to make it possible to calculate, from magnetization-curves, 
values for the magnetic moments of these atoms which agree admirably 
with those deduced from spectroscopic theory and from experiments of other 
types. For ferromagnetic bodies the same postulate is made, but it is 
necessary in addition to recognize the existence of huge interatomic forces 
of which very little is known, so that a large proportion of the science of 
ferromagnetism still lies beyond the scope of atomic theory. For diamag- 
netic bodies the phenomena are interpreted in a simple and effective manner, 
as an immediate corollary of the well-known structure of the atom. 

MAGNETISM is a quality which we attribute to the atom. We 
affirm that iron, nickel, gadolinium, gaseous oxygen, and in fact 

all substances, are magnetic because there is magnetism in their atoms. 
Indeed we go even deeper, and affirm that the individual electrons and 
the nuclei within the atoms are magnetic. Nevertheless, the atomic 
theory of magnetism is a really valuable theory. Perhaps that 
"nevertheless" sounds out of place; but I assure you that without it 
there would be a trace of paradox in the statement, which perhaps our 
grandfathers would have been quicker at discerning than are we. Let 
me explain my meaning by referring to the atomic theory, or as it is 
usually called the kinetic theory, of gases. Those who designed this 
theory succeeded in explaining the pressure, the temperature, and the 
viscosity of gases, without attributing a single one of those qualities 
to the atoms. To the atoms they assigned the properties of momen- 
tum and velocity and kinetic energy; those other qualities which I just 
named were then interpreted in terms of these,—they were interpreted 
as what we call statistical properties of the great multitude of atoms 
which constitutes a gas. This was a real explanation of pressure and 
viscosity and temperature, in the fullest sense of the word "explana- 
tion"—or anyhow, in the fullest sense of that word which is customary 
in physics. But along with these properties of pressure and viscosity 

* Expanded from a lecture delivered on January 14, 1936, at the School of En- 
fineering of Yale University, and still bearing obvious traces of its original form, 

n preparing it I received invaluable aid from Dr. R. M. Bozorth. 
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and temperature, a gas also possesses weight. The builders of the 
kinetic theory simply said that the weight is a property of the individual 
atoms, and that the weight of the gas is the sum of the weights of its 
atoms. Now evidently this was not an explanation of weight at all. 
Indeed, by assigning weight to the individual atom, the builders of the 
theory had foregone all attempts at an explanation. A property which 
you assign to the atom is a property which you refuse to try to explain 
in terms of the atom—or so at least it always seemed to our fore- 
fathers. To assign a quality to an atom used to be taken as a confes- 
sion of incompetence to explain that quality. I can of course make this 
clear by proceeding to absurd extremes. If I say that an orange con- 
sists of soft yellow juicy atoms, or that a marshmallow is made of sweet 
white sticky atoms, or that a piece of iron is made of hard black shiny 
conductive atoms, you recognize at once that those are not serious 
atomic theories: they are just futile and somewhat ridiculous state- 
ments. If I claim to explain the weight of a piece of iron by saying that 
it is the sum of the weights of the atoms, I am making a claim which 
unfortunately may not sound ridiculous, but is really just as futile— 
unless it acquires value by being linked with some other assertion. 
But when I say that the magnetism of a piece of iron is due to the 
magnetism of its atoms and its electrons, the statement is by no means 
a futile one; it is significant and important. For this there are two 
main reasons or rather groups of reasons, which I will indicate by the 
words orientation and atomic structure. (In addition there are remark- 
able experiments on jets of atoms whereby their magnetic moments 
are measured directly, but these I reserve for another occasion.) 

First a few words about atomic structure. It is a fact of experience 
—the experience of one hundred and fifteen years—that a current 
running around a loop of wire is the equivalent of a magnet. If now 
somebody asserts first that a piece of iron is magnetic because its atoms 
are magnets, and then goes right ahead and asserts that the atoms are 
magnets because they have perpetual currents running around inside 
them—well, the combination of these two statements is not necessarily 
futile or trivial. At the very least, it is a sensible attempt to reduce 
the two kinds of magnetism apparently existing in the world to a single 
kind, that which is due to moving electricity. This was Ampere's idea 
a hundred years ago. Now if in addition there is independent evidence 
that the atom comprises mobile electrical particles, then this idea of 
Ampere's becomes the assertion that those particles inside the atom are 
actually revolving. It is well known that modern physics is full of 
such evidence, of evidence that atoms contain very mobile electrons; 
and some of my readers may recall that thirty years or so ago there 
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were an atom-model with stationary electrons and an atom-model with 
revolving electrons, which were in competition with each other, and 
the latter of which has by now driven the former utterly out of the field. 
Remember now, that the atom-model with the revolving electrons 
triumphed over the other one not primarily because of its magnetic 
quality, but because of the theory of spectra which Bohr and others 
were able to derive from it. Revolving electrons in atoms were first of 
all proved to be responsible for spectra, and then it was noticed that 
they are capable of causing magnetism. Therefore when the physicist 
says that magnetism is a quality of atoms, he is not making a confes- 
sion of incompetence, but an inference from a highly-developed and 
successful theory of spectra; and this makes all the difference in the 
world to the value of the statement. Indeed the situation is even better 
than I have intimated; for there are dozens of cases in which first an 
atom-model or a molecule-model has been constructed expressly to ex- 
plain the spectrum of the substance in question—then, the magnetic 
moment of its system of revolving electrons has been computed—then, 
the magnetic moment of the atom or the molecule has been measured 
and the two have agreed! This is really an understatement, which 
needs to be broadened so as to include the cases in which the spin of 
the electron plays a part; but I pass them over, intending to defer the 
broadening to the latter part of the article, which is to be devoted to 
these matters of atomic structure. For the moment, let me make just 
one more allusion to them, a very important one. Electrons revolving 
in orbits around a nucleus obviously possess angular momentum. 
Therefore, if an atom has a magnetic moment due to revolving electrons, 
it has an angular momentum also. This again is an understatement, for 
it contains a restriction which can be removed in view of the broaden- 
ing which is later to be made. It appears to be a general rule that in 
the atom, magnetic moment and angular momentum always go together. 
A magnetic atom is a gyroscope—necessarily and automatically. This 
is a fundamental principle, and from it flow some strange and striking 
consequences. Everyone who has worked or played with the classic 
gyroscope of our laboratories knows that it has quaint and tricky idio- 
syncrasies. Well! the atom has them too; but it has others in addition. 
Angular momentum, on the atomic scale, is subject to peculiar laws of 
quantum mechanics; and the atomic magnet-gyroscope behaves in 
extraordinary ways, of which our laboratory gyroscopes give not the 
faintest intimation. 

To summarize my introduction then: the first step in the theory of 
magnetism consists in referring it to the individual atom. This sounds 
like a confession of defeat, but it is nothing of the sort; it is a claim of 
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victory. Our theory of spectra requires that atoms, or some of them 
at any rate, should be magnets, and they are magnets. Moreover it 
fixes the magnetic moments which certain atoms ought to have, and so 
far as our experiments go, the atoms do have these moments. More- 
over it imposes angular momentum on these atoms, and fantastic as 
the consequences are, experience bears them out. Logically, then, I 
should begin the main part of my talk by showing how the magnetic 
moments and the angular momenta of atoms and of molecules are cal- 
culated from their spectra by atomic theory. This, however, would by 
itself require several lectures, and very difficult ones at that.* I must 
therefore simply ask you to believe that the magnetic moments of 
atoms are inferences from fundamental theory, not mere ad hoc as- 
sumptions; and now I will explain what I had in mind when I wrote 
down the word orientation to designate one of the topics of this article. 

It is one of the best-known facts of physics that the magnetization 
of a substance is not fixed and constant, but increases with the strength 
of the magnetic field which is acting on the substance. By the way, be- 
fore going any further I must definitely exclude the so-called "diamag- 
netic " substances. That exclusion being made, we do not assume that 
the magnetic moment of the individual atom increases similarly with 
the field strength. People did not make that assumption, even in the 
days before the fundamental theory was developed. Had they done 
so, it would have been just as silly as saying that a marshmallow is 
made of soft white sticky atoms, and calling that an atomic theory. 
They supposed, and we suppose, that the moments of the individual 
atoms remain practically the same whatever the field strength; what 
changes is the average inclination of these moments to the field. The 
atomic moments are vector quantities pointing in various directions, 
different from one atom to the next. The magnetization of the sub- 
stance as a whole is the resultant of all these myriads of tiny vectors 
pointing in their various directions. If they all pointed the same way 
the substance would be completely and perfectly magnetized, with a 
moment equal to the total number of the atoms multiplied into the 
moment of any one. This state of saturation is not, however, to be 
attained, not even to be approached without a rare and felicitous con- 
course of a favorable substance, a very low temperature and a very 
strong field. Much easier of attainment is the opposite extreme, when 
the vectors are pointing all ways at random and the magnetization is 
zero. This happens with nearly all substances when there is no field 
applied, and it seems quite natural. But when even the smallest field 

* This subject was partially treated in "Contemporary Advances in Physics, 
XXIX . . . ," April 1935 Bell Sys. Tech. Jour. 
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strength is applied to such a substance, you might expect all the little 
magnets to turn right around and point straight up the field-direction, 
achieving saturation in an instant. Well, it is certain that saturation 
is not achieved; but still there is some degree of magnetization, as 
though the little magnets all started to turn around and were stopped 
before they got very far. What is it that might stop them? If you 
look at the books of twenty or twenty-five years, you will find an 
answer: they are stopped by the collisions which these atoms make with 
one another. This is the classical idea, which is generally thought to 
be well verified by experiment. But let us look into the matter a little 
more closely. 

For simplicity let us imagine a gas—preferably, unit volume of the 
gas—composed of N identical atoms, each with a magnetic moment //. 
and exposed to an applied field H. Visualize some particular atom, of 
which the career is an endless alternation between free flights and 
sudden impacts. All the time the magnetic moment of the atom, the 
little vector of which I have been speaking, is subject to a torque arising 
from the field. The classical idea is, that throughout every free flight 
that torque is steadily bringing the vector more and more nearly into 
alignment with the field, but usually not having time enough to suc- 
ceed, because at every collision the vector is suddenly and violently re- 
directed in a perfectly arbitrary way. Gradual approach to alignment 
during the free flights, violent dis-alignment at the collisions, and the 
magnetization of the substance indicating how far the alignment 
progresses, on the average, before the dis-alignment stops it—this is the 
classical picture. It all seems beautifully obvious, and yet is it now 
believed to be entirely false! 

The trouble lies in the fact that the atom is a gyroscope. You recall 
that it is one of the oddities of the gyroscope that when you apply a 
torque to it, it starts off at right angles to the direction in which you 
expect it to go. Now here is our atom just leaving the scene of a colli- 
sion with its magnetic moment making, say, an angle </> with the field- 
direction. As it flies away the torque is steadily trying to reduce the 
value of (f), but instead of obeying, the atom just keeps on blandly pre- 
cessing about the field-direction, the value of 4> remaining obstinately 
the same. The unbreakable link between magnetic moment and 
angular momentum has neatly killed the supposition that the field 
magnetizes the gas because it aligns the atoms, or partially aligns them, 
during their intervals of unimpeded flight. The free flights are just 
the periods when nothing whatever happens in the way of alignment. 
Much labor has been expended in the hope of finding some way out of 
this impasse, but none has been revealed except that of supposing that 



CONTEMPORARY ADVANCES IN PHYSICS 229 

whatever is the mechanism whereby the field aligns the atoms, it is a 
mechanism which operates during the impacts and not between them. 
Partial alignment at the collisions, no change in the situation during 
the free flights—this amounts pretty nearly to standing the classical 
theory on its head! 

Nevertheless the mathematics of the classical theory remains en- 
tirely unchanged. This is because the mathematics merely expresses 
the assumption that the field has managed to find some way of partially 
aligning the atoms, and does not concern itself in the least with what 
that way may be. This sounds rather vague, so let me remind you 
just what the assumption is. Suppose to begin with that the vectors 
of the atoms are capable of only two orientations in the applied field: 
one parallel, the other anti-parallel to the field-direction. To transfer 
an atom from the one orientation to the other, we must do work against 
the torque of the field (or receive work from the torque of the field) 
amounting to 2/xi7. We have, therefore, two classes of atoms, differing 
in energy by 2fxH. Let Ni and Nt stand for the numbers in these 
classes at some particular instant. Now the classical theory, as I have 
been calling it, is strictly no more than the assumption that the ratio 
of A^i and Nz is given by Boltzmann's theorem: 

Ni/Ni = exp (- 2vHJkT) (1) 

and the essence of this assumption, I take it, is that the atoms are able 
to change their orientation so as to pass from either class to the other, 
and that they employ this facility of free passage to get themselves into 
thermodynamic equilibrium at the temperature T of the gas. This has 
been the assumption ever since Langevin founded the theory, and it 
still is the assumption, even though we may no longer enjoy that 
pretty picture of the mechanism of the change of orientation which 
once we accepted, and have no other to replace it. 

I can readily write down the complete theory of this case. We intro- 
duce the two additional equations, 

iVi + iVz = iV, I = (iVi - iVaj/x, (2, 3) 

of which the first says that all the atoms are in either the parallel or the 
anti-parallel class, and the second that the magnetization I of the unit 
volume of gas is the resultant of the vectors of all its atoms. Now we 
eliminate Ni and Ni between the three equations, and swiftly arrive at 
the result: 

I = Nn tanh {fiHjkT), (4) 

which is the equation of a curve starting obliquely off to the right from 
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the origin, and bending over to approach an asymptote which is a 
horizontal line of the ordinate Nix- 

At this point a strictly classical physicist would certainly grin or 
sneer, because he would say to himself: "The speaker started out by 
assuming for simplicity that the atoms can point in only two directions, 
and now he has gone on to his conclusions without remembering the 
obvious fact that an atom may point in any direction whatever!" 
Well, of course Langevin did make allowance for that supposedly 
obvious fact; it complicates the affair to some extent, but not seriously, 
and leads to a very similar curve for I versus nH/kT. Quantum me- 
chanics. however, flatly denies that it is a fact. I mentioned above 
that the atomic gyroscope has some paradoxical properties of its own, 
in addition to those which it shares with the laboratory gyroscope. 
Here is one of them. The atomic magnet is supposed to be able to set 
itself, not at any angle whatever with respect to the applied magnetic 
field, but only at one or another of a small number of definite discrete 
angles. This is because of its angular momentum: it is primarily the 
angular momentum which is constrained to this very singular behavior, 
and which the magnetic moment is automatically obliged to follow 
because they are so closely linked together. If I am asked why the 
angular momentum should behave like this, I can only reply that 
according to what I am told, if one is sufficiently penetrated with the 
spirit of quantum mechanics it seems self-evident, and if one is not 
sufficiently penetrated with that spirit there is nothing which can be 
done to help. Notice anyhow that it is compatible with the statement 
that when the atom is freely flying along, the field just keeps it precess- 
ing about the field-direction, instead of gradually aligning it; and there 
is ground for being thankful that this derivation, and certain others, 
are somewhat simplified by it. It may be asked, how many different 
inclinations are permitted to the atom? This depends upon the angular 
momentum of the atom, and we can tell it from the spectrum. There 
are certain elements and certain compounds for which the case is just 
as simple as I have described it; just two permitted orientations, the 
parallel and the anti-parallel, and no more. There are others for 
which the permitted inclinations are three in number, others for which 
there are four, five, and other integers up to fifteen or twenty. All 
these yield curves of I versus fxHlkT having the same general traits, 
but differing in the rate at which they approach the asymptote. I will 
refer to all such curves as "Langevin curves," although the only one 
which Langevin proposed was the classical curve corresponding to the 
case in which all orientations are permitted (or, as we may say, there 
are infinitely many permitted orientations). 
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You may now be expecting me to say that there are many gases, and 
possibly other substances as well, for which experimental curves have 
been obtained that are comparable with these. I am obliged to disap- 
point you. You can readily see that in order to get over onto the 
"curvy" part of these curves, one must work in experimental conditions 
in which the argument nH/kT is greater than, or anyhow not very much 
less than, unity. One thinks, of course, of using the highest accessible 
field strengths H so as to enhance the numerator of that fraction. 
This, however, is not sufficient, for it turns out that m (the magnetic 
moment of an atom or a molecule) is so very small that one is obliged to 
diminish the denominator also by going to the lowest attainable tem- 
peratures. All the experimental curves of this character have been 
obtained at temperatures lower than 15° absolute, some at tempera- 
tures between 1° and 2° absolute. This excludes all the gases. More- 
over, it has been necessary thus far to choose the atoms with the largest 
magnetic moments, and these turn out to be, quaintly and inconven- 
iently enough, the atoms of the rare-earth elements. Probably the 
best of the experimental curves (Fig. 1) relates to a substance which 
most people never have heard of, in this or any other connection: it 
is gadolinium sulphate. There are about a score of such curves ob- 
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tained with minerals and glasses containing these elements, and most 
of them agree well with one or another of the theoretical curves; in 
which connection there is an interesting detail, which I will bring up at 
the end of the article. One would scarcely expect a theory worked out 
for gases to apply so well to solids, and as a matter of fact it is a pe- 
culiarity of the rare-earth atoms that even when incorporated in a 
compound or a solid they behave in several ways more like the atoms of 
a gas, than happens with any other elements. 

Pray do not think, however, that all this time I have been talking 
about a theory which has no application excepting to the rarest of all 
elements under the rarest of all temperatures. Its applications are a 
good deal wider than that. True it is that with gases universally, and 
with other substances ordinarily, we cannot get data along the curvy 
parts of the curves; but we can make measurements along the sensibly- 
linear parts near the origin. This amounts to saying that we can de- 
termine the slope of the curve at the origin. Now of course it sounds 
ridiculous to speak of confirming a theoretical curve by measuring its 
tangent at one point. In this case, however, it is not altogether 
ridiculous. Usually the experiments are made by varying H and 
measuring I while the temperature is kept constant. Suppose this is 
done for several different temperatures, and suppose the results are 
plotted by using Hinstead of iiHjkT for the abscissa. Then the theory 
supplies us with different curves for the different temperatures, all 
having the same general aspect, but different slopes at the origin. I 
will denote these slopes for the time being by tan do. The theory, then, 
requires that tan do should be proportional to l/T; and for gases, this is 
found to be the case. Of course this is not such good evidence for the 
theory as would be a complete following-up of the curve nearly all the 
way to the asymptote; but it is pretty good by itself, and for further 
evidence we can invoke those experimental curves for gadolinium sul- 
phate and other solids of which I just spoke. 

If now we let ourselves be convinced by this evidence, a valuable 
conclusion follows. From the slopes of these curves at the origin, the 
value of n can be deduced. Let us go back to the curve of I versus 
/xHlkT or a, which is the epitome of all the rest. We write: 

dllda = Nn{\. — tanh2 a), (5) 

(dIldir)T~ConBt. = (dIlda)(daldH) = (1 - tanh2 a)Nn-(nlkT). (6) 

Since measurements are actually made at a fixed temperature and refer 
to the slope of the curve near zero field strength, we evaluate this 
derivative for a = 0, and we get: 

tan do = {dIldH)n= o= N/j^/kT, (7) 
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and thus from the measurement of 0o at any temperature we derive 
the magnetic moment of the individual atom or molecule of the gas. 
This formula ought to give the right order of magnitude for /x in any 
case. Whether or not it will give exactly the right value, will depend 
on the validity of one of the assumptions, which I now recall. This 
particular formula is for the case in which the atoms have only two 
permitted orientations in the field, the parallel one and the anti- 
parallel one. Had we supposed that every inclination is a permissible 
one, we should have arrived at (l/3).Afyx2/&r. Had we supposed a 
number of permitted inclinations greater than two and less than in- 
finity, we should have arrived at some intermediate value. So, I now 
write as the general formula, 

volume-susceptibility x = bN^/kT, & = 1 to 1/3, (8) 

having placed on the left the name and the symbol by which is generally 
known what I have been denoting by tan do, and on the right a factor b 
of which the value will depend on the number—I will call it n—of 
permitted orientations, but will fortunately never be outside of the 
narrow range between unity and 0.33. 

Thus a rough estimate of an atomic moment may be made without 
knowing the number of the permitted orientations. Very many such 
estimates have been made, and they always give values of /x quite 
compatible with what we know in general about the structures of the 
atoms. If we want to make an estimate truly accurate enough to 
serve as a stringent test of theory, then we must take from the spectrum 
of the atom, not only the spectroscopic value of magnetic moment with 
which we are going to make the comparison, but also the angular 
momentum of the atom which is what determines the number of 
orientations. This causes us no extra trouble, for if we understand the 
spectrum well enough to get the one we also understand it well enough 
to get the other. Now when we look into the literature to see how 
many such comparisons have been made, we suffer again a disappoint- 
ment. It turns out that the noble gases and most other convenient 
gases exhibit the magnetic moment zero. This is of course no fortuitous 
bit of ill luck; it is the same thing, to wit a certain stable interlocking 
of the various electronic orbits and rotations in the atom, which leads 
on the one hand to a zero magnetic moment and on the other hand to a 
relative smallness of the forces which make for chemical combination 
and for condensation. Anyhow it is an inconvenience; but luckily 
there are two convenient gases, oxygen and nitric oxide—Oa and NO— 
which do have magnetic moments different from zero; and the test of 
the theory is in these cases most satisfactory. The agreements be- 



234 BELL SYSTEM TECHNICAL JOURNAL 

tween the magnetic moments calculated from magnetic data after this 
fashion, and those derived from the spectra, are accurate within an 
experimental uncertainty of a few promille. I think that these are 
among the most impressive results in the whole structure of modern 
physics. Then in addition the rare-earth elements help us out again, 
owing to the peculiarity which their atoms have of behaving, even when 
they are incorporated into solid compounds, as though they were the 
atoms of a gas. They have supplied us with a number of beautiful 
agreements of this same character. 

Now as a transition to the next part of this paper, I must acquaint 
you with another fact which belongs to this last part. I have more or 
less been allowing you to suppose that with solids as with gases, the 
susceptibility is generally proportional to 1/T. Actually it is much 
more common, among solids, to find a law of the type, 

where 6 stands for a constant differing from one substance to another. 
This constant is evidently of the dimensions of temperature; it is a sort 
of "critical" temperature, known as the paramagnetic Curie point; the 
formula usually holds for a broad range of values of T above and not 
too close to 9. (There are plenty of cases where even this formula will 
not fit, but we will not concern ourselves with them.) You see that 
this might be taken as meaning, that for temperatures greater than 9 
the substance is more strongly magnetized by any particular field 
strength than, by our previous theory, we should expect it to be. It 
might even be taken as suggesting, that in addition to the applied field 
which we produce ourselves by a horseshoe magnet or something of the 
kind, there is an extra field arising within the substance itself, which 
helps along with the magnetization. Now this is just the suggestion 
which physicists have accepted. Of course it is necessary to make some 
specific assumption about this extra or internal field, in order to arrive 
at the empirical law which I just wrote down. The required assump- 
tion turns out to be simple and gratifying. It is necessary and suffi- 
cient to assume that inside the magnetized substance, there arises an 
extra field which is proportional to the magnetization I itself. Hitherto 
we have been supposing that the torque acting upon an atomic magnet 
is directly and entirely due to the applied field H, and we have been led 
to the law that x varies inversely as T. Now we are going to suppose 
that the torque is due to a field {H + A I) \ and this will lead us, by way 
of the equation 

X = const./(T — 9), (9) 

I = Nil tanh (7/ + AI)lkT (10) 
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to the law that x varies inversely as {T — d). The constant A is one 
which we adjust so as to get the empirical value of the constant 0. 
It is pleasant to be able to say that this constant A—that is to say, the 
hypothetical extra field—does not meddle at all with the multiplying 
factor: the theory allows us to write: 

bNn2 6 depending on A 
X k{T — 6) b depending on w ^ ^ 

and (if it is the right theory, of course!) we can go on estimating atomic 
moments for substances of this category just as well as we can for the 
substances for which 0 is zero. Most published values of n correspond 
to such cases. 

I am going to say very little about the extra field, or "Weiss field" 
as it is often called, because it is still one of the mysteries of physics. 
One realizes readily, of course, that if all the little atomic magnets turn 
themselves partially or totally into alignment, each one of them ex- 
periences a magnetic torque which is due to all the rest. It may be 
shown that this is proportional to the magnetization I, which looks 
very promising indeed; but alas, when it is calculated its magnitude 
turns out to be thousands of times too small. People used to say that 
AI must be a field of non-magnetic origin, which is just another way of 
saying the same thing. At present it is commonly believed that the 
force in question is what is called an "exchange" force, that is to say, 
an electrostatic force among electrons, of which the modus operandi can 
be discovered only by quantum mechanics. I am told that this 
quantum-mechanical theory has not yet been persuaded to deliver a 
really satisfactory result; but probably we shall be obliged to accept it 
in default of any other. 

Now I call your attention to the fact that if the temperature should 
be made equal to or lower than 0, this last equation would predict 
something very wild and strange: an infinite, or a negative, suscepti- 
bility. This is a curious situation, and there are several cases in which 
we can appeal to experiment to resolve it. Take the elementary metal 
nickel, for example; if one measures the susceptibility over the range 
between 400° and 900° C. one gets a gorgeous curve of just this charac- 
ter, for which the value of 0 is around 370°; now if one investigates 
nickel at temperatures below 370°, say around room-temperature, one 
learns that it is ferromagnetic. The same holds true for iron, for cobalt, 
for a diversity of alloys, except that 0 varies from one case to another.* 

* There are however cases in which the substance does not display the distinguish- 
ing marks of ferromagnetism (notably remanence) when / < 0; and incidentally 
there are cases in which 0 is negative; all of these are knotty problems for theory. 
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I will just refer to one additional case, because it is of very recent dis- 
covery and relates to that rare element which is so helpful in magnetics 
and seems to be so useless for anything else: I mean gadolinium. 
Metallic gadolinium has a value of 0 amounting to about 300° absolute. 
Well, last spring Trombe at Strasbourg investigated this metal at low 
temperatures and found that it, too, is ferromagnetic, even more so 
than iron itself. Incidentally most of the rare-earth elements have not 
yet been prepared in pure metallic form, and it looks as though we 
might almost count on turning up some more cases of this kind. All 
this brings me to the question of ferromagnetism. 

I do not suppose that any of my readers thinks that it is ferromagne- 
tism of which I have thus far been speaking, but for the sake of com- 
pleteness I will give the name: up to this point we have been considering 
paramagnetic bodies, and explaining their behavior by the orientations 
of atoms in fields. Now we turn to the properties of iron, cobalt, 
nickel, various alloys and compounds of these, various alloys con- 
taining manganese, and gadolinium: the ferromagnetic substances. 

The most confusing thing about ferromagnetism—at least if my own 
experience as a student is any guide—the. most confusing thing is, that 
the I-vs-H curve of a ferromagnetic substance reminds one of the sort of 
thing that the Langevin theory is meant to explain, and yet it is not 
that sort of thing at all. One looks at the Langevin curve with its 
approach to saturation, and then one thinks of the curve for iron with 
its approach to saturation, and one cannot help but think that the two 
must correspond to each other except for minor and trivial details. 
Well, they do not. They differ not alone in trivial details, but in every 
possible way, excepting the solitary common feature of the approach 
to a horizontal asymptote. 

It is really impossible to put this statement too strongly. The 
Langevin curve and the iron curve differ in shape, as any sketch (cf. 
Figs. 1 and 2) will show. They differ utterly in scale. If I were to 
start to put a Langevin curve on the same plot where an iron curve 
appears with suitable detail, not only would it be sensibly linear for 
thousands and thousands of miles, but it would not even rise appreci- 
ably off the axis for hundreds of miles. Conversely if I had tried to put 
the curve for a ferromagnetic body upon the same graph as the Lange- 
vin curve, the former would have consisted only of the axis of ordinates 
plus the horizontal asymptote. Finally, the temperature relations are 
all wrong. I told you that in the Langevin curve the slope near the 
origin varies inversely as temperature, and I left you to infer that the 
ordinate at saturation is independent of temperature. In the curve for 
iron, the slope near the origin goes up with the temperature, and the 
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ordinate at saturation goes down as the temperature goes up. And yet, 
we interpret ferromagnetism by what is essentially an atomic theory: 
that is to say, we suppose that any piece of iron is an aggregate of little 
magnets each having a constant magnetic moment (so long as the 
temperature is kept constant) and that magnetization of iron consists 
in aligning these magnets. 

I think it instructive to refer to these little magnets by the name of 
"atom," with some distinctive prefix; so, for a few minutes, I will call 
them "super-atoms," though this is not the customary name. When a 
piece of iron is unmagnetized or demagnetized, the super-atoms are 
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pointing in all directions at random, just like the individual atoms of a 
paramagnetic gas which is unmagnetized. When a magnetic field is 
applied to the unmagnetized iron, the super-atoms get more or less 
aligned with one another. If the field is strong enough they are 
perfectly aligned, and there exists what is usually called "saturation" 
of the iron. Now it is worse than useless to remember about Boltz- 
mann's theorem, or impacts, or free flights between impacts, for all 
those concepts have no relevance. We have to look at the phenomena, 
and see what they require. 
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We see at once that the super-atoms must be very easy to align, 
because saturation comes so quickly, with so relatively small a field 
strength. We learn also that when they are aligned, they are not 
exposed to the incessant urge to utter dis-alignment which afflicts the 
atoms of a paramagnetic substance, for iron continues to be magnetized 
when the field is withdrawn; not fully magnetized, as a rule, but con- 
siderably so. Heretofore I,have been talking of substances, in which 
the atoms have a natural state of perfect dis-alignment or random 
orientation; a moderate field can derange it only a little, and the atoms 
return to it instantly and invincibly as soon as the field is cancelled. 
Now I am talking of substances in which the super-atoms seem to have 
no single natural state at all; a moderate field aligns them with ease, 
and when it is removed they like to linger in their alignment. The 
phenomena become clearer when we experiment not with ordinary iron, 
which is a chaotic mass of tiny crystals, but with a single large crystal. 
It turns out then that the super-atoms have a mighty preference for 
pointing along the cubic axes as distinguished from all the other 
directions; but as between these three cubic axes, and as between the 
two opposite senses along each of the three, they seem to be well 
satisfied with any. Suppose for definiteness that I have a cubic 
crystal of iron with one of its axes vertical, another in the meridian and 
the third, of course, pointing east and west. Then if the crystal is 
unmagnetized, one sixth of the super-atoms may be pointing east and 
one sixth west, one sixth pointing north and one sixth south, one sixth 
pointing up arid one sixth down. (I do not say that this is necessarily 
the case, but it may be.) Now if I apply to the crystal a moderate 
magnetic field pointing north, the one sixth of the super-atoms which 
were already pointing north will not be affected, but all the other five 
sixths will flop right over and imitate them. It is amazing how small 
a field will suffice to do this: 100 cersteds for a good single crystal, 
whereas 100,000 oersteds, as I suggested, are not enough to bring the 
ordinary paramagnetic substance at room-temperature anywhere near 
to saturation. If next I cancel the field, the five sixths of the super- 
atoms which came over to the northward orientation will not be 
irrestibly urged to hasten back to their previous habit: indeed if I 
manage to avoid mechanical shocks and jarrings, most of them may 
linger indefinitely, still pointing in the direction to which the vanished 
field once tempted them. Some readers may notice an odd resemblance 
between this and the earlier case, in that the super-atoms have a finite 
number of discrete orientations, just as the atoms do. This resemb- 
lance is, however, so superficial and (probably) misleading, that I 
might not even mention it if I could be sure that it had not been 
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observed. To state two points of difference among many: the "per- 
mitted" directions for the super-atoms depend upon the crystal struc- 
ture, those for the atoms depend upon the field-direction and the 
angular momentum of the atom; and if one applies a field to a single 
crystal in any direction oblique to all of the cubic axes, the super-atoms 
will consent to point in that direction, provided the field strength is 
rather high. 

Now I must explain what these super-atoms are, since our under- 
standing of them is one of the most satisfactory features in our, as a 
whole very imperfect, theory of ferromagnetism. They are groups— 
commonly called domains—of adjacent individual atoms; the member- 
atoms of each domain are behaving like the atoms of a paramagnetic 
solid. A diagram of a ferromagnetic solid might be drawn as an 
assemblage of large arrows, each representing the magnetic moment 
of a single domain; then, around and beside each of these large arrows 
might be drawn a lot of small arrows representing the magnetic mo- 
ments of the individual atoms constituting the group; the big arrow 
would be the resultant of all the little ones. It would not be practic- 
able to do this accurately, for there would have to be millions, or 
millions of millions, of little arrows to each of the big ones; but even a 
few suffice to show the idea. It may, however, be recalled that I 
have lately said that the atoms of a paramagnetic body have an ir- 
restible urge to be in a state of random orientation whenever there is 
no applied field acting upon them. The resultant of all the little 
arrows of a domain should then be zero. How can it have a magnitude 
which is not merely different from zero, but (on the scale customary 
for such things) very considerable, and independent of the field 
strength which is applied to the iron? 

The answer to this question is given, and very well given, by that 
extra field or "Weiss field" within the group, which I first mentioned 
in connection with the constant 9 which paramagnetic solids exhibit. 
It will be remembered how this constant is explained by assuming that 
the torque, which acts on any one of the atomic magnets, is due not 
entirely to the applied field II but to the resultant of that and an extra 
field AI which is proportional to the magnetization I of the body. We 
have already had the equation (10) which links I and H when this 
extra field is present. Now striking II altogether out of that equation, 
we arrive at this one : 

I = N/x ta.nh(ixAI/kT) (12) 

which refers to a situation in which there is no applied field at all. 
This may be regarded as an equation for I, fixing the value or values 
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of I which can exist in this situation. Now everything which I have 
said so far encourages the reader to suppose that the only possible 
value of I in the situation is zero; and as a matter of fact, zero is always 
a solution of this equation. But suppose that there should be another 
solution, different from zero. The equation would then assert, that 
if somehow that value of magnetization should arise in the substance, 
then the extra field would also arise, and in just the right magnitude 
to maintain that magnetization perpetually, without any aid in the 
form of a field applied from the outside. 

Well, the equation is not exactly easy to solve for I, but it can be 
mastered—most conveniently by a graphical way—and the striking re- 
sult is reached, that if T is greater than Q there is no other solution 
than 7=0, but if T is less than 0 there is a second solution. I will 
denote this other by Iw. Consider, then, the situation when there is 
no applied field: if the temperature is higher than 6, I repeat what I 
have been saying all along, that random orientation of the atomic 
magnets is inevitable; but when the temperature is lower than 0, then 
there is another possibility: there is a stable alignment of the atomic 
magnets entailing this value Iw of the magnetization, which can 
maintain itself indefinitely if it should ever come into being. Do not 
leap to the other extreme, and suppose that this is a perfect alignment 
of the atomic magnets and hence a perfect saturation of the domain. 
Such a situation could exist (according to the theory) only at absolute 
zero. The equation gives us Iw as function of T, and this function 
declines smoothly from the value iV/x (for a domain of unit volume!) 
at absolute zero, to the value zero at T = 0. The curve between these 
two points is completely determined by the values of m and 0, which 
are derived in such ways as I have indicated from the magnetic prop- 
erties of the substance at the higher temperatures well above 0. 

And now, the culmination. The so-called saturation of iron the 
ordinate of the curve when it flattens out and becomes sensibly 
parallel to the axis of abscissae—is itself (as I mentioned) a function of 
temperature; it is this same function (Fig. 3). What is usually called 
"saturation" with ferromagnetic bodies consists in aligning the big 
arrows of the domains, so that in unison of direction they exhibit that 
value of magnetization which is dictated by their internal temperature 
and internal field. "True" saturation—"saturation of saturations" 
—the alignment of the atoms within each domain superposed on the 
alignment of the domains with the field—this can be attained only at 
the absolute zero of temperature. We are able, however, to work at 
temperatures so close to absolute zero, that the remaining degree of 
extrapolation is slight; and we are able, therefore, to give with much 
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confidence values for the true saturation of iron, nickel, cobalt, gado- 
linium, and many ferromagnetic alloys. 

(The reader may properly wonder why, instead of solving equation 
(12) obtained by putting = 0 in equation (10), it is not the practice 
to put for H the field strengths actually applied to iron when aligning 
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Fig. 3—Intrinsic magnetization plotted against Tie, for the domains of three 
ferromagnetic elementary metals (the constant 6 has different values for the three). 
The ordinate is referred to its saturation-value (deduced by extrapolation) as unity. 
The curves are theoretical, the dashed one by classical theory (n = «), the full one by 
quantum-theory (n = 2). 

the domains or in any othdr circumstances, and to solve the equation 
(10) under these conditions? This of course is the correct procedure, 
but in ferromagnetic bodies AI \s usually so enormous by comparison 
with H, that the latter may be disregarded without appreciable 
error.) 
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One naturally asks about the size and the magnetic moment of the 
domains. It is useless to remember how the latter was determined 
for paramagnetic bodies from the features of their I-vs-H curves, 
since the theory which made that possible is not applicable here. 
Moreover, the super-atoms share with ordinary atoms the quality of 
being invisible: no feature of the ordinary surface of a metal indicates 
them, and no technique of etching the surface seems able to delineate 
them. (It must be said, however, that ferromagnetic powders 
sprinkled over ferromagnetic metals may distribute themselves in 
remarkable picturesque patterns, and perhaps these sometimes simu- 
late the pattern of the underlying domains.*) But fortunately the 
super-atoms are not inaudible; at least, it is not a very extravagant 
statement to say that they can be heard. Let a girdle of wire around 
a rod of some ferromagnetic substance be connected through an 
amplifier with a microphone, and let a gradually-increasing magnetic 
field act lengthwise on the rod: the microphone will then emit a 
machine-gun patter of sharp clicks (with suitable amplification it may 
be very dramatic!) each of which corresponds to the sudden shift of 
the magnetic moment or "big arrow" of a domain from one of its 
possible orientations to another. Now if an electrical instead of an 
acoustical device is attached to the girdle of wire, the magnitude of 
the moment which thus re-orients itself at a single click may be 
assessed. It turns out that the moments are of very various magni- 
tudes; a mean may, however, be estimated, and this mean is some lO15 

times as great as the moment of a single atom. Therefore the average 
domain comprises a million billions of atoms, and must therefore be 
about .002 cm in breadth; but there is a wide range of sizes about the 
average. As for the individual atoms of the ferromagnetic metals, 
their moments may be derived from equating Nfx to the values (ob- 
tained by extrapolation from observations at various low temperatures, 
to absolute zero) of that "saturation of saturations" defined above. 
They are by no means out of the common. Iron and its congeners are 
readily magnetizable, not because their atoms are extraordinarily 
magnetic—which is not at all the case—but because their atoms have 
this curious propensity of cohering together in large groups, developed 
to an extraordinary degree. 

To many features of ferromagnetism, of which whole monographs 
might be or have been written, I can give only brief mention or none 
at all. There are the "magneto-caloric effects," arising because, 
when a ferromagnetic body is heated, the dis-alignment of the atoms 

* Cf. the article of R. M. Bozorth in the preceding number (January 1936) of this 
Journal. 
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within each domain increases, and this increase requires additional 
heat over and above that which goes to augment the kinetic energy 
of the atoms. The specific heat of iron (as of its congeners) is greater 
than it would be, but for this effect; the excess may be computed from 
the foregoing theory as function of temperature, and the computed 
values agree with the data to an extent which speaks very strongly 
for the theory. (The like is the case with a paramagnetic body 
exposed to a magnetic field; and as a result, such a body will grow 
cooler when the applied field is withdrawn, the kinetic energy of the 
atoms being levied upon when the dis-alignment occurs. The effect 
is imperceptible in usual circumstances, but with such substances as 
iron-ammonium alum at liquid-helium temperatures, it becomes so 
strong that the lowest temperatures ever achieved have been attained 
by making use of it.) There are the "magnetostrictive effects," 
arising because, when the atoms of the domains change their orienta- 
tion, the metal as a whole is strained. It follows that there are 
interrelations between magnetization, strain, and stress; and anyone 
remembering even a little of the mathematical theory of elasticity 
with its moduli and its stress-strain tensors will readily believe that 
the theory of these interrelations is marvelously complicated. As 
one sensational example of the consequences, I cite the fact that when 
a certain permalloy is exposed to a field of, say, one half of one gauss, 
its magnetization ranges between a few per cent and nearly one hun- 
dred per cent of saturation, according to the strength of the tensile 
stress applied to it. The many processes of the metallurgical arts 
have often vast effects upon the magnetic properties of the ferro- 
magnetic metals exposed to them: some are due to the changes in the 
elasticity and hence in the magnetostrictive effects, some to the 
changes in the chemical constitution (e.g. in the proportion of im- 
purities), some to the changes in phase (of alloys) which these processes 
entail; but it would be risky to affirm that they have all been traced 
to one or another of these causes. The finer details in the shape of 
the I-vs-H curve for ferromagnetics remain to be explained, and to 
account for one of them it seems to be thought necessary to assume 
that the domains may gain or lose in size at one another's expense; 
it is too bad that this impairs the concept of the domain as an immu- 
table super-atom. I leave without overmuch regret this infinitely 
detailed and complicated topic, to conclude by brief allusions to the 
spinning electron and to diamagnetism. 

Hitherto in these pages I have let it be inferred that when we obtain 
the magnetic moment of the atom of some element or the molecules of 
some compound by magnetic experiments upon the substance, it 
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always agrees with the "theoretical" value derived from the spectrum 
of that substance when a gas. This is indeed the case with gases and 
even with a certain number of solids, a large enough number to inspire 
confidence in the theory. There are, however, numerous exceptions 
among solids—a circumstance not to be wondered at, since an atom 
incorporated in a solid is usually in a very different condition from an 
atom freely wandering about in a gas. The like is true about that num- 
ber n, the "number of permitted orientations of the atom in a field," 
which was introduced near the beginning of the article. Either the 
trend of the I-vs-H curve for a paramagnetic, or the trend of the 
Iw-vs-H curve for a ferromagnetic, enables us (if it has been sufficiently 
well measured) to ascertain the value of w; and in a surprising number 
of instances, comprising iron, cobalt and nickel as well as various rare- 
earth elements in chemical compounds, the curves prescribe the value 
two, when the free atom according to its spectrum would display some 
other value. Thus when the atoms are compacted together into a 
solid, their proximity affects them in such a way as to bring about this 
result. 

Now the important point about this value two for n is, that it is the 
value to be expected for an electron which is either isolated, or else 
linked to its atom in such a way that it has no orbital angular momen- 
tum. The contemporary theory of spectra includes, as one of its 
essential elements, the postulate of the "spinning electron"—the pos- 
tulate that each electron by itself is endowed with an intrinsic and 
indestructible angular momentum and magnetic moment, of definite 
known amounts, having nothing whatever to do with its orbital 
revolutions.4 This angular momentum or "electron-spin" is of the 
amount which requires n = 2, when it is not compounded with an 
angular momentum of orbital motion or with angular momenta of 
other electrons. The atoms in question behave, when compacted 
into solids, as though this angular momentum of individual spinning 
electrons were the only one left outstanding. 

This striking inference is greatly strengthened by measurements 
upon the one phenomenon in which that angular momentum, which 
according to atomic theory is always the companion of magnetic 
moment, comes to light. Imagine a cylinder of some paramagnetic or 
ferromagnetic substance, hanging freely from a suspension attached 
to one end. Suppose it to be unmagnetized at first; this signifies 
that the atoms (whether or not they are grouped into domains) are so 
oriented that the resultant of all their angular momenta, as well as 

* The reasons furnished by spectroscopy for making this postulate are much too 
complex to be interpolated in this article: I refer to the first fourteen pages of "Con- 
temporary Advances in Physics," XXIX, this Journal, 14, 285-321 (April 1935). 
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that of all their magnetic moments, are zero. Now suppose that a 
field is suddenly applied, parallel to the axis of the cylinder. The 
substance is suddenly magnetized; this signifies that the resultant 
of the magnetic moments, and hence that of the angular momenta, 
are no longer zero. Let I stand (as heretofore) for the former re- 
sultant, and P for the latter. Now it is desirable to remember that 
each atom consists of a nucleus and an electron-family; that the 
electron-family possesses the magnetic moment and is oriented in the 
field (it strictly is what I have hitherto referred to as "the atom"); 
that the nuclei of the atoms in the cylinder are relatively non-magnetic 
but contain nearly all of the mass of the cylinder.5 At the moment of 
magnetization, the ensemble of the electron-families acquires a net 
angular momentum P. Now angular momentum being one of these 
things (like energy and linear momentum) of which the total in Nature 
does not vary, an equal and opposite amount, — P, must appear 
somewhere or other. It appears in the mass of the cylinder, presum- 
ably because of some interaction between the electron-families and their 
nuclei. The cylinder makes a sharp turn at the instant of magneti- 
zation, twisting the suspension from which it hangs through an angle 
from which (and from the rigidity of the suspension) the value of — P 
can be found. This effect and its converse (an unmagnetized cylinder 
may be magnetized by sharply twisting it) are known as the "gyro- 
magnetic effects." They are delicate and difficult to produce, a 
fortiori to measure; yet of late years experimenters have succeeded in 
measuring P together with /, and therefore learning the value of the 
ratio //P—first for the ferromagnetic metals and then for some of 
their compounds and alloys, and lately for certain paramagnetic salts, 
the work on these last being done at the very low temperatures where 
alone they can be strongly magnetized. 

This ratio IjP—its reciprocal is called the "gyromagnetic ratio"— 
is a rare sort of thing: it is a quantity of which the numerical value, 
measured on pieces of bulk matter, is appropriate also to the elemen- 
tary particles. If the substance is made up of identical elementary 
magnets of magnetic moment /x and angular momentum p, then 7/P 
is n/p. Since /x and p are knowable from spectra, so also is their ratio. 
Its lowest possible value (from theory) is e/2nic, in which e, m, and c 
have their usual meanings;6 this would always occur if the electrons 
had no spins; actually it occurs if the electron-family of the atom is so 

5 Most nuclei possess magnetic moments, which, however, are so excessively small 
that they can be detected only by experiments of extreme delicacy. 6 Charge (in E.S.U.) and mass of the electron, and speed of light in vacuo. For the 
theory underlying these statements, c.f. I.e. pp. 285-300. Often the ratio of the 
experimental value of pjp to the quantity e/2mc is called an "experimental g-value," 
the ratio of the theoretical value to e/2mc being conventionally denoted by g. 
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organized that the spins neutralize one another. Its highest possible 
value is twice as great; this occurs if nothing counts excepting the 
electron-spins, and signifies either that the electrons are free 7 or else 
that the electron-family of each atom is so organized that there is no 
net angular momentum due to orbital motion. Intermediate values 
are possible and signify different types of organization of the electron- 
family. The values predicted from spectra have been confirmed for 
a few of the rare-earth atoms in their paramagnetic salts; but usually, 
as I have already intimated, the observed value of the ratio n/p is about 
2(e/2wc), though the spectrum says something else. 

It would be pleasant now to add that the magnetic moment of each 
of these substances, per atom, amounts to some integer multiple of 
the magnetic moment ne of the spinning electron. We then could 
say that the integer is the number of " uncompensated" spinning 
electrons in the atom, implying by the word "uncompensated" in 
this connection that all the magnetic moments in the electron-family 
of the atom add up vectorially to zero and so do all the angular mo- 
menta, with the sole exception of those pertaining to these electron- 
spins. Such is not, however, the case: some of the experimental values 
are 2.2/xe for iron, 1.7/ie for cobalt, 0.6/ie for nickel. It seems necessary to 
assume that in metallic solid iron, some of the atoms present two un- 
compensated electrons to the orienting field, and others three. Iron in 
different chemical compounds exhibits different values of magnetic 
moment, and sometimes the ratio tijp is different from 2(e/2wc), sug- 
gesting that angular momenta of orbital motion are not quite cancelled 
out; indeed it now appears that the ratio is slightly but definitely differ- 
ent from this specific value even in the cases (such as those of the pure 
ferromagnetic metals and of permalloy) in which at first the measure- 
ments suggested that it was the same. 

Such observations as these last are problems for the specialists in 
atomic theory; magnetism offers great numbers of these problems. 
Another and a complementary way of viewing this situation is, to look 
on every measurement of a magnetic moment made upon a solid as 
an item of information about an atom (or a molecule) existing in a 
condition which is not accessible to spectroscopic research. Spectra 
indicate the normal state of atoms in freedom; occasional magnetic 
experiments (like those on gaseous oxygen here cited, or those on mo- 
lecular beams by the Gerlach-Stern method, which I hope to treat on a 
later occasion) also refer to free atoms and molecules, and confirm 
the indications of the spectra, thus sustaining both the methods; but 

7 Certain metals, the alkali metals for instance, exhibit a paramagnetism which is 
entirely due to the "free" or conduction electrons. 
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mostly the magnetic methods refer to atoms in a solid, and so they 
make available a new and broad domain for the operations of atomic 
theory. 

There remains diamagnetism. The first thing to be said about the 
theory of diamagnetism is discouraging; for it has the earmark of a 
futile atomic theory—it involves the assumption that the individual 
atoms behave exactly like the substance as a whole. Under all 
field strengths and all conditions, it is assumed that the diamagnetic 
moment of a block of N atoms is N times the diamagnetic moment of 
a single atom. Nevertheless this is not a futile assumption, for strictly 
it is not an assumption at all but an inference from atomic structure. 
It was mentioned early in these pages that owing to the unbreakable 
link between angular momentum and magnetic moment, a magnetic 
atom precesses about the direction of the field. This motion of pre- 
cession is an extra motion of the electrons of the atoms, a circulatory 
motion around the axis supplied by the direction of the field. This 
extra motion entails an extra current, which entails an extra magnetic 
moment, which is the source of diamagnetism or which is diamagnet- 
ism. Diamagnetism is precession. It is not confined, as the fore- 
going words suggest, to atoms which have a net magnetic moment. 
Consider an atom (a free atom of any noble gas will afford an example) 
possessing two or more electrons, the orbits and the spins of which are 
so oriented that the resultant magnetic moment is nil. Though some 
of the orbits and spins are pointed oppositely to others, they all pre- 
cess in the same sense, and the atom acquires a magnetic moment in 
the field though it had none beforehand. The like is true, of course, 
when the resultant of the orbits and the spins is different from zero; 
the agents of orientation which were discussed above render it para- 
magnetic, but the precession renders it diamagnetic, and it is para- 
magnetic and diamagnetic—or ferromagnetic and diamagnetic—at 
one and the same time. The moment due to the precession is pro- 
portional to the field strength, and the factor of proportionality may 
be calculated from the structure of the atom (it depends primarily 
upon the areas of the electron-orbits). The agreement of the cal- 
culated values with the data is generally satisfactory; and diamagnet- 
ism, the least conspicuous of the three types of magnetism, takes 
precedence over the others as being that one of the three of which our 
understanding is most nearly perfect. 



The Proportioning of Shielded Circuits for Minimum 
High-Frequency Attenuation 

By E. I. GREEN, F. A. LEIBE and H. E. CURTIS 

For given conditions of design there exists an optimum proportion- 
ing or configuration which makes the high-frequency attenuation of a 
given type of individually shielded circuit a minimum. Determination is 
made of such optimum proportioning for a wide variety of types of in- 
dividually shielded circuits including several novel types designed to make 
the high-frequency attenuation low in comparison with the cross-sectional 
area occupied by the circuit, and the attenuation of different types is com- 
pared. The following topics and specific circuit structures are considered: 

Coaxial Circuits—Basic Coaxial Circuit; Effect of Dielectric; Effect 
of Frequency on Optimum Ratio; Thin Walls; Stranded Conductors; 
Optimum Proportioning as a Function of Conductor Resistance. 

Balanced Shielded Circuits—Shielded Pair (Cylindrical Conductors 
and Shield)—Condition for Minimum Attenuation, Condition for Maxi- 
mum Characteristic Impedance, Effect of Dielectric, Effect of Frequency; 
Pair in Space; Shielded Stranded Pair; Pair with Shield Return; Double 
Coaxial Circuit; Shielded Pair (Round Conductors and Oval Shield); 
Shielded Pair (Quasi-Elliptical Conductors); Shielded Quad. 

INCE the very beginning of mathematics, problems of maximizing 
and minimizing have possessed a marked fascination. The Greeks 

were successful in solving a few geometric problems of this character. 
Later, algebra was found to be another method of attack. Finally, 
the powerful methods of the calculus became available for the deter- 
mination of maxima and minima in manifold variety. The reasons 
for the continued interest in such problems are not hard to find. It is 
but natural to seek the ideal, and here, at least, is one phase of man- 
kind's search for perfection in which a goodly measure of success may 
be achieved. In addition, a knowledge of the optimum dimensioning 
of things, or of the optimum relations between things, frequently holds 
much practical significance. 

It is mainly with problems of maxima and minima that this paper is 
concerned. These problems have to do with transmission circuits 
which are surrounded by individual shields. Recent literature 112 has 
pointed out that circuits of this type have properties which render them 
especially suitable for the transmission of broad bands of frequencies. 
Such circuits are also finding application as "lead-ins" to connect radio 
antennas with transmitting or receiving apparatus.3-4 

1 For numbered references, see end of paper. 

Introduction 
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It is well at this juncture to understand the function of shielding 
in a high-frequency transmission circuit. Such shielding serves one or 
both of these purposes: (a) keeping interference due to external sources 
from entering the circuit, and (b) preventing the circuit from causing 
interference in external circuits. The shielding may either supplement 
or completely replace the use of electrical balance to reduce inter- 
ference. The design of shield, that is, its construction, material, 
thickness, etc., is determined by the degree of shielding required and by 
considerations of mechanical performance and cost. The degree of 
shielding needed depends in turn upon such factors as the type and 
length of circuit, the nature and frequency of the signals to be trans- 
mitted, and the magnitudes of external interference. These interesting 
aspects of shield design, some of which have been dealt with else- 
where,1- 2' 8 will not be discussed here. 

Attention will rather be directed to an intriguing property of any 
individually shielded circuit, namely, that, for given conditions of 
design, there always exists an optimum proportioning or configuration 
which makes the transmission efficiency of the circuit a maximum, or, 
in other words, makes the attenuation a minimum. One such condi- 
tion of design which may be imposed is that the cross-sectional area 
enclosed within the shield is to be a constant. In what follows, 
determination will be made of such optimum proportioning for a wide 
variety of types of individually shielded circuits. Since the attenua- 
tion is generally of outstanding importance in a high-frequency trans- 
mission line, the results should be not only of theoretical interest but 
also of practical value. Moreover, the different methods which are 
used in solving these problems should find further application, both 
in the many other known problems which must perforce be omitted 
for lack of space, and in those problems which may be conceived in 
the future. 

The principal types of individually shielded circuits to be discussed 
are: 

(1) Coaxial or concentric circuits, in which an outer conductor, which 
serves also as a shield, completely surrounds a centrally disposed 
inner conductor. 

(2) Shielded pairs, consisting of a pair of conductors which form the 
transmission circuit, these being surrounded by an individual 
conducting shield. 

The coaxial circuit is unbalanced, and relies solely upon shielding for 
protection against interference from or into its exterior. In contrast 
to this is the balanced type of circuit, in which the go and return 
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conductors are designed to be substantially alike and are located 
substantially symmetrically with respect to earth and surrounding 
conductors. 

In the past, telephone transmission circuits have been largely of the 
balanced type. It has been found possible to operate such balanced 
circuits up to fairly high frequencies,2 without incurring excessive 
interference. However, as the frequency is raised it becomes increas- 
ingly difficult to maintain a sufficiently high degree of balance, and 
shielding may then be desirable. The shielding may eliminate balance 
entirely, as in the coaxial circuit, or may be combined with balance in 
what may be termed a shielded balanced circuit, of which the shielded 
pair is an outstanding example. 

For the simplest forms of circuits, the optimum relations may be 
precisely derived with the aid of the propagation formulas. In more 
difficult cases it is necessary to use approximate methods of one kind or 
another. These methods, however, can generally be made to yield 
sufficiently accurate results for practical purposes. 

Coaxial Circuits 

Coaxial circuits, which furnish the least difficult problems in opti- 
mum proportioning, make a natural starting point for this subject. 

Basic Coaxial Circuit 

The first type of circuit to be considered is the basic circuit consisting 
of two tubular conductors arranged coaxially, whose cross-section is 
shown diagrammatically in Fig. 1. 

Before trying to find out how to proportion such a circuit, it must be 
noted that in the design of any shielded circuit there enter a number 
of variables, including the overall size of the structure, the type and 
thickness of shield, the type of conductor or conductors, the type of 
insulation, and the frequencies to be transmitted. Some of these 
factors exert an important influence on the optimum proportioning, so 
that it is necessary, in order to arrive at a unique solution in a given 
case, to keep certain factors fixed. Thereafter, however, the effect 
produced upon the result by varying these factors may be examined. 

First, therefore, let the following assumptions be made: 

1. That the tubular conductors of Fig. 1 are composed of solid material. 
2. That the dielectric is gaseous, with zero dielectric loss. This is a 

condition which may be approached in practice. 
3. That the inner diameter of the outer conductor is fixed. This is a 

convenient assumption, having for its basis the fact that it is 
ordinarily desirable, for economic or other reasons, to limit the 
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size of the outer conductor, and the further fact that the thick- 
ness of the outer conductor will ordinarily be determined by 
mechanical considerations or by shielding requirements. 

4. That the frequency is high enough to permit the use of certain 
approximate formulas as noted below. Practically, this means 
that at the frequency considered the currents are largely 
crowded toward the inner surface of the outer conductor and 
the outer surface of the inner conductor. 

The problem is to discover the proportioning which will make the 
high-frequency attenuation of the circuit a minimum under such 
conditions. It is well known that the attenuation of a transmission 

circuit at high frequencies may be represented by the following 
approximate formula:6 

where R, L, G and C designate, respectively, the linear resistance, 
inductance, conductance and capacitance of the circuit. Except as 
otherwise indicated, values in this and subsequent formulas are ex- 
pressed in c.g.s. electromagnetic units. 

When the dielectric loss is negligible, the second term of formula (1) 
evidently disappears. 

Let a and b represent, respectively, the inner and outer radii of the 
inner conductor, c and d the inner and outer radii of the outer con- 
ductor, / the frequency, Xi and m, respectively, the conductivity and 

Fig. 1—Coaxial conductor circuit. 

(1) 
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permeability of the material of the inner conductor, and X2 and M2 the 
corresponding values for the outer conductor. The ratio X1/X2 will be 
designated by n. 

The high-frequency resistance of the inner conductor may then be 
approximately expressed by the formula:5-7 

7?! = iA/-^abohms per cm. (2) 
0 \ Xi 

Similarly the high-frequency resistance of the outer conductor is 
approximately: 

Rq = -A/^abohms per cm. (3) 
c \ X2 

The high-frequency inductance of the circuit is approximately 7 

L = 2 loge | abhenries per cm. (4) 

The capacitance of the circuit is 8 

C =  — abfarads per cm., (5) 
2 loge | 

where e is the dielectric constant of the dielectric material between 
conductors, equal to 1/9 X IQ-20 for gaseous dielectric, corresponding 
to unity in the practical system of units. 

The high-frequency attenuation of the coaxial circuit with negligible 
dielectric loss, obtained by combining the above formulas, is 

a = i- xlf(i + Vn) ^ , nepers per cm. (6) 
2c \X1\0 / 2 log. | 

The value of permeability assumed in the above equation, and here- 
after, is unity, but the methods may be used also for other values. 

If the inner diameter of outer conductor be assumed fixed, this 
expression may be minimized with respect to the ratio cjb, which is 
the ratio of the radii (or diameters). For convenience this ratio may 
be designated as p. It is found that the high-frequency attenuation is 
a minimum when the value of p is that given by 

Xot,p=t±S». (7) 
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Figure 2 shows the values of the ratio p which satisfy this relation 
plotted as a function of the conductivity ratio n. 

It is noteworthy that the optimum ratio of radii or diameters is 
independent of (a) the diameter and thickness of outer conductor, (b) 
the inner diameter of the inner conductor, and (c) the frequency, 
provided the frequency is high enough for the approximate formulas 
to hold. It follows from (a) that, assuming a fixed thickness of outer 
conductor, moderately small in comparison with its diameter, relation 
(7) makes it possible to find the minimum size of outer conductor with 
which a given value of high-frequency attenuation may be realized. 
It follows from (b) that the inner conductor may be either hollow or 
solid, provided that the approximate resistance formulas are valid. 
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Fig. 2—'Variation of optimum diameter ratio of coaxial circuit with conductivity 
ratio. 

A case of special interest arises when the two conductors have the 
same conductivity, that is, when n equals unity. For this condition 
the solution of (7) is * 

P = | = 3.59. (8) 

A practical example of the case of different conductivities is a coaxial 
structure in which the inner conductor is of copper and the outer 
conductor of lead. For a lead outer conductor containing about 1 
per cent of antimony, the ratio of conductivities of inner and outer 

* The existence of an optimum relation of this kind was first noted by C. S. Frank- 
lin, who gave the value as 3.7. (See Reference 3.) Subsequently the precise value 
was derived independently of Franklin. (See Reference 10.) 
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conductors is approximately 13, and the optimum diameter ratio for 
such a structure, as found from Fig. 2, is about 5.25. 

The behavior of the attenuation in the vicinity of the optimum 
diameter ratio is illustrated in Fig. 3, which shows attenuation plotted 
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Fig. 3—Variation of optimum diameter ratio of coaxial circuit with conductivity ratio. 

against diameter ratio for the case where n equals unity. It will be 
seen that near the optimum the attenuation changes very slowly. 
This is fortunate, since it means that unavoidable departures from the 
optimum diameter ratio may be permitted without appreciable effect 
on the attenuation. Other small departures from ideal design are also 
allowable. Thus, for example, it has been assumed in deriving the 
condition for minimum attenuation that the two conductors of the 
circuit are perfectly coaxial or concentric. However, for moderately 
small departures from perfect concentricity occasioned by practical 
difficulties of construction, the conditions for minimum attenuation are 
substantially the same as for a circuit with no eccentricity. The 
situation is similar for other types of shielded circuits to be considered 
later, in these cases also only a reasonably close approximation to the 
ideal being necessary. 

Effect of Dielectric 

Suppose now that the capacitance and leakage conductance intro- 
duced by the insulation are substantial.9 First, it will be assumed that 
the space between the two conductors is filled with a substantially 
uniform non-gaseous dielectric material having a dielectric constant e 
and a power factor p. Such would be the case, for example, if the 
two coaxial conductors were separated by a continuous rubber insula- 
tion. The leakage conductance of the circuit now becomes 

G = puC = —^a)6 - abmhos per cm., (9) 
2 tog, | 

where, as usual, co equals livf. 
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By substituting in formula (1), the high-frequency attenuation is 
found to be 

1 Ife i— 1 po) V 6 
" = (p + w T^rP 

+ — nepers per cm- (10) 

Since w, p, and e are not functions of the ratio cjh, the second term of 
this expression is constant for purposes of differentiation with respect 
to that ratio, and the condition for minimum attenuation is identical 
with that previously found, as given in formula (7). 

A high-frequency transmission property of smaller interest than the 
attenuation is the characteristic impedance. This is given by the 
familiar formula 6 

Zo = -^^abohms. (11) 

For the coaxial circuit with dielectric constant e the high-frequency 
characteristic impedance is 

2 loge p 
Zo = abohms. (12) 

There now comes the case where the space between the conductors 
consists of a combination of gaseous and non-gaseous dielectrics. 
Perhaps the simplest example occurs when the conductors are separated 
by insulating discs or washers extending continuously between the 
two conductors with flat sides perpendicular thereto. Such a con- 
struction is illustrated in Fig. 4. Let the thickness of each insulating 

 i JT ^ 
w 

Fig. 4—Coaxial structure with disc insulation. 

disc be designated w, the spacing between centers of adjacent discs, s, 
the dielectric constant of the air dielectric, ei, and that of the disc 
material ej. 
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The capacitance of the coaxial circuit now becomes 

. (ez - ei)w 
ei H - 

C = tt-. abfarads per cm., (13) 
2 loge p 

while the leakage conductance is 

G =— • abmhos per cm. (14) 
5 2 log. p 

On substituting these values in formula (1) the following expression 
results: 

_ [7 + (^2 — Qwp + Vm 
a~2c\\1 -yfs 2 log. p 

p03€2 U _ 1 —nppprs per rm. (15) 
2 Vei^ + (e2 — ei)w 

Once more the second term is independent of c and b, and the con- 
dition for minimum attenuation is, as before, that given by equation (7). 

The high-frequency characteristic impedance in this case, however, is 

Zo = — 2 log, p ahnhms. (16) 
, (62 - tl)W 

Vei+ 7  

The quantity in the denominator of the above expression is evidently 
the weighted average dielectric constant of the insulating medium. 

In the case just considered, the gaseous and non-gaseous dielectrics 
were separated from each other by planes perpendicular to the axis of 
the conductors. Consequently, each line of dielectric flux passed 
through only one kind of material. It can be shown that, as long as 
this latter condition holds, the condition for minimum high-frequency 
attenuation as given by equation (7) is valid, or, in other words, the 
optimum diameter ratio is that shown in Fig. 2. Cases arise, however, 
in which a line of dielectric flux, in going from one conductor to the 
other, may pass through more than one kind of dielectric material. 
It is extremely difficult to obtain a mathematical solution for the 
diameter ratio which results in minimum attenuation for such cases, 
since this involves a three-dimensional field problem. Consideration 
of the problem, however, indicates that the optimum diameter ratio 
will not differ appreciably from that given by Fig. 2, especially if the 
dielectric is mostly gaseous, which, of course, is highly desirable. 
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Effect of Frequency on Optimum Ratio 

It has been seen that, at the higher frequencies where the approxi- 
mate transmission formulas may be employed, the optimum diameter 
ratio is substantially independent of frequency. In so far as the 
practical application of individually shielded circuits is concerned, it is 
in these higher frequencies that interest primarily centers. Even when 
it is desired to transmit a wide band extending from high frequencies 
down to comparatively low ones, it is advantageous to proportion the 
circuit so as to minimize the attenuation at the highest transmitted 
frequency, since the attenuation at all lower frequencies will be less than 
the value thus obtained. 

It may, however, be worth while to consider briefly the question 
of optimum proportioning when low frequencies only are involved. 
The appropriate transmission formulas to be used instead of the 
approximate high-frequency expressions are known,5 and the optimum 
diameter ratio in any specific case may be derived from these. It will 
be evident that, since skin effect is present to a lesser degree at the 
low frequencies, the diameter and thickness of the outer conductor 
and the thickness of the inner conductor will, as the frequency is 
decreased, have an increasing influence on the optimum proportioning. 

Without attempting to derive precise values for the different condi- 
tions, it may be noted that the optimum diameter ratio for low fre- 
quencies is invariably less than that for high frequencies, the high- 
frequency value being approached asymptotically as a limit. The 
reason for this will be readily apparent. Let the inner diameter and 
thickness of the outer conductor be assumed fixed. At high frequencies 
the resistance of the inner conductor varies inversely with the first 
power of its diameter. At lower frequencies, however, this resistance 
varies inversely with some power of the diameter greater than unity, 
and finally, at zero frequency, assuming a solid wire, with the square 
of the diameter. Hence it is, that, in varying the size of the inner 
conductor in order to obtain a balance between the change of resistance 
and change of capacity, it is advantageous to make the inner conductor 
somewhat larger, or, in other words, to make the diameter ratio smaller, 
at low frequencies than at high frequencies. 

Thin Walls 

What is the result if the walls of the two coaxial conductors are made 
very thin? Under this condition the conductor resistance, and hence 
the attenuation, will remain substantially constant over a wide range 
of frequencies. This constancy is realized, however, at the expense of 
an increase in the attenuation as compared with that for thicker 
conductor walls. 
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Using the notation of Fig. 1, the resistances of the inner and outer 
conductors, both with conductivity X, at frequencies where the walls 
are sufficiently thin to avoid skin effect, are 

Ri = w,,1 ^abohms per cm. (17) xX(62 — a2) 

R* = -TTT? st abohms per cm. (18) xX(a2 — cl) 

Let the inner conductor have a fixed thickness b — a, the outer 
conductor a thickness d — c, and let the ratio {b — o)/(d — c) be 
represented by t. For small values of wall thickness 

b2 - a2 = 2b{b - a) (19) 
and 

d2 - c2= 2c{d - c) = 2c ^ ~ a) . (20) 

Substituting these relations and the values of L and C from (4) and 
(5) in equation (1), it is found that the attenuation for the circuit with 
thin walls is 

a = T^T Ia + ^ 9 irl nePers Per cm- (21) 4xXc {b — a) 2 loge p 

Differentiation shows that minimum attenuation in the case of thin 
walls is obtained when 

loge p = P ^. (22) 
P 

The values of diameter ratio which satisfy this relation may be found 
from the curve of Fig. 2, if the values of abscissse on that curve are 
interpreted as values of P. 

If the conductor walls are thin, as above, and if in addition the 
conductivities of the two conductors are not the same, that of the inner 
conductor being n times that of the outer one, the condition for 
minimum attenuation becomes 

log, (23) 

Figure 2 may be used to find the values of diameter ratio which satisfy 
this relation also, the abscissae scale markings in this case being taken 
as values of »2/2. 
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Stranded Conductors 

With conductors having solid walls, or composed of non-insulated 
strips or filaments, the currents at high frequencies are largely crowded 
toward the inner surface of the outer conductor and the outer surface 
of the inner conductor, due to skin effect. Since the losses in the 
conductors themselves ordinarily comprise the major portion of the 
attenuation in a coaxial circuit, interest attaches to the possibility of 
counteracting the increase in conductor resistance due to skin effect by 
using a conductor composed of a number of individually insulated 
strands so twisted or interwoven as to distribute the current more 
nearly uniformly over the cross-section.11 Chief attention naturally 
focuses upon the inner conductor, which is by far the greater contribu- 
tor to the resistance, and this discussion will be largely limited to the 
case where only the inner coaxial conductor is stranded.* 

Types of stranded conductors suitable for use as the inner conductor 
of a coaxial circuit include both those in which the conductor cross- 
section is completely filled with insulated strands and those in which 
the insulated strands form an annular cross-section, surrounding a 
core of non-conducting or conducting material. Of various possible 
methods of stranding, one simple and effective process is similar to that 
used in the construction of rope. A few strands are twisted together to 
form a group, several such groups are twisted into a larger group, and 
so on until the desired conductor cross-section is obtained. 

The high-frequency resistance of a stranded conductor may be 
determined either by measurement or computation. For a completely 
stranded inner conductor of any diameter, size, number of strands, and 
thickness of insulation, the high-frequency resistance is given by S. 
Butterworth 12 and in unpublished material by J. R. Carson. The 
resistance values obtained in measurements of stranded conductors 
approximate very closely the theoretical results. 

In evaluating the results obtained with stranding, it is convenient to 
compare the resistance of a stranded conductor with that of a non- 
stranded conductor of the same overall size. For the case of a stranded 
inner conductor, the ratio of the resistance of the stranded conductor 
at any given frequency to the resistance at the same frequency of a 
solid conductor having the same outer diameter and composed of the 
same material used in the strands may be designated as m. 

The values of the resistance ratio m which may be realized in practice 
depend upon the frequency and the design of stranded conductor. 
Some idea of these values for two specific conductors may be obtained 

* "Stranded" is used to mean "composed of insulated strands." 
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from the curves of Fig. 5. It will be seen that there is ordinarily a 
frequency at which the resistance ratio is a minimum. Above this 
frequency the improvement due to stranding rapidly vanishes, the 
performance thereafter being worse than that of the corresponding 
non-stranded conductor. The minimum value of resistance ratio 
attained in the range of some hundreds of kilocycles may be in the 
order of 0.6, a very substantial improvement. In order to secure any 
marked advantage in the frequency range above 700 or 800 kilocycles, 
the number and fineness of the individual strands would be such as 
practically to preclude their use. 

Another result obtained with stranding is an increase in the internal 
inductance of the conductors, which likewise serves to reduce the high- 
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Fig. 5—Resistance ratios of stranded conductors. 

frequency attenuation. For a round conductor which is completely 
stranded, the internal inductance at all frequencies where the current 
is uniformly distributed over the conductor cross-section approximates 
.5 abhenry per centimeter, which is the internal inductance of a solid 
round wire at zero frequency. In general, this value of internal 
inductance will hold up to frequencies somewhat above that for which 
the resistance ratio w is a minimum. The internal inductance of a 
stranded conductor of annular cross-section, for all frequencies where 
the current is uniformly distributed over the cross-section, is 

L< = + (F^T1^5abhenries per cm- 
(24) 
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This is the same as the internal inductance at zero frequency of a solid 
tube of the same dimensions. 

Since either the inner or outer conductor of a coaxial circuit, or both, 
may be stranded, and since, in addition, the dielectric loss may either 
be negligible or may be appreciable, there are six different cases of 
optimum proportioning which might be considered.13 Only one case, 
however, that of a coaxial circuit with only the inner conductor 
stranded and with negligible dielectric loss, will be taken up here. 
The high-frequency attenuation of such a coaxial circuit is 

While the value of m varies with frequency and with the design of the 
stranded conductor, this value is, for a particular frequency and a 
particular design, definitely determinable. As has been noted, it is 
generally desirable to proportion a transmission circuit so as to mini- 
mize the attenuation at the highest frequency to be transmitted. 
Furthermore, the value of m will not vary rapidly with changes in 
conductor diameter provided the number of strands be changed as the 
conductor size is varied. It therefore becomes possible to treat m as a 
constant in deriving the relation for optimum proportioning. 

Using p to designate c/b, the condition for minimum high-frequency 
attenuation is found to be 

Figure 6 shows graphs of equation (26) for two values of Li, namely, 
Li = 0.5 abhenry per centimeter, which corresponds to the case where 
the cross-section of the inner conductor is completely stranded, and 
Li = 0. When the stranded inner conductor is of annular cross- 
section the optimum value of the diameter ratio lies somewhere be- 
tween the two curves shown. The useful range of m probably lies 
between about 0.5 and unity and that of n between about 1 and 15. 

As to the practical use of stranding, it is apparent from the resistance 
I'atio curves of Fig. 5 that in order to take advantage of stranding it 
would be necessary to limit the transmission band to a maximum 
frequency well below that possible with non-stranded conductors. 
Further drawbacks to the use of stranded conductors are their greater 
cost as compared with non-stranded ones, and greater mechanical 

(4 Iog,^ + 2£jlog.pneper5Percm- 

2 — p log, p 
■\n 4 log, p + Li 

2 log, p + L, * (26) 
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difficulties in using them. For these reasons stranded conductors do 
not seem likely to find early application in broad band transmission 
circuits. 

Optimum Proportioning as a Function of Conductor Resistance 

The optimum diameter ratio of a coaxial circuit may also be ex- 
pressed broadly as a function of the two conductor resistances. As- 
sume a coaxial circuit in which the high-frequency resistance of the 
inner conductor varies, at least over a limited range, inversely as its 
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outer radius and that of the outer conductor as its inner radius, thus 

Ri = 
h and R —^2 

Ro-- (27), (28) 

These relations are approximately true for all the types of circuits 
which have been discussed. Let 

kz RQ C Ro p 
r h~ Ri ' 

(29) 



PROPORTIONING OF CIRCUITS FOR ATTENUATION 263 

If the internal inductance of the conductors is assumed to be zero, 
which is the most usual case, the high-frequency attenuation of the 
circuit may then be written 

a=Tc(-l' + r)ukr^ (30) 

Upon minimizing with respect to c/b the condition for minimum high- 
frequency attenuation is found to be 

log,p =^i= 1 +|-0. (31) 
P N-i 

These relations have been found useful in certain instances. 

Balanced Shielded Circuits 
Though arrangements of three or more coaxial conductors are 

possible,14 practical interest is almost wholly limited to coaxial circuits 
employing but two conductors. With balanced shielded circuits, 
however, the number of conductors, counting the shield as one, is 
necessarily three and may be more. With a coaxial circuit, moreover, 
the cylindrical shape is the natural and usual one for the conductors. 
With balanced shielded circuits, on the other hand, there enter a 
number of possibilities. Not only are cylindrical shapes of conductors 
and shield to be considered, but a variety of other shapes as well. 
More complex, therefore, than the foregoing problems in optimum 
proportioning are those for balanced shielded circuits, now to be 
discussed. 

Shielded Pair—Cylindrical Conductors and Shield 

The simplest form of balanced shielded circuit is a shielded pair 
comprising two cylindrical conductors surrounded by a cylindrical 
shield. Such a circuit is shown diagrammatically in cross-section in 
Fig. 7. For the present, attention will be directed to the circuit 
obtained when the two enclosed conductors are connected one as a 
return for the other. 

Condition for Minimum Attenuation 15 

As before, it is desired to minimize the high-frequency attenuation. 
Let it be assumed first, as in the coaxial circuit, that the area within 
the shield is fixed, the conductors are of solid material and the dielectric 
is gaseous. Let b represent the radius of each conductor in Fig. 7, c 
the inner radius of the shield, h the distance from the center of either 
conductor to the center of the shield, Xi the conductivity of each con- 
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ductor, X2 that of the shield, and n the ratio of Xi/X2- Expressions for 
the high-frequency attenuation of this circuit have been given in 
unpublished formulas developed by S. A. Schelkunoff and by Mrs. 
S. P. Mead. The approximate formula given below is due to the latter. 

a = 
log, 

14 

- a2 

+ cr2 

+ 4V« o-2 ^ 1 + a4 - 
1 + 4v2 

S?4 

1 + 4f2 

I67;4 (1 - 4a"2) 

where a = hjc and v = h/b. 

1 Vf6 X 7--^nepers per cm., (32) 
4c VXi 
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2222 

Fig. 7—Shielded pair. 

The values of the diameter ratio (p) and what may be termed the 
spacing ratio (a), which make this expression a minimum for different 
values of the conductivity ratio n, can be determined in different ways. 
One possible method is to find the values of h and b which satisfy the 
equations da/dh = 0 and da/db = 0. The partial derivatives are, 
however, very complicated. Accordingly a preferable alternative is to 
substitute various pairs of values of p and a in (32) and determine, 
graphically or otherwise, the particular pair which makes it a minimum. 
In this way it is found that when the conductors and shield are of the 
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same material, so that n equals unity, the optimum values are approxi- 
mately 

P =-b=5A-. a = - = .46. 
c 

(33), (34) 

The optimum diameter and spacing ratios for different values of the 
conductivity ratio n are shown in Figs. 8 and 9. For copper conduc- 
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tors and a lead shield, the values are approximately 6.9 and .36, 
respectively. 

As with the coaxial circuit, these optimum relations are independent 
of the diameter and thickness of the shield. Hence they make it 
possible to find the minimum size of shield necessary for a given value 
of high-frequency attenuation. The optimum relations are also 
independent of the frequency, provided the frequency is high enough 
for the approximate formulas to hold. The inner conductors may be 
either hollow or solid. 

Condition for Maximum Characteristic Impedance15 

Occasionally it is of interest to know the condition that must be 
satisfied to obtain maximum high-frequency characteristic impedance 
for a solid pair with circular shield. At high frequencies the value of 
l/VLC approaches a constant value equal to the velocity of light 
divided by the square root of the ratio of the dielectric constant of the 
circuit to that of air. Hence the condition for maximum characteristic 
impedance is also, from equation (11), that for maximum inductance 
and minimum capacitance. 

Accordingly, the high-frequency characteristic impedance of the 
shielded solid pair circuit is given by the formula: 

2. = -^ ( log, [ 2v - -fffr (1 - ) abohms. (35) 

Let it be assumed first that the wires are very small compared with the 
shield. Then equation (35) may be written 

Zo = 4" log. T a I + 4=lo^ 2P abohms. (36) 
Ve L 1 -r J \e 

For a given ratio of inner diameter of shield to outer diameter of 
conductor, the second term of this expression is-constant. By mini- 
mizing the first term with respect to a, it is found that, so long as the 
ratio of inner diameter of shield to conductor diameter is large, maxi- 
mum characteristic impedance is obtained when a has a value of .486. 

If the conductors are large compared with the shield, equation (36) 
no longer holds. However, since the capacitance and high-frequency 
characteristic impedance are inversely proportional to one another, 
the position of the conductors with respect to the shield must be such as 
to minimize the capacitance. It is clear that as the conductor diameter 
approaches the inner radius of the shield, a approaches 0.5 for minimum 
capacitance. Hence, for any ratio of inner diameter of shield to 
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diameter of conductor, the ratio of the interaxial separation of the 
conductors to the inner diameter of the shield which gives maximum 
characteristic impedance lies between the limits 0.486 and 0.500. 
For practical purposes a value of about 0.49 may generally be used. 

Effect of Dielectric 

The effect of dielectric for a shielded pair is similar to that for a 
coaxial circuit. When the insulation is so disposed between conduc- 
tors and shield that a line of dielectric flux passes through only one 
kind of dielectric material, the second term of the attenuation formula 
is independent of the proportioning of conductors and shield, so that 
the optimum proportions as given in Figs. 8 and 9 are unchanged. 
These values will also serve for most practical cases where a line of 
dielectric flux may pass through more than one kind of material. 

Effect of Frequency 

At frequencies where the approximate formulas no longer hold, 
the conditions for minimum attenuation as given by Figs. 8 and 9 
undergo some change, especially the former. As the frequency is 
decreased the attenuation is minimized by increasing the size of con- 
ductor for a given size of shield. In other words, the optimum 
diameter ratio grows less. The optimum spacing ratio increases from 
0.46 toward the value which gives minimum capacitance, i.e., ap- 
proximately 0.49. 

It is interesting to digress for a moment to consider briefly the case 
shown in Fig. 10 of a pair of round conductors in space. This may 

be regarded as a pair surrounded by a shield of infinite diameter. If 
the conductors are of solid material, the attenuation of the circuit at 
high frequencies is 

Pair in Space 

-b-J 
Fig. 10—-Pair in space. 

a=Tb^H cosK-iT nepers Per cm- (37) 



268 BELL SYSTEM TECHNICAL JOURNAL 

where P is the proximity effect factor, given in a paper by J. R. 
Carson.16 At high frequencies this factor reduces to the asymptotic 
value 

P = -j—^— • (38) 
Vf2 - 1 

For a given high frequency and given wire separation, assuming the 
dielectric constant and conductivity to be fixed, equation (37) becomes 

a = . ^ . 1 , (39) 
Vi'2 — 1 cosh 1 v 

where Kz is a constant. 
For a given wire separation this expression is minimized when 

V=\= 2.27. (49) 
b 

For open-wire pairs, which may be considered as approaching pairs in 
space, it is ordinarily cheaper to obtain any desired attenuation at a 
given frequency by using a wide separation and relatively small 
conductors rather than a narrow separation and conductors of such 
size as to satisfy (40). This relation is of considerable utility, how- 
ever, in that it is a reasonably close approximation to the optimum 
for many kinds of shielded pairs. The corresponding ratio for the 
shielded solid pair, as given by (33) and (34), is approximately 2.5. 

Shielded Stranded Pair 

The preceding discussion of shielded pairs has been limited to types 
of enclosed conductors such that high-frequency currents are crowded 
toward the conductor surfaces. There will now be found the optimum 
proportioning when the enclosed conductors are stranded.17 

The capacitance and inductance between two shielded stranded 
wires when surrounded by a cylindrical shield are approximately 

C = r 
c . 5-=, abfarads per cm., (41) 

4 log 
■[!w] 

L = 4 loga 2v | _^2 j -f 2Li abhenries per cm., (42) 

where L< is the internal inductance of each conductor. 
If it be assumed that the current distribution is uniform over the 

cross-section of the enclosed conductors, the resistance of each is the 
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same as if its return were coaxial. Hence the high-frequency resistance 
of each conductor is 

Ri = abohms per cm. (43) 

The high-frequency resistance of the shield can be shown to be 

8ch2 [T 
Ro = c4 _ fri'Yx" at>0^ms Per cm- (44) 

The high-frequency attenuation of the shielded stranded pair, found 
by substituting equations (41) to (44) in (1), is, with zero dielectric loss, 

m jf I iyfnc2 1 
2c'Vx1 LP w(l - <t4) J 

vllog* ^ r+v' j [4108-2' T+^ +2L' ] 

nepers per cm. (45) 

The optimum proportions of the shielded stranded pair at high 
frequencies depend, therefore, on the two quantities w/Vn and L<. 
For any given shield radius c, the values of h and b which give minimum 
attenuation may be found by setting 

| = 0; and | = 0. (46), (47) 

By imposing the first condition it is found that 

dM (C - h*)2 _ ^ 2 loga M(4 loge M + 2Li) 1 
dh 8ch{cW) 8 log, M + 2Li m 4ch2 '' (48) 

■fnb c* ~ h* 

Imposing the second condition we find that 

M _ 2 loge M(4 log0 M -f 2Li) 1 
-^T b 8 loge M + 2Li m 4cli2 ' C4;) 

'fnb c4 — h* 
where M = 2»'(1 — (r2)/(l + a2). 

Upon equating the left hand members of (48) and (49), and sub- 
stituting the values of the derivatives, the following expression results 

8^(1 + cr4) 
p =   (50) 

-p (1 - ^)(1 - 4cr2 - a4) 
Vw 
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This expression is the locus of values of the ratio p which give 
minimum attenuation for different assumed values of the ratio o-. 
The unique values of h/c = a and c/b = p, which give minimum 
attenuation for a given value of w/V« and Li, may be obtained by 
taking pairs of a and p which satisfy equation (50), substituting them 
in equation (45), and graphically determining the pair for which the 
attenuation is a minimum. 

Figures 11 and 12 show a graph, obtained in this way, of the optimum 

U 

oSo dS O Si 
l/l o 
u. a. u_ 3 O UJ —» « »— 2 K [L 1^5 t-iu < 
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SOLID CONDUCTOR OF SAME SIZE BUT OF MATERIAL OF OUTER CONDUCTOR, -J^L-j 

Fig. 11—Optimum diameter ratio of shielded stranded pair. 
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Fig. 12—Optimum spacing ratio of shielded stranded pair. 

proportions for a shielded stranded pair, plotted as a function of m/^n 
for a value of Li equal to 0.5 abhenry per centimeter, which corre- 
sponds to the case where each conductor is completely stranded. 

Pair with Shield Return 

The discussion of the shielded pair thus far has been concerned 
solely with the circuit which employs one of the enclosed conductors 
as a return for the other. A second circuit may be obtained by 



PROPORTIONING OF CIRCUITS FOR ATTENUATION 271 

transmitting over the two enclosed conductors in parallel with the 
shield as the return. This latter circuit alone is less efficient than a 
coaxial circuit formed by replacing the two inner conductors with a 
single one. If, however, the two circuits obtainable from the shielded 
pair structure can both be employed without excessive mutual inter- 
ference, there will be a considerable increase in the usefulness of the 
system, measured in terms of the total frequency range that can be 
transmitted without exceeding a given attenuation. It is therefore of 
interest to determine the conditions making the total transmitted 
frequency range for the two circuits a maximum.18 

The high-frequency attenuation of each circuit, assuming solid 
conductors, can be written 

« = Kjf, (51) 

where i?" is a constant, different for each circuit, which depends on the 
size and material of the conductors, and the dielectric constant of the 
insulation. Leakage is assumed negligibly small. 

Using subscripts 1 and 2, respectively, to designate the circuit 
comprising the two enclosed conductors one as a return for the other 
and the circuit comprising the two wires in parallel with shield return, 
it follows that 

/'+/2 = f? + S- (52) 

= + (53) 

Equation (S3) gives the sum of the frequency ranges that can be 
transmitted in the above manner over any given shielded pair for any 
given attenuation at the highest frequencies of the bands. To obtain 
maximum total range, this equation must be maximized. 

The attenuation of the circuit comprising one enclosed conductor 
as a return for the other is given by equation (32), from which the 
value of K\ can be obtained immediately. An expression for Ki has 
been given in an unpublished formula due to Mrs. S. P. Mead, as 
follows: 

Letting A = a2/«i 

K2 = 

in which 1 

^=2[l + 2,' + r^(l + 8,.(^-:))]. 

(54) 



272 BELL SYSTEM TECHNICAL JOURNAL 

For a given inner radius of shield and given dielectric constant and 
conductor material, the diameter and spacing ratios which make equa- 
tion (53) a maximum can be obtained by the substitution method 
previously described. When the conductors and shield are of the same 
material and A = 1, computation shows that the total frequency range 
is a maximum when the radius ratio p equals 5.9 and the spacing ratio 
o- equals 0.33. This value of ^ = 1 represents an important practical 
case, since it will, as a rule, be desirable to employ the same repeater 
points for each circuit and permit the same attenuations between 
repeater points. It is also of interest, however, to determine the 
effect of other values of A. 

When A is zero, the problem reduces to that of the simple shielded 
pair, which has been shown previously to be minimized by the propor- 
tions given in (33) and (34). 

When A becomes large, or, in other words, when the phantom circuit 
alone is used, l/KS must be maximized. It is obviously necessary 
that the enclosed conductor be in contact and, accordingly, the spacing 
ratio must be the reciprocal of the diameter ratio. For this condition 
the following proportions result: 

p = f = 6.0; a = - = 0.17. (55), (56) 
o c 

The above proportions are optimum only when the enclosed con- 
ductors and the shield are of the same conductivity. The relations 
for the case of unequal conductivities may be derived in a similar 
manner. For practical purposes the effect of dielectric loss on the 
optimum proportions is negligible. 

Double Coaxial Circuit 

Another form of balanced and shielded transmission circuits may be 
obtained by using two coaxial conductor units, the transmission path 
consisting of the two inner coaxial conductors in series, with the outer 
coaxial conductors serving only for shielding. Such a circuit is shown 
diagrammatically in cross-section in Fig. 13. Usually the outer 
conductors would be in practically continuous contact with each other. 
A circuit of this type will handle a frequency band extending to lower 
values than can be used with a single coaxial circuit, since it is balanced 
and the two coaxial units can be transposed by twisting or by periodic 
interchange of their positions. At high frequencies, where the shielding 
of the outer conductor of the coaxial circuit becomes effective, the outer 
conductors may be separated to any desired distance. It is essential, 
however, that they be connected together at the ends of the circuit. 
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In such a double coaxial circuit, used at high frequencies, equal and 
opposite currents will flow on the inner and outer conductors of each 
coaxial unit. The resistance and inductance of the balanced circuit 
will, therefore, be twice, and the capacitance and leakance one-half, 
the corresponding values for one coaxial unit. The attenuation of the 
balanced circuit is equal to the attenuation of one coaxial unit and may 
be expressed by the formulas previously given, where the various 
symbols are understood to refer to one unit of the circuit. Accordingly 
the optimum high-frequency proportions are the same as those pre- 
viously derived for ordinary coaxial circuits of different types.19 

As the frequency is reduced, the optimum proportions become dif- 
ferent from those for coaxial units, since the circuit inductance ap- 

proximates more closely that for a simple pair of wires occupying the 
positions of the inner conductors, while the capacitance remains equal 
to one-half of that of one coaxial unit. As a result the optimum 
diameter ratio is larger than at high frequencies. 

The shield around a pair does not have to be cylindrical. Upon 
consideration of a pair of round conductors with a cylindrical shield, 
as shown in Fig. 7, it is evident that the shield approaches quite close 
to the conductors at the sides, while it is well removed from them at 
the top and bottom of the figure. This means that for a given area 
enclosed by the shield the capacitance of the circuit is greater than 
would be the case if the shield were kept at a more nearly uniform 

Fig. 13—Double coaxial circuit. 

Shielded Pair—Round Conductors and Oval Shield 
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distance from the conductors. Consequently, for a given area cir- 
cumscribed by the shield, a reduction of attenuation can be secured 
by changing the shape of the shield. 

The problem of determining the shape of shield which gives minimum 
high-frequency attenuation presents extreme difficulty, and a rigorous 
solution has not been obtained. However, it appears that a close 
approach to the ideal shape can be obtained by a shield having the 
cross-section shown in Fig. 14, which consists of two semi-circles 

Co 

J n n — 

Fig. 14—Oval shielded pair. 

joined by straight lines, the inner conductors being placed at the 
centers of the semi-circles. For convenience this shape of shield will 
be termed "oval." 

The optimum proportioning 20 for a pair of conductors with such an 
oval shield may be closely approximated by comparison with the 
pair with circular shield and with the double coaxial circuit. In such 
comparison the cross-sectional areas of the different circuits will be 
assumed equal. 

Consideration will first be given to the case where the enclosed 
conductors in Fig. 14 are of solid material. The conductivity of the 
conductors will be assumed the same as that of the shield, it being 
apparent that the same methods may be employed in the case of dif- 
ferent conductivities. In arriving at the spacing ratio of the conduc- 
tors for minimum attenuation, the condition for minimum capacitance 
will be used as a stepping stone. The spacing ratio of the conductors 
in Fig. 14 may be represented by /fo/(co + /^o). Comparison with 
Fig. 7 shows that the corresponding ratio for that figure is h/c, which, 
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it has already been seen, should have a value of approximately .486 
for minimum capacitance. It is evident that the value of the ratio 
Wfco + ho) for minimum capacitance in Fig. 14 should be very close 
to .486, but in view of the concentricity of the conductors with the 
semi-circular parts of the shield it should be slightly less than this 
value. It has been found that to obtain minimum capacitance for 
an oval shielded circuit the spacing ratio should be approximately 

/?0 = .47. (57) 
Co + hn 

It has been seen for Fig. 7 that to obtain minimum high frequency 
attenuation the spacing ratio is shifted from the value of .486, which 
gives minimum capacitance, to a value of about .46. For Fig. 14, 
however, the current density in the shield is more uniform, so that the 
proximity effect between conductors is less completely compensated 
by the shield currents. Hence the spacing ratio for minimum high- 
frequency attenuation for the oval shielded circuit should be approxi- 
mately the same as that for minimum capacitance, as given in (57) 
above. 

There remains to be determined the second condition for minimum 
high-frequency attenuation for an oval shielded circuit of given cross- 
sectional area, namely, the optimum value of the diameter ratio Co/6o- 
Comparison with Fig. 13 indicates that the optimum value of this 
ratio should be fairly close to the optimum value of 3.6 for the coaxial 
circuit. Comparison with Fig. 7, Co being equal to about .69c for equal 
areas in the two cases, shows that the optimum value of the ratio 
co/6o should be slightly greater than 3.6. For practical purposes the 
optimum may be taken as 

f0=3.7. (58) 
Oo 

With this ratio the size of the conductors with oval shield is, for the 
same cross-sectional area, approximately the same as that of the 
optimum size of conductors with circular shield. 

The capacitance of the pair with oval shield is smaller than the 
capacitance of the pair with circular shield, because the inner conduc- 
tors of the former are more widely separated and are farther from the 
shield. It is very slightly larger than the capacitance of the double 
coaxial circuit. 

The part of the resistance of the oval shielded circuit which is due 
to the shield will be less than that for a circular shield because of the 
more uniform current density in the shield. However, as has been 



276 BELL SYSTEM TECHNICAL JOURNAL 

noted, the proximity effect between conductors is less completely 
neutralized by the shield currents than is the case for the circular 
shield. It appears that these two effects may approximately balance 
one another, and that the circuit resistance is approximately the same 
for both oval and circular shielded circuits. 

It is found that a circuit of approximately optimum proportions 
comprising two solid round wires surrounded by an oval shield has 
about 12 per cent lower attenuation than a circuit with circular shield 
of equal cross-sectional area. 

When the conductors enclosed within the oval shield are stranded 
there is no increase of conductor resistance due to proximity effect. 
On this account it is desirable to bring the conductors closer together 
in order to reduce the shield loss and the optimum spacing ratio will 
be less than for the case of solid conductors. With stranded conductors 
the attenuation reduction as compared with the circular shield is 
greater than in the case of solid wires; for example, if the resistance 
ratio {m) is .7, the attenuation with oval shield will be about 25 per cent 
less than that of the circular shield. 

The circular form of shield is ordinarily the most convenient and 
practical one. A disadvantage of an oval shield as compared thereto 
is unequal stiffness or resistance to bending in different directions. 

Shielded Pair—Quasi-Elliptical Conductors 

It has been suggested at different times that the ordinary round form 
of conductor, while well adapted for manufacturing purposes, may not 
be the theoretically optimum shape for many types of high-frequency 
transmission circuits. Speculations in this respect have differed 
greatly, and a large variety of non-circular shapes of conductors have 
been proposed, including flat strips, strips with concave or convex 
faces opposite one another, angular forms, etc. However, except in 
the case of the coaxial circuit, for which the circular form is clearly the 
optimum, there has been, so far as the authors are aware, no exact 
analytical determination of the optimum conductor shape for a given 
type of circuit. 

A complete treatment of possible problems of this kind would extend 
to great length. It is worth while, however, to consider a single 
problem, namely, that of determining what shape and spacing for a 
pair of conductors with circular shield will result in minimum high- 
frequency attenuation. This problem is of particular interest inas- 
much as the circular shape is ordinarily the most convenient and practi- 
cal one for a shield. 

In attacking this problem the fundamental principles which deter- 
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mine the high-frequency attenuation of a circuit comprising a pair of 
conductors surrounded by a shield may be briefly examined. At high 
frequencies, where the currents are crowded toward the surfaces of 
the conductors, the attenuation is proportional to the product of the 
resistance and capacitance of the circuit, both of which are functions 
of the flux density in the dielectric. 

With a circular shield, and round conductors, the flux density is far 
from uniform around the surfaces of the conductors, being relatively 
high at points nearest the shield and also at points nearest the shield's 
center, and a minimum at points about half-way between. Accord- 
ingly, it appears that the high-frequency resistance of the conductors 
can be reduced by reshaping them so as to make the flux distribution 
more uniform. This can be accomplished by squeezing the conductors 
at regions of maximum flux density and bulging them at regions of 
minimum flux density, thereby producing a conductor of approxi- 
mately elliptical cross-section. 

The flux distribution around the shield is also far from uniform, being 
a maximum at points nearest the conductors and a minimum at points 
90 degrees away. Making the enclosed conductors elliptical tends to 
reduce this non-uniformity, thereby reducing the circuit resistance due 
to loss in the shield. 

This process of reshaping the conductors can not be carried very far, 
however, because it soon increases the circuit capacitance more than 
it decreases the resistance. It is difficult to treat this problem by 
rigorous mathematics, but an analysis can be made which yields an 
approximate solution. 

For certain conductor shapes, the high-frequency attenuation of a 
pair with circular shield may be determined by a method involving the 
substitution of charged filaments for the conductors. Let any number 
of positively and negatively charged filaments be included in the shield, 
the net charge on the filaments being zero. The electrostatic potential 
at any point of this system can readily be determined by known meth- 
ods. Thus, for example, Fig. 15 shows the location of the equipo- 
tential surfaces for the case of two oppositely charged filaments placed 
within a circular shield, the distance from each filament to the center 
of the shield being .46 times the shield radius. 

In any such system, a conducting cylinder whose external surface 
corresponds to, and whose potential is equal to the potential of, a 
particular equipotential surface may be substituted for the part of the 
system contained within that surface without disturbing the flux 
distribution external to it. Consequently, the capacitance of a 
shielded circuit employing equal and oppositely charged conductors 
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having the same shape as any two corresponding equipotential sur- 
faces of the electrostatic system can be determined. 

The flux density at any points on the conductors or on the shield is 
proportional to the rate of change of the potential with respect to the 
normal to the surface at that point. The high-frequency resistances 
of the conductors and shield, respectively, are proportional to the 

Fig. 15—Equipotential lines around shielded charged filaments. 

integral of the square of the flux density around their periphery. 
Thus the high-frequency resistance of the circuit may be determined, 
and from this and the capacitance, the high-frequency attenuation. 

This method makes it possible to determine and compare the high- 
frequency attenuations of conductors having shapes corresponding to 
the equipotential surfaces for various assumed arrangements and 
numbers of charged filaments. If, however, the problem be that of 
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determining the attenuation for a given shape of conductor, there may 
be great difficulty in finding the arrangement and number of filaments 
which will produce an equipotential surface to coincide with the given 
shape. 

By applying this method to a series of approximately elliptical 
conductors previously shown to be of the shape that would be expected 
to have lower attenuation than circular conductors, what is considered 
a close approximation to the optimum shape of conductor for a pair 
with circular shield has been arrived at. This is approximately an 
ellipse whose major axis is about 5 per cent longer than its minor axis, 
the latter being in line with the center of the shield. The high- 
frequency attenuation of a circuit with circular shield and conductors 
of this shape is approximately 2 per cent lower than that for the same 
shield with round conductors. This reduction does not appear enough 
to offset the practical difficulties involved with conductors of such 
shape. 

Shielded Quad 

The number of conductors enclosed within a shield, instead of being 
one, as in the coaxial, or two, as in the shielded pair, may be more. 
By placing four conductors within a common shield, two separate 
balanced-to-ground circuits may be obtained. If sufficiently good 
balance can be obtained between these circuits, the total frequency 
band which can be transmitted within a given cross-sectional area may 
be increased. To obtain balance, the plane of the conductors of one 
circuit needs to be at right angles to that of the other circuit and all 
conductors should be equidistant from the axis of the shield. The 
pairs may be twisted or spiralled about the axis of the shield. 

An arrangement of this kind is shown in Fig. 16, where four round 
conductors are placed within a circular shield to form a shielded quad, 
or, as it is frequently described when the conductors are twisted, a 
"shielded spiral four." Diagonally opposite conductors are used as 
the sides of a circuit. 

Approximate formulas for the high-frequency attenuation of either 
circuit of Fig. 16, when the enclosed conductors are solid, have been 
derived in unpublished work of Mrs. S. P. Mead and S. A. Schelkunoff. 
The optimum high-frequency proportioning of the system, assuming 
the same conductivity for both enclosed conductors and assuming 
gaseous dielectric, has been determined by Mrs. Mead. The results 
are shown in Figs. 17 and 18, where the optimum diameter ratio and 
spacing ratio are plotted as functions of the ratio of the conductivity 
of the enclosed conductors to that of the shield. For the case of 



280 BELL SYSTEM TECHNICAL JOURNAL 

equal conductivities of conductors and shield the optimum values are 

'=*=6.8: cr = -= .49. 
c 

(59), (60) 

These values may be compared with 5.4 and .46, respectively, for the 
pair of round conductors with circular shield. The high-frequency 
attenuation of each shielded quad circuit with optimum design is, 

1 

Fig. 16—Shielded quad. 
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Fig. 17—Variation of optimum spacing ratio of shielded quad with conductivity ratio. 
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Fig. 18—Variation of optimum diameter ratio of shielded quad with conductivity 
ratio. 

for the same diameter of shield, about 10 per cent higher than that of 
a shielded pair for its optimum design. 

Conclusion 

There have been discussed a number of different types of individually 
shielded circuits, both balanced and unbalanced, and the proportioning 
of these circuits for minimum high-frequency attenuation has been 
determined. The following table summarizes the optimum pro- 
portions for the more important circuits treated above. The values 
given are for the case where all the conductors are of the same material. 

Diameter Spacing 
Circuit Ratio (p) Ratio (tr) 

Simple coaxial  3.59 — 
Double coaxial  3.59 —• 
Shielded pair, round conductors and circular shields... 5.4 0.46 
Shielded pair, round conductors and oval shield  3.7 0.47 
Shielded quad  6.8 0.49 

Of the transmission characteristics of these circuits, a property of 
particular interest is the attenuation, since, assuming adequate 
shielding, it is this which determines either the required repeater 
spacing for a given transmitted frequency band or the width of fre- 
quency band obtainable with a given repeater spacing. For each type 
of circuit considered there has been determined the ideal proportioning 
whereby the high-frequency attenuation of the circuit may be mini- 
mized. In addition a variety of methods for the solution of problems 
in optimum proportioning have been outlined. 

It is, of course, feasible by adjustment of size to obtain the same 
high-frequency attenuation for all these different types of circuits. 
However, the size of a structure is usually reflected in its cost. An 
interesting picture can therefore be drawn by comparing the attenua- 



282 BELL SYSTEM TECHNICAL JOURNAL 

tions, at the same high frequency, of different types of circuits having 
the same cross-sectional area and of the same material. For structures 
with solid wall conductors and air insulation the comparison works 
out as shown in the table below, the attenuation of the coaxial circuit 
being used as a standard of reference. 

Coaxial circuit ; ;Vj  1'cn 
Shielded pair, round conductors and circular shield  1.50 
Double coaxial circuit     2.00 
Shielded pair, round conductors and oval shield, approximately  1.3 
Shielded pair, circular shield with quasi-elliptical conductors, ap- 

proximately  

In each case the cross-sectional area is taken as that enclosed within 
the shield. This neglects any differences in the thickness of shield 
that may be required. 

A specific comparison of considerable interest is that between an 
unbalanced coaxial circuit and a shielded pair, the latter being taken 
as representative of shielded balanced circuits. The table shows that, 
for the same attenuation, the cross-sectional area included within the 
shield is larger for the shielded pair than for the coaxial circuit. On 
the other hand, the use of balance in addition to shielding is advan- 
tageous in that it reduces the amount of shielding needed. The shielded 
pair makes possible the utilization of the entire frequency range, if 
desired, whereas with a coaxial circuit it is necessary to discard the lower 
frequencies where it is uneconomical to provide adequate shielding. 

A thorough-going comparison of the relative advantages and fields 
of application of the various types of circuits which have been dis- 
cussed would extend to great length. Clearly a large number of 
factors enter into the choice of the configuration of shielded high- 
frequency circuit to be used in any given instance. These factors 
include the width of frequency band to be transmitted, the degree of 
shielding required, the relative economy of manufacture of different 
structures, etc. While a complete exposition of these factors has not 
been attempted, the principles of optimum proportioning which have 
been discussed should be helpful in selecting the best configuration to 
meet given requirements, and the particular configuration chosen 
should be made to conform reasonably closely to the optimum. 
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Hyper-Frequency Wave Guides—General Considerations 

and Experimental Results * 

A peculiar form of electrical propagation is described below. It makes 
use of extremely high frequencies—even beyond those generally employed 
in radio. In some respects it resembles ordinary wire transmission but un- 
like the latter there are no return conductors, at least of the usual kind. 

In this transmission, electromagnetic waves are sent through guides made 
up either of an insulator alone or of an insulator surrounded by a conductor. 
In a special case this insulator may be air. There are at least four different 
types of waves or electrical configurations that may be propagated. One of 
them is such that theory indicates its attenuation through a hollow conduc- 
tor continuously decreases with increase of frequency. Although the paper 
deals largely with the nature of this transmission, some of the fundamental 
pieces of apparatus used in experimental work are described. They include 
generators, receivers and wave-meters. 

HIS paper describes a novel form of electrical propagation by 
means of which extremely high-frequency waves may be trans- 

mitted from one point to another, through specially constructed wave 
guides. The guide used for this purpose may take any one of several 
different forms. It may be a hollow copper pipe, which for the higher 
frequencies now available would be about 3 or 4 inches in diameter, 
or possibly a somewhat smaller conducting tube filled with some in- 
sulating material combining high dielectric constant and low loss, or 
it may conceivably be a rod or wire of dielectric material.1 

The phenomena involved In this form of transmission are exceed- 
ingly interesting and at first sight paradoxical for in some cases trans- 
mission is effected through a single wire of insulating material sur- 
rounded by metal in place of a pair of metal wires surrounded by 
insulation. In others the wire is made entirely of insulating material. 
In still others electrical effects are observed only on the interior of 
hollow metal cavities instead of the exterior only as is ordinarily 
experienced. In all cases there is no return current path, at least of 
the kind that is commonly assumed in ordinary transmission. 

The frequencies appropriate for this form of transmission begin at 
the higher of those generally known as ultra-high frequencies that is, 
2000 mc. (X = IS cm.) and extend to an indefinite upper limit possibly 

*To be presented at joint meeting of Amer. Phys. Soc. and I.R.E., Washington 
D. C., April 30, 1936. 1 The mathematical theory of these phenomena is given in a companion paper 
by J. R. Carson, S. P. Mead and S. A. Schelkunoff, this issue of the Bell SysUm 
Technical Journal. 

By G. C. SOUTHWORTH 

Introduction 

284 
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set by the properties of available materials. These have for con- 
venience been called hyper-frequencies. When these electromagnetic 
waves are propagated through either of the two forms of guide men- 
tioned above that incorporates a metal sheath, there is little or no 
external field and consequently little or no interference from static 
or other extraneous noises. 

As already mentioned there is no return conductor, at least of the 
kind with which we are generally familiar in ordinary wire or coaxial 
cable transmission. Corresponding to this difference in physical struc- 
ture there are striking differences in the character of the waves prop- 
agated. On the other hand, when we compare this transmission with 
radio, where there might at first sight appear to be great similarity, 
we find little or no correspondence, for it turns out that as regards 
both the velocity of propagation and attenuation per unit length, 
radio and wave guides follow quite different laws. 

In answer to the natural question as to what practical use there 
may be for transmission methods of this type the following considera- 
tions may be of interest: The size of structure that may be used as 
a guide is directly proportional to the wave-length. It happens that 
in structures that are at all convenient in size, the necessary frequencies 
correspond approximately to the highest range now being tried out 
in radio. If the size of structure is further reduced to make it more 
economical for use for long distance transmission, it is then neces- 
sary to use frequencies above this range. Thus far these can be 
produced and handled only with serious difficulty. Although it is 
possible to reduce the size of the guiding structure for a given fre- 
quency by the use of a suitable dielectric we are met with a conflicting 
difficulty of producing at reasonable cost the necessary medium that 
will incorporate high dielectric constant with sufficiently low losses. 
The situation then is that the art at these extreme frequencies is not 
yet at a point which permits a satisfactory evaluation of practical use. 
However, for short distance transmission or for use as antennas or 
projectors of radio waves or for selective elements analogous in nature 
to the tuning elements so commonly used in radio, there are not the 
same economic conditions limiting the size of structure. For such 
uses, then, structures of this type deserve serious consideration. 

Theory indicates that one of the four types of waves (designated 
below as H0) has progressively less attenuation as its frequency is 
increased. It happens, however, that this type requires for a given 
guide a higher range of frequencies than any others. This puts it, 
therefore, in a frequency range where the art is even less developed 
than for the other types of transmission and where it is even more 
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difficult to evaluate the economic and practical problems. This 
paper will, therefore, confine itself to a discussion of some of the 
fundamental properties of wave guides derived either from calculation 
or experiment. These properties include characteristic impedance, 
attenuation and velocity of propagation as well as frequency, selec- 
tivity and radiation. 

Nature and Properties of Wave Guides 

Analysis has shown that there are many kinds of waves that may be 
propagated through cylindrical guides. However, four of them are 
of unusual interest and are such as merit special consideration at this 
time. All four have been experimented with in our laboratory and 
their more important characteristics have been determined. This 
experimental work has been paralleled by a mathematical theory1 to 
which it conforms most satisfactorily. 

A good mental picture of the nature of the waves propagated 
through guides can probably best be had by abandoning the ordinary 
concept of current electricity flowing in a "go and return" circuit 
in favor of that of lines of electric and magnetic force. This latter 
concept has, of course, always been applicable even for low-frequency 
transmission over parallel wires or coaxial conductors but due to its 
complexity in pictorial representation it has usually been avoided. In 
the form of transmission with which we are now concerned, the field 
point of view is almost necessary. 

Figure 1 is a pictorial representation based on this point of view 
of the four types of waves mentioned above as found in a guide sur- 
rounded by a metallic conductor. In these models the lines of electric 
force have been represented by solid lines and the lines of magnetic 
force have been shown by dotted lines. In the longitudinal sections, 
the small open circles represent lines of force directed toward the 
observer. The solid circles represent lines directed away from the ob- 
server. The designations Eo, Ei, Hq and are convenient reminders 
of certain characteristics of these waves. 

The first two waves have been designated as electric because there 
is a component of electric force in the direction of propagation. For 
similar reasons the latter have been known as magnetic waves. Such 
a designation is, of course, rather arbitrary and should not be con- 
strued to mean that either component resides alone. It is true here 
as in other forms of electromagnetic waves with which we are generally 
familiar, that both the electric and magnetic components are essential 
to the very existence of the wave and that they may conveniently be 
considered as different aspects of the same thing. 
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Electromagnetic waves cannot be freely transmitted in dielectric 
wires or hollow conductors at all frequencies but only when the wave- 
length is less than a certain value set by the material of the guide and 
its dimensions. There is, therefore, for a given guide a critical fre- 
quency below which waves may not be propagated. We refer to this 
as the cut-off frequency. In a similar way we have for a given fre- 
quency, critical or cut-off diameters. These critical frequencies de- 
pend not only on the diameter {d) of the guide but on the dielectric 
constant (k) of the medium as well. Also they are, in general, different 
for the different types of waves. For guides enclosed by a metallic 
conductor the cut-off wave-length is such that the circumference of 
the guide measured in wave-lengths is equal to the roots of certain 
Bessel's functions. These in turn result from solution of the Max- 
well equations expressed in cylindrical coordinates. These relations 
are shown more fully in Table I. 

TABLE I 

Type of Wave Bessel Functon Root 
Cut-off Wave-length 
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X = 2.41 
X = 3.83 
X = 3.83 
X = 1.84 

1.31(2VK 
0.82dVS 
O.Sldy/K 
1.71rfV* 

As a simple numerical example let us assume the Hi type of wave 
having a frequency of 3000 mc. (X = 10 cm.) being propagated in a 
hollow metallic pipe. The critical diameter turns out to be 5.85 cm. 
or roughly 2.30 inches. If the space were filled with a material having 
a dielectric constant of, say 5, this would have been reduced to a diam- 
eter of roughly one inch. For higher frequencies or for materials 
having still higher dielectric constants these critical dimensions would 
obviously be still further reduced and would be comparable in size to 
the larger conductors used in ordinary electrical practice. The critical 
dimensions for the other types of waves are of course larger. 

Referring again to Fig. 1 we see that in the so-called Eo type of 
wave, a line of electric force originating at a point a on the inner surface 
of the wall of the guide passes radially toward the center then axially 
and again radially to a corresponding point h on the inner wall roughly 
one-half wave-length farther along. The entire wave front as seen 
in cross section cut through cd consists of a symmetrical arrange- 
ment of these radial lines. The magnetic field associated with 
this wave consists of a series of coaxial circles shown as dotted lines not 
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unlike the magnetic field in a coaxial conductor such as shown in 
Fig. 2. The Ei wave consists of electric and magnetic lines very simi- 
lar in form to those associated with two parallel electric conductors 
surrounded by a metallic shield. The similarity between the fields for 
the two dielectric waves and the corresponding two arrangements 
for ordinary transmission is made more obvious by a comparison of 
Fig. 1 with Fig. 2. For the most part this similarity ends at this 
point, however, as their corresponding properties follow quite differ- 
ent laws. 

I V/////////////////////////////////////////////////////////A 
(a) coaxial conductor 

a 

HE 

0 o 

" o ^ 

(b) shielded pair 
  LINES OF ELECTRIC FORCE  LINES OF MAGNETIC FORCE 

Fig- 2—Approximate configuration of lines of electric and magnetic force in a 
coaxial conductor and also in a shielded pair of conductors. Note similarity to £o 
and E\ waves of Fig. 1. 

The configurations of the two magnetic waves are somewhat similar 
to the electric waves provided we assume the electric and magnetic 
components to be interchanged. Nature has thus far failed to provide 
us with materials that possess exclusively magnetic conductivity in 
the sense that copper possesses electrical conductivity so there are no 
counterparts of Fig. 2 applicable to magnetic waves. 

The general shape of the lines of electric force for all of these types 
of waves have been calculated. These fields have also been verified 
experimentally by means of a small probe consisting of a crystal 
detector with short pick-up wires connected to a sensitive meter. 
This probe was carried over the cross-section of the guide always 
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orienting the detector to obtain maximum deflection. These data 
confirmed not only the directions of the lines of force but their relative 
density as well. 

There is one characteristic of the Hq and Hi configurations that at 
first sight seems inconsistent with our more usual views of electricity. 
It is the existence of a substantial tangential component of electric 
force apparently in close proximity to a metallic conductor. It must 
be borne in mind however that these frequencies are extremely high 
and that these distances after all represent an appreciable part of a 
wave-length. 

If any of the four types of waves depicted above are propagated 
through a wire of dielectric material without the metal enclosure, 
lines of electric force which previously attached themselves to the 
inner walls of the sheath, in general, extend into the surrounding space 
and close as loops. This means that as the wave moves along the 
guide a portion of the wave power is propagated through the dielectric 
itself and a part through the surrounding space. The proportionate 
parts of the electric and magnetic fields resident inside and outside 
the dielectric are amenable to calculation. As might be expected they 
depend both on the dielectric constant of the material and on the 
proximity to cut-off at which the guide is operated. Results of such 
calculation for the Eo type of wave are shown in Fig. 3, each for various 
proximities to cut-off. A dielectric constant of 81 is assumed. 

For high dielectric constants and for frequencies far above the cut- 
off, the power is propagated largely inside the guide whereas for low 
dielectric constant and for frequencies just above the cut-off, a sub- 
stantial amount of the power travels outside the guide. In the first 
case inductive disturbances communicated to neighboring guides are 
very small and correspondingly the guide is substantially immune to 
outside disturbances. In the second case these important advantages 
are absent. 

As already stated, many of the properties of wave guides are amen- 
able to calculation. Formulas for the purpose are included in the 
mathematical paper already referred to. Certain of these properties 
are intrinsic—as for example, velocity of propagation, attenuation 
and characteristic impedance. Others may be regarded as extrinsic 
in that they result largely from the manner in which the guide is used. 
Examples of the latter are frequency-selectivity and radiation. 

Velocity of Propagation 

It will be remembered that the velocity of electric waves over 
ordinary conductors immersed in a particular medium is substantially 
that of light for that medium. In other words it is equal to the velo- 
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Fig. 3—Relative intensities of electric and magnetic fields inside and outside a 
dielectric wire while propagating the £o type of wave. A dielectric constant of 81 
is assumed. 
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city of light in free space divided by the index of refraction (square 
root of the dielectric constant). It is also dependent to a small extent 
on the resistance and permeability of the conductors themselves. 
The velocity of propagation in wave guides depends not only on these 
properties but also on the dimensions of the guide as well. For a 
cylindrical guide it is convenient to express the relation between 
frequency and dimension as a ratio of wave-length in free space to 
diameter (X/d). Also the velocity in the guide may conveniently be 
expressed as its ratio to the velocity of light (c/w = k). Designating 
by X the wave-length in free space and by \g the wave-length in the 
guide k = X/X,,. Figures 4, 5 and 6 show in graphical form these 
velocity ratios for three representative cases. The solid curves are 
calculated. The points are experimental. 

Figure 4 covers the case of £o waves in a dielectric having a constant 

• n = o 
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\ 
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00 1 2345678 9 10 II 12 
RATIO OF WAVELENGTH TO DIAMETER (-J-) 

Fig. 4—Velocity ratio for the Ea type of wave in a dielectric wire {K = 81). 

of 81 when surrounded by air. It will be observed that at the highest 
frequencies (lowest values of X/d) the velocity of propagation is one 
ninth that of light in free space whereas at the lower frequencies 
(near cut-off) the velocity is that of light in free space. If the di- 
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electric constant were progressively lowered the velocity even at the 
highest frequencies would approach that of light in free space and the 
curve shown would become progressively flatter. In the limit the 
dielectric constant would be unity and the velocity ratio also would be 
unity. Under this circumstance the dielectric wire having a constant 
substantially the same as that of the surrounding medium would 
cease to function as a guide. 

The experimental points of Fig. 4 were obtained by transmitting 
waves at each of several frequencies ranging from 100 mc. (X = 300 
cm.) to 400 mc. (X = 75 cm.) through columns of moderately pure 
water. The distances between nodes and loops of the standing waves 
gave data for the velocity of propagation. The method therefore 
utilized, in a modified form, a technic sometimes invoked for deter- 
mining the velocity of electric waves on wires or the velocity of sound 
in air columns. The columns were supported in thin walled bakelite 
cylinders each about three feet long. Two diameters were used, 
6 inches and 10 inches respectively. 

Figure 5 covers the case of the same type of waves and the same 
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Fie. 5—Velocity ratio for the Eo type of wave in a metal pipe filled with an insulator 
(i: = si). 
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dielectric as above but surrounded by metal. It will be noted that 
the limits of this curve are essentially the same as for the unshielded 
guide but that the two curves follow rather different courses. If, 
in this case, the dielectric constant were progressively reduced the 
curve shown would gradually shrink into the miniature replica shown 
dotted in the lower left corner. This is of course the practical case 
of a hollow conductor to be discussed shortly. The above discussion 
leads naturally to the view that a wave guide is a propagating medium 
bounded by a dielectric discontinuity. In one case the discontinuity 
is the interface between the dielectric of the guide and the surrounding 
medium. In the other it is the interface between the dielectric and 
a surrounding conductor. 

It will be noted from Fig. 5 that at the highest frequencies the phase 
velocity in shielded guides, like that for unshielded guides, is the 
same as the velocity along ordinary conductors in that medium but 
at frequencies near the cut-off this velocity approaches infinity. The 
solid curve is calculated on the assumption that the medium had a 
dielectric constant of 81. The indicated points are the results of 
experiments made with water as a dielectric. For this experiment 
the water was supported in three-foot cylinders of copper, six inches and 
ten inches in diameter respectively. The same range of frequencies 
was used as above. A somewhat closer agreement between calcula- 
tion and experiment would have resulted if a value of dielectric con- 
stant of 78.9 had been assumed in the computations. 

TABLE II 

Velocity Ratios for //i Waves in Hollow Conductors 

Ratio Space Wave- 
length to Guide 

Diameter 1 
Ratio Velocity in Free Space to Velocity 

in Guide Difference Per Cent 

Calculated 3 Measured3 

0.980 0.818 0.818 0.000 0.0 
1.033 0.795 0.797 0.002 0.3 
1.108 0.757 0.762 0.005 0.7 
1.246 0.684 0.683 - 0.001 - 0.1 
1.375 0.592 0.601 0.009 1.5 
1.469 0.510 0.514 0.004 0.8 
1.547 0.424 0.429 0.005 1.2 

1 Probable error 0.4 per cent. 2 Probable error 0.4 per cent. 2 Probable errors (arising from error in X/rf) range from 0.2 per cent for X/d = 0.98 
to 1.8 per cent for X/d = 1.55. Note that agreement in most cases is within probable 
error. However the fact that in all but one observation differences have same sign 
suggests some systematic relation. 
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Figure 6 is based on calculations covering the case of a hollow 
conductor (air dielectric) propagating the Hi type of wave. The 
experimental data for plotting points on Fig. 6 were obtained at 
frequencies extending from 1500 mc. (X = 20 cm.) to 2000 mc. (X = 15 
cm.) on hollow cylinders ranging in diameter from four inches to six- 
inches. Relative velocity was determined from the length of standing 
waves set up in short sections of these wave guides. The measure- 
ments represented were made with much more refined apparatus than 
utilized in obtaining the data for Figs. 4 and 5. 
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Fig. 6—Velocity ratio for the II\ type of wave in a hollow metal pipe. 

Attenuation 

Figure 7 shows in graphical form the calculated attenuations suffered 
by each of the four more common types of waves when traveling 
through a hollow copper pipe 5 inches in diameter. It is immediately 
obvious that the attenuation is infinite for all waves at their respective 
cut-off frequencies. However, at frequencies above the cut-off this 
attenuation becomes finite, generally descending to values comparable 
with attenuations experienced on ordinary conductors at considerably 
lower frequencies. For the Eq and Ei types of waves the attenuation 
falls from infinity at cut-off to a minimum at a frequency V3 times 
the cut-off frequency after which it again begins to increase and 
ultimately varies in a linear fashion much as does attenuation over 
ordinary conductors. For the Hi type of wave this minimum comes 
at a frequency 3.15 V3 times the cut-off frequency. Thus we see that 
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for these three types, wave guides are somewhat similar in their 
behavior to ordinary conductors when operated at the highest fre- 
quencies but they depart radically at frequencies near cut-off. 

Calculations indicate that the Hq type of wave has a descend- 
ing attenuation characteristic at all frequencies above cut-off. This 
suggests that we may be able to realize very low attenuation merely 
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Fig. 7—Attenuations suffered by each of the more common types of waves in a 
hollow copper pipe S inches in diameter. 

by raising frequency. This remarkable property is, so far as the author 
is aware, altogether unique in the realm of electrical transmission. It 
should be borne in mind, however, that for structures having reasonable 
dimensions, these low attenuations can only be obtained from fre- 
quencies that are above those now readily available. It may be noted 
in passing that at the minimum of the //i curve, transmission is flat 
to a half db per mile over a band-width of 4000 mc. 
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The author's experimental work on attenuation is still incomplete, 
but the results to date are altogether in keeping with calculation. 
Work done at or near cut-off for all four types of waves confirms their 
descending characteristics at these points. Other more systematic 
measurements made on the Hi type of wave over a considerable range 
of frequencies are also in good agreement with calculation. Typical 
results are shown in Fig. 8. They were made on a straight section of 
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Fig. 8 Attenuation suffered by Hi waves in a 6-inch hollow copper pipe. Curve 
is calculated. Plotted points are experimental. 

hollow copper pipe six inches in diameter and 1250 feet long. No 
experimental attenuation data on the Ih type of wave are yet avail- 
able except at cut-off. It may be argued, however, that the same 
theory applies to all four forms of waves so that data tending to con- 
firm the calculated attenuation of one form of wave tends also to 
substantiate the predicted attenuation for the other forms as well. 
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Characteristic Impedance 

A second intrinsic property of wave guides is characteristic im- 
pedance. It may be calculated by integrating the complex Poynting 
vector over the cross-sectional area and dividing the result by the 
square of the effective current. Formulas for this purpose are in- 
cluded in the companion mathematical paper referred to above. The 
numerical results of such calculation are shown in Fig. 9 for a 4-inch 
diameter hollow copper conductor for each of the four principal waves 
mentioned above. 
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Pig. 9—Calculated values of characteristic impedance of a 4-inch hollow copper 
pipe for each of the four more common forms of waves. 

It will be remembered that when an ordinary wire line is terminated 
in its own characteristic impedance there are no standing waves. 
This condition leads to a maximum of power delivered to the receiver. 
Such an impedance match is sometimes referred to simply as a termina- 
tion. Terminations for wave guides are entirely similar in their be- 
havior to those of wire lines and may be had by a variety of means. 
One is a thin film of resistance material placed perpendicular to the 
axis of the guide followed at a prescribed distance by a perfectly 
conducting reflector. It is often convenient to provide the latter in 
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the form of a movable piston. Another form is a resonant chamber 
containing some dissipative material. Conditions for termination 
may be calculated in so far as the properties of materials are known 
or they may be determined experimentally by successive adjustments 
of film density and piston adjustments until standing waves have been 
eliminated. Figure 10 shows graphically a typical series of experi- 
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Fig. 10—Typical set of experimental data as various degrees of impedance match 
are obtained. 

mental data of the magnitudes of standing waves as various degrees 
of impedance match are obtained. 

Frequency Selectivity 

It is evident from Fig. 7 above that wave guides are inherently 
high-pass filters. There is still another property of a wave guide 
that may also provide selectivity. It depends on the principle of 
standing waves. By this means, resonance effects may be produced 
that make a short section of guide behave somewhat as if it were a 
simple series circuit consisting of an inductance and a capacity in series 
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with an electromotive force. Under other conditions, it may behave 
as a circuit made up of inductance and capacity in parallel with an 
electromotive force.2 At still other frequencies it may present to a 
source a positive (inductive) reactance or a negative (capacitive) 
reactance. This makes possible circuit elements which may be com- 
bined to form various filter or network equivalents. We may have, 
therefore, from wave guides frequency selection by either or both of 
two fundamentally different properties. 

Radiation 

Discontinuities in wave guides, particularly those in which no shield 
is present, tend toward losses by radiation. In the case of a hollow 
conducting pipe radiation issues from the open end much the same as 
sound waves from a hollow tube. It has been possible to expand the 
ends of these pipes into horns, thereby obtaining effects very similar 
to those common in acoustics. Such an electrical horn not only pos- 
sesses considerable directivity but it may also provide a moderately 
good termination for the pipe to which it is connected. In so doing its 
function is probably quite analogous to that of a true acoustic horn 
which provides an efficient radiating load for its sound motor. 

Some Apparatus and Methods Used in Wave 
Guide Studies 

It is obvious, of course, from the very nature of guided waves that 
the apparatus and methods must be rather different from the more 
common electrical methods. This difference is such that an adequate 
description would require more space than is here available. How- 
ever, for purposes of completeness a few of the more interesting and 
fundamental aspects of the experimental side are included below. 
For the most part this description will center around the Hi type of 
wave. (See Fig. 1 above.) 

The Simple Resonant Chamber 

In much the same way that the simple tuned circuit containing 
localized inductance and capacity is fundamental to the radio art so 
also is the simple resonant cavity fundamental to wave guide work. 
Although it may assume a variety of forms, one of the more obvious 
is a short piece of cylindrical wave guide, preferably of hollow metal 
pipe bounded by a piston and an iris diaphragm as shown in Fig. 11. 

2 In pursuing this work it has been convenient at times to refer not only to circuit 
analogues but also to optical and also acoustical analogues. This has been due '" part 
to the lack as yet of an adequate vocabulary and in part to the hybrid nature of the 
subject at hand. 
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Fig. 11—A tunable chamber resonant to short electric waves. 

In its role as a tuned circuit, the resonant chamber is sometimes 
used as a wave-meter, sometimes in connection with a generator of 
short waves (thereby enabling a vacum tube to work more effectively) 
and sometimes as an element in a receiver (thereby impressing on a 
detector a maximum of the received wave power). When such a 
chamber is excited by very short electric waves and is varied in length, 
resonance takes place at certain specified intervals depending on the 
frequency and phase velocity. This condition may be detected either 
by a crystal detector and meter located just outside of the iris opening 
or by a somewhat more elaborate arrangement whereby a crystal 
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mounted in a shielded cartridge is coupled to the chamber by a probe 
wire perhaps a quarter inch long extending through a hole in the wall. 
Fig. \ \A shows one form of resonant chamber complete with detector. 
The piston position is read off on a scale and vernier (Fig. 115). 
Successive positions at which resonance is noted give data for deter- 
mining velocity of propagation. Chambers of this kind having various 
diameters were used to verify the velocity ratios shown earlier in this 
paper. Electrical connection between piston and walls may be had 
by numerous phosphor bronze fingers, or perhaps by ball bearings 
distributed in a race around the periphery. Good contact is not 
always essential. In fact, fair work may sometimes be done with a 
loosely fitting piston or even an insulated piston. 

Resonant chambers may be activated merely by placing them within 
a foot or two of a source of waves such as a Barkhausen oscillator. 
Their dimensions must, of course, conform to the wave-length re- 
quirements as outlined above. Standard 5-inch OD brass pipe having 
one-sixteenth inch wall has been found satisfactory for the frequency 
range from 1500 mc. (\ = 20 cm.) to 2000 mc. (\ = 15 cm.). Any 
convenient length around 2 feet is appropriate for the variable type 
of chamber. 

Generators 

One arrangement for generating the Hi type of wave consists of 
connecting the primary source of waves between diametrically opposite 
points on the inside of a hollow cylindrical conductor as shown by 
Fig. 12.4. This primary source may consist of a positive grid (Bark- 
hausen) tube or a magnetron.3 Both have been used successfully to 
give frequencies up to about 3330 mc. (X = 9 cm.). 

A typical arrangement of such an oscillator is shown in Fig. 125. 
The terminals of the spiral grid of the Barkhausen tube are connected 
to diametrically opposite points through a suitable by-pass condenser. 
The filament and plate leads enter along a plane perpendicular to that 
of the grid. Since the grid leads correspond to lines of electric force 
in the generated wave, the diametral plane perpendicular thereto 
corresponds to an equipotential. By locating the plate and filament 
leads in such an equipotential, their presence will not materially 
affect the normal field prevailing in the chamber. In the design 
shown the filament connectors constitute the outside plates of a three- 
plate by-pass condenser. The third or central plate is a rigid member 
grounded on the main guide. It connects to the plate of the Bark- 
hausen tube. Connections to the exterior are had through five 

3 "Vacuum Tubes as High-Frequency Oscillators," M. J. Kelly and A. L. 
Samuel, B.S.TJ., Vol. 14, p. 97, January 1935. 
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insulated binding; posts. The oscillator unit shown carries on its 
exterior a plug connector leading by cable to a nearby d-c. power 
supply unit. 

If an oscillator similar to that described above were connected into 
the middle of a long hollow pipe, waves, would of course, be propagated 
in both directions. Those that would ordinarily be propagated to the 
left may be reflected by a suitably located reflecting wall or piston so 

Fig. 12—Various component parts of a wave guide generator. (A) Schematic 
representation. (S) The oscillator unit. (C) Complete generator including oscil- 
lator piston and iris. 

as to reinforce those being propagated to the right. Also an iris of 
suitable proportions may be so located in front of the generator as to 
further enhance oscillations. As has been pointed out above the sec- 
tion of pipe bounded by the piston and iris together approximate in 
behavior a tuned circuit. It is convenient to regard the chamber as a 
load impedance characteristic of the tube itself or perhaps it should 
more properly be regarded as a transformer by which the oscillator is 
matched to the line. 

PISTON ASSEMBLY o j  

ADJUSTABLE 
IRIS 

(C) 
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In practice the generator may conveniently be built up from an 
oscillator unit, a piston assembly and an adjustable iris, all of the same 
diameter of pipe fastened together by exterior metal clamps as shown 
in Fig. 12C. The open end of this generator may be connected to a 
guide over which transmission is desired or it may be coupled loosely 
to some nearby laboratory apparatus on which measurements are to 
be made. 

The total length of the chamber and hence the piston setting will of 
course depend on the frequency to be generated. In general this will 
be roughly an integral number of half wave-lengths. The relative 
position of the oscillator along the length of the chamber will depend 
on its impedance characteristics and to some extent on the diameter of 
the iris opening. For a piece of laboratory apparatus where frequency 
variability is desired these various dimensions should preferably be 
adjustable as shown. If a source of single frequency is desired, the 
resulting apparatus may be greatly simplified as all of these dimensions 
may be fixed at the time of construction. 

The Tuned Receiver 

By reversing the principle used in the generator above, replacing 
the oscillatory source by a suitable indicator the resonant chamber 
becomes effectively a simple tuned receiver. If the indicator is ap- 
propriately located along the length of the chamber, substantially all 
of the incident power will be absorbed and the device as a whole will 
be a veritable sink of wave power. It may be clamped to the end of 
a long wave guide, thereby constituting a termination, or it may be used 
to pick up short radio waves of not too small amplitude. See Fig. 13. 

DETECTOR 
UNIT 

TO METER OR AUDIO OUTPUT 

Fig. 13—A tuned receiver based on the resonant cavity principle. 
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Indicators 

It is often desirable to have available in the laboratory some kind of 
a wave indicator or probe such as shown in Fig. 14. This one con- 
sists of a simple silicon detector in cartridge form, together with a 
microammeter, both mounted on a fibre support of convenient size 
and shape for exploring the fields prevailing around any piece of 
apparatus. It is easy to show by this means that there are no ap- 
preciable fields prevailing around a generator such as described above 
except near the orifice. Also this probe may be used to determine the 

Fig. 14—A convenient probe for exploring the field around a source of waves. 

TO GA TO GALVANOMETER 

CONDENSER 

<S> c» 

BAKELITE 
CRYSTAL IN SCREW 

MOUNTING 

Fig. 15—A detector mounting suitable for indicating the presence of waves in a guide. 

i 
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approximate orientation of the lines of electric force in the wave front 
as well as the general directive pattern of the radiation. 

Figure 15 shows details of a crystal detector mounting suitable for 
an indicator on a wave-meter. When silicon crystals are used, units 
may be had that will hold their calibrations moderately well over 
considerable periods of time. Thermocouples of both the cross wire 
and deposited type have been used with moderate success. Also 
diode and triode rectifiers have been tried. However, for general 
laboratory use where simplicity and convenience are important the 
crystal detector is perhaps best. 

Wave-Meters 

It is, of course, desirable in this work to know the frequency or 
wave-length being used. The simple resonant chamber already de- 
scribed enables wave-length to be measured accurately. However, 
such a device does not give directly the wave-length in free space 
since in these chambers phase velocities are in general greater than 
ordinary light. It is true, of course, that a suitable conversion curve 
can be prepared. However, it is often more convenient to use for a 
wave-meter some form of a coaxial conductor system on which standing 
waves may be measured. These will be very nearly at least the 
length of the corresponding waves in free space. 

Figure 16 shows a wave-meter based on this principle. The con- 
ductor (a) and the hollow cylinder(6) constitute the coaxial conductors. 
A bridge (c) in the form of a conducting disc is made movable by means 
of the threaded tube {d) which passes over the central conductor (a). 
This tube carries a millimeter thread engaged by the knurled head (e). 
One complete turn of this head therefore raises or lowers the bridge 
by one millimeter. If coarse adjustments are desired the head may be 
disengaged from the threaded tube by a cam operated by the knob (/), 
and the tube raised or lowered by taking hold of its extended portion. 
The outer conductor or shell carries an open slot (g) through which 
an index {h) attached to the shorting bridge (c) extends. This index 
passes over a centimeter scale (t). The outer conductor is mounted 
on a short piece of wave guide so that the apparatus may be clamped 
in line with other apparatus. The inner conductor (a) extends through 
a small opening in the section of wave guide far enough to extract from 
the passing waves enough power for activating the wave-meter. This 
coupling may be varied as needed by extending or retracting a third 
small rod (Jj') running through the center of central conductor (a). 

Resonance is indicated by a crystal detector (k) and d-c. meter. 
This detector is only loosely coupled to the coaxial system by a small 
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Fig. 16 A form of coaxial conductor wave-meter particularly adaptable to wave 
guide work. 
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pick-up wire extending through the walls of the hollow cylinder. This 
form of wave-meter is moderately fast and permits wave-length differ- 
ences of one or two hundredths of a centimeter to be readily detected. 

Miscellaneous Apparatus 
Sometimes it is desirable to change the length of a pipe without 

changing its diameter. For this purpose telescoping pipe is to be 
avoided. A pipe with removable sections may, however, be provided. 
Units of 10 cm., 5 cm., 2 cm., 2 cm. and 1 cm. have been found con- 
venient. They are aligned in a slightly larger half-section of the same 
kind of pipe which provides their support. 

It may be desirable at times to investigate the field inside a pipe to 
determine if standing waves are present. This may be done by mount- 
ing a detector similar to that shown in Fig. 15, on a carriage so it 
may be advanced along a slot cut in a piece of wave guide perhaps 
60 cm. long. Often it is necessary to pass from one size of pipe to 
another. A conical reducer perhaps 30 cm. long may be used for this 
purpose. 

It is usually desirable to construct components such as the above 
with lengths of some integral number of centimeters such as 10 cm., 
20 cm. or 50 cm. This obviously facilitates the addition of the 
component lengths used and often simplifies calculation. 

It is obvious from the above that a laboratory working with wave 
guides must use for its circuit components such unusual electrical 
items as hollow pipes, movable pistons and iris diaphragms. These 
should be capable of quick assembly into a variety of forms, sometimes 
as a generator, sometimes as a tuned receiver and sometimes as a 
termination. This object imposes a wide range of requirements that 
can best be met by mounting the parts by means of clamp supports 
on a saw-horse arrangement or wave guide bench such as shown in 
Fig. 17. 

TERMINATION 

WAVEMETER 
GENERATOR TRAVELING 

DETECTOR MICRO- 
AMMETER LINE 

pig 17—Bench mountings with typical apparatus used at the transmitting ai 
receiving ends of an experimental wave guide. 
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Hyper-Frequency Wave Guides—Mathematical Theory 

By JOHN R. CARSON, SALLIE P. MEAD and S. A. SCHELKUNOFF 

Following a brief historical sketch, this paper deals with the mathe- 
matical theory of wave transmission in two novel kinds of cylindrical 
wave guides of circular cross section; namely, the hollow conductor and 
the dielectric wire. These transmission systems behave as high pass 
filters with exceedingly high critical frequencies. 

The attenuation and impedance characteristics of the hollow conductor, 
heretofore ignored as far as the writers are aware, are given especial atten- 
tion. This investigation discloses the remarkable fact that there exists in 
this system one and only one type of wave, the attenuation of which de- 
creases with increasing frequency, a characteristic which attaches to no 
other type of guided wave known to the writers. 

I. Introduction 

THE object of this paper is to derive and discuss the characteristics 
of two novel guided wave transmission systems. Structurally 

one consists simply of a straight hollow 1 conducting cylinder of circular 
cross-section. The electromagnetic wave is confined inside the cylin- 
drical sheath and is propagated along the axis of the cylinder. The 
other consists simply of a dielectric wire, within which the major part 
of the electric field is confined. The mathematical theory developed 
below does not deal with the question as to how such waves are estab- 
lished nor with the reflection phenomena which must occur at the 
terminals and other points of discontinuity. The analysis is limited to 
finding the types of waves which are possible in such systems, and to 
investigating and describing their characteristics. 

The historical background of the problem is interesting. In 1897 
Rayleigh published a paper entitled "On the Passage of Electric Waves 
through Tubes, or the Vibrations of Dielectric Cylinders." 2 Dealing 
solely with ideal cylinders of perfect conductivity he showed that for all 
types of waves that can exist inside the cylinders there are critical fre- 
quencies below which the waves are attenuated and above which they 
are freely transmitted. The first paper on transmission along dielectric 
wires was that published in 1910 by Hondros and Debye entitled 
" Elektromagnetische Wellen an dielektrischen Drahten."3 This 
deals theoretically with transmission along cylinders of ideally non- 
conducting material, somewhat along the lines followed in Section IV 

1 The term hollow means that the interior of the cylinder is electrically non- 
conducting. s Phil. Mag., Vol. 43, 1897, pp. 125-132. 

i Ann. der Phys., Vol 32, 1910, pp. 465-476. 
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of this paper. Another paper, entitled "Uber den Nachweis elektro- 
magnetischer Wellen an dielektrischen Drahten," 4 published in 1916 by 
Zahn, is of interest because of the historical note attached, which 
indicates that experimental work was begun in 1914 by Riiter and 
Schriever, two students of Zahn, and continued with such diligence as 
the exigencies of war permitted until the date of Zahn's paper, at least. 
In 1920 South worth, then working at Yale University, accidentally 
observed such waves in a trough of water which he was using in con- 
nection with some high-frequency studies, measured their wave-lengths 
and recognized their identity with those discussed by Schriever5 

in a paper which appeared at about that time. In 1924 Carson re- 
discovered the transmission characteristics of the hollow conducting 
cylinder, and disclosed it in an unpublished memorandum entitled 
"Hyper-Frequency Wave Filters." Finally, in 1931, Southworth, 
then a research engineer with the American Telephone and Tele- 
graph Company, returned to the subject and initiated the compre- 
hensive investigation which he is reporting in a companion paper.6 

Independently, and almost simultaneously, Hartley, at the Bell 
Telephone Laboratories, suggested the possibility of guided transmis- 
sion along a hollow cylindrical dielectric wire; and these two (South- 
worth and Hartley) enlisted our cooperation in a mathematical in- 
vestigation. 

In the theoretical parts of these papers dissipation was always 
neglected, though obviously the attenuation would be a controlling 
factor in practical applications. The writers, on the other hand, have 
given especial attention to this factor. Out of this research there 
emerged the remarkable fact that with hollow conducting guides there 
exists one and only one type of wave the attenuation of which decreases 
with increasing frequency; a unique characteristic which does not 
attach to dielectric wires, nor so far as the writers are aware, to any 
other type of guided wave. 

IA. Transmission Through Hollow Conducting Cylinders 

Throughout this paper it will be assumed that the cylindrical sheath 
possesses high conductivity and that the losses in the internal dielectric 
medium are either small or negligible. Subject to these assumptions 
the effect of dissipation on the attenuation of the wave is formulated in 

* Ann. der Phys., Vol. 49, 1916, pp. 907—933. This paper contains several col- 
lateral references. 8 " Elektromagnetischen Wellen an Dielektrischen Drahten," Ann. der Phys., Vol. 
63, 1920, pp. 645-673. 

6 "Hyper-Frequency Wave Guides—General Considerations and Experimental 
Results," G. C. Southworth, this issue of the Bell System Technical Journal. 
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Section III. First, however, in the general discussion which immedi- 
ately follows and, in particular, in the comparison with the usual guided 
wave transmission systems, attention will be confined to the ideal 
non-dissipative structure. This simplification brings out, in a simpler 
and more striking way, the peculiar transmission characteristics of the 
system, while, at the very high frequencies involved, it introduces 
negligible error except as regards the attenuation due to dissipation. 

In the ordinary type of guided-wave systems, such for example, as 
that composed of two concentric conductors, or two parallel wires, the 
guiding conductors form two sides of a circuit in which equal and 
opposite currents flow, and the transverse lines of electric intensity 
terminate on the two sides of the circuit. In the system under con- 
sideration there is only one conductor and consequently there is no 
circuit in the usual sense. Corresponding to this difference in physical 
structure there are striking differences in the character of the waves 
propagated. 

In the first place, in the ordinary type of guided wave system, the 
wave employed for the transmission of power and intelligence is the 
Principal Plane Wave. For the ideal non-dissipative case, the field of 
this wave is entirely transverse to the axis of the system; that is, the 
axial components of the electric and magnetic intensities are every- 
where zero. Furthermore all frequencies are transmitted without 
attenuation with the same phase velocity; that of light in the medium. 
(Of course dissipation modifies the phenomena somewhat but in actual 
systems designed for efficient transmission the Principal Wave ap- 
proximates to that just described.) 

In the hollow conducting cylinder, on the other hand, no principal 
transverse wave can exist; that is, there must exist inside the cylinder 
either an axial component of the electric or the magnetic intensity, or 
both. Physically this is answerable to the absence of a circuit on 
which the transverse lines of force might terminate. Thus in the 
hollow conducting cylinder all the possible waves must be complemen- 
tary waves;7 a type which is ignored in the ordinary transmission 
system. 

A second outstanding distinction is that in the hollow conducting 
cylinder, all frequencies below a critical frequency are attenuated while 
frequencies above the critical frequency are freely transmitted without 
attenuation.8 In this respect the system behaves like a Campbell high- 

7 See "Guided and Radiated Energy in Wire Transmission," John R. Carson, 
Jour. A.I.E.E., October 1924. ....... 8 It will be understood, of course, that this is strictly true only in the ideal case ol 
no dissipation. 
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pass wave-filter. The exact value of the critical frequency depends, as 
shown later, on the type of wave transmitted; roughly speaking, 
however, the internal diameter must be approximately equal to one- 
half a wave-length in the internal dielectric medium at the lowest 

critical frequency. (The exact formula is diameter > times the 
It 

wave-length.) Since we are interested in freely transmitted waves it is 
evident at once that for a cylinder of practicable dimensions the 
frequencies employed must be relatively enormous. For this reason it 
may be appropriately said that the hollow conducting cylinder is 
applicable to the transmission of hyper-frequency waves alone. 

The types of waves which can exist inside the cylinder are broadly 
classifiable as £-waves and iTwaves.9 By the term £-wave is to be 
understood a wave in which the axial component of the magnetic force 
is everywhere absent; correspondingly in the iTwave the axial com- 
ponent of the electric force is everywhere absent. In the £-waves the 
surface currents in the cylinder are entirely parallel to the axis thereof. 
On the other hand, in the iTwaves the currents may have both trans- 
verse and axial components; that is, circulatory components around the 
periphery of the cylinder in planes normal to its axis as well as com- 
ponents parallel thereto. 

In each class of wave there may exist a fundamental wave and in 
addition geomelrically harmonic10 waves. In the fundamental wave 
the phenomena do not vary around the periphery of the cylinder. In 
the wth harmonic wave (£„- or i7n-wave) the phenomena vary around 
the periphery as cos n{6 — 0n). 

Each component E- or iJ-wave has its own individual critical fre- 
quency. Curiously enough the lowest critical frequency is possessed 
by the first harmonic iTwave; that is the i7i-wave. For this wave the 

3 68 critical frequency is given by the formula d > -f.— X where d is the in- 
lir 

ternal diameter of the cylinder and X the wave-length. In general, 
however, the critical frequency increases with the order of the harmonic. 

In the usual transmission system, the transmission phenomena are 
determined and described in terms of the characteristic impedance and 
the propagation constant. By characteristic impedance the engineer 
understands the impedance actually presented by an infinitely long 
line to an electromotive force connected across the terminals of the 
circuit. Now since in the hollow conducting cylinder there is only one 

9 This terminology has been adopted as a matter of convenience. It is suggested 
by equations (1) where the field is expressed in terms of E, and H,. Another 
terminology is transverse magnetic and transverse electric waves. 10 This term must not be confused -wxtYi frequency harmonics. 
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conductor and hence no circuit, this concept breaks down. There is 
another way, however, in which the characteristic impedance may be 
defined, and by aid of which it remains a useful concept in hollow 
cylinder transmission. Writing K = Kr -\- iKi as the complex 
expression for the characteristic impedance, then it may be shown that 

K = W + i2o>{f - U), 

where W is the mean power transmitted, T is the mean stored magnetic 
energy, and U the mean stored electric energy, corresponding to an unit 
current. Now in the hollow conducting cylinder, for, say the .Eo-wave, 
we can calculate 

W + i2o>{T - U) 

for an unit axial current, and call this the characteristic impedance. 
Again for the JYo-wave we can calculate this quantity for an unit 
circulating current per unit length and designate it as the characteristic 
impedance. In addition, somewhat similar conventions apply to the 
harmonic waves. 

One of the chief uses of the foregoing concept of characteristic 
impedance is in the calculation ofjhe attenuation in the dissipative 
system. For, if corresponding to W we calculate the mean dissipation 
Q per unit length, then the attenuation a is given by 

a = QI2W. 

All actual systems are of course dissipative and consequently the 
wave is attenuated. If the hollow conducting cylinder were to be 
employed in practice for hyper-frequency wave transmission the 
securing of low and desirable attenuation characteristics would 
probably be the controlling consideration. 

The attenuation in the free transmission range is due to (1) dissipa- 
tion in the cylinder or sheath and (2) dissipation in the internal di- 
electric medium. The former is inherent and can be reduced only by 
employing a sheath of high conductivity and by properly designing the 
dimensions of the system. As regards the dielectric loss, this may be 
substantially eliminated by employing air as the dielectric medium. 
The use of a dielectric medium of high specific inductive capacity has 
the advantage of substantially reducing the critical frequency: on the 
other hand it inevitably introduces heavy losses and thus sharply 
increases the attenuation. The analysis of Section III brings out the 
remarkable fact that for the fundamental il-wave the attenuation 
decreases with increasing frequency; for all the other types it increases. 
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For the very high frequencies with which we shall be concerned in the 
following analysis, a physically very thin cylindrical metallic sheath 
behaves electrically as though it were infinitely thick. This fact 
greatly simplifies the mathematical treatment; its real importance, 
however, is that external interference is entirely eliminated. 

As stated at the outset, this paper will not attempt to deal with the 
problem of the reflection phenomena which occur at the terminals of 
the system and at points of discontinuity. For a discussion of the 
general character of the boundary problem the reader is referred to 
"Guided and Radiated Energy in Wire Transmission."7 It maybe 
remarked here, however, that the simple engineering boundary 
conditions (continuity of current and potential) are entirely inadequate. 

IB. Transmission Through Dielectric Guides 

The greater part of this paper deals with transmission in thin hollow 
conducting cylinders; the last section, however, discusses briefly 
transmission along the dielectric wire.3 Theoretically this type of 
transmission is extremely interesting and the mathematical theory 
resembles to a considerable extent that of hollow cylinder transmission. 
Unfortunately, however, dielectric losses are usually high. Hence our 
discussion of dielectric waves will be limited to a development of the 
fundamental equation from which the critical frequencies and the 
phase velocities can be determined. 

II. Non-Dissipative Hollow Conducting Guides 

In dealing with the propagation of hyper-frequency electromagnetic 
waves inside a long hollow conducting cylinder parallel to the z-axis, 
it is convenient to write the field equations in the appropriate cylindrical 
coordinates (p, 0, z) in the form," 

\2EP (1) 

div £ = 0, div H = 0. 
11 In this form the field is expressed explicitly in terms of the axial electric and 

magnetic intensities and their spatial derivatives. This is highly advantageous for 
the purposes of this paper. 
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In these equations the symbols have the following significance: 

£p, Ee, Et = components of electric force, 
Hp, He, Hz = components of magnetic force, 

X2 = t2 - h2, 
7 = propagation constant, 

h2 = niu^TTfx + eico/c2) = Airfffiiu — (co2/w2), 

v = c/VtM = velocity of light in the medium, 
c = velocity of light in air, 
n = permeability of the medium in electromagnetic units, 

o- = conductivity of the medium in electromagnetic units, 

e = dielectric constant of the medium in electrostatic units, 
cc/Itt = frequency, 

i = V— 1. 

The solutions of these equations for the axial components of electric 
and magnetic force, Ez and Hz respectively, in the region, O^p^a, a 
being the internal radius of the conductor, are of the form 

-E* = E Jn{p^)(An cos nd + Bn sin nd) exp. (iui ± yz), n=0 

Hz = E /n(pX)(C„ cos nd + Dn sin nd) exp. (iut ± yz), 
(2) 

where An, Bn, C„ and Dn are arbitrary constants to be determined by 
boundary conditions and Jn is the Bessel function of the first kind or 
the internal Bessel function. The components of the transverse 
electromagnetic field may then be expressed by introducing (2) in (1). 

We shall first discuss the simplest case, that in which there is no 
dissipation. The current will then be in a sheet on the surface, p = a, 
of the perfectly conducting cylinder. But the axial current density 
uz and the circulating current density ug are given by 

and 

uz = ~ He, p = a (3) 
Air 

ue = y- P = o-. (4) Air 

Thus it follows that H, and He are discontinuous at the surface p = a 
and the boundary conditions are simply Ez = Eg = 0. These con- 
ditions can be fulfilled by two types of waves: (1) a wave for which Hz 
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is zero everywhere, which will be called generically the £-wave and (2) 
a wave for which Ez is zero everywhere, which will be designated 
generically as the /f-wave. (If the cylinder is dissipative, however, the 
E- and iJ-waves can exist alone only for the case of circular symmetry. 
In other words, unless djdd = 0, neither the Et nor the Ht component 
of the field can be identically zero. This will be discussed further in 
Section III.) 

Assuming first a non-dissipative system, it will be seen that when IIz 

is zero everywhere, 

£, and ~/.(Xp) 
[ sin J 

Thus the possible £-waves are determined by the boundary equation 

Jn{\a) = 0, (5) 
where 

X2 = 72 + 0,2/^ 

This has an infinite number of real roots in X determining an infinite 
number of possible waves. Only a finite number, m, of these waves 
will be unattenuated, however, for, if X is to be real and 7 pure imagin- 
ary, the frequency must be so high that 

• a)/» > X„m, (6) 

where X„mo is the wth root of Jn{\a) = 0. It is therefore convenient to 
designate as the £„m-wave that component of the £-wave for which 

E. ~ yn(Xn.p) | COS "" | ■ 
[ sin nd J 

Thus if 
Xn, m+1 > w/f > X nm> 

the components m+i, En, m+2, • • ■ of the £-wave will all be attenu- 
ated but Enl, Eni, • ■ Enm will be unattenuated. There will also be 
only a finite number w + 1 of the components £01, En,' • • En\, for the 
frequency must be at least sufficiently high so that 

w/f > X„i, 

where Xnia is the lowest root (excluding zero) of /„(Xo) = 0, in order to 
transmit the component E„i of the £-wave without attenuation. 
Hence the £-wave consists of a doubly terminating series of possible 
components: for each of the finite number ^ + 1 possible values of n 
there will be mn possible values of \a or a total of 

wo + wi -f mi + • • • + w* 

possible modes of propagation. 
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For the H-wave, Ez is zero everywhere, 

„ T n f cos n6 1 
Ee ~ Jn (Xp) { sin nd } 

and the possible waves are determined by the transcendental equation 

Jn'(\a) = 0, (7) 
where 

X2 = 7
2 + aj2/y2 

and Jn'{z) = (d/dz)J„{z). These values of X and consequently of 7 
will, of course, differ from those characterizing the E-waves. Similarly, 
however, there will be a doubly terminating series of possible com- 
ponents, Hnm. 

Hence for both types of wave the hollow conducting cylinder consti- 
tutes a high-pass wave-filter. The critical frequency fnm of the Enm- 
wave is given by 

fnm = rnm(c/27rflVeM), (8) 

where rnm is the mth root of Jn{\a) = 0 or r„m = Xnma. Similarly for 
the //nm-wave, the critical frequency is 

fnm = rnm'(c/2irayI7{l), (8)' 
where 

rnm' is the wth root of Jnm'O^a) = 0. 

The propagation constant y™ is then 

iu c iw 
lnm = '7 (9) Vnm Vrnn 

where the ratio c/ynm' of the velocity of light in air to the phase velocity 
of the wave in response to any frequency f is given by 

CjVnJ = VcmVI - (/nm//)2 

—^0 when f fnm, (10) 
—> ^[ql when / —> oc 

for the E-wave and 
c/vnm' = VqWl - (fnm If)2 

for the if-wave. 
For the E-wave we have 

rou ro2, • • • = 2.405, 5.52, • • • 
rn, rn, • • • = 3.83, 7.02, • • • 
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and for the iJ-wave 

ioi'i fm } • • * = 3.83, 7.02, • • • 

it fvt} • • • = 1.84, 5.33, • • 

Hence, it is possible to transmit a fundamental .E-wave if the radius, 
dielectric constant, permeability and frequency are so related that, 

^ 2.405(c/27r), (11) 

a fundamental //-wave provided, 

/aV^ ^ 3.83(c/27r), (12) 

the component En of the E-wave provided 

/aVeju = 3.83(0/2*) (13) 

and the component Hn of the //-wave provided 

fayfcx ^ 1.84(c/27r). (14) 

Thus from the standpoint of minimum physical constants and di- 
mensions the component Hn of the //-wave is most advantageous. 
The consideration of the attenuation characteristics below will show, 
however, that this advantage is outweighed, since in practice the 
attenuation will be the controlling factor. 

We shall now consider the characteristic impedance of the system.12 

While the derivation of the characteristic impedance is interesting and 
valuable on its own merits, it also provides the basis for a quasi- 
synthetic and approximate method of deriving the attenuation which 
will be developed below. The results obtained here on the assumption 
of a perfect conductor will be valid in the dissipative case of the 
next section provided the conductivity is sufficiently high so that the 
relation, ew/c2, obtains among the constants of the sheath. 

The characteristic impedance, Kt is here defined as the transverse 
Complex Poynting Vector, P, integrated over the cross section of the 
system divided by the mean square current. Thus we have, in general, 

p^/dsc^]. (15) 

= W + i2o>(f - U), 
1S See the discussion of the characteristic impedance in Section I of this paper. 

Equation (15) below is in agreement with the definition there given. 
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where W is the mean energy transmitted_through the cylinder, T is 
the mean stored magnetic energy and U the mean stored electric 
energy, H* denoting the conjugate imaginary of H. Then 

K = Kr+ iKj (16) 
and 

\Kr\I\*=W, (16a) 
while _ _ 

= 2a,(r- £/), (16b) 

I being the total current. (In a non-dissipative system T = U and 
K = Kr.) Rewriting the integral in (15) we therefore have 

w==^[rTp(w"E'H't)ipie]~ (i7) 

(From equations (1) it readily follows, that for any E- or //-wave, K 
may be made to depend upon either the transverse electric or transverse 
magnetic force alone by substituting in formula (17) 

ErH.' - E.H' = i ^ £ [£]■ = [ffj (18) 

for the .E-wave, and 

W - E.H* = [£T = c^ U-IJ (19) 

for the //-wave, where [E]2 and [//]2 are defined as 

[E]2 = |Epl2 + (Eel2 and [//]2 = |i/p|2 + |Hfl|
2.) 

Consider first the fundamental E-wave. IIz, Hp and Eg are zero and 

Ez = AJg{p\), 

E, — ^AJi(p\), (20) 

n> = e^\ C A 
where 

X2 = 72 + CO2/^2 

and ^ =: I'omlO'- (.Jo(rom) = 0.) 

From (3) the total axial current I, in the sheath is given by 

/, = j H,. „ = a. (21) 
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Putting /, = 1 then gives 

.1 - c2 2X 

etco aJiQKa) 
Thus 

c c 
"e ' ? 

/ /Q(Xa) \2 2 /o(Xa) "I 
V ) \a Ji{\a) J 

= cVm/6 VI -(/om//)2. (22) 

Now, for the fundamental component i^o of the if-wave, Ex, Ep and 
Hg are zero and 

ifr = C7o(X/)), 

ifp =^C/1(Xp), (23) 

Ee= - ^ CJxM, 

where 
" X2 = 72 + a)2/z;2 

and 
X = roJ/a. (Jo(rom) = 0.) 

There is no axial current transmitted by this wave but there is a 
circulating current in the sheath. From (4) this circulating current, 
Ig, per unit length is given by 

le when p = a. (24) 

Thus, for the /io-wave, we calculate the characteristic impedance with 
respect to unit circulating current per unit length of conductor. This 
gives 

C = . 47r 

/o(Xa) 
and 

= (25) 
V \ro; 

where, as given above, roJ is the wth root of Jo'{\a), and, by (10), 

w, _ _c 1  

VI - (/omV/)2' 
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So we see that, while the characteristic impedance of the Eo-wave 
approaches a constant at very high frequencies, for the ETo-wave we 
have 

K ~ a>2. 

In other words, while the energy transmitted by the Eo-wave is inde- 
pendent of the frequency at sufficiently high values of frequency, that 
transmitted by the //o-wave increases as the square of the frequency. 

For the harmonic E- and iEwaves, the currents vary as cos nd 
around the periphery of the sheath. Hence the total harmonic current 
is zero over any axial or normal cross-section. For these waves, how- 
ever, it is possible and convenient to calculate the Complex Poynting 
Vector on the basis of the average mean square current intensities, 

27rJ0 2 Air 2tJ0 2 47r 

which we may assume for convenience to be of the same value, 1/2, 
as the mean square currents associated with the fundamental com- 
ponents. 

On this basis we shall obtain first the characteristic impedance of 
any harmonic component En of the E-wave, ignoring dissipation. 
Putting 

Jn(Xa) = 0 and \a = rnm, 

the Complex Poynting Vector becomes 

|yl°1' +Jg''12 (■/—('•,...))'■ (26) I6c\nv\v'/ rnm 

On the basis of the current value which we are assuming 

M'|'+ l-g-l'(/„_,(,„„))» ^ 32x'(^)a. (27) 

Thus 
Kr = (2xa)2cV^Vl - {fnjff. (28) 

Similarly, for the component Hn of the //-wave, we put 

Jn {\(L) ^ 0 and Xo = Tnm i 
getting 

(29) 
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where 
(I Cn |2 + | Z)n |2) (JnMY = 327r2. (30) 

Thus 

where, as given above, rnm' is the wth root of J„'(Xa) and, by (10) 

c 1 v = 
vswi - (wifr 

Thus the mean transmitted energy and the characteristic impedance of 
all components of the i7-wave increase as the square of the frequency 
whereas these characteristics of the -E-wave are constant with respect 
to frequency. To appreciate the bearing of this difference upon the 
comparative attenuations consider the following argument. 

Since the wave varies along the z-axis of the transmission system as 
exp. ((— a — if})z), a and /3 denoting the attenuation and phase con- 
stants per unit length, respectively, 

dW — 
^ = - 2.W. (32) 

But, denoting by Q the dissipation loss per unit length of the trans- 
mission system, we have also 

^=-0- (33) 

Hence, 
a = QI2W (34) 

= (^QfdSlE-H*:t)ReaX Part. (35) 

Thus, we see that, if the mean dissipation loss^ Q, is known or readily 
obtainable, the Complex Poynting Vector, W, leads immediately to 
the attenuation. 

To obtain Q we have the formula 

(36) 

Thus a may also be written 

_ / - fdSlE-H*^ 
2fdSlE-H*2. (37) 
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in which it is evident the current is not explicitly involved. If we 
write 

Q = R{P)m 

and 
W = KR(P)m, 

R being the resistance per unit length and Kr the characteristic im- 
pedance with respect to the mean square current {P)m we have in 
addition 

a = R/2Kr. (38) 

Before continuing our discussion of attenuation, we shall, therefore, 
have to calculate the losses in the sheath and the internal dielectric 
medium. 

III. Dissipative Hollow Conducting Guides 

In the ideal case of the preceding section, where the conductivities 
o-i and o-2 of the dielectric and conductor are, respectively, zero and 
infinity, the boundary conditions are simply that £, = -Es = 0 at the 
surface, p = a. When we take into account the dissipation which is 
actually present in the conductor (and the dielectric as well) the 
boundary conditions are the continuity of both the tangential electric 
and tangential magnetic forces. This double set of boundary con- 
ditions makes the problem inherently more difficult, of course. As we 
are assuming a good conductor and dielectric, we shall treat the dissi- 
pative case as a departure of the first order from the ideal case. Thus, 
since the dissipation has a negligible first order effect upon the phase 
velocity, the propagation constant 7 will now be 

7 = iu/v' + a, 

where a denotes the attenuation. 
We must now consider the field in the sheath as well as the field 

in the inner dielectric medium. When necessary we distinguish be- 
tween the electrical constants of the two media by the subscripts 2 
and 1, respectively. We suppose that the sheath is electrically very 
thick, a legitimate assumption at the very high frequencies in which 
we are interested, and write for p > a, 

Et= fi Kn{p\2){An cos nd + Bn' sin «0) exp. {iut ± 72). n=0 (39) 

Hm = Z Kn{p\2){Cn' cos nd + Dn sin n6) exp. {iwl ± 72). n=0 
where 

X22 — 72 — /?22 
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and Kn is the Bessel function of the second kind 13 (or the external 
Bessel function) and obtain //p, He, Ep and Ee from (39) and (1). 
Putting 

Xio = y and = x, 

and equating the tangential electric and magnetic forces E^ Ee and 
Hz, He at the boundary surface p = a, we obtain eight homogeneous 
equations in the eight arbitrary constants. A non-trivial solution 
requires the vanishing of the determinant; this condition leads to the 
transcendental equation: 

hi2 Jn'jy) hSKn'{x)\/ Jn\y) Kn'{x) 
Ml yJn{y) M2 xKn{x))\lyJn{y) ^xKn{x) 

where 

and 

-»V (^5-^=0, (40) 

yi _ a2(72 _ ^2) (40a) 

x2 = a2(72 - hi2). (40b) 

The propagation constant 7 is then determined by equation (40). 
We mentioned in Section II that the E- or //-waves cannot exist 

alone in the dissipative case unless they are circularly symmetrical and 
it may be noticed that both Ez and Hz were required in the analysis 
of the preceding paragraph. To show that Ez and Hz must coexist 
when the conductor is dissipative, assume for the moment that Ez = 0. 
The boundary equations when « 5^ 0 are then 

CnJn{y) = Cn'Kn(x), D„Jn(y) = Dn'Kn{x), 

^My)=^Kn(x). ^My)^Kn(x), (41) 

MlCn j // \   V-lCn jy- // \ HlDn T f / \ fJ-iDn \ 
-y-Jn{y)=—^-Kn{x), —Jn{y) = -^-Kn(x), 

six equations which cannot be satisfied by four arbitrary constants. 
When n = 0, however, He is everywhere zero and the boundary equa- 
tions are simply 

CoJo(y) = C0'Ko(x), 

Jo'(y) = ^~KQ'(x). (42) 

13 This is the Hankel function given in Jahnke und Emde, "Funktionentafeln," 
p. 94, 1st ed., and denoted by H„M{z) when arg z < tt. To avoid confusion with the 
nth harmonic of the H-wave, we shall use Kn as a generic symbol to denote the 
external Bessel function. 
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Similarly the boundary equations can be satisfied when //, = 0 pro- 
vided w = 0 but not when « ^ 0. 

Although Ez and Hz must co-exist in the dissipative case, one or 
the other will predominate in the actual wave provided the conduc- 
tivity is so high that 47r02» W^2, a condition which is true of a good 
conductor unless / —> <» . That this is so or, in other words, that the 
actual wave approximates either an E- or an iJ-wave will now be 
shown from equation (40). Since it is assumed that the conductivity 
is high or that 

47ro"2» €2w/c2 and h-?» 72, (43) 

x = aV— 47r0-2M2«w and the asymptotic values of Kn{x) and Kn'{x) are 
valid. Equation'(40) may then be written 

/^i2 J*{y) _ hi \ / Jn{y) _ _ n2 zf 1_ I—_ Q (44) 
\mi yJn{y) M2o/\ yJniy) ahj \y2 av) 

When hi = oo, (44) reduces to 

Jn(y) = 0 provided Jn(y) ^ 0 (45) 
and to 

Jn(y) = 0 provided Jn'(y) ^ 0. (46) 

Thus there are two possible solutions of (44). These are in the neigh- 
borhood of y = r and of y = r', where r and r', respectively, are roots 
of Jn(y) = 0 and of Jn(y) = 0, the equations characterizing the 
E- and the iTwave, respectively. We shall, therefore, refer to E- and 
//"-waves in the dissipative case with the understanding that the actual 
wave approximates either one or the other type in a cylinder of suffi- 
ciently high conductivity. 

As stated above, the propagation constant y may be determined by 
solving equation (40). The procedure is straightforward but is com- 
plicated by the necessity for approximations and does not easily admit 
of physical interpretation. We may obtain the same attenuation for- 
mulas by means of the quasi-synthetic method developed at the end 
of Section II. 

The high-frequency attenuation of the symmetric E- and //-waves 
is easily derived from equation (38). Here R, the resistance per unit 
length of the cylinder for the E-wave at sufficiently high frequencies, 
is given by 

R = (47) 
a 
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Introducing K of (22) for Kr, and understanding that e = ci, while it is 
assumed that €2=1, we have 

« = T" i 1 (48) 2ac VI - (fojf)2 

to a high precision at high frequencies (/ > fom). This is, of course, the 
contribution of the conductor and ignores the effect of the conductivity 
of the dielectric. 

Similarly, for the fundamental iTwave, the resistance per unit 
length of the cylinder at sufficiently high frequencies, from equations 
(1) and (39) and the relations 

0 = [if*'"-™ J Real Part 
and 

is given by 

R = "W/gg. (49) 

Putting K of (25) for Kr, gives, to the same precision as (48), when 
/ > fom', 

a =     (5U) 
2ac VI - (JaJ/f)' 

Formulas (48) and (50), respectively, may be written in the form 

f>fc (48)' 
vi - c/w/)2 

and 

q = 2, />// (50)' 
Vl - ifc'/f) 

where 

Iwf _ J_ [< 
0:0 2ac \ nicr2 

and fc and // are the critical frequencies of the fundamental E- and 
H-waves, respectively, as given by (8) and (8)'. 
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Thus, in the neighborhood of their respective critical frequencies, the 
attenuations of the two waves are functionally the same; ultimately, 
however, while the attenuation of the fundamental £-wave increases 
as/1'2, the attenuation of the fundamental H-wave decreases as/-3'2; 
a remarkable property peculiar to this type of wave alone. 

By extending the preceding treatment to the harmonic waves, it is 
found after some rather laborious analysis that for all the component 

waves, 

ao 

Vl " (/n//)2 
/>/n. (51) 

Care must be taken, of course, to choose the correct critical frequency 
(Jn = fnm) for the particular component wave under consideration. 

For all the H-waves (including the fundamental if-wave) it is found 
that 

Mr')2 

+ (52) 

Here n is the order of the geometric harmonic wave (i7„-wave) and 
r' is the root of Jn'{y) corresponding to the particular component wave 
under consideration. 

The foregoing formulates the attenuation due to dissipation in the 
sheath alone. If we suppose that the dielectric has a very small but 
finite conductivity ay, then there must be added to the attenuation, 
for all types of waves, a term 

2x0* icV/xi/e ^3) 

Vl - (/n//)2 

To a first order approximation the dissipation has no effect on the 
phase velocity, which is simply v'. 

Comparative values of attenuation are shown on the accompanying 
drawing for the fundamental and for the first harmonic E- and H- 
waves. This is the attenuation due to the loss in the conductor only. 
That due to the dielectric loss, the term given by (53), must be added. 
In many instances, we cannot say how large this term will be, for the 
losses in many dielectrics at the high frequencies involved herein are 
not known with any certainty at present. Such approximate calcu- 
lations as we have made, however, have shown them to be very large 
except in the case of air. 
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Attenuation, a, in Hollow Conducting Cylinder. 

Multiply ordinates by Ao = yS \(V to per m''e' 

n- . I.sqvt: hor copper, Ao = ^ • 
Multiply abscissae by /e = (2.30/rf)104 to read frequency in megacycles. Here 

fc = critical frequency of fundamental E-wave in megacycles, 
d = inner diameter of cylinder in centimeters, 
a = conductivity of cylinder in emu 

= 6.06 X 10-4 for copper. 

IV. Dielectric Cylindrical Guides 

We shall now pass to the mathematical theory of waves in dielectric 
"wires" of circular cross-section, immersed in air. We assume that 
the dielectric is perfect. The field in such a dielectric guide, and in 
the air outside, can be represented by the same general expressions 
as in hollow tubes. Thus for the wth harmonic wave, we have 

Ez = AnJn{\ip) cos nd, Hz = BnJn{\ip) sin nd, in the guide, 
(54) 

Ez = CnK„(\2p) cos nd, H, = DnKn(\2p) sin nd, in the air. 

The exponential factor is implied in these as well as in the 
subsequent expressions for the field intensities. Another fundamental 
solution is obtained by changing d into d + ir/2n. 

The transverse components of E and H are obtainable from Ez and 
Hz by differentiation. For our present purposes we need only Ee and 
He; these are 
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(55) 

The boundary conditions require the continuity of the tangential 
components of E and H. Hence if a is the radius of the guide, we have 

AnJnM = CnKn{\2a), BnJn{\ia) = DnKnMt (56) 

This is a homogeneous set of linear equations in the coefficients A, B, C 
and D from which only the ratios of these coefficients can be deter- 
mined. But there are only three independent ratios and four equations; 
eliminating these ratios we shall obtain the characteristic equation of our 
boundary value problem from which the propagation constant 7 can be 
calculated in terms of the frequency, the radius of the guide and the 
electromagnetic constants of the guide. 

If w = 0, the above set of equations breaks up into two independent 
sets connecting the pairs A, C and B, D. Hence non-trivial solutions 
are possible by letting A = C = 0orB = D = 0. In one case E2 is 
zero everywhere and in the other Hz vanishes. Thus in the circularly 
symmetric case we have waves of either the £-type or iTtype in the 
sense previously defined. But if w 5^ 0, then Ez and Hz must be 
present simultaneously. 

The case w = 0 is so much simpler than the others that we shall 
examine it separately. Thus the characteristic equation for an 
.Eo-wave is 

Xi2a Ai Ma A2 

eiTi(Xi^)   €2^1 (X2C!.) (57) 
XiflTo(Xitt) hzuK ofyna) 

and that for an if0-wave is 

_ /x2-gi(X2a) 
XioTo(Xia) X2aEo(Xoa) 

(58) 
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In addition to either of these equations, we have 

7 = VXi2 — nieiw2/c2 = W — iU262 W2/c2, (59) 

and the condition that for truly guided waves y and X2 must be pure 
imaginary while Xi is real. When X2 is pure imaginary, the Hankel 
function of the second kind will decrease almost exponentially with 
increasing distance from the guide if this distance is sufficiently large. 

If Xi and X2 are taken from (59) and substituted in (57) and (58) we 
shall have equations determining 7 in terms of u. Unfortunately these 
equations do not admit of an explicit solution for 7. It is possible, 
however, to carry out the numerical calculations in the following 
manner. We plot the left and the right terms of (57), let us say, 
against their arguments; then we select a pair of values of these 
arguments corresponding to equal ordinates. Let us suppose that we 
obtain 

(Xia)2 = p*, (X20)2 = - q\ (60) 

where p and q are real. Referring to section III, we have p = y and 
iq = x. Substituting these in (59) and solving, we have 

*= c^ + qi , r = iJ^+K- 
— M2t2 \ c a 

Since /ii usually equals /X2, the guided waves are possible only if the 
dielectric constant of the guide is higher than that of the surrounding 
medium. 

The lowest value of q is zero; the right member of (57) is then infinite 
and the corresponding value of p must then be a root of 

Jo(pm) = 0. (62) 

Corresponding to each root we have a different mode of propagation. 
The lowest frequency which can be transmitted in any particular mode 
and the corresponding propagation constant are given by 

_ cPm 
7    (63) wm   

— At2€2 

At this frequency the phase velocity of propagation is equal to that of 
light in air. Since X2 is small, the field extends to great distances 
outside the guide. As q increases indefinitely, the right part of (57) 
approaches zero and p must approach the root of J^.v) near the par- 
ticular root of Jo that we happen to be considering. Thus for large 
values of q, we have approximately 
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Hence at high frequencies the propagation takes place substantially 
with the velocity of light appropriate to the substance of the guide. 
The constant X2 being large, the field is concentrated largely in the 
guide. 

Returning to the general w-th harmonic wave, we set 

An = SKnO^zd), Cn — (65) 
Bn = TKn{\2a), Dn = TJn{\1a). 

Substitute in the last two equations of (56) and eliminate 5 and T. 
Thus we obtain 

ny T / 1 1 \ o • / V-zJnKn HlKnJn\ -p 
 ' 

io) / nK-n £lK-nJ" \ ^   "'T J K. ( ^ ^ ^ T 
c~ \ X2 Xi / a \ ^i2 ^22 / 

Subsequently 

n'2 f(cijU2 + Hl^Jn'Kn 
-pTF PqJnKn q2K* 

and finally 

(66) 

(67) 

Kn-\Kn+l Jn—\Jn+1 J n'Kn' 
em q2K„2 ^ PUS pqJnKn 

+ fi2M2 = n2 

(68) 

PV 

Allowing q to approach zero, we shall obtain in the limit an equation 
whose roots in conjunction with (61) determine the critical frequencies. 

Thus if w > 1, we obtain 

(ciM2 + Ml€2) = W(Cl - C2)^2 _ ^ + n*- \ ^ 

Since ordinarily mi = M2. (69) becomes 

Jn-\{P) (2 (70) 
pJniP) (« — l)(€l + 62) 

If the dielectric constant of the guide is very much higher than that of 
the surrounding air, the first few roots of (70) are very close to those of 
Jn-\{p) =0. As q increases indefinitely (68) degenerates into 

Jn-\{p)Jn+\{p) _ q ('71') 
Jr?{P) ^ 
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Thus in the limit the roots of (68) will be exactly those of Jn~\{p) = 0. 
In other words as q varies from 0 to co the corresponding value of p as 
given by (68) will not change much. It might appear that the limiting 
values of p could be roots of Jn+i{p) = 0; this is not possible, however, 
because in the process of transition p would have to pass th rough the 
intermediate zero of Jn{p) and no real value of q is consistent with 
such zeros. 

The case n = 1 requires a special examination. After multiplying 
(68) by q2 and permitting q to approach zero, we find that the first term 
tends to infinity while the last term becomes a constant. Since the 

limit of is finite, Ji{p) must approach zero. Thus for n = 1, the 
-O-l 

critical frequencies are determined by the zeros of J\{p). 
One interesting point may be mentioned in conclusion. If the guide 

were surrounded by a hypothetical medium of zero dielectric constant, 
equation (57) for the Eo-waves would become 

= 0i = 0 (72) 

Xifl.7o(Xifl) 

Thus the critical frequencies would be given by the roots of J\{p) = 0 

and not by those of Jo{p) = 0 as is the case for any ratio — different 

from zero no matter how small it may be. Our first impression is that 
this result does violence to our physical common sense which de mands 
that the hypothetical idealized case should be an approximati on to the 
real one when one dielectric constant is large in comparison with the 
other. And indeed common sense is justified if one does not adhere too 
closely to the exact mathematical definition of the expression "critical 
frequency." In the region between any particular zero of Jq{P) , giving 
the true critical frequency, and the corresponding zero 14 of Ji{p), 
giving the "approximate" critical frequency, most of the energy 
travels outside the guide, with a velocity substantially equal to that of 
light in the surrounding medium. The "approximate" critical 
frequency marks the region of the most rapid transition from wave 
propagation outside the guide to that inside the guide. 

14 This zero is always larger than that of Jaip). 



A Magneto-Elastic Source of Noise in Steel Telephone Wires 

By W. O. PENNELL and H. P. LAWTHER 

The appearance of an electromotive force at the terminals of a vibrating 
rod or wire of magnetic material was investigated. It was concluded from 
experiments somewhat more simple and direct than those employed by other 
investigators that the effect was due to changes in the state of circular 
magnetization accompanying the variations of stress. The results suggested 
problems for more intensive investigation and applications of possible 
practical value. 

/ I ^HERE probably are few persons who have not had the experience 
of standing near some telephone or telegraph line out in the open 

and hearing the singing of the wires resulting from the wind blowing 
over them. Perhaps in childhood it was a source of wonderment why 
these sounds could not be heard at the telephones, and later, upon 
learning that telephone transmission was accomplished electrically 
and that these vibrations were mechanical only, tolerant amusement 
was felt at this earlier ingenuousness. Apparently it has remained 
until a very recent date for the discovery unmistakably to be made 
that it is possible under certain conditions for the mechanical vibration 
of a telephone wire to generate electromotive forces of sufficient mag- 
nitude to become objectionably audible in the telephone circuit. It 
was in April, 1935 that Mr. G. G. Jones of the Long Lines Department 
of the American Telephone and Telegraph Company mentioned to one 
of the writers the experience his Company had had a short time before 
in tracing down a supposed case of inductive noise to the action of 
the wind upon a 1200-foot steel-wire river-crossing span near Topeka, 
Kansas, This particular case had been cleared promptly by the 
application of suitable vibration damping devices generally recom- 
mended for situations where vibration might cause trouble. Special 
investigations then were made of long steel-wire spans at several 
locations in the Southwestern Bell Telephone Company territory, and 
it was revealed that some slight noise derived from this source actually 
was present in every case—and in one particular instance, where the 
wind velocity and direction happened to become very favorable to the 
production of wire vibration during the time of the inspection, the 
noise arose to a serious magnitude. In none of these locations had 
there been previous evidence that vibration was serious. That so 
simple and direct a phenomenon had escaped identification at the 
hands of telephone workers through the years of the art's existence 

334 
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seemed remarkable, and especially so in view of the fact that Bell, 
the inventor of the telephone, in 1879 made passing note 1 of an 
experimental finding that probably was due in part to this effect. 
Accordingly, the writers' interest was aroused to the extent that an 
investigation was undertaken to learn the basic cause of the observed 
result. 

In the light of subsequent knowledge it was surprising that some keen 
observer had not predicted and demonstrated the effect as the natural 
and necessary consequence of the researches of Ewing 2 and his pred- 
ecessors upon the relation between state of magnetization and state 
of stress of a ferromagnetic specimen. Apparently it remained for 
von Hippel and Stierstadt3 first to remark the phenomenon in 1931. 
These men were unable to interpret the effect in simple terms, however, 
and their reports presented a series of premature conclusions. Von 
Auwers4 alone recognized the effect as capable of complete and 
satisfying explanation on the basis of magneto-elasticity, but he chose 
a method of establishing this, the interpretation of which was quite 
involved. For their own satisfaction in comprehending the phenom- 
enon the present writers were led to conduct a series of experiments 
of qualitative character. It was felt that knowledge and clear under- 
standing of the effect should be of immediate interest and value to 
workers in the general field of electrical communication in the United 
States. 

With the aid of an amplifier having a gain of 110 decibels and 
terminating in a loud speaker it was practicable to conduct the experi- 
mentation with specimens of table-top dimensions. This amplifier 
had an input impedance very much higher than that of any of the 
specimens, and the response of the speaker therefore was proportional 
to the voltages generated by the specimens. A stretched iron wire 
three feet long would yield a clear sound in the speaker when its ends 
were connected to the input of the amplifier while it was being me- 
chanically stimulated by plucking or bowing, and the sound from the 
speaker would be closely of the same quality as that heard by direct 
air transmission from the vibrating specimen. With this arrangement 
it was possible to detect any change in the magnitude of the effect as 
great as two to one simply by observing the loudness of the sound. 

It was verified immediately that the effect must be dependent upon 
the property of ferro-magnetism. Taut wires of soft iron, tempered 
steel, or nichrome; rods of soft steel or permalloy—all produced strong 
sounds in the speaker when their ends were connected to the input of 
the amplifier while they were stimulated to vibration by bowing, 
plucking, or tapping. With wires of copper or brass, or with a rod of 
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carbon, no sound could be heard. Those small electromotive forces 
which must have resulted from the motion of any of the specimens in 
the earth's magnetic field were totally inappreciable with the apparatus 
employed. 

Now the appearance of a potential difference between the two ends 
of a wire consequent to its vibration necessarily must have implied one 
of two situations—either there was some external influence or some 
relation to its surroundings which was capable of discriminating be- 
tween the two ends, or else the wire possessed inherently some property 
that differentiated between the two directions along its length. Ac- 
cordingly, exhaustive efforts were made to learn if orientation had 
any influence on the phenomenon. A stretched soft iron wire about 
three feet long yielding a clear sound in the speaker upon being 
plucked was employed. First, the ends of the wire were held station- 
ary, and the wire was plucked time and again so that its plane of 
vibration covered representatively the various inclinations possible 
for this. Then there was tried a large number of positions for the 
axis of the wire, spread uniformly over the complete sphere. No 
response to orientation could be found. This negative result meant 
that the phenomenon under investigation must have arisen funda- 
mentally through some condition of polarity resident within the 
specimen.5 

With the phenomenon associated so definitely with the ferro- 
magnetic property of the substance, and attributable so certainly to 
some quality of polarity of the specimen, it was but natural to recall2 

the considerable changes in their states of magnetization which ac- 
company the applications of stresses with ferro-magnetic materials. 
In order to have produced an electromotive force along the axis, the 
state of magnetization of a rod or wire would have had to change in 
that same sense in which magnetization would have been acquired 
when an electromotive force was applied, and current allowed to flow, 
between its two ends; i.e., magnetization in closed circular paths 
centered upon the axis and at right angles thereto. Having formed 
this reasonable hypothesis of the fundamental process, experiment 
then was carried along the lines of testing its validity. 

Any circular magnetization of the wires and rods, since its circuit 
would have been along paths of low reluctance wholly within the 
material, should have been comparatively stable and free from dis- 
turbance by external magnetic fields of moderate intensity. The 
observed fact that the phenomenon was quite independent of the 
orientation of the specimen in the earth's magnetic field was consistent 
with this view. The further fact that the imposition of a strong 
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magnetic field along the axis substantially weakened the effect was 
additional confirmation, for it is well known 6 of ferro-magnetic ma- 
terials that strong magnetization in a given direction reduces their 
susceptibility in other directions. 

Of course it was inferred at once that the same stresses that brought 
about changes in the intensities of circular magnetization of the speci- 
mens also were causing changes in the intensities of longitudinal 
magnetization. A coil of insulated wire was connected to the input 
of the amplifier. When one of the ferro-magnetic specimens was 
placed along the axis of this coil so that the coil winding was approxi- 
mately midway between its ends, and then was stimulated to vibration, 
similar sounds were heard from the speaker as with the previous 
arrangement. As an interesting comparison it was found with a soft 
steel rod specimen six feet long and one half inch in diameter that 
a few more than fifty turns of wire on the coil were necessary to produce 
a sound in the speaker of the same loudness as that obtained when the 
amplifier input was simply connected to the two ends of the rod. 
Taking account of the cross-sectional areas available to the circular 
and to the longitudinal magnetizations, it thus was shown that the 
two classes of effect were not of different orders of magnitude. 

There now was prepared a specimen planned especially to emphasize 
the effect of circular magnetization. A soft steel tube six feet long 
and having an external diameter of three eighths inch and a bore 
diameter of one eighth inch was obtained, and midway between the 
two ends a small opening was cut between the outer surface and the 
bore. Two - similar windings of insulated wire were placed, each 
encircling closely with four turns the longitudinal wall cross-section 
of the tube between one end and the mid-point. Switching arrange- 
ment was provided for connecting these two windings in series either 
so as to encircle the total wall cross-section in one sense, or so as to 
encircle the two halves in opposite senses. The tube then was placed 
at the axis of a six-foot long solenoid, and the entire assembly was 
mounted with its axis horizontal and lying in the magnetic East-West 
direction. Sources of direct current and of sixty cycle alternating 
current were available. 

Demagnetization of the specimen was accomplished by passing 
initially strong alternating current through the solenoid and the bore 
windings, either successively or simultaneously, and then tapering 
this current off uniformly to zero value. The effectiveness of the 
treatment could be inferred from the following observations. The 
specimen was made to acquire strong residual magnetism in the 
longitudinal direction by passing direct current momentarily through 



338 BELL SYSTEM TECHNICAL JOURNAL 

the solenoid winding, and its magnetized condition was verified by 
exploration with a magnetic compass. Then upon applying the 
demagnetizing cycle either to the solenoid or to the bore winding this 
evidence of the magnetized state would disappear. 

With the halves of the bore winding in series aiding and connected 
to the amplifier input, tapping on the end of the demagnetized tube 
produced a low but distinct sound in the speaker. Upon reversing 
one half of the bore winding the loudness of this sound usually was 
slightly reduced, but occasionally was slightly increased. Following 
the momentary passage of direct current through the bore winding 
with its halves connected in either sense, the loudness of the sound 
from the speaker was tremendously and permanently increased. Now 
upon reversing one half of the bore winding the loudness of this sound 
always was reduced markedly—although never to so low a level as 
that produced by the demagnetized specimen. Also, it was noted 
that with the bore windings in series aiding and connected to the 
amplifier input and starting with the tube demagnetized, the moment- 
ary passage of direct current through the solenoid winding (thereby 
imposing a state of residual longitudinal magnetization upon the 
specimen) was followed always by a moderate but marked increase 
in the response to tapping. 

The foregoing results established quite firmly that the effect under 
investigation was due largely if not wholly to variations in the intensity 
of circular magnetization accompanying the applications of stresses. 
The presence of the effect to a slight degree with a specimen which 
presumably was in a demagnetized state remained unexplained, since 
testing equipment was not available for extending the inquiry further. 
Several plausible explanations suggested themselves. Perhaps a 
specimen of ferro-magnetic material could not be demagnetized 
completely, or—what amounted to the same thing—perhaps the state 
of complete demagnetization was unstable, and was followed im- 
mediately and spontaneously by the appearance of some magneti- 
zation. Again, it might have been that the state of complete de- 
magnetization was reasonably stable of itself, but was readily dis- 
turbed by the initial application of the mechanical stresses. It 
seemed reasonable to expect that any such self-magnetization would 
have arisen most pronouncedly along the paths of least reluctance. 
For the time being, it was necessary to leave this point to conjecture. 
Certain of the results described in the paragraph immediately pre- 
ceding clearly were attributable to lack of homogeneity of the specimen. 

That a simple length of iron rod should be capable of functioning 
as a complete alternating current generator appealed to the writers 
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as being novel and curious. So direct a means of converting me- 
chanical into electrical energy should find some useful applications. 
As the sensitive element in a telephone transmitter it should be added 
to the considerable list of other devices which have been used for this 
and allied purposes. The following arrangement was constructed. 
A fine iron wire was laced back and forth between pegs located along 
the opposite edges of a five-inch square opening in a wooden frame so 
as to screen the aperture with one hundred spans of the wire all in 
series, evenly spaced, and parallel. A sheet of paper then was ce- 
mented to the screen and the two ends of the wire were connected to 
the amplifier input. This device performed as a crude telephone 
transmitter. It was recognized, of course, that with this simple 
arrangement the iron wire would undergo two complete cycles of stress 
for each complete cycle of the air pressure upon the diaphragm, and 
that mechanical bias or some equally effective means would have been 
necessary to eliminate this distortion. Where the vibrating element 
itself was of magnetic material, there was the possibility of the sound 
source constituting its own transmitter. For example, when the 
amplifier input was connected between the bridge and key-head of a 
steel-stringed guitar the music of this instrument was reproduced 
quite faithfully from the speaker. This was suggestive of the pos- 
sible use of the effect in studying the vibrations and strains occurring 
in steel structures such as bridges. 
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An Extension of Operational Calculus 

By JOHN R. CARSON 

THE Heavislde operational calculus postulates at the outset that 
the initial (boundary) conditions at reference time / = 0 are 

those of equilibrium; that is to say, the system is at rest when suddenly 
energized at time < = 0 by a "unit" impressed force. By unit im- 
pressed force is to be understood a force which is zero before, unity 
after, time t = 0. 

In a paper published in Volume 7, 1929, of the Philosophical Maga- 
zine, Van der Pol briefly indicated the appropriate procedure for ex- 
tending the operational calculus to cover arbitrary initial conditions. 
The present paper is an exposition of this generalization for a system 
of a finite number of degrees of freedom, followed by an application to 
the differential equations of the transmission line. While stated in 
the language of electric circuit theory, it is to be understood that the 
processes are generally applicable to a wide variety of problems. 

We start with the canonical equations for a network of n degrees of 
freedom 

Zi\Ii + Z12I7. + • • • + 2in/n = -Ei 
  (1) 
Znlll +Zn2/2 + • • • + ZnnI n = En 

where 

= + (2) 

Now multiply the equations (1) by e~pt throughout and integrate 
from 0 to infinity. Also let Jm and Fm denote the Laplace transforms 
of /m and Em] thus 

Jm = I ImO 1,1 (It, 

\ (3) 
Em = f Eme-pldt. 

Now let Im
0 and Qm

0 denote the initial values (at time / = 0) of 
Im and the charge Qm in the wth mesh; also let us replace zik of (2) by 

Zjk = pLjk + Rjk + l/pCjk- 
340 

(4) 
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We then have, replacing (1), the system of algebraic equations: 

ZnJ\ + Z12/2 + • • • + Zln/n = ^1 + G\, 
  (5) 
%n\J1 + ZnlJ2 + " * • + ZnnJn = Fn -\- Gn. 

In these equations, Gi, G2, •••,£„ denote the following summations: 

Gi = Lull0 — Qi0ICuP + L12I20 — Qi01 Cup + • • • 
+ LinIn

0 — Qn0/Cinp, 
 (6) 
Gn = Lmh0 - Qi0/CniP + • • • + LnnIn

0 - Qn
0/cnnp. 

The right hand sides of equations (5) are thus known in terms of the 
impressed forces and the specified initial values of the currents and 
charges. They can therefore be solved in the usual manner for 
Ji, • • •, Thus 

T _ Fi Gi Ft G2 ^ , Fn G„ 
Zml + Zmi + + Zmn ' ^ 

Having thus determined Ji, •••,/„ as functions of p, Ii, ■ • /„ are 
determined as functions of time by the Laplace integral equation: 

Jm(P) = f ImWe-p' dt, pR > c, (8) 
Jo 

which completes the formal solution of the problem. Note that if 
Gi — Gi = • • • = Gn = Q, the solution reduces to the usual form. 

Equations (6) for Gi, • • •, Gn, may be written in a compact and 
elegant form as follows: Let 

T = hHHLjkljh, 

U = Q,Qk. C9) 

Cjk 

T is then the kinetic or magnetic energy stored in the network and U 
is the corresponding potential or electric energy. Then 

G" = (3-£)1-.
_K^;).-=,W = 1121 (10) 

The foregoing solution is compact, elegant and formally complete. 
In practical applications to networks of many degrees of freedom it 
may well present formidable difficulties in computation and interpre- 
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tation. This, however, is merely answerable to the complexity of the 
physical problem, and no simpler general solution can possibly exist. 

The foregoing method when applied to the differential equations of 
the transmission line, leads to the following differential equations 

{Lp +R)J= -±* + LI0, 
(11) 

{Cp + G)t = -^J + CV. 

Here J and $ are Laplace transforms of the current I and voltage V 
and 7°, T0 are the initial values of I and V at reference time t = 0. 
/, 4>, 7°, V0 are functions of ^ but of course independent of /. 

The formal solution of equations (11) is as follows: write 

Lp + J? = Z{p) = Z, 
Cp + G = Y(p) = Y, (12) 

Also 

Then 

VZF = T, VZ/T = K. 

LI" — ^j-V" = Fix) = F. Y dX 

{^ + 2^ / dyF^ey"} 

2^J dyHy) 

J = eri* 

- ey* I B + | dyF{y)e~'"' 

(13) 

$=+ (w) 
y dx Y 

A and B are constants of integration determined by the relations 
between J and $ at the physical terminals of the line. 



Determination of the Corrosion Behavior of Painted Iron 
and the Inhibitive Action of Paints * 

By R. M. BURNS and H. E. HARING 

HE value of paints for the protection of metal surfaces depends 
upon their effectiveness as physical barriers against the corrosive 

elements of the surrounding environment and upon the electrochemical 
activity of the primer pigments in rendering the surfaces passive. 
Physical testing methods have been developed which furnish valuable 
information concerning the quality and rate of aging of paint films.1 

There is, however, an obvious need for direct methods of determining 
the condition and behavior of the metal surface beneath the paint film, 
the rate of penetration of corrosive agents through the film, and 
the mechanism of the inhibitive action afforded by the film. The 
present paper describes an electrochemical method of obtaining this 
information. 

It is well established that the process of corrosion in the presence of 
moisture is electrolytic in character—that it occurs by means of the 
operation of small galvanic cells at the surface of the metal. It should 
be possible, therefore, to determine the corrosion behavior of a metal by 
measuring the electrical characteristics of these individual corrosion 
cells; but the multiplicity and minute size of the anodic and cathodic 
areas makes such measurements impracticable. However, it is readily 
possible to determine the resultant of all of the polarized potentials of 
the anodic and cathodic areas on the metal surface, and to follow the 
change in this potential (of the electrode as a whole) with time.2 

Experience in this and other laboratories has demonstrated that time- 
potential curves obtained in this manner indicate the corrosion 
behavior of a metal and the state of its surface.3 In general, it has 
been found that if the potential of a metal becomes more electropositive 
(more noble) with time, the formation of a protective film and a 
retardation or cessation of corrosion is taking place, while conversely, 
if the potential becomes more negative, solution of a protective film and 
acceleration of corrosion is indicated. 

* Digest of a paper presented before the Spring Meeting of the Electrochemical 
Society at Cincinnati, Ohio, April 23-25, 1936, and published subsequently in volume 
69 of its Transactions. 1 Schuh, Ind. Eng. Chem., 23, 1346 (1931). 

2 Burns, Bell System Tech. Jour., 15, 20 (1936). 3 May, Jour. Insl. Mel., 40, 141 (1928); Bannister and Evans, Jour. Chem. Soc. 
(June 1930). 
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The corrosion of iron can be predicted by proper interpretation of 
such time-potential curves. The fact that the iron is painted should 
not alter this conclusion, and therefore the method has been applied to 
a study of painted iron and primer pigments. 

The customary procedure for determining time-potential curves was 
followed with the exception that the potentiometer ordinarily employed 
was replaced by a vacuum tube electrometer when measurements were 
made of the potential of painted iron or of iron in other media of high 
electrical resistance. This instrument, slightly modified to take 
advantage of certain improvements which have been made in com- 
pensated single tube circuits, is described elsewhere.4 

Common usage has defined iron which is corroding as "active" and 
iron which is not corroding as "passive." In order to obtain a back- 
ground of information which might serve as a guide in the study of 
painted iron and paint pigments, a series of time-potential curves 
depicting iron and steel in the active and passive states was de- 
termined. The results are shown in Fig. 1. 
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Fig. 1—Time-potential curves for active and passive iron. 

Active (Corrosion) 
1. Iron in tap-water. 
2. Iron in 0.01N NaCl. 
3. Uncleaned iron in tap-water. 

Passive (No Corrosion) 
4. Stainless steel in tap-water. 
5. Iron in 0.01 N KjCrjO?. 
6. Uncleaned stainless steel in tap-water. 

4 Compton and Haring, Trans. Eledrochem. Soc., 62, 345 (1932); D. B. Penick, 
Rev. Sci. Inst., 6, 115 (1935) and Bell Laboratories Record, 14, 74 (1935). 
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It will be noted that the potentials of the test electrodes are initially 
quite similar, but diverge with time and form two distinct groups of 
curves, which ultimately become separated by about 0.7 volt. It was 
observed that invariably electrodes did not corrode if their potentials 
became more electropositive (more noble) over a long period of time, 
while, on the other hand, marked corrosion accompanied a negative 
trend of potential. A state of equilibrium was reached ultimately by 
the passive electrodes between 0.25 and 0.30 volt, and by the active 
electrodes between —0.40 and —0.45 volt. 

Red oxide and red lead paints were selected for study because 
practical experience indicates that they are representative of the two 
types of protective paint, viz., (1) those which protect merely because 
they serve as physical barriers, and (2) those which exert a chemical 
inhibiting action as well. 

The test electrodes were commercial iron, of high purity, in the form 
of 1/8 inch rods. The pigments were technical grades of red oxide 
(Fe203) and red lead (Pba O4) of high quality. Raw linseed oil and a 
lead-cobalt dryer were used in the preparation of all of the paints, 
which were formulated and compounded in the customary manner. 
Approximately 20 per cent of a flexible type varnish and 10 per cent of 
blown linseed oil were incorporated with raw linseed oil to form the 
vehicle in one of the red oxide paints. 

As a rule, the primary purpose of a protective paint is to shield iron 
from the corrosive action of water and water vapor. Total immersion 
is an extreme condition, but a condition to which all such paints are 
frequently subjected. For this reason, and also in order to speed up 
possible reactions and save time, all of the potential measurements on 
painted iron recorded in this paper were made on submerged specimens. 
Similar measurements on painted iron exposed to the atmosphere are 
equally possible and can be made without disturbing service conditions. 
It is planned to extend this study to include such measurements. 

The time-potential curves obtained in the study of primers are pre- 
sented in Fig. 2. There are included for reference typical curves (6 and 
7) for iron in the active and passive states, and a curve (curve 5) for 
iron coated with a dried film of linseed oil. It will be noted that the 
linseed oil coated electrode behaved in much the same manner as bare, 
active iron, except that a much longer time was required for the po- 
tential changes to take place. Several days elapsed before the po- 
tential reached the equilibrium value attained by bare iron in a few 
hours, and at this point rust was clearly visible. 

The potential of iron painted with red oxide primer (curve 1), 
immediately after immersion in water, was approximately 0.33 volt. 
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Fig. 2—Time-potential curves for painted iron in water. 

Red Oxide Primer 
1. Linseed oil vehicle. 
2. Linseed oil plus varnish. 

Red Lead Primer 
3. No visible pores. 
4. Visible pores. 

Reference Curves 
5. Dry linseed oil film. 
6. Iron in tap-water. 
7. Iron in 0.01 N KjCrjO?. 

In other words, the metal was passive initially and, judging from the 
behavior of the curve, it tended to remain so for a period of about 
twenty minutes. By the end of this time, water appears to have per- 
meated the paint film in sufficient quantity to induce the active corro- 
sion indicated by the sharp drop in potential which followed. From 
this time on, the curve is similar to that for the linseed oil coated 
electrode. Ultimate equilibrium required a much longer time, however. 
After several days' immersion, the paint film was removed and the iron 
was found to be corroded. The very gradual slope of the curves for 
active painted electrodes, after their sharp breaks from the passive 
region, may be attributed to the action of the films as partial barriers 
to moisture. 

The impermeability of primers and their adherence to iron are known 
to be increased by the addition of varnish. Accordingly, red oxide 
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primer containing a moderate amount of varnish was subjected to test. 
The results are represented by curve 2 in Fig. 2. 

This curve is of especial significance, not only because its character- 
istics are so much more pronounced than those of curve 1, but also 
because it furnishes an explanation for the divergence of results which 
have been obtained with red oxide primers in practice. The marked 
increase in the length of time required for this curve to pass through its 
various phases as compared to curve 1, is evidence of the water- 
excluding effect of the added varnish. The period of definite passivity 
has been extended to at least three times its former length, and the 
momentary halt in curve 1 at approximately —0.09 volt has been 
prolonged to an hour and a half at a slightly more positive potential. 
Curve 2 continues somewhat erratically in the active direction after 
the half-way halt in its course. Examination of the iron after several 
days' immersion revealed corrosion. The broken line represents, in 
days rather than hours, the quite different behavior of a duplicate 
specimen, which prior to this time had acted similarly except for the 
fact that it had required a somewhat longer time to pass through its 
various phases. Apparently a slightly less permeable paint film made 
it possible for the corrosive action to be stifled, temporarily at least. 

Alternations of corrosive attack and film formation were observed 
generally when iron corroded in contact with red oxide pigments and 
primers. In a relatively dry atmosphere there is no doubt that iron 
painted with red oxide is maintained in a passive condition, but ex- 
posure to excess moisture must result eventually in active corrosion. 
Since, then, the protective value of red oxide primers is dependent 
primarily upon their ability to exclude moisture, they must be classed 
as physical inhibitors of corrosion. 

The corrosion behavior of iron painted with red lead is clearly indi- 
cated in Fig. 2 by curves 3 and 4. The presence of a few small pores or 
imperfections in the paint film on one of the test electrodes did not 
materially affect the results. The initial potentials were somewhat 
lower than was the case for red oxide, and the initial trend of the curves 
was in the active direction, but a reversal soon took place and the iron 
became definitely and permanently passive. An equilibrium potential 
of approximately 0.25 volt was attained. Inspection of the iron after 
several weeks' immersion failed to reveal any sign of corrosion. 

Red lead primer continues to inhibit corrosion even after moisture 
has fully penetrated the film. On the basis of its action, both as 
pigment and primer, red lead must be classed as a chemical inhibitor of 
corrosion. The reason for its passivating action is a disputed question. 
Paint chemists have inclined to the view that a highly protective lead 
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soap is formed, but this theory becomes untenable in view of evi- 
dence that red lead pigment alone passivates iron in much the same 
manner as red lead primer, and that even water solutions of the pigment 
have an effect. Other theories are that the iron is rendered passive by 
the alkalinity of the red lead, or because it is an oxidizing agent. In all 
probability, both of these factors are involved. 

The ease with which it has been found possible to make potential 
measurements on painted iron with the aid of the vacuum tube elec- 
trometer, suggests the application of the time-potential method of 
study to the determination of the corrosion behavior of iron encased in 
concrete or buried underground or immersed in oil or other highly 
resistant media. Field study would be facilitated by substitution of a 
vacuum tube voltmeter for the electrometer. 

The fact that there is a potential difference of at least 0.5 volt 
between the active and passive states of iron suggests a rapid po- 
tentiometric method for the determination of the permeability of all 
types of organic coatings. The time-potential curve for an iron 
electrode coated with the organic material and immersed in a salt 
solution, for example, would break sharply at the moment penetration 
was attained. 



Abstracts of Technical Articles from Bell System Sources 

The Orientation of Crystals in Silicon Iron.1 Richard M. Bozorth. 
X-ray examination of silicon iron prepared by N. P. Goss shows that 
the component crystals are oriented so that a [[001]] direction is 
parallel to the direction of rolling and a (110) plane lies in the rolling 
plane. This is contrary to the result reported by Goss in his paper 
"New Development in Electrical Strip Steels Characterized by Fine 
Grain Structure Approaching the Properties of a Single Crystal," 
published in Transactions of the American Society for Metals, Volume 
2vS, June, 1935, page 511. The differences in the magnetic properties in 
different directions in the sheet are explained in terms of the properties 
of the single crystals. 

Eddy Currents in Composite Laminations.2 E. Peterson and L. R. 
Wrathall. The familiar theory of eddy current shielding leads to 
an expression for the impedance of a ferromagnetic core inductance 
coil in terms of the initial permeability and resistivity of the core 
material, the core geometry, and the measuring frequency. Measure- 
ments on a number of different core materials over a wide frequency 
range have revealed sizeable deviations from the theory in some cases. 
The discrepancies are especially marked in some specimens of 
chromium permalloy, the measured inductance over a certain fre- 
quency range being of the order of one tenth that specified by the 
theory. 

It appears that discrepancies arise when the laminations are not 
homogeneous, a condition contrary to an assumption of the simple 
theory. The inhomogeneity takes the form of a thin surface layer 
which has a permeability much less than that of the interior. By 
etching off these surface layers, the initial permeability is increased, 
and discrepancies between the measured variations of impedance with 
frequency and those calculated for a homogeneous sheet are removed 
almost completely. 

The theory has been extended to take account of the surface layers, 
and agrees well with measurements on the original unetched lamina- 
tions when plausible assumptions are made regarding the properties 
of the surface layer. 

1 Transactions, Amer. Soc. for Metals, December, 1935. 2 Proc. I. R. E., February, 1936. 
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Applications of X-Ray Photography in Industrial Development Work.3 

J. R. Townsend and L. E. Abbott. The fundamentals of X-ray 
technic as applied in developmental work of the telephone industry 
are outlined. A brief description is presented of the physics of X-rays, 
of the methods used to produce usable X-ray radiation, and of a 
typical industrial X-ray laboratory. Results are given of investiga- 
tions at the Bell Telephone Laboratories to determine the sensitivity 
of X-ray methods of revealing internal defects in metals. Numerous 
examples illustrating the application of X-rays in telephone work are 
included, as well as a description of the use of gamma rays for in- 
dustrial application. 

Principles of Measurements of Room Acoustics.4 E. C. Wente. 
The acoustic characteristics of a room can in great part be evaluated 
from a knowledge of the rate with which sound in the room dies down 
when emission from the source ceases. The physical principles under- 
lying the relationship are briefly discussed. It is shown by specific 
examples that we can obtain valuable additional information about 
acoustics of a room by recording the sound level at one or more points 
in the room when the frequency of the sound is continuously varied. 

Visual Accompaniment} . R. Wolf. The principles of producing 
"Visual Accompaniments" to musical renditions for the theater are 
briefly described, as follows: (1) natural scenes for portraying the 
"musical mood" of the musical composition; (2) the changing and 
blending of beautiful paintings to interpret the mood, known as the 
Savage Method; and (3) the use of abstract color forms as a means of 
interpretation. The technic followed in applying the two latter 
methods is described in detail. 

3 Presented at the Fall 1934 mtg. of S. M. P. E., New York. N. Y.; published in 
somewhat condensed form in Metal Progress, February, 1936, under the title Some 
Applications of X-Rays to Industrial Problems." 4 Jour. S. M. P. E., February, 1936. 6 Jour. S. M. P. E., February, 1936. 
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