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Results of an ultra-short-wave fading study are here reported. 
Transmission was carried out in the range of 1.6 to 5.0 meters, over 
a 70 mile (112.6 kilometer) ocean path, on 106 days during a period 
of two years. Both horizontal and vertical polarizations were used 
and during part of the time a 6-megacycle amplitude, 120-cycIe, 
frequency modulated transmission was added, for the cathode-ray 
tube observation of the frequency characteristics of the radio path. 
On 45 mornings records were taken, on vertically polarized radia- 
tions, during the flight period of the Mitchel Field Weather Bureau 
plane. 

Fading was found present practically all of the time. Amplitude 
changes up to 40 db and fading rates up to 5 fades per minute were 
found. Simultaneous transmission of the same wave in two polar- 
izations, and of two waves of different wave-length in the same 
polarization showed that the horizontally polarized component was 
practically always, and the shorter wave-length one was usually 
the worse fader of the pair. The greater part of the time there 
was no correlation between the fading of these radiation pairs; 
occasionally, however, and for the slow, smooth amplitude, 
undulating type of fading, coincidence was observed. The fre- 
quency sweep patterns showed multiple signal components to be 
present, with various degrees of relative phase retardation. 

A tentative explanation is proposed for these phenomena. This 
theory assumes the presence of a refracted-diffracted signal com- 
ponent, transmitted along the earth's surface and calculable in the 
manner of Wwedensky, Van der Pol and Gray, and one or more 
signal components reflected from air mass boundaries. The air- 
plane results are shown to be in reasonable agreement with the 
frequency sweep observations. Boundary heights from 5.5 
kilometers down to 1.9 kilometers are measured; below 1.9 kilo- 
meters other boundaries are indicated. The receiver band, flat over 
two megacycles, sets the low height limit of resolution of reflecting 
boundaries at 1.9 kilometers. Most of the boundaries are at the 
lower heights. 
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A discussion is given of some observations of signal fading at 
various wave-lengths which have been reported by other ob- 
servers, and which are apparently referable to the same mechanism 
as is here proposed. 

Introduction 

IN an earlier paper 1 experimental data were presented which indi- 
cated that the transmission of ultra-short-wave signals was de- 

pendent upon the state of the atmosphere, in particular upon its water 
vapor content. The present paper contains the results of a continua- 
tion of this work where a two-year survey of ultra-short-wave trans- 
mission over a 70-mile (112.6 km.) ocean path was carried out. Trans- 
mission was had on 106 days during this period. 

In planning this work, preparation was made for seeking a correla- 
tion between atmospheric structure and signal intensity; but from the 
very first transmission fading was found, and this fading was so per- 
sistent and intense that the work became essentially a fading study. 

In the following paragraphs there are discussed, in the order named, 
Antennas and Locations; Apparatus and Operation; General Charac- 
teristics of Fading, with samples of records taken; Polarization Effect 
on Fading, with sample records; Wave-length Effect on Fading, also 
with records; Distance and Antenna Height Effects on Fading; 
Frequency Sweep Patterns of Fading, with sample records; and the 
logs taken during the flights of the U. S. Weather Bureau airplane for 
taking free air data. The presentation of experimental data is then 
interrupted to present a theory which explains several of the experi- 
mental observations. This is followed by further experimental results 
and checks, and concluding remarks. 

Antennas and Locations 

Figure 1 shows the layout of the radio circuit. The transmitter 
was erected at Highlands, New Jersey on the edge of a steep hillside. 
This edge made an angle of about 45° with the transmitter-receiver 
direction. Below the edge of the hill lay a strip of land slightly above 
sea level (seven to eight feet) and beyond was Sandy Hook Bay. 
The altitude at the antenna foot was 119 feet. The antennas con- 
sisted of a vertical rhombic terminated in its surge impedance with 
carbon lamps, a horizontal rhombic with the same termination, an 
unterminated inverted "Vee" antenna and a half-wave doublet. 
This doublet was equipped with a flexible transmission line which 
permitted it to be raised to the top of the antenna supporting mast. 
These antennas were supported on a central 60-foot (18.3 meter) lattice 
mast surrounded by four 30-foot (9.15 meter) poles. 
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The receiver was located on a plot of land at East Moriches, Long 
Island, New York.' This plot was immediately at the edge of Moriches 
Bay and was only slightly (approximately four feet) above sea level. 
The same antenna equipment was supplied here as at the transmitter. 
Except for the transits across Sandy Hook, Fire Island Beach and 
Smith Point, the wave path was over sea water. A second receiving 
site at West Sayville, at the edge of Great South Bay, was briefly 
occupied, using portable receiving equipment. This site was 52^4 
miles (85 km.) from Highlands. 
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Fig. 1—Map of ultra-short-wave transmission path between Highlands, New Jersey, 
and East Moriches, Long Island. 

Apparatus and Operation 

In all, three transmitters were installed at Highlands. The first 
one, of 100 watts output, covered the wave-length range of 5.0 to 3.5 
meters. It was equipped with a motor-driven single-turn short- 
circuit loop which, coupled with the tank circuit coil, produced a 120- 
cycle frequency modulation of six megacycles amplitude. For cali- 
bration purposes there was added a low-gain double-detection receiver 
which used an intermediate frequency of one megacycle and was con- 
nected so as to pick up an input from the transmitter. The beating 
oscillator of the receiver was set for the center of the transmitter fre- 
quency sweep and the receiver output triggered a gas tube connected 
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to the transmitter tube grids. The transmitter grids thus received a 
voltage pulse each time that the transmitter frequency passed through 
one megacycle above or below the beating oscillator frequency. Each 
transmitter frequency sweep was thus marked with two pulses spaced 
two megacycles apart. 

The second transmitter had Lecher wire tuning elements, covered 
the wave-length range of 3.5 to 1.2 meters and had a power output of 
30 watts at 1.5 meters. It was in operation simultaneously with the 
first transmitter for six months and then was replaced by transmitter 
No. 3. 

The third transmitter was coil tuned, covered the wave-length range 
of 4.9 to 2.8 meters and had a power output over this range of 55 watts 
down to 35 watts. It was operated simultaneously with the first 
transmitter except for the first six months. 

All three transmitters were ai ranged for voice modulation through a 
simple grid input, and the first one was thus used for one-way com- 
munication during the entire period of operation. 

Normally, unmodulated waves were transmitted and were observed 
as rectified direct current in the output of the double detection re- 
ceivers. These receivers had attenuators, variable in steps of 1 db, 
in the intermediate frequency amplifier circuits and the attenuators 
were geared to the pens of manual recorders. The operators kept the 
output current constant by means of the attenuators just mentioned, 
and there resulted a record of signal amplitude versus time. Some use 
was made of the Esterline-Angus type of milliampere recorder for 
automatic recording but no linear scale recorder of this type could 
handle the amplitude range of the fading encountered. 

For the reception of the frequency modulated transmission a tuned 
radio-frequency receiver, with a three-megacycle band-width centered 
On 66 megacycles (4.55 meters), was constructed and its rectified output 
was applied to one pair of plates of a cathode ray oscillograph. A 
linear sweep voltage, manually synchronized with the transmitter 
60-cycle power voltage, was applied to the second pair of plates. The 
oscillograph pattern thus pictured the frequency-amplitude charac- 
teristic of the radio circuit in toto. Over the frequency range where 
the receiver band was flat (two megacycles) the curve gave the ap- 
parent ether characteristic. With a motion picture camera this 
characteristic was permanently recorded. 

Fading Characteristics, General 

The fading was always slow compared with that observed on short 
waves. Except for the rapid fluctuations produced by airplane reflec- 



ULTRA-SHORT-WAVE TRANSMISSION 493 

tions, a record speed of inch (1.6 cm.) per minute was sufficient. 
This was our standard speed. Amplitude changes up to 40 db and 
fading rates up to 5 fades per minute were observed. 

It is difficult to describe the fading in any other way than by the 
records. From a transmission standpoint a curve giving the per cent 
of time during which the signal is above the abscissa value is useful. 

a 

4.7 METERS 
JULY 23. 1934 

7:30 P.M. 8.00 P.M. 6".30 P.M. 

4.7 METERS 
JULY 25, 1934 

4=30 A.M. 5=00 A.M. 
EASTERN STANDARD TIME 

5=30 A.M. 

Fig. 2—Fading extremes, vertically polarized transmission; inverted "V" antennas. 

4 74 METERS 

JULY 26, 1934 
8:00 A.M. 8:30 A.M. 

EASTERN STANDARD TIME 
9:00 A.M. 

Fig. 3—Extreme amplitude, normal fading rate, vertically polarized transmission; 
inverted "V" antennas. 
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Such a curve can also serve to check on the theoretical explanation of 
the cause of fading in certain cases. Thus if the fading is due to the 
combination of two radiation components in assigned random ampli- 
tude relation and arbitrary or random phase relation, a curve can be 
calculated from probability considerations and compared with the 
experimental curve.2 Such a simple mechanism was inadequate for 
our fading most of the time. Moreover, the fading changed enor- 
mously from day to day. It is hoped that the samples given in the 
figures will give an adequate idea of this phenomenon. 

Only rarely was fading practically absent for periods of an hour or 
two. Such a period is illustrated in Curve a, Fig. 2. Two days later 
the extreme fading of Curve h was recorded. It is significant, as will 
later appear, that the non-fading situation was the one of higher signal. 
The amplitude range of curve b is nearly normal; the fading rate is 
much greater than normal, for vertical polarization. In Fig. 3 the 
fading rate is normal but the amplitude range is excessive. In Fig. 4 
a characteristic type of fading, which we have termed "scintillation," 
is recorded. In this case the fading, initially erratic and of a fairly 
wide amplitude range, subsides in a characteristic manner to a steady, 
fast rate oscillation, or scintillation, of moderate amplitude. 

In Fig. 5 a 24-hour run is recorded. The rambling erratic character 
of the fading is well shown here. Characteristic deep short-period 
minima occur at intervals, occasionally they are twinned, some of them 
have a fine structure at the bottom. There are several "dropouts" 
where the signal practically disappeared. 

No sunrise-sunset variations in fading were noticed, though looked 
for. Diurnal variations could not be established since automatic 
recording was not available. A seasonal falling off in average signal 
was noticed in the winter; the 1.6 meter wave, because of its normally 
low level, dropped below the noise level in the winter of '34-,35. No 
effect of ocean waves, clouds, or other visible weather phenomena 
could be established. It is true, however, that to be certain of the 
non-effect of such phenomena as clouds, a cloud observer at the mid- 
way point should have been present. In so far as cloud layers make 
air mass boundaries visible they may well affect the transmission. 
Cloud bottoms which represent merely the adiabatic dew point level 
should apparently not cause much signal reflection at these wave- 
lengths. 

Effect of Polarization on Fading 

After some preliminary experimenting it was found that comparisons 
of two transmissions were worthless unless made on simultaneous 
recordings. The recorders were therefore fitted with telechron motors 
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operating on a circuit of the Patchogue division of the Long Island 
60-cycle power network. The resulting timing was faultless and by 
transmitting the same radiation on crossed antennas, and receiving the 
vertical and horizontal components separately, a comparison was 
obtained. 

In general the horizontal component showed the worse fading, more 
fades per minute and greater amplitude range. This was always true 
when the fading on vertical polarization was bad. There was then no 
noticeable coincidence between the two. When the fading had a 
smooth long period fade, or "roller," superposed on a short period 
oscillation, or "fine structure," there was at times coincidence between 
the roller components. Occasionally, with fine structure absent and 

4.74 METERS 
OCT. 18, 1934 

9:30PM 10:00PM 
Fig. 6—Composite bad fading, horizontally polarized transmission. 
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moderate roller fading, a good coincidence between the two records 
resulted. This is discussed later. 

Figure 6 is a sample of fading on horizontal polarization, at its worst. 
This particular specimen shows the superposition of roller and fine 
structure fading very well. No vertical-polarization record was taken 
along with this. Figure 7 shows a typical example of fading simul- 
taneously observed on vertical and horizontal polarization during bad 
fading conditions. There is no coincidence. Figure 8, on the other 
hand, records an unusual condition when a mild roller type of fading 
shows a good coincidence on two polarizations. 
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Fig. 8—Comparison of simultaneous mild roller fading on horizontally and vertically 
polarized transmissions. 

Effect of Wave-length on Fading 

The double wave-length records are not as contrasty as the double 
polarization ones. In general the shorter wave has the worse fading, 
either as higher fading rate, greater amplitude oscillation or both, and 
the greater the wave spacing the more certain this is to be true. Ex- 
ceptions have occurred, however, where the fading was much the same, 
and one record was obtained where the fading rate on 4.7 meters was 
noticeably greater than on 4.5 meters. 

Our first simultaneous records were taken at a wave-length ratio of 
3 to 1 (4.7 to 1.58 meters) where the fading on the shorter wave was 

VERTICAL 
3.5 METERS 

SEPT. 26, 1935 

\/ 'V ^ /\rv 

HORIZONTAL 
3.5 METERS 

V 

SEPT. 26, 19 35  >JL-r- i, 
1:30 P.M. 2:00 P.M. 2:30 P.M. 

EASTERN STANDARD TIME 



502 BELL SYSTEM TECHNICAL JOURNAL 

always worse. The remaining observations were confined to wave- 
length ratios of 1.5 to 1 and less. A comprehensive set of records was 
obtained for moderate to small wave-length spacings, down to 1 per 
cent difference. These records are all for vertical polarization. The 
few records taken on horizontal polarization happened to be obtained 
when the horizontal fading was much worse than the vertical fading 
and the records are too rough for good comparisons. 

For these small wave-length-difference records the types of fading 
are more likely than not to be similar on the two wave-lengths. That 
is, the fading rate and amplitude excursion will average up much the 
same. More rarely, there will be a similarity between the two fading 
tracks which is evident to the eye, sometimes as a "retarded" simi- 

~\ — N 

4.7 METERS 

MAR. 8, 1935 

/VAA \ AVl/l / Al\ Ml A/1 A A A /IAI/AMIM A MA 
\}^\ \J^\I l/wv v 

3.0 METERS 

MAR. 8. 1935 
6=00 A.M. 6=30 A.M. 7=00 A.M. 

EASTERN STANDARD TIME 
Fig. 9—Comparison of simultaneous fading on two well spaced wave-lengths, 

vertically polarized transmission. 

larity. Occasionally, and usually on the roller type of fading, there 
will be a marked coincidence between the two records; this coincidence 
will be better the milder the fading and the smaller the wave-length 
spacing. Genuine identity was never recorded on different wave- 
lengths even down to 1 per cent difference. With scintillation, coin- 
cidence was difficult to demonstrate; a similarity on the major swings 
was all that was shown. 

Figure 9 shows a very marked difference between 4.7 and 3.0 meter 
fading. This is one of our most contrasty records. Figure 10 shows 
very slow fading, on two occasions, with wave-length differences of 
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approximately 1 and 4 per cent respectively. There is good coinci- 
dence. Figure 11 shows active fading on short rollers for 4.7 and 4.65 
meters, a wave-length difference of approximately 1.1 per cent. There 
is agreement in major features. Figure 12 shows a case of scintillation 

40 

30 

20 

03 Q 
2 10 
X 
o z UJ a. H 

4.7 METERS \ 

/ 

r 

^\j 4.662 METERsV 

V 

\ 

v 

MAR. 7, 1935 0 
in 2:00 P.M. 2=30 P.M. 3:00 P.M. 

< 40 
O 
in 

t 30 

/4.7 METERS 
" "V 

/ V "V 

A 
V 

V 4.5 METERS 

Xy \ 

V / 
AUG. 8, 1935 

20 

10 

5:00 A.M. 5:30 A.M. 
EASTERN STANDARD TIME 

6:00 A.M. 

Fig. 10—Comparison of simultaneous slow fading on two slightly different wave- 
lengths, vertically polarized transmission. 

superposed on mild rollers, again for 4.7 and 4.65 meters. The time 
scale is here magnified three times. An in and out similarity can be 
seen, especially for the rollers. In the section on theory these simi- 
larities are further discussed. 
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Fig. 11—Comparison of simultaneous active fading on two slightly different wave- 
lengths, vertically polarized transmission. 
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Fig. 12—Comparison of simultaneous "scintillation" fading on two slightly 
different wave-lengths, vertically polarized transmission. The time scale has been 
expanded. 

Effect of Distance and Antenna Height on Fading 

In planning this work a survey for a receiving site was made by 
means of a portable receiver in a car. Later, simultaneous reception 
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was had at East Moriches and West Sayville, on three days. The 
survey data were not sufficient to establish any proposition beyond 
the statement that the signal strength fell rapidly with distance, with 
the intensity of fading coming up as the signal fell. The simultaneous 
two-distance recording showed random fading between the two 
records with less fading amplitude at the shorter distance. The 
fading rate was about the same. Unfortunately the recording took 
place under scintillation conditions, thus giving very poor records for 
comparison purposes. 

By mounting two linear doublets on the 60-foot lattice mast simul- 
taneous recording at two heights was carried out. For the two dou- 
blets (horizontal, at 14 and 52 feet respectively), a signal level difference 
of 12 db was observed, in favor of the higher antenna. The fading on 
the two records was identical. It may be added that, on calibrating 
the car receiver at East Moriches before moving to West Sayville, 
identical fading records were obtained with the two antenna systems 
150 feet (45.7 meters) apart and substantially broadside to the 
radiation. 

Frequency Sweep Patterns of Fading 

The frequency sweep patterns were of many types, from slow to fast 
fading and from shallow to deep fading. Apparent path differences 
from 600 meters down to a few meters occurred. The patterns were 
usually complicated, indicating that more than two components were 
present. There is no reason to believe, however, that they were not 
all due to wave interference.13 

On three days the predominant pattern was simple enough to be 
referable to two waves with a path difference consistently greater than 
75 meters. These will be referred to later. In Figure 13 are given 
three sample runs illustrating a two-component pattern, a three- 
component pattern with two of the components forming a small path 
difference pair, and a multiple component pattern. The receiver 
characteristic is dotted in on one curve of each set. 

Logs During Weather Bureau Airplane Flights 

On forty-five mornings recording was carried out during the period 
of flight of the Mitchel Field Weather Bureau plane. This plane takes 
off about dawn every morning, when flying is possible, and by means 
of a meteorograph obtains records of air pressure, temperature and 
humidity, up to an altitude of about five kilometers. A record of the 
fading, on 4.7 meters and vertical polarization, was obtained for each 
of these mornings. In addition, on twenty-six mornings frequency 
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sweep patterns were photographed at or shortly after the time of 
flight. These sweep patterns were all on horizontal polarization. 

From the meteorograph data, kindly furnished us by the United 
States Weather Bureau, the dielectric constant of the air has been 
calculated 1 and plotted as a function of the altitude. On twenty-four 
days there were, above an altitude of 400 meters, changes in the 
dielectric constant curves equivalent to discontinuities of Ae ^ 10~5. 
Heights up to 3200 meters were recorded for these. Typical curves 

JUNE 27,1936 
2 COMPONENT 

6:03^50 

6:03;55 

6 04:05^" 

6:04:50 

/ I. 

/ 
64806 

6;48i20 

6:48: 

6:49:40 

6:49:55 

6:50 

6 50 52 

JUNE 28,1936 MAY 19,1936 
3 COMPONENT MULTI-COMPONENT 

8:21:05 

8:2 CO? 

8:21:09 

8.21:16 

64 66 69 64 66 69 64 66 69 
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Fig. 13—Three sequences of frequency sweep patterns. Horizontally polarized 
transmission, 4.55 meters mean wave-length. 

are given in Fig. 18 on the left-hand side. On four days there were 
small boundaries with Ae < 10-5; on two days there were possible but 
not definite boundaries, the experimental points being too widely 
separated in altitude for precision; on five days there were possible 
boundaries below 400 meters altitude and on ten days the refractive 
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index-height relation was an approximate exponential one without any 
evident boundaries. These data will be referred to later. 

Theory 

The fading phenomenon was explicable in several ways. In our 
previously cited work 1 we found that variable atmospheric refraction 
was present, the airplane carried receiver being up where the refracted- 
diffracted field strength was high and dominant. In general variable 
refraction would be expected to be a slow phenomenon, operating in 
hours, or even days, rather than in minutes, and much too slow to 
explain five-cycle-per-minute oscillations, for example. 

Another explanation was air-mass boundary reflection (or refrac- 
tion),3 such a boundary readily explaining the rate of signal variation. 
No Kennelley-Heaviside layer reflection was in question; this had been 
quickly ruled out by the experimental data. When, therefore, we 
elected to transmit the frequency modulated signal, already described, 
and the oscillograph revealed a cyclic maximum-minimum frequency 
characteristic of the other path itself, it was evident that there was no 
possibility other than wave interference left—interference presumably 
between a direct-diffracted and one or more boundary-reflected 
components. 

These boundaries have apparently not been positively identified at 
longer wave-lengths and for that reason we have tried to get some 
further experimental contact with them. Attempts, since the closing 
down of the Atlantic Highlands-East Moriches circuit, to demon- 
strate an air-mass boundary, any boundary whatever, by high-angle 
transmission, have failed. No reflected components have appeared. 
Of course an illy defined, or diffuse, boundary will operate in this 
manner since only for near grazing incidence can such a boundary give 
the appearance of a discontinuity for the incident radiation. 

If we assume such a boundary a few kilometers up, and assign to it a 
relatively small discontinuity in index of refraction, compared with 
that of an earth or sea water boundary, then the four components of 
Fig. 14 will be the only important boundary reflected ones for a radio 
circuit such as ours. We now, fortunately, have theoretical formula?4'5 

for computing the diffraction of an ultra-short-wave radiation around 
the earth and the amplitude of the direct-diffracted component can 
be calculated at once. 

That is, it can be calculated at once if the air mass has no refractive 
bending effect upon the radiation trajectory. Since such a bending 
effect is certainly present at times, and is equally certainly variable, 
even if only slowly, it must be taken into account. 
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If the refractive index of the air varies as a power of the distance to 
the earth's center, it has been shown 6 that the actual state of affairs 
can be duplicated by a homogeneous atmosphere over an earth, the 
radius of curvature of which is greater than that of the actual earth 
and is calculable from the exponent of the height variation function. 
With this "effective" earth radius, the formulae already mentioned 
become usable. If the air refractive index does not vary as a power of 
the distance to the center of the earth we must take that exponent 
which gives the best first order fit over the height covering the re- 
fracted wave front, the alternative being a prohibitive complication of 
the theory. 

A plausible physical picture of the fading mechanism can now be 
set up. If we lump the four boundary reflected components in one, 
and plot as a function of the distance, we have curves "A " of Fig. 15. 

Fig. 14—Drawing illustrating the four components of a single reflection 
at an air boundary. 

Curves "jB" are the Wwedensky4* and Gray 5 theories. These are 
for our Highlands-East Moriches circuit with the average effective 
earth radius of 8500 kilometers and a 1500-meter boundary height. 
If we now imagine a receiver moving away from the transmitter we 
shall first traverse the zone of high "5" amplitude with no fading 
present. The signal amplitude will, for any given near-by point, and 
for any given antenna ampere-meters, depend on the height of the 
antenna above the ground and the ground constants. As the distance 
to the transmitter increases, the falling "5" curve approaches the 
rising "A" curve in ordinate and we enter a disturbed region where, 
for any instability of the boundary, more or less complete interference 
can result and fading will occur. (One such instability occurs when 

* There is an error in the formula, as given by Wwedensky. It is corrected here. 
See appendix II. 
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a boundary with an irregular surface is carried past the reflection zone 
by the normal motion of the atmosphere.) A further increase in 
transmitter distance and the "B" or residual curve drops out of the 
picture leaving only the "A" curve and, presumably, fairly steady 
signal amplitude conditions. The location of these zones of undis- 
turbed and disturbed signal will vary from day to day as: (1) the 
reflection coefficient and height of the layer change, (2) the effective 
radius of the earth changes. The effect of the height of the layer is 
shown in Fig. 16. 

\ 
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DIFFRACTED 
\Bh 
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20 Ay BOUNDARY 
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EAST MORICHES 
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DISTANCE FROM TRANSMITTER IN KILOMETERS 
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Fig. 15—Calculated curves for air boundary reflected and earth refracted- 
diffracted radiation components, in both vertical and horizontal polarization. 
Short doublet antennas, 1 lew. power radiated, wave-length 4.7 meters, o- = 5 X lO-11 

(E.M.U.) and « = 80 for sea water. Height of transmitter antenna 42 meters, of 
receiver antenna 5 meters, air boundary height 1500 meters, effective radius of earth 
8500 kilometers. 

Since the major lobe of the polar characteristic of any simple an- 
tenna, such as ours, is directed forward and away from the earth, the 
signal intensity at the reflecting boundary surface will be comparatively 
high and will, in some measure, make up for a small reflection coeffi- 
cient. For longer waves, such as broadcast waves, the high level of the 
" .B " curve will move the disturbed zone so far out that the low residual 
signal level and the Kennelley-Heaviside layer reflections will conceal 
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or mask the atmospheric boundary reflections. Several observations 
which can be ascribed to such boundaries have nevertheless been 
published.7- 8 Obviously, only boundaries lying considerably higher 
than those discussed here will give the path differences to produce the 
same type fading at these longer waves. At the same time the ap- 
parent diffuseness of a boundary will fall off with increase in wave- 
length, thus removing the restriction of reflection to near grazing 
incidence angles only. 

10) Ae = 
Ae = (io)" 4 

4,0 

1,0 

3.2 5.6 3,2 5,6 ,e is 
-5 Ae=OOo) AC =0(0) 

70 60 50 40 30 20 
RESULTANT FIELD, DECIBELS BELOW FREE SPACE 

Fig. 16—Calculated field strength curves showing the effect of air boundary height 
and density on the reflected radiation component, for the Highlands East Moriches 
circuit. Transmission path 112 kilometers, over sea water, wave-length 4.7 meters, 
polarization both vertical and horizontal. Vertical antennas 42 and 5 meters high, 
horizontal antennas 45 and 9.5 meters high, respectively. 

This tentative mechanism also explains several other observed 
features. Thus, for a given type of boundary instability, the fading 
rate will increase as the wave-length decreases. Furthermore, since 
the slope of the "-B " curve increases as the wave-length decreases, the 
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disturbance zone is effectively moved nearer the transmitter and the 
probability of increase in fading amplitude is enhanced. The usual 
increase of fading with decrease in wave-length is thus explained. 
When the wave-length difference is small, on the other hand, the fading 
type should be much the same on both wave-lengths, as was generally 
found. The lack of coincidence would arise from the fact that the path 
difference being a considerable number of wave-lengths, a small wave- 
length change can introduce a marked randomness in fading without 
appreciably affecting the type. 

As has been mentioned earlier, a multiple of reflecting boundaries is 
the normal condition, rather than that of a single boundary. This 
circumstance, without invalidating the explanations already given, 
makes a further elaboration of the theory possible. The "roller" 
type or component of fading, in particular, requires explanation. In 
addition to the smooth signal modulation, from which the name has 
been derived, this type of fading is characterized by showing more or 
less frequent deep minima or drop-outs and these are often distinctively 
twinned. Further, the roller component is that component of fading 
which shows coincidence, in spite of wave-length or polarization dif- 
ferences. Such coincidence indicates small path difference and this 
is what we have when a double boundary or stratum exists. Such a 
stratum would give two "A" components and, if of variable thickness, 
would, as it was carried along by the prevailing air currents, give the 
steep, deep, minima at phase opposition thickness. Further, if the 
stratum contour were that of a hump, thick enough to carry the second 
"A" component past phase opposition to the first one, the twinned 
minima would result as the hump entered and left the reflection zone. 
Occasionally the two "A " components would add properly, with the 
residual "B" component, to give complete extinction, a result less likely 
from the phase addition of a single "A" and the "B" component. 

This explanation of "roller" fading assumes, tacitly, that the "B" 
component is, at the time, relatively subdued, that is, the disturbance 
zone has moved inwards due to an increase in the reflection coefficient 
of the layers or to a decreased "effective" earth radius. The fine 
structure often appearing at the bottom of a prolonged roller minimum 
corroborates this, the mutual cancellation of the two "A " components 
having uncovered, so to speak, the weaker "B" component with its 
much shorter traversed path. 

With the "roller" condition characteristic of high "A" component 
signal amplitude, the "scintillation" condition would be characteristic 
of low "A" component signal amplitude, the relatively steady "B" 
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component having superposed on it a small amplitude, variable phase, 
"A " component. A relatively low mean amplitude value and the 
coincidence of scintillation conditions with conditions of convective 
instability of the atmosphere would thus be explained. All the 
scintillation records came on days of relatively high wind and convec- 
tive instability. A turbulent atmospheric condition would dissipate 
or attenuate any boundaries, especially the lower ones. The rapid 
flutter about the mean amplitude value is the normal expectation from 
a high, turbulent, low reflection coefficient boundary. 

Our two polarization results are qualitatively explicable on the 
mechanism proposed. As can be seen in Fig. 15, the change from 
vertical to horizontal polarization results in a relative lowering of the 
"B" curve without much change in the "A" curve, which should 
result in increased fading. For our circuit and a boundary at 1500 
meters the relative "B" vs. "A " drop is 13 db. 

As Fig. 16 shows, the variations of the "A " components with height 
are markedly different for the two polarizations. The "Ay" compo- 
nent falls steadily with height up to 4700 meters; the "Ah" component 
has a deep and sharp minimum at 3000 meters after which it rises 
again. Since most of our observations concerned boundaries at 2000 
meters or less, this high altitude disparity between "A//" and "Ay" 
does not affect our explanation. The disparity between vertical and 
horizontal fading should be much more marked for high boundaries 
than for low boundaries. 

Further Experimental Curves and Checks 

The curves given have illustrated the variability in the fading, a 
variability which no short period of recording can encompass. The 
tentative explanations proposed have been shown to be in accord with 
several of the features characteristic of this fading. Certain other 
experimental results will now be adduced which offer further verifica- 
tion along somewhat different lines. 

For the forty-five mornings on which simultaneous recording was 
carried out during the United States Weather Bureau plane flight, we 
have calculated, from the airplane data, the values of the "A" and 
"B" components. As stated earlier, there were twenty-four days when 
boundaries above 400 meters altitude, and of sufficient distinctness to 
be fairly accurately estimated (Ae ^ 10-5) were shown by the meteoro- 
graph records. For these the "A " components have been computed. 
By taking the dielectric constant gradient for the first half kilometer, 
the effective earth's radius was determined and inserted in the Wwe- 
densky formula to give the "B" component. These calculated values 



ULTRA-SHORT-WA VE TRANSMISSION 513 

{"A " component as triangles, "B" component as circles) are plotted 
on Fig. 17 together with the maximum and median * observed values. 
These latter are joined by lines. For the 10 mornings on which no 
boundaries were evident the calculated "B" component appears to 
be some 8 db higher than the observed values. With this correction 
the agreement between observed and total calculated fields is fairly 
good. A partial explanation of this 8 db discrepancy may lie in the 
fact that the ocean water trajectory assumed in the calculation differs 
from the actual one by the land terminals and the three tongues of land 
intervening. 
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Fig. 17—Comparison of "A" and "B" radiation components, calculated from 
the U. S. Weather Bureau free air data, with measured maximum and median signal 
strengths. Vertically polarized transmission. 

On the twenty-six morning frequency sweep runs there were only 
three on which the predominant sweep pattern was simple enough to be 
interpreted as due to two components with path difference greater 
than 75 meters. For those days a series of measurements of the film 
patterns was made by determining the frequency spacing between 
a maximum and a minimum and calculating the resulting path dif- 
ference and boundary height. The dielectric constant-height function 
was also calculated from the Weather Bureau data. These curves are 

* The signal is half of the time greater and half of the time less than its median 
value. For random phase with "B" component equal to "A" component the 
resultant median value signal is V2 X ^4 or 3 db up; it falls from this value to "A " 
as "B" decreases to zero. 
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plotted in Fig. 18 with the calculated boundary heights set down at 
the right hand, spread out in time of observation. The boundary 
height coincidence is pretty definitely located in this manner. Many 
of the more complicated frequency sweep patterns carried a fine struc- 
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Fig. 18—Comparison of boundary heights shown by the U. S. Weather Bureau 
free air data, with boundary heights measured from frequency sweep patterns. 
Horizontally polarized transmission. 
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ture which indicated weak boundaries at higher altitudes up to, roughly, 
5.5 km.; most of the patterns, however, were characteristic of layers 
below two kilometers. The path difference corresponding to two kilo- 
meters is 85 meters. The theoretical limit of resolution of the amplifier 
band for a maximum to minimum frequency spacing is A/ = 2(C/A/) 
where A/ = path difference, C = velocity of light and A/ = frequency 
band. For A/ = 2 X 106 cycles this gives 75 meters, and hence 
boundary heights at and below 1900 meters are unresolvable by our 
receiver. It is a remarkable result that the bulk of the disturbing 
boundaries should lie so low. 

It was mentioned earlier that several observations referable to air- 
mass boundaries have been published. In addition there have been 
reports, for three consecutive years, of long distance ultra-short-wave 
reception by American amateurs 9 during the month of May. We 
have copies of the U. S. Weather Bureau atmosphere cross-sections 
for several of these days and have been curious enough to examine 
them. On May 9, 1936, during the long distance amateur reception, 
there was an extensive boundary at 4 km. between an upper Superior 
air mass and a lower Tropical Gulf air mass. On May IS, 1937, a 
similar boundary at 4-5 km. had a Superior air mass above a wedge of 
Transitional Polar to Tropical Atlantic air. Below this at 3-4 km. lay 
a Transitional Polar Continental air mass. 

On June 11, 1936, when Colwell and Friend7 report an extra strong 
0-2 km. "C" reflection, a subsiding Transitional Polar Pacific air mass 
lay above a Transitional Polar Continental air mass with the boundary 
at about 1.5 km. On June 29, 1936, when they reported a very strong 
3.5 km. "C" reflection, there existed four wedge-shaped air masses 
with a Superior air mass over a Transitional Polar air mass at 3-4 
kilometers. The wave-lengths used were 186, 125 and 86 meters 
approximately. 

These coincidences may or may not be significant but it is very 
questionable that any boundaries at such altitudes are due to either 
electron or gas ion distributions. 

The characteristic properties of North American air masses have 
been published,11 as average summer and winter values, and show some 
marked seasonal differences. The greater dielectric constants for 
summer conditions are due chiefly to greater water content. 

For a single air-mass distribution, horizontal stratifications are at a 
minimum and the radio transmission is via the "5" component. 
This component can be calculated from the corresponding effective 
earth radius. The table below gives this radius for three important 
air mass types. 
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Effective Earth Radius 
Air Mass Type Summer Winter 

Tropical Gulf—T0  .. . 1.53 X R 1.43 X R 
Polar Continental—Pc ■ . . . 1.31 X R 1.25 X R 
Superior—5  1.25 X R 1.25 X R 

"R" = actual earth radius 

The boundaries between different air-mass types furnish discon- 
tinuities adequate for radio reflections. The greater the stability 
of the boundary, the more abrupt it is likely to be. In general, when 
"5" air overlays either "TV' or "Pc" air, the resulting boundary is 
stable. Possible discontinuities, for the three types discussed, may be 
summarized in the following table. Here the positive sign means that 
the radiation originates in the more refractive medium. For stability 
the lower medium is the denser though not necessarily the more 
refractive. 

Altitude 

Ac X 10° 

Summer Winter 

S/Tg S/Fc Tg/Pc SITa SIPe Tg/Pc 

1.0 Km  100 20 -80 55 25 -30 
2.0 Km  50 10 -40 50 15 -35 
3.0 Km  30 10 -20 35 10 -25 

Concluding Remarks 

The characteristics of this seventy-mile circuit indicate that for 
ultra-short-wave transmission it rates as a long distance one. If we 
assume that the air refraction is on the average such that the effective 
earth's radius is 4/3 the actual one, then the receiving station lay 1400 
feet below the line of sight from the transmitter. This is equivalent to 
0.57° below the horizon. The reception, using high effective-height 
antennas, was good; there was, however, very little lee-way left, above 
set noise, for reception with simple doublet antennas. Any longer 
circuit will require to be terminated on elevations such as to keep the 
intermediate horizon height down. The fading was too slow to be 
noticeable on amplitude modulated speech unless a deep minimum or 
drop-out occurred. 

The circuit was probably unusable for television, most of the time. 
A system adhering to the R.M.A. standard 12 of 441 lines on an inter- 
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laced 60-cycle scanning will have a unit time element of 0.17 micro- 
seconds. This corresponds to a path difiference of 51 meters and only 
a fraction of this is necessary to produce a ghost. A rough estimate of 
the boundary height range involved in our fading is one-half to five-and- 
one-half kilometers. The corresponding path difference range is 8 to 
580 meters. As the fading records show, no matter whether the >l A " 
or the "5" component predominated, the other component was 
usually present in amplitude only second to the other. It may be 
pointed out that where a standing wave system exists,10 reflected 
components with much larger path differences than those recorded 
here are almost certain to be found. 

Appendix I 

In the Wwedensky4 paper the author applies his theory to one of the 
experimental curves from a previous paper of ours. He uses the nor- 
mal earth radius "i?," however, without any correction for air re- 
fraction. If we assume, as a more probable effective earth radius, the 
value 4/3i?,6 the agreement with our curve is markedly improved. 

Appendix II 

In the first Wwedensky paper, Tech. Phys. U. S. S. R. Vol. 2, p. 632, 
1935 eq. (7, 1) the sign of the term |rm|

2 sin 20m should be minus. 

Appendix III 

The fading produced by moving bodies such as airplanes has been 
referred to in one of our earlier papers.10 It happened one day, during 
the present investigation, that fading of this type appeared when 
mechanical recorders were being used and, by speeding up the paper, a 
record in two polarizations was obtained. The airplane itself (or other 
cause) was not visible. The results are given in Fig. 19. Again the 
horizontal component was the worse one. At first the two fadings, 
both fine and coarse components, were in step; later they passed en- 
tirely out of step where the fading was so rapid as to smear the paper. 
These "airplane" fadings were observed, off and on, at other times 
but were not recorded. 
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Amplitude Range Control 

By S. B. WRIGHT 

The art of controlling the amplitude range of telephone signals 
involves recognition of certain characteristics in addition to those 
used to specify the performance of ordinary transducers. Funda- 
mentally, three kinds of characteristics are necessary to distinguish 
different range control devices. They are (1) the steady-state 
input-output characteristics, (2) the time actions, and (3) the range 
over which they function. In some cases, several secondary char- 
acteristics may be of interest, but they need not be considered in 
determining to which class a particular device belongs. 

This paper discusses and classifies these characteristics. 

Introduction 

TN a "non-linear" transducer, the output power is not proportional 
to the input power. Consequently, the ratio of maximum to 

minimum power at the output differs from that at the input. But the 
ratio of maximum to minimum power is an expression of amplitude 
range. A device designed to alter this ratio may be called a range 
controller. 

In telephony the term range controller includes many devices 1 having 
specific names, such as limiters, volume control devices, range reducers, 
compressors, vogads, expanders, etc. These devices have many prop- 
erties in common with telephone repeaters, and a repeater may be 
considered as a special case in which any non-linearity which may 
exist between the output and input is unintentional. 

The purpose of one type of range controller is to reduce the range of 
significant intensities of signals applied to a telephone circuit so as to 
ease the requirements of the transmission medium with respect to 
overloading and noise interference. Such a device is placed at the 
transmitting end of the circuit. When the range is compressed at the 
sending end of the circuit it may sometimes be desirable to expand it 
at the receiving end to the original range. This is done with a device 
having, in general, the same dynamic characteristic as the compressing 
device, but a range change which is complementary. The purpose of 
the expander is to reduce the noise heard by the listener as well as to 
compensate for whatever characteristic signal modification occurred in 

1 For numbered references, see end of text. 
520 
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the process of compressing the original wave. Sometimes an expandor 
is used at the receiving end to reduce the gain in the intervals between 
the main signals even when no compressor is employed. This is an 
example of using a range controller to correct defects in the medium. 

As is well known, the performance of a repeater is specified by such 
characteristics as impedance, amplification, frequency band, noise, 
and output carrying capacity. The performance of a non-linear device 
involves some additional characteristics. The primary ones are (1) 
the slope of the input-output curve, which tells how the range is 
changed, (2) the dynamic operation, which tells the manner in which 
the output varies with time following a given change in input, and (3) 
the range, which tells the region over which the device exercises control. 

It may be helpful to imagine a range controller as an amplifier in 
tandem with an adjustable attenuato^ the loss of which may be 
changed either instantly or slowly to follow in some predetermined 
fashion changes in the signal. For simultaneous operation, this device 
could put out a wave which is a simple function of the input, but if 
the operation were delayed by a definite interval the device would be 
required to respond in a complex fashion in accordance with a re- 
collection of what had occurred in the signal during the delay period. 
Such delayed adjustment would be very crude for intervals comparable 
with the periods of fundamental speech frequencies. To obtain 
practical regulation of the delayed type it is necessary to increase the 
delay beyond this range and base the control upon the amplitudes of 
the syllables. When the delay is increased to a point where it is 
comparable with the syllabic periods its usefulness is again reduced. 

Part 1—Control Ratio 

Fundamental Characteristics 

Figure 1 shows how waves may be altered by a device having a 
given output-input characteristic, assuming the operation is instan- 
taneous. As this figure is plotted on a db scale, only the stronger 
portions of positive values of the wave are shown. A similar diagram 
could be drawn for negative values. The output-input characteristic, 
although a straight line in this kind of diagram, would of course be 
parabola-like if plotted on a current or voltage basis. By selecting 
points, such as A (or B), on the input wave and determining the rela- 
tive outputs A" (or B"), the corresponding resultant wave is obtained. 
In this case, the resultant has a flatter top than the original sine wave, 
and this illustrates the capabilities of the device in increasing weak 
signals with respect to the strong ones and also suggests that distortion 



522 BELL SYSTEM TECHNICAL JOURNAL 

may accompany the transformation. Such effects depend upon the 
slope of the output-input characteristic. 

The control ratio of a range controller might be defined as the output 
range in db divided by the input range in db within the non-linear 
region of interest. The ratio is obtained in such a way as to eliminate 
transient effects, i.e., using steady-state sine waves. 

Typical Control Ratios 

Figure 2 shows some typical output-input characteristics for various 
transducers having control ratios between zero and infinity. While 
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Fig. 1—The signal modification caused by a non-linear transducer depends upon 
the slope of the output-input characteristic. 

these typical characteristics are straight lines there is nothing to pre- 
vent a range controller having a control ratio which varies with input. 
However, when complementary action is required at the receiving end 
it is more readily obtained when the control ratio is constant. Also, 
some physical elements used in the design of range controllers are 
most readily adapted to a straight line characteristic. 

Compressors (that is, devices having control ratios less than 1) may 
be divided into two classes: (1) Complete * and (2) Incomplete. In a 
complete compressor (control ratio = 0) the output is held constant 
within the range of the device. This control ratio gives a maximum 

* This is not usually of practical interest but is useful as an ideal limit of operation. 
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of possible noise improvement and also a maximum of signal modifica- 
tion. There is, however, no information in the compressed signal 
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Fig. 2—If transducers are classified with respect to the slope of the input-output 
characteristics, several fields of action with definite demarcations result. 

which would serve to indicate how much compression occurred. 
Consequently, if it were desired to restore the original range, it would 
be necessary to transmit this information in addition to the compressed 
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signal. The gain of the restoring device would be guided by this 
auxiliary information. Hence, the device used to pass the information 
along is called a "pilot channel." Various types of pilot channels are 
listed in Part 4 as secondary characteristics of the control. 

When the control ratio is between 0 and 1 the compression is in- 
complete. A wave compressed in this manner has the property of 
being able to cause re-expansion at the receiving end since the output 
amplitude bears a definite relation to the original, assuming constant 
transmission over the intermediate circuit. 

In the field of expanders having a control ratio between one and 
infinity the signal modification is opposite to that of compressors. 
Thus a convenient method is available for restoring the original wave 
shape by using an expander having a control ratio which is the re- 
ciprocal of that of the compressor at the sending end. 

Effects of Control Ratio 

The control ratio is useful in determining the effectiveness of a 
device in improving transmission in the presence of noise in the med- 
ium. When noise alone is acting on the device, the noise determines 
the action in a manner similar to speech. When both noise and speech 
are present, the action is determined by the sum of the two. Thus, 
room noise applied with the speech will be compressed or expanded 
exactly as if it were part of the speech. In the case of a compressor 
used at the sending end of a noisy circuit, an input range of say 60 db 
might be compressed to 20 db, by using a control ratio of 1/3 over the 
entire input range. At a point where the strongest signals are un- 
changed, the weaker signals would then be 40 db stronger than when 
the compressor was omitted. The improvement of the signal and 
applied noise with respect to noise in the medium thus depends on the 
difference in ranges at the input and output which depends on the 
control ratio. 

A large part of the usefulness of an expander is in changing the 
apparent ratio of speech to the noise heard in the absence of speech, 
since the noise is generally weaker than speech and is made even less 
compared to speech by expansion. This is in spite of the fact that at 
any instant the signal-to-noise ratio is the same at the output as at the 
input. When the noise is comparable with the speech in amplitude, 
or when the noise is so weak as to be negligible without a controller, 
there can be no improvement in the noise conditions in using these 
devices. Between these two limits, the noise improvement rises to a 
maximum value also determined by the control ratio, and the time 
actions and range to be discussed. 
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A receiving range controller also changes variations in the trans- 
mission medium in proportion to the control ratio. 

Part 2—Time Actions 

Instantaneous Control 

A device having a given control ratio might have its gain changed 
simultaneously with the applied e.m.f. The signal modification 
would become greater as the control ratio departed farther from unity 
and the modified signals would approach rectangular wave shapes 
at the limiting control ratios. Unless instantaneous compression is 
limited to a very small part of the signal range, an incomplete in- 
stantaneous expander (inverse rooter) is required at the distant end 
which does the reverse of what is done at the transmitting end to 
restore the signal to substantially its original form. Due to the 
characteristics of the compressed signals, however, a transmission 
bandwidth without appreciable amplitude or phase distortion of two 
to three times the normal is necessary for high quality transmission. 

Rectified Control 

To avoid the necessity of transmitting such a wide band of fre- 
quencies, as well as to permit the use of a single device without restor- 
ing, in which case the distortion is limited to a value which is permis- 
sible from the standpoint of a listener, practical devices do not operate 
instantaneously. Instead, the gain is controlled by the charge on a 
condenser, which is controlled by rectified waves. The action of such 
an arrangement will now be discussed. 

Consider a wave formed by subtracting two sine waves equal in 
amplitude, one having a frequency 10 per cent less than the other.* 
A portion of such a wave is shown in Fig. 3a. This wave is equivalent 
to a cosine wave of frequency one-half the sum of the two frequencies, 
as shown by the instantaneous voltages of Fig. 3a, multiplied by a 
secondary wave (envelope) of frequency one-half the difference of the 
two original frequencies. 

The instantaneous voltages of the wave of Fig. 3a vary from a 
positive maximum through zero to a negative maximum. Curve a of 
Fig. 4 is a summation of most of the instantaneous e.m.f.'s of Fig. 3a 
with respect to their occurrence. About 99 per cent of the instantane- 
ous voltages are in the ranges shown, the remainder being in the range 
between the upper and lower halves of Fig. 4. 

* This illustration is not directly comparable with speech, but it contains some of 
the attributes which are comparable in this analysis, besides being readily repro- 
ducible and relatively simple. 
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Figure 36 indicates values for the same wave in which the negative 
ordinates have their signs reversed by means of an ideal full-wave 
rectifier. The resulting wave contains frequencies which were not 
present in the original, prominent among them being second and higher 
harmonics of the original. The range of instantaneous values shown 

a INSTANTANEOUS \j 

RECTIFIED ENVELOPE-3- 
RECTIFIED-^ 

X 

0 TIME  *- 

Fig. 3—A wave's amplitude varies from positive maximum to negative maximum. 
If symmetrical, the amplitude may be expressed as varying in only one direction from 
zero to maximum by rectification. 

on Curve h of Fig. 4 is only half that of the instantaneous voltages. 
About 99 per cent of the values lie in a 60 db range. 

The instantaneous values of the envelope of the rectified wave 
follow curves 3c and 4c. In speech the envelope is composed of 
many rather low frequencies which are determined by the rates of 
enunciation of syllables. For this reason they are sometimes called 
the syllabic frequencies. If it were possible to make the control vary 
as a function of the envelope, the result of using a control ratio of 1/2 
on the wave of Fig. 3o would be as shown in Fig. 5c. This was 
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obtained by multiplying the original wave by a factor which is inversely 
proportional to the rectified envelope. For comparison, the original 
wave is shown in Fig. 5a, and the result of instantaneous compression 

C RECTIFIED 
ENVELOPE 

/ 

/ /• 
RECTIF ED 

/ 
/ 3 INSTANTANEOUS 

0 10 20 30 40 50 60 70 80 90 100 
PER CENT OF TIME EMF IS EQUAL TO OR LESS THAN EMF SHOWN 

Fig. 4—The amplitude range of the wave of Fig. 3 is infinite on a db scale but most 
of the values are bunched in a much smaller range. 

by the same control ratio in Fig. 5b. It is assumed that the arbitrary 
reference voltage which is not changed by compression corresponds to 
the maximum value of the input wave, although any other value 
might be used instead. It is evident from Fig. 5 that envelope com- 
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pression would result in less distortion than instantaneous compression. 
The extra frequencies formed that were not present in the original 
wave are the envelope frequencies, so that the additional band required 
to transmit this wave faithfully is negligible. 

Dynamic Operation 

The measurements 2 and adjustments of speech amplitudes in com- 
mon use are made with devices that integrate the effects of the wave 
over certain time intervals. They do this in a rather complicated 
manner, however, so that it is difficult to express the resulting quanti- 
ties in terms that are generally understood. 

In the measuring instruments the rectified voltages are impressed 
on a condenser before being sent through a meter. The readings of 
the meter are, therefore, proportional to the voltage on the condenser 
modified by the damping of the meter. The voltage is made up of the 
sum of the effects of all the instantaneous voltages that have been 
applied to the condenser from the beginning of time to the instant under 
consideration. These effects die out so rapidly, however, that the 
instantaneous voltage on the condenser is practically determined by the 
voltages received in the immediate past. The condenser may be said 
to have a memory but a short one. In range control devices, the 
condenser forms the voltage which determines the amplification of the 
device. 

To distinguish this voltage on the condenser from the applied voltage 
at any instant, we may call the former an "impression" of the original 
wave. If the time constant RC is small we get strong impressions 
similar to the rectified applied wave and its envelope, and if it is large 
we get weak impressions quite different from the applied wave but 
something like the rectified envelope. 

Figure 6 shows the impressions of the wave of Fig. 3a, using four 
different values of time constant RC as compared to P, the period * 
of the envelope. Figure 7 shows smoothed summation curves of the 
impressions of Fig. 6 formed during the time P/2. Comparing this 
with Fig. 4, it is evident that the "bunching" effect for the distribution 
of impressions is largely between those for the rectified instantaneous 
and envelope curves. For the longer time constants, i.e., weak im- 
pressions, this is not the case for the weaker e.m.f.'s. 

* This is twice the duration of Fig. 3, since only half a cycle is illustrated. It is 
assumed that C is completely discharged at the time this wave is applied. In prac- 
tice, the rectifier impedance varies with the applied e.m.f. so that the results are 
not as simple as in this illustration. In general, the time actions are different de- 
pending on whether the applied e.m.f. is increasing or decreasing. 
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Referring again to Fig. 6, it will be seen that for the two smaller 
values of RC/P the impression curves are composed of (1) the envelope 
frequency, (2) double the fundamental frequency, and (3) a small delay 
which can often be neglected. An approximation to envelope com- 
pression is therefore possible by choosing RC/P to be in the proper 
range, i.e., .0025 to .025, and making the output vary as a root or power 
of the impressions thus formed. 

Figure 8 shows the result of compressing the wave of Fig. 3a by 
using the impressions of Fig. 6 to determine the amplification. It was 
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PER CENT OF TIME IMPRESSION IS EQUAL TO OR LESS THAN IMPRESSION SHOWN 
Fig. 7—The amplitude ranges of the impressions shown in Fig. 6 are bunched 

differently, depending on the time constant. A "volume" measurement means that 
a given impression is exceeded a small percentage of the time. In speech the peaks 
are relatively higher than in the wave illustrated. 

assumed that the amplification varies in inverse proportion to the 
square root of the impression. The resulting waves for RC/P = .0025 
and .025 (medium impressions) are recognizable as something like the 
original wave. However, for the larger values of RC/P (weak im- 
pressions), the distortion at the beginning of the wave is quite large. 
This is because the impressions are formed so slowly that a longer time 
is required to drive the gain down to the desired value. 

In order to compare impression compression with instantaneous 
compression, the ordinates of Fig. 5 and 8 were plotted in Fig. 9. 
This shows that the greatest possibilities of bunching the waves into 
a narrow range result from the use of instantaneous compression (6), 
since the ratio between any value and the maximum is modified by the 
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Fig. 9—The amplitude ranges of the compressed waves of Fig. 8 are shown, 
together with those of Fig. 5. The amount of signal modification (and noise im- 
provement) for any amplitude below maximum may be correlated readily with the 
time constant. 
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control ratio. In the case of envelope compression (c), the lag causes 
a reduction in the amount of compression of the instantaneous voltages 
and the result is seen to be about half way between curves a and h of 
Fig. 9. The remaining curves of Fig. 9 are representative of the 
device 3 used on the long-wave transatlantic radiotelephone circuit. 

Volume Control 

To avoid both a large range and also the necessity for a continuous 
record, practical speech amplitude measuring instruments are not 
directly concerned with either instantaneous, envelope, or impression 
voltages. Instead a value is determined, corresponding to an im- 
pression which is exceeded only a small percentage of the time. This 
is the principle underlying speech measurements with "volume in- 
dicator" type of instruments. In the case of speech, which is much 
more complex than the simple wave we have discussed, curves like 
Fig. 9 are steeper, i.e., there are relatively more peaks and a larger range 
to complicate the problem. 

A particular device capable of compressing according to the re- 
quirement that the dynamic "volume" range should be reduced, is 
attained by a combination of several separate range controllers. One 
is provided to reduce the gain very rapidly when the output volume is 
too high. A second increases the gain, at a much slower rate, when the 
impressions formed on the condenser are consistently too low. A 
third disconnects the condenser from the input when the applied 
voltage is very small, so that the distortions inherent in change of gain 
by weak impressions will occur only at times of large and sudden 
decreases of volume. In the device 4 employed to control volumes 
applied to a radio transmitter at Norfolk, Virginia, a fourth control 
provides for rapid partial compression of high peaks, thus improving 
the modulation. It is unnecessary to re-expand for the purpose of 
restoring the intelligibility, since the distortion is virtually limited to a 
change in loudness. 

Part 3—Range 

Range controllers, like repeaters and attenuators, are limited as to 
the input range they can accept and the output range they can provide. 
These limits may be due to thermal noise at the low end and output 
carrying capacity at the high end. Heretofore, in this paper, the 
terms "input" and "output" have been purposely left somewhat 
vague so as to be as general as possible. However, the limits of input 
and output of a range controller take on particular significance when 
it is considered that the signal input range may differ both from the 
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input range of the device, and also from the range over which control 
is exercised. 

This control range may be defined as the difference between the 
maximum and minimum values of an applied wave over which a 
device is designed to function in a specific non-linear manner. It is 
usually expressed in db, and may apply to any measure of the applied 
signal, such as instantaneous voltage, rms steady-state sine waves, or 
a dynamic measure such as volume. The values dividing the con- 
trolled range from the uncontrolled ranges may be referred to as the 
"control points." 

Certain advantages in some cases have been found from restricting 
the control range. This is accomplished by placing one or both of the 
control points inside the useful amplitude range. The position of the 
control point may be moved arbitrarily over a wide range by putting 
an ordinary repeater (or attenuator) in tandem with the range con- 
troller. A given amount of compression at the high amplitude end of 
the range gives a real signal-to-noise advantage for a much greater 
proportion of applied e.m.f.'s than the same amount of compression 
at the low end of the range. In either case the distortion would be less 
than that of a full range compressor. When expanders with limited 
range are used, they are subject to the limitation that variations in the 
medium are increased, but to a lesser extent than full range expanders. 

Part 4—Classification of Range Controllers— 
Secondary Characteristics 

Table I, page 536, suggests how the conceptions of control ratio, 
time actions and range already discussed might be employed to dis- 
tinguish a variety of devices. In cases where more than one device 
is covered by a given control ratio and time action the distinction is 
that the ranges are different. The names of devices used in this table 
are those which have been used in the past to distinguish the devices 
one from another. 

Nomenclature 
Using the above conceptions of the three primary characteristics, 

it has been found possible to devise a notation to distinguish all the 
known devices in this field. As an example of how this proposed 
system of nomenclature would be applied, Table II, page 537, gives 
three columns. Column 1 sets forth the arbitrary names that have 
been used in the past to distinguish certain devices which have come 
into use. Column 2 gives descriptive names which specify the three 
fundamental characteristics. In column 3 each device is named by 
three symbols defining the three fundamental characteristics, and a 
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TABLE I 
Classification of Range Controllers 

Typical 
Compressors (r < 1) Expanders (r > 1) 

Time Actions 
Full Range Limited Range Full Range Limited Range 

Instantaneous Rooter Peak Chopper, 
Voltage 
Limiter 

Inverse Rooter, 
(Squarer) 

Voice Operated 
Relays, Cross- 
talk Sup- 
pressor 

Syllabic Compressor Limited Range 
Compressor, 
Peak Limiter 

Expander Noise Reducer 

Volume Vogad, Range 
Reducer 

Volume Lim- 
iter, Half 
Vogad 

Range Restorer 

classification which tells what the device is designed to do. In this 
system the numbers preceding the letters specify the input control 
range in decibels, and the position of a horizontal bar indicates the 
position of the main signal range with respect to the control range. 

The letters specify the time actions and in the case of vogads, where 
several time actions may be combined, an arbitrary combination of 
letters would be used. The final numbers specify the control ratio, and 
in the case of vogads, where this might be different depending on 
whether the input was increasing or decreasing, both values are given, 
the former first. 

In this system, definitions of time actions are prerequisite and by 
way of illustration, the following symbols have been used: 

I represents instantaneous, meaning very fast adjustment of device 
5 represents syllabic, meaning moderate speed adjustment of device 
V represents volume, meaning a combination of controllers which 

produces adjustment of device in response to dynamic speech 
so that the output volume is approximately determined by the 
input volume. 

Secondary Characteristics 

In addition to their three primary characteristics, range controllers 
may have a number of secondary features which are sometimes im- 
portant. The outstanding ones are: 

1. Bias 
A neutral range controller is one which holds its setting during the 

quiet periods between words and sentences and which changes its gain 
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TABLE II 
Comparison of Nomenclature for Range Controllers 

Col. (1) 
Arbitrary 1 

1. Vogad 

2. Vogad Combined with 
Syllabic Compressor 

3. Volume Limiter 

4. Compandor 

5. Noise Reducer 

6. Limited Range Com- 
pressor 

7. Peak Limiter 

8. Peak Chopper 

9. Crosstalk Suppressor 

10. Rooter and Inverse 
Rooter 

11. Vodas (Singing Sup- 
pressor Relay) 

12. Syllabic Vodas 

Col. (2)_ 
Systematic 

Full Range 45 db 
Volume Compressor 

Full Range 45 db 
Volume Compressor 

High Range 15 db 1 : 5 
Volume Compressor 

Full Range 60 db 2 : 1 
Syllabic Compandor 

Low Range 20 db 2 : 1 
Syllabic Expander 

High Range 10 db 1 : 2 
Instantaneous Compressor 

High Range 12 db 1 : 5 
Syllabic Compressor 

High Range 6 db 1 ; 100 
Instantaneous Compressor 

Low Range 10 db 10 : 1 
Instantaneous Expander 

Full Range 70 db 2 : 1 
Instantaneous Compandor 

Col. (3) 
Symbolic 

45 F5/23-18 
Compressor 

45 VSSI 23-18 
Compressor 

15 FS Compressor 

6052 Compandor 

2052 Expander 

10/2 Compressor 

1255 Compressor 

6/100 Compressor 

10/10 Expandor 

70/2 Compandor 

0/oo Expandor 

05=0 Expandor 

only when the waves acting on it differ from those just received. This 
condition sets a new requirement on the range controller which can 
usually be met by a combination of control circuits. 

A biased controller is one which returns to a setting corresponding 
to some fixed or biased intensity when speech is not passing and adjusts 
itself each time speech begins. A simple compressor is biased since 
with no input it generally takes a setting of maximum gain so as to be 
right for the weakest waves that might be applied in its working range 
or below the working range. It is also possible to bias a range control- 
ler so as to have minimum gain, or any other intermediate value when 
no waves are applied. An important secondary characteristic is the 
rate at which the device returns to the desired "bias" point. 

Any of the devices listed in the tables might be neutral or biased in 
either direction, thus increasing the number of possible arrangements. 

2. Behavior Outside of Range 
For inputs outside the working range of a range controller it is 

important to provide that the amplification of these waves does not 
cause them to be modified so as to be out of proportion to output 
signals in the main range. In some cases this is met by choosing a 
device which follows the same law all the way to zero current. In 
others, the device may act as a linear transducer, i.e.. with range 
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factor of one outside the working range. Various other combinations 
of control ratios can, of course, be employed. 

3. Pilot Channel 
In all complete compressors some form of pilot channel is necessary 

to control the re-expansion if this is required. If the gain changes 
are slow, the pilot channel may include an operator who changes the 
gain of the receiving device in a manner complementary to that of the 
sending device based on aural or visual signals. If the gain changes 
are too rapid for the operator to follow, the receiving gain may be 
changed automatically. 

The pilot channel itself may be a direct or alternating current of 
variable amplitude or frequency, or in case of carrier or radio, it may 
be the carrier frequency. In sound reproduction a pilot channel 
might be a pilot track on the record. 

Summary 

In an amplitude range control system, the following characteristics 
must be specified in addition to the usual repeater characteristics, to 
determine its design and performance: 

1. The steady-state control ratio, which determines how much control 
is obtained and whether restoration can be made automatically 
or not. 

2. The manner in which the output varies with time, following a given 
change in input. 

3. The range over which it is to function. 

In specific cases the following should also be considered: 

4. The action of the device for inputs outside the working range. 
5. If the device is a complete compressor, the type of pilot channel 

for restoring. 
6. The action of the device when signals are removed. 
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Devices for Controlling Amplitude Characteristics of 
Telephonic Signals* 

By A. C. NORWINE 

This paper describes a family of devices which automatically 
respond to signals and control the circuit amplification in such a 
way as to improve transmission. Their general characteristics are 
outlined, their differences explained, and some of their applications 
are listed. 

Introduction 

nf^HE transmission of speech energy over electrical circuits is 
attended by the interesting and sometimes difficult problem of 

preserving the original signal in spite of limitations in the transmission 
medium. These limitations include load carrying capacity, inter- 
ference with other service, noise, change in attenuation with time and 
many others. Because of special limitations it is sometimes desirable 
to alter the amplitude characteristics of the speech or other signal 
energy without, of course, materially lowering its intelligibility. In 
high quality systems the peak voltage from some speech sounds of a 
given talker may be over 30 db (some 30 times) higher than from his 
weakest sounds when there is very little inflection in the speech. 
Loudness changes for emphasis will increase this range of intensities. 
Ordinary message systems do not have to contend with quite so wide a 
range of instantaneous voltages from a single talker, but different 
talkers under extreme terminal conditions produce about a 45 db range 
of average voltage, which is additive to that for a single talker. Conse- 
quently, a voltage range of about 70 db (over 3000 to 1) must be 
considered for message circuits. 

In order to accommodate such ranges of intensity to certain trans- 
mission media such as radio links a new family of automatic devices has 
been developed. In general all of these contain amplifiers or attenu- 
ating networks whose loss or gain is changed according to some 
function of the applied input and which may have a variety of time 
sequences in their control circuits. It is hoped that by the classi- 
fication and description of some of these devices their distinguishing 
characteristics and fields of usefulness will be made somewhat clearer. 

* Presented at the Pacific Coast Convention of A. I. E. E. and I. R. E. in Port- 
land, Oregon, August 9-12, 1938. 
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We are to be concerned here principally with those elements allied to 
the telephonic art, although some applications are to be found in other 
fields. It is not intended to include those voice operated functions 
which are essentially switching operations although the distinction in 
some cases becomes exceedingly fine. 

Names of volume controlled devices * which have been used in 
published papers include vogad.t' 21 ^ 4 compandor,8i 6 and volume 
limiter.7 Without direct comparison it may not be obvious how these 
and similar devices differ. First the apparent similarity of several of 
these devices will be shown in simple diagrams. Next the more 
important characteristics of a number of devices will be presented in 
tabular form, followed by descriptions of the different types. These 
will then be discussed with particular emphasis on their distinctive 
qualities, with notes on their variants which have some apparent 
value. 

General Characteristics of Volume Controlled Devices 

In Figs. 1 to 10 are shown simplified diagrams of some of these 
devices. While detailed descriptions of them will be deferred till later 
it may be pointed out that all those shown contain vario-lossers, and all 
have paths from the main transmission path to control circuits which 
affect the vario-lossers. A vario-losser usually consists of a balanced 
pair of vacuum tubes whose gain is changed by varying the grid bias, or 
of a network of non-linear elements such as copper oxide or silicon 
carbide whose loss is changed by varying a current through them. In 
some special cases it may be a mechanically adjusted variable network. 
The word vario-losser is thus a generic term relating to a circuit whose 
loss or gain is controllable. A control circuit ordinarily consists of an 
amplifier and rectifier whose direct current or alternating current 
output bears a chosen relation to its input. Thus some control 
circuits are marginal: they produce no control voltage till the input 
exceeds some critical value, then produce large control voltages for 
small additional increments of input. These are used, for example, 
when it is desired to limit the output of a vario-losser to a definite 
amount. Another type of control circuit produces a current or voltage 
which is linear with input expressed in decibels. In combination with 
a vario-losser whose gain is a linear function of control current or 
voltage one can produce a device whose gain is a linear function in 
decibels of the input to the control circuit. 

* See the footnote on page 543. 
t " Folume Operated Gain Adjusting Device." 
X A combination of the names "Compressor" and "Expattdor." 
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It will be recognized that if the application or removal of the control 
energy is retarded, the action of the control circuit may be made quite 
different on transient inputs than on steady state inputs. It will 
appear later that this is the important distinction between some of the 
devices to be discussed and that fundamental differences in their 
functioning are thus brought about. 

Referring to the figures once more it will be noted that some control 
devices are connected to the transmission path at the input to the 
vario-losser. These are known as "forward acting" control circuits. 
Other controls, connected at the vario-losser outputs, are known as 
"backward acting" control circuits. This is simply convenient 
terminology to indicate whether the control energy is progressing in the 
same direction as the main transmission or is progressing in a backward 
direction after traversing the main path, usually through a vario- 
losser. Some backward acting controls function to measure the 
output of the devices containing them and to make whatever adjust- 
ments are required. Others are placed in that position to take 
advantage of the vario-lossers in the transmission paths, i.e., such 
controls could be replaced by combinations of forward acting controls 
and extra vario-lossers. 

In Table I, nine of the volume controlled devices * which have been 
developed for various commercial and experimental uses are listed with 
the functions of voltage, time, and frequency which are employed to 
obtain their respective performances. There is, of course, some 
latitude in the choice of these functions for any one device. Pending 
more complete description of the different types in the following 
paragraphs this table should be viewed as illustrating the general 
character of the different circuits and also the range of the variables 
which already have been employed. For example, it will be seen that 
instantaneous voltage of the signal wave, its short time average value, 
peak power, syllabic variations, and long time average power have all 
been used as criteria of gain settings in different circuits. Some 
devices change their adjustments only when critical values or ranges 
are exceeded, while others vary somewhat with every syllable if 
speech, for example, is being transmitted. Some are linear transducers 
to all but low or high amplitudes while others reduce or increase the 
output range from that at the input. It will be seen that proper 
choices of times for gain increase and gain decrease in combination 

* The names employed do not follow an entirely logical classification, but they 
are given here because they have had considerable usage. For the same reason the 
term volume controlled devices is used, although to be strictly correct it might better 
be sound energy controlled devices, for example, for not all the devices operate in 
accordance with volume as measured by the well-known class of visual reading meters 
called volume indicators. 
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with certain gain control criteria make possible a wide variety of signal 
altering means to meet different requirements. 

Description of Devices in Table I 

With this introduction to the combinations of characteristics which 
are possible it should be less difficult to distinguish between the specific 
devices discussed in the following paragraphs, which, in addition to 
describing the devices, contain some comments which should assist in 
visualizing their forms and their operation. 

1. The vogad (Fig. 1) is a device which will maintain at its output 
speech volume 1 which, over a certain range of input, is relatively 
independent of the speech volume applied to its input and which, in 
the ideal case, will not change its gain during periods of no speech input. 
It makes little or no alteration in the ratios of maximum and minimum 
instantaneous to average voltages of the speech. 

2. The volume limiter (Fig. 3) is a device which is a linear transducer 
for all speech volumes up to a critical value, beyond which all input 
volumes produce essentially the same output volume. It is essentially 
different from the vogad in that its gain approaches the maximum 
value when input is removed. 

3. The compandor (Figs. 4 and 5) is composed of a compressor and an 
expandor. A compressor is a device whose input-output characteristic 
on a decibel scale has a slope less than unity * and whose gain or loss is 
variable under control of the input energy at a time rate which will 
permit it to follow the syllabic rate of change of speech energy. Simi- 
larly, an expandor is a device whose input-output curve has a slope 
greater than unity and whose gain is variable at a syllabic rate under 
control of the input energy. Thus very shortly after all input is 
removed the gain of a compressor is maximum and the loss of an 
expandor is maximum. The reciprocal of the compressor characteristic 
slope is spoken of as the compression ratio, and the slope of the ex- 
pandor characteristic is spoken of as the expansion ratio. 

4. The radio noise reducer 8' 9 (Fig. 6) combines the functions of an 
expandor which operates in the range of amplitudes where noise and 
weaker speech sounds lie and a linear transducer which comes into play 
for all amplitudes exceeding a critical value, which can be set to best 
suit the atmospheric noise conditions. In other words, the radio noise 
reducer is a limited range expandor. Inputs which are below the 
expandor range are subject to transmission at the minimum gain. 

5. The limited range compressor (Fig. 7) is a device whose operating 

* That is, if the input increases by x dh the output increases by less than x db. 
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range includes a region within which compression at a syllabic rate can 
take place; at other inputs the device is a linear transducer. Its 
connecting diagram and time functions are the same as those shown in 
Fig. 5 except that the control circuit contains a limiting device, so that 
compression takes place in only a portion of its input range, analogous 
to the action of the limited range expander of Fig. 6. As a special case 
the limited range compressor may have no linear range above its 
compression range, thus becoming one type of peak limiter. 

6. The peak limiter (Fig. 8) is a device whose gain will be quickly 
reduced and slowly restored when the instantaneous peak power of the 
input exceeds a predetermined value. The amount of gain reduction is 
a function of the peak amplitude, and in practice is usually intended to 
be small to prevent material reduction of the range of intensity of the 
signal. 

7. The peak chopper (Fig. 9) is a device which prevents transmission 
of peak amplitudes exceeding a critical amount, an essential charac- 
teristic being that the loss it inserts is completely determined by the 
instantaneous voltage of the signal. That is, its operating and 
releasing times are substantially equal to zero. 

8. The crosstalk suppressor (Fig. 10) is a device which normally 
presents a prescribed loss to transmission, which loss is removed 
rapidly when the input amplitude exceeds a certain threshold and is 
reinserted at a definite time after the input is removed. It reduces low 
amplitude unwanted currents such as crosstalk but does not affect 
amplitudes in the useful signal voltage range. This device differs from 
the limited range expandor in that the time during which the low loss 
condition is maintained is considerably greater, so the transition from 
one gain to the other occurs less frequently. 

9. A rooter is an instantaneous compressor. Such a circuit can be 
made to produce an output whose instantaneous voltage is, for example, 
the square root or some similar function of the instantaneous voltage 
applied to the input. An inverse rooter is an instantaneous expandor 
whose characteristic is complementary to that of the rooter. A 
combination of rooter and inverse rooter will reduce the load require- 
ments on a transmission system between the two units but requires 
that it transmit a wider band of frequencies than that for the original 
signal, and that it be essentially free from phase distortion. This does 
not seem to be an attractive arrangement from a commercial viewpoint 
and is included here simply as an illustration of one of the possible 
modifications of signal energy. It is not shown in the group of 
diagrams. 
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Variants to the Devices Described 

In addition to these there are various devices which are essentially 
modifications of those described. For example, a half-vogad, Fig. 2, 
may have the same time functions as a vogad, Fig. 1, but the gain 
changes in the transmission circuit are half as great for the same range 
of input volumes. Thus in a vogad the range of gain changes in the 
transmission circuit is equal to the range of input volumes, so that the 
output volume is the same for all input volumes. In the case of the 
half vogad the range of gain changes in the transmission path is one- 
half the range of input volumes, so the output volume range is one-half 
that of the input. It is also possible to construct a vogad whose output 
volume range is any desired fraction of the input range. As another 
example of modification of the devices described, for special appli- 
cations it may be desirable to incorporate a certain amount of syllabic 
compression in a vogad. 

Communication circuits which have separate paths for oppositely 
directed transmission between the two terminals are usually operated 
at such an overall loss that with ordinary terminations there will be 
little tendency for circulating currents to build up to a "singing" 
condition. Sometimes there may not be a great deal of margin, 
however, so that volume controlled devices added to such circuits must 
add loss at some point to counterbalance whatever gain is put in at 
some other point. Thus a vogad inserted at the transmitting side of 
one terminal of such a circuit to amplify speech energy from weak 
talkers must be supplemented by a "reverse vogad" in the receiving 
side of the circuit. The reverse vogad is simply another vario-losser 
which is operated upon by the vogad control circuit in such a way that 
it always has a loss numerically equal to the gain of the vogad. Any 
vogad gain will be compensated by the reverse vogad loss, so no 
greater tendency to sing will be effected by the addition of the combi- 
nation to the circuit. In like manner half vogads must be used with 
compensating reverse half vogads. 

Combinations of some of the devices also have interesting charac- 
teristics. For example, a combined radio noise reducer and peak 
limiter at the receiving end of a circuit would suppress noise and would 
also reduce the amplitude of excessively high amplitude signals. 
Likewise, a vogad, compressor, and peak chopper in tandem in the 
order named could be made to reduce the range of input signals by a 
very large amount for transmission over a medium having only a small 
range between noise and maximum permissible signal. In this case it 
would be practically impossible to recover the original signal range at 



AMPLITUDE CHARACTERISTICS OF TELEPHONIC SIGNALS 549 

the receiving terminal of the medium, but the intelligibility of speech 
over such a system has been shown in the laboratory to be good. 

Special compandors for high quality service may require compression 
and expansion which vary with frequency. The exact characteristics 
will depend upon band width, program material and transmission 
medium. For transmission media in which the noise reproduced at the 
receiving end is principally at the higher frequencies an unusual effect 
is obtained if the usual variety of compandor is used. Low frequencies 
unaccompanied by high frequencies will cause a gain change in com- 
pressor and expander, thus changing the background of high-frequency 
noise which is not masked by the low-frequency signal energy. The 
resulting swishing noise has been given the onomatopoeic name of 
"hush-hush effect." To avoid this, recourse may be had to split band 
compandors in which the compression and expansion is done only at 
high frequencies or separately for low and high frequencies. The 
successful application of the latter method is, however, more difficult 
than it appears from its simple description. 

Distinguishing Characteristics 

It is important to distinguish between the half vogad, Fig. 2, and 
the compressor, Fig. 4. As shown in Table I the latter operates on 
syllabic variations and the former on the average volume of the input. 
Thus the half vogad reduces the range of output volumes to one-half 
that at the input while the compressor reduces the range of syllabic 
power at its output to one-half that at the input. In other words, the 
compressor reduces the ratio of peak to average power on constant 
volume speech, while the half-vogad simply adjusts for that volume and 
does not alter the peak ratio. There is, of course, the additional 
important difference that the half-vogad retains its gain setting during 
silent periods while the compressor, by virtue of having followed the 
syllabic power, has its maximum gain during silent periods. 

Volume limiters, Fig. 3, may be mistaken for vogads, Fig. 1, because 
during speech input above a certain value the two may produce the 
same output volume. They both employ something like a measure- 
ment of average power over periods longer than a syllable to determine 
their gain settings. The important difference is that a vogad retains 
its gain setting when speech currents are not present, while a volume 
limiter approaches its maximum gain during such periods. In terms of 
the output resulting from a range of input volumes there is another 
important difference if the volume limiter operates over only part of the 
input range: the vogad reduces the width of the distribution curve of 
volumes to a very small value, while the volume limiter moves all the 
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area under the distribution curve above a certain point to the region 
near that point, which is its limiting volume. This is illustrated in 
Fig. 11, in which the calculated modifications of a volume distribution 
by a vogad and by a volume limiter are shown. In the cases "without 
volume control" and "with a vogad " the distributions are normal, and 
the standard deviation, a, has its usual statistical significance. With a 
volume limiter, only volumes above the limiting volume are affected, 

z UJ q: E D O o o 

>- o z UJ -D a UJ (X u. 
Ui > 
< -I UJ cc 

-15 -10 -5 0 5 10 15 
VOLUME IN DECIBELS FROM MEAN VOLUME 

Fig. 11—Modification of volume distribution by use of a vogad or a volume limiter. 

and these higher volumes are redistributed according to a normal law 
whose standard deviation is 1 decibel, as stated in the figure. 

It is also important to distinguish between a peak limiter and a peak 
chopper, Figs. 8 and 9. Naturally they resemble one another since 
they are intended to permit transmission of signals at higher average 
amplitudes without excessive loading of transmission circuits. How- 
ever, they are intended for different classes of service and hence are not 
interchangeable except in some borderline cases. For the highest 
grade of transmission harmonic production must be negligible and the 
reduction in amplitude range of signals small and infrequent. Gain 
changes must be smooth, though rapid enough to compensate for 
practically any input wave to be expected. These characteristics are 
found in the peak limiter now being furnished for use on program 
networks and radio transmitters.10, 11 For services in which it is 
desirable to maintain the signal energy at a high value to over-ride 
noise and in which harmonic distortion must be kept low a peak 
limiter with somewhat smaller time constants may be used. A high 
ratio limited range compressor might be suitable in this instance. 
This device would lower its gain a little more quickly on excessive 
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inputs, and it would also reinsert its gain much more quickly; it would 
affect the naturalness of the sound of the signal more than the slower 
peak Hmiter but it would also cause the signal to over-ride noise some- 
what better. In a third variety of service the harmonic distortion 
introduced by a Hmiter is a secondary matter, the prime consideration 
being that the peak amplitude of the signal shall not exceed a specified 
value. This may be because higher amplitude signals would produce a 
tremendous increase in distortion or crosstalk into other channels or 
would damage expensive equipment farther along in the circuit. For 
these cases we may use the fastest possible type of Hmiter, the peak 
chopper, which simply cuts off any peak exceeding a certain value. 

The crosstalk suppressor, Fig. 10, is a splendid example of the fine 
distinction between volume controlled and voice operated switching 
devices. This device has been described, but in the present state of 
the art its time functions have not been definitely fixed. If the 
characteristic of loss versus input is made steep enough and the speed 
of operation fast enough it will sound like a switching circuit and may in 
fact be replaced by a relay-switched attenuating network. If made 
somewhat slower and given a smaller slope of loss versus input it 
approaches the limited range expandor or noise reducer. 

Applications and Expected Advantages 

It may be of interest to give some approximate figures on the 
magnitudes of the advantages to be obtained by the use of some of 
these devices. It will be understood that the values to be given are 
simply illustrative, some having been obtained from field service on 
particular models and some from tests on laboratory equipment under 
special conditions. 

Vogads appear to be most useful in such circuits as transoceanic 
radio connections, where it is important to properly operate the 
terminal switching equipment and to transmit over the radio circuit 
speech energy from loud and weak talkers equally well. It is essential 
in such cases that noise should not be increased in amplitude during 
speech pauses, hence the gain retaining feature of the vogad. On such 
a circuit a vogad will reduce a 45 db volume range to about 2 to 4 db. 
This is equivalent to expert manual volume control. 

Volume limiters are in use at the present time to prevent peaks of 
speech energy in carrier circuits from "splashing" into telegraph 
channels.7 Some 5 to 10 db limiting is allowed on loudest talkers, 
which causes little degradation of the speech channels but makes 
possible the use of telegraph on the same carrier system. There is no 
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wide-spread use of volume limiters in point-to-point radio service so 
far, but in cases in which there is no disadvantage in raising noise in 
silent periods in speech, such as in push-to-talk installations, proper 
transmitter loading can be obtained with volume limiters fairly 
cheaply. 

One commercial model peak limiter, used as part of a program 
amplifier 10, 11 is capable of introducing a considerable amount of 
compression without overloading on peaks, but for the preservation of 
adequate program volume range it is being recommended that only 
3 db peak limiting be allowed. This, of course, reduces the range of 
intensity of the program, but from the standpoint of the listeners it is 
equivalent to doubling the transmitted power or obtaining the same 
signal-to-noise ratio with half the transmitted power. 

Limited range compressors might be used either on land lines to 
insure full loading or on radio links whose fading is too severe to permit 
the use of normal compandors. There is no commercial application of 
either sort at the present time. Peak choppers are, however, used on 
some high power radio transmitters which might otherwise be tempo- 
rarily disabled by high peaks in the signal being transmitted. 

The chief usefulness of compandors is on radio links in which the 
transmission of a compressed signal with subsequent expansion permits 
operation through higher noise or with lower transmitter power. On a 
long-wave transatlantic radio telephone circuit a compandor with 
40 db range has been shown to allow an increase in noise of some 5 db 
before reaching the commercial limit.5 With smaller amounts of noise 
the noise advantage of the compandor approaches half its range in 
decibels. This benefit is sometimes applied to a reduction of trans- 
mitter power. 

Radio noise reducers have been used to advantage in connection 
with short-wave ship-to-shore and transoceanic radio telephone 
service. In the former, routine transmission rating is given on a 
judgment basis using a merit scale from 1 to 5, 5 being practically 
perfect transmission and 1 so poor that intelligibility is very close to 
zero. It will then be seen that the observed improvement of to 1 
point in transmission rating due to the noise reducer is of considerable 
importance. Perhaps more graphic figures are those for transoceanic 
service, where the reduction of noise in the receiving path not only 
reduces the noise heard by the listener but also improves the voice 
operated switching with the indirect result that at times receiving 
volume increases of 5 to 15 db are realized.9 

As has been noted, the radio noise reducer is a special use of an 
expander alone. There are also two interesting applications for a 
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compressor alone. The first, which uses a fairly high ratio of com- 
pression, has been mentioned as one type of peak limiting device. The 
second, using a moderate ratio of compression, is in connection with 
announcing systems for use in very noisy locations. Its effect is to 
amplify weak sounds more than strong sounds, which considerably 
improves the intelligibility through high noise. For quiet locations it 
is of less value, since the speech sounds lose some of their naturalness in 
this process. 

Conclusion 

In the course of developing various types of the volume controlled 
devices which have been described means have been worked out for 
providing almost any combination of time constants, range of control, 
and other characteristics which may be required. Some devices for 
which there were specific commercial applications or useful functional 
characteristics for experimental work have been constructed, with 
resulting advantages which have been briefly mentioned. There 
remain many possible ways to alter the characteristics of signal energy 
such as speech to which these methods are applicable and which await 
the special needs of new transmission problems. 
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The Exponential Transmission Line * 

By CHAS. R. BURROWS 

The theory of the exponential transmission line is developed. 
It is found to be a high pass, impedance transforming filter. The 
cutoff frequency depends upon the rate of taper. 

The deviation of the exponential line from an ideal impedance 
transformer may be decreased by an order of magnitude by shunt- 
ing the low impedance end with an inductance and inserting a 
capacitance in series with the high impedance end. The magni- 
tudes of these reactances are equal to the impedance level at their 
respective ends of the line at the cutoff frequency. 

For a two-to-one impedance transformer the line is 0.0551 wave- 
lengths long at the cutoff frequency. For a four-to-one impedance 
transformer the line is 0.1102 wave-lengths long at the cutoff 
frequency, etc. 

The results have been verified experimentally. Practical lines 
50 meters and 15 meters long have been constructed which trans- 
form from 600 to 300 ohms over the frequency range from 4 to 30 
mc. with deviations from the ideal that are small compared with 
the deviations from the ideal of commercial transmission lines, 
either two-wire or concentric. 

When an exponential line is used as a dissipative load of known 
impedance instead of a uniform line it is possible to approach more 
nearly the ideal of constant heat dissipation per unit length. 
This makes it possible to use a shorter line. 

THE exponential line may be defined as an ordinary transmission 
line in which the spacing between the conductors (or conductor 

size) is not constant but varies in such a way that the distributed 
inductance and capacitance vary exponentially with the distance along 
the line. That is, the impedance ratio for two points a fixed distance 
apart is independent of the position of these two points along the line. 
A disturbance is propagated down an exponential transmission line in 
the same manner as it would be down a uniform line with the addi- 
tional effect that the voltage is increased by the square root of the 
change in impedance level and the current is decreased by the reciprocal 
of this quantity. 

The exponential line has the properties of a high pass impedance 
transforming filter. The cutoff frequency depends upon the rate of 

* Presented before joint meeting of U. R. S. I., and I. R. E., Washington, D. C., 
April 1938. Published in Communications, October 1938. 
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taper. As the frequency is increased the transfer constant * ap- 
proaches the propagation constant of the equivalent uniform line. At 
sufficiently low frequencies the only effect of the line is to connect the 
input to the load. 

Above cutoff the magnitudes of the characteristic impedances at any 
point are approximately equal to the nominal characteristic imped- 
ance * at that point but their phase angles (in radians) differ by an 
amount which at the higher frequencies is equal to the cutoff frequency 
divided by the frequency in question. The ratio of input impedance 
to the input impedance level * of an exponential line terminated in a 
resistance equal to the impedance level at the output always remains 
within the range from 1 - /i//to 1/(1 — /i//) for frequencies,/, greater 
than the cutoff frequency, /i. For a 2 : 1 transformation this means 
that the input impedance remains within i 6 per cent of the desired 
value for all frequencies above that for which the line is a wave-length 
long. For a 4 : 1 transformation under the same conditions the 
irregularities are twice as great. 

A transforming network having deviations from the ideal of the 
order of ± (/i//)2 may be made by connecting an inductance in parallel 
with the low impedance terminal and a capacitance in series with the 
high impedance terminal. The magnitudes of these reactances are such 
that their impedances are equal to the impedance levels of the line at 
their respective ends at the cutoff frequency. Or expressed in another 
way the capacitance is equal to 2/(^ — 1) times the electrostatic 
capacitance of the line and the inductance is the same factor times the 
total loop inductance of the line where k is the impedance transforma- 
tion ratio of the line. 

Figure 1 shows the theoretical input impedance-frequency charac- 
teristics for 2 to 1 step-up and step-down exponential lines. Curve 1 
is for the line with a resistance termination. At low frequencies the 
input impedance is equal to the load impedance while at high fre- 
quencies the line approaches, an ideal transformer. Curve 2 is the 
input impedance of the line terminated with the appropriate resistance- 
reactance combination. The improvement in the input impedance 
characteristic for frequencies above the cutoff frequency is evident. 
At the lower frequencies the input impedance does not approach the 
terminal reactance but approaches the reactance of the capacitance of 
the line in parallel with the series terminal capacitance for the step-up 
line and the reactance of the inductance of the line in series with the 
shunt terminal inductance for the step-down line. The improvement 
is not as great as apparent from the figures because the phase angle is 

* See appendix for definition of terms. 



EXPONENTIAL TRANSMISSION LINE 557 

not improved proportionally. This is easily remedied by completing 
the impedance transforming network with the appropriate reactance 
at the input. The resulting input impedance is shown in curve 3. In 
the "pass" frequency range the maximum reactive component is of 

RELATIVE FREQUENCY f'/f^ 
1.0 2.0 SX) 10 0,2 

3 CUT OFF FREQUENCY 
r. = 0.0551 fr, 

\ Kline is i/a a long '-LINE IS ONE 
WAVELENGTH 
LONG AT THIS 
FREQUENCY 

AT THIS FREQUENCY 

TERMINAL IMPEDANCE CASE 2 h. CASE 3 
2.0 0.5 C ^TERMINAL IMPEDANCE CASE 1 

-O 

\ 
o.s 2.0 

3.0 

0.2 5.0 

001 0.1 o.s 
RELATIVE FREQUENCY ^/f0 

F'g- I—Input impedance characteristics of 1 : 2 exponential lines. Left ordinate 
scale refers to step-up line. Right ordinate scale refers to step-down line. 
Curve I—Resistance termination. 
Curve 2—With capacity equal to twice the electrostatic capacity of the line in series 

with the same resistance, Z* = Zj(l — jfilf), for step-up line, or with an in- 
ductance equal to twice the total inductance of the line in shunt with the 
same resistance, Z, = Zi/(1 - for step-down line. 

Curve 3—Termination as for curve 2 with inductance equal to twice the total induc- 
tance of the line in parallel with input to the line, Z.i = Z,/(l - jfi/f), for 
step-up line, or termination as for curve 2 with capacity equal to twice the 
static capacity of line in series with input to the line, Z,j = Zj(l — jfjf). 

Curve 4—Asymptotic value of impedance of capacity of line in parallel with termina- 
tion for case 2 for step-up line, or asymptotic value of impedance of inductance 
in series with termination for case 2 for step-down line. 

C urve 5—Impedance of shunt inductance added at input for case 3 for step-up line, 
or impedance of capacity added in series at input for case 3 for step-down line. 

the same order of magnitude as the deviation of the impedance from 
the ideal. 

Besides its application as an impedance transforming network, the 
exponential line may be used as a "resistance" load of constant known 
impedance that has a high capability for dissipating power. As such 
it is capable of dissipating more power in the same length of line than 
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the uniform line. If x is the maximum attenuation in nepers that can 
be obtained with a uniform line without overheating, the same length 
of exponential line will have an attenuation of (e21 — l)/2 nepers. 

Exponential lines of the proper length have properties similar to 
half-wave and quarter-wave uniform lines. The input impedance of 
an exponential line an even number of quarter wave-lengths long is 
equal to the load impedance times the impedance transformation ratio 
of the line. When the length of the line differs from an odd multiple 
of a quarter wave-length by an amount that depends upon the fre- 
quency and load impedance, the input impedance is equal to the product 
of the terminal impedance levels divided by the load impedance. 

Mathematical Formulation 

The telegraph equations for the exponential line may be solved by 
the methods employed in the problem of a uniform line. The resulting 
equations for the voltage and current at any point along the line are 

vx = + Be^T+$x = Ae ^ ^X[l+je2rij (1) 

and 

«r+l 
1  |e2r' 

I 

(2) 

r-55 r+5- 
■ _AV 2 -(r+f)31 _ B +2g + (r-|> 

~ Zo 7 Zo 7 

r_3 
 2 -(r+|)x 

where 

5 = log.Z/Z. = log.yo/y = i5 the rate of taper, 
x a: 

Zz = Vi/y = Zoe51 is the surge or nominal characteristic impedance of 
the exponential line at the point ^ which is equal to the 
characteristic impedance of the uniform line that has the 
same distributed constants as this line has at the point x, 

-y = ^jzy = Vzoyo is the propagation constant of any uniform line that 
has the same distributed constants as this line at any 
point. It is independent of the point along the line to 
which it is referred, and 

p = ^2 = a + j/S is the transfer constant of the exponential 

line. 
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+ 7 and + V refer to the values of the indicated roots that are in the 
first quadrant. 

If these equations are compared with those for a uniform trans- 
mission line it is found that the propagation constant is T — 5/2 for 
voltage waves traveling in the positive x direction and T + 5/2 for 
voltage waves traveling in the negative x direction. For current 
waves the corresponding propagation constants are T + 5/2 and V — 5/2. 
In the terminology of wave filters, T is the transfer constant and 5 is 
the impedance transformation constant. 5/2 is the voltage transformation 
constant and — 5/2 is the current transformation constant. The real 
and imaginary parts of T, a and /3 are the attenuation and phase 
constants respectively. 

An important parameter is 

. 5 

which for a non-dissipative line is the ratio of the cutoff frequency to 
the frequency, as can be seen if we write the transfer constant as 

T = 7 Vl - v2, 

where the indicated root is in the fourth quadrant. For a non- 
dissipative line v is real and the transfer constant is real or imaginary 
depending on whether v2 is greater than or less than unity. Hence the 
exponential line is a high pass filter whose cutoff frequency, /i, is that 
frequency for which v = ± 1. The transfer constant is then less than 
that for a uniform line by the factor Vl — i'2 so that both phase velocity 
and wave-length are larger for the exponential line than for the uniform 
line by the reciprocal of this factor. 

If we terminate this line aX x = I with an impedance Zi = vfii, the 
ratio of the reflected to direct voltage wave is found to be 

B _ 1 - (£,/Z,)(Vr^? + » 
A i + (2,/z,)(Vr^V-» 

where the coefficient of the exponential is the voltage reflection coefficient. 
There will be no reflection if 

Z, = Z,/(Vr^ +» = Zffi, (4) 

which becomes " above the cutoff frequency for non- 
dissipative lines. This is the magnitude of the forward-looking 
characteristic impedance at x = I as can be seen by dividing the first 
term of (1) by the first term of (2). Curve 1 of Fig. 2 gives the charac- 

♦ 
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teristic impedance of a non-dissipative exponential line looking toward 
the high impedance end as a function of frequency. At infinite fre- 
quency the characteristic impedance is a resistance equal to the 
nominal characteristic impedance but as the frequency is decreased the 
phase angle of the characteristic impedance changes so that its locus 

+j 

0.9 

2.0 0.6 
0.7 
0.5 

0.2 

4.0 

•HD 

0.9 ■ 

Rl/Zl 

-JXl/Zl 

Fig. 2—Impedance diagram comparing the forward looking characteristic imped- 
ance with various terminal impedances. The numbers give the frequency relative 
to cutoff. The arrows are the vectors Zi — Zj+ which are a measure of the magnitude 
of the reflection. 
A. Step-up line. 
Curve 1—Forward looking characteristic impedance, 

Zi+ = f>fu 
zc = ZtC- + Vl - f/fm fi > /: 

Curve 2—Resistance termination, Zi = Zr, 
Curve 3—Capacity resistance termination, Z| = Zi(l — .7/1//); 
Curve 4—Capacity, resistance and inductance termination adjusted for no reflection 

at twice the cutoff frequency and at infinite frequency; 
B. Step-down line. 
Curve 5—Forward-looking characteristic impedance, 

Zi+ = Zie+i />/,, 
2,+ = zti+jima - vi - /v/.2)], /. > /; 

Curve 6—Resistance termination Zi = Zr, 
Curve 7—Inductance resistance termination Zj = Z(/(l — j/i//); 
Curve g—Inductance, resistance and capacity termination adjusted for no reflection 

at twice the cutoff frequency and at infinite frequency. 
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is the circular arc. At and below cutoff it is a pure reactance. If the 
load is a resistance equal to the nominal characteristic impedance at 
the terminal as indicated at 2 of Fig. 2, there will be no reflection at 
infinite frequency, but as the frequency is lowered there will be an in- 
creasing impedance mismatch with its accompanying reflected wave. 

This reflection may be materially reduced by inserting a condenser 
in series with the resistance load as shown by curve 3. Further im- 
provement results from more complicated networks. Curve 4 shows 
the effect of adding an inductance in shunt with the resistance load of 
the resistance-capacitance combination. The arrows indicate the 
resulting impedance mismatch which is a measure of the reflected wave. 

The characteristic impedance looking toward the low impedance end 
is the inverse of that looking in the other direction as shown by 
curve 5. Shunting the resistance load with an inductance gives the 
impedance curve 7. Adding a capacitance element gives curve 8. 

Division of (1) by (2) and substitution of the result of (3) gives the 
following ratio for the impedance looking into the line at the point x 
to the impedance level at that point, 

where K = ZijZi is the ratio of the load impedance to the impedance 
level at the terminal. Here as before the indicated root is in the 
fourth quadrant. 

Three parameters are required to specify the characteristics of an 
exponential line of negligible loss: (1) the cutoff frequency, /i, (2) the 
length of the line which is perhaps best specified as the frequency, 
/o = velocity of light/length of line, for which the line is one wave- 
length long, and (3) the impedance level at some point along the line. 
We will designate the impedance levels at the low and high impedance 
ends of the line by Z\ and Z2 respectively, and their ratio Z2/Z1 by k. 

When the line is terminated in a resistance equal to the impedance 
level at the output (5) reduces to 

Zx _ X(Vl - ^ » + 1 + [iC(Vi - y
2 +» - 

x + > + -iK - vr^v2+ 

Network; Characteristics 

~ = £coB2fe2,r 1 -f .7 tan f k~cos 2f 

1 - j tan f ** ' (6) 

1 + tan ^■7(2t+i~'') ^ 

1 + tan 
(7) 
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for frequencies below and above cutoff respectively. Here r? = — j2Tl 
is twice the electrical length of the line in radians, sin = l/y, 
sin 2^ = v and cos 2^ is ratio of the electrical length of the line to that 
of a uniform line of the same physical length. For the step-down line 
the corresponding ratios are the reciprocal of the above expressions. 
These ratios are plotted in Fig. 1. 

When / -» 0, = £Zi = Z2 = £2 and the only effect of the line is 
to connect the load to the input. Above cutoff the magnitude of the 
input impedance oscillates about the nominal characteristic impedance 
and the phase angle oscillates about the value — 2^(« —/1// for 
/» /1) which goes from — 7r/2 to 0 as the frequency increases indefi- 

1000 
800 
600 

400 

200 -CRITICAL 
FREQUENCY 

0.5 1-0 
FREQUENCY IN MEGACYCLES 

Fig. 3—Input impedance characteristics. 
Curve 1—150 : 600 ohm line, 100 meters long. 
Curve 2—300 : 600 ohm line, 200 meters long. 

Both lines have the same rate of taper. 

nitely from cutoff. The variation of the input impedance with fre- 
quency is shown for two lines of different length but the same rate of 
taper in Fig. 3. The magnitude of the oscillations depends only on 
the rate of taper and decreases with increase in frequency. The 
impedance varies between (1 + /1//) and 1/(1 + /i//)- The positions 
of the maxima and minima, however, are determined by the length of 
the line. They occur respectively at those frequencies for which the 
line is approximately 1/8 of a wave-length more than an even or an odd 
number of quarter wave-lengths long. The phase angle is usually 
negative but has a small positive value when the line is approximately 
a half wave-length long. 

The locations of these maxima and minima are the same as would 
result from terminating a uniform line in an impedance whose magni- 
tude is the same as the characteristic impedance but has a small 
reactive component. This suggests adding a compensating reactance 
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to the resistance load. From (3) the best single reactive element is 
found to be a condenser whose impedance is equal to the impedance 
level at the cutoff frequency. This gives a value oi K = \ — jv which 
when substituted in (5) shows that the input impedance is to a first 
approximation a constant times the terminal impedance. To correct 
for the reactive component of the input impedance an inductance 
having an impedance which is equal to the input impedance level 
at cutoff is shunted across the input. The resulting impedance trans- 
forming network consists of an exponential line with a series capaci- 
tance at the high impedance end and a shunt inductance at the low 
impedance end. When terminated in a resistance load at either end 
equal to the impedance level at that end the input impedance, to a 
first approximation, is a resistance equal to the impedance level at the 
input end. In fact the deviations of the input impedance from the 
ideal for transmission in one direction are just the reciprocal of those 
for transmission in the other direction. 

The magnitudes of the series capacitance and shunt inductance that 
give the improved network may be expressed in terms of the electro- 
static capacitance and loop inductance of the line. Simple calculation 
shows that the required series capacitance is equal to 2/(^ — 1) times 
the electrostatic capacitance of the line and the required shunt in- 
ductance is equal to the same factor times the total inductance of 
the line. 

There is an interesting relationship between these terminations and 
a simple high-pass filter. The LC product of the shunt and series arms 
of the filter resonates at /i. If an ideal transformer with transforma- 
tion ratio k is inserted between the shunt inductance and the series 
capacitance, the capacitance becomes Cfk and the new LC resonates 
at /iV£. This is the same frequency at which the series capacitance 
and shunt inductance that are added to the terminations of the ex- 
ponential line resonate. Furthermore the reactance of the shunt 
inductance is equal to the impedance level at the cutoff frequency and 
the reactance of the series capacitance is equal to the impedance level 
at the cutoff frequency exactly as in the case of the high-pass filter. 

By using the exponential line it is possible to construct a network 
with properties that no network with lumped circuit elements possesses, 
namely, a high-pass impedance transforming filter. 

Critical Lengths 

Besides the characteristics of the exponential line that are sub- 
stantially independent of the length of the line, it has properties that 
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depend on the length of the line that are analogous to those of a uniform 
line a half wave-length or quarter wave-length long. For non- 
dissipative lines above the cutoff frequency (5) becomes 

K cos ( ^ - \ + j sin | 
^   Z,. (8) 

cos + 2£j +jK sin ^ 

When the line is an integral number of half wave-lengths long (27? = tt) 
this reduces to 

= KZt = kZ 2, (9) 

which says that the input impedance is equal to the impedance trans- 
formation ratio times the load impedance. The length of exponential 
line that corresponds to a quarter-wave uniform line differs from an odd 
multiple of a quarter wave-length by an amount such that 

tan ( v-(2n + IV J = tan 2(: (10) 

for which (8) becomes 

(U) 
Z2 

Similar expressions exist for the step-down line, but 1/K must be 
substituted for K in (10) for the length corresponding to the quarter- 
wave uniform line. 

With Dissipation 

An exponential line is an improvement over the uniform "iron wire" 
line as a resistance load that will dissipate a large amount of power. 

Provided the attenuation is not too large the current and voltage 
distribution will be the same as for a non-dissipative line except for 
the additional power loss so that we may use the equations for an 
exponential line even though the distributed series resistance and 
shunt leakage do not vary exponentially with distance. 

Suppose that the conductor size and resistance that will just dissi- 
pate the desired input power result in an attenuation constant ao for 
a uniform transmission line. To a first approximation the conductors 
can carry the same current irrespective of the impedance level. The 
current wave will be given by the first term of equation (2) which 
becomes 

i = ioe~(t,2)x~atx, 
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except for a phase factor. In order that the current will not increase, 
S = — 2a. The actual attenuation "constant," 

~ + f5) (1 ^7) ~ ^ (1 + ^ 7)' (13) 

will increase with distance down the line so that the current will 
decrease but not as rapidly as with a uniform line. The total attenua- 
tion in nepers is approximately 

w)r. 1 ) I oc^'dx = ( 1 +± )( ) . (14) 
1 Z2 \ / e1""1 - 1 
2/. 

At the point where the attenuation of the uniform line is 6 db the 
tapered line has an additional attenuation of 7 db above the uniform 
line or a total attenuation of more than twice. The current has been 
reduced to less than half. Here an improvement may be made by 
increasing the dissipation by either changing the wire size or resistivity 
of the conductor. A greater improvement would result from changing 
the resistivity because then the capacity for heat dissipation would be 
the same. Suppose, however, that one conductor material is to be 
used throughout and the dissipation capacity is proportional to the 
wire surface; then at this point the wire size could be reduced to 1/2, 
doubling the attenuation factor. It is already 4 times that for the 
uniform line, so this increases it to 8 times. The resulting total attenua- 
tion is 30 db in a length that would have less than 7 db if the line were 
uniform. If this attenuation were required the length of line could be 
reduced by a factor of about 4.4. Of course the spacing is very close 
at the end of this line, but the line could be shorted at the end. This 
would approximately double the current at the end, but here again the 
current carrying capacity of the line is more than double the current 
traveling down the line. With the line shorted the reflected current 
would be 60 db down, which would not affect the input impedance 
appreciably. For the first 13 db of attenuation the impedance of the 
line would be relatively free from changes due to changes in spacing 
resulting from wind, etc. When the spacing is small enough to be 
affected by wind, vibration, etc., the attenuation will be great enough 
to suppress these small irregularities. 

Experiment 

In order to verify the foregoing theoretical development, measure- 
ments have been made on several experimental lines. Figure 4 shows 
the results of measurements on two such lines. These lines were 
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constructed of No. 12 tinned copper. At the low impedance end the 
strain was taken by a victron insulator which also served as a line 
spreader and terminal mounting. At the high impedance end the 
strain was taken by 1/4" manila rope without other insulation. The 
line spacing was adjusted by "lock stitch" tension insulators spaced 
1 meter and 1/2 meter apart on the low and high impedance end re- 
spectively of the 9-meter line. The 3-meter line was supported at the 
1/4, 1/2, 2/3, 3/4 and 7/8th points. 

The impedance was measured by the substitution method. To 
facilitate the substitution of the reactive component of the line it was 
bridged by an antiresonant circuit. Pencil leads calibrated on direct 
current were used as the resistance standards. Type BW IRC 1/2 
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Fig. 4—Input impedance characteristic. Comparison of theoretical curve with 
experimental points for 600 : 300 ohm lines. 

Solid circles—9-meter line. 
Open circles—3-meter line. 

watt resistances were used for terminations. The solid circles of Fig. 4 
represent measurements on the 9-meter line. The agreement with 
theory is as good as is usually found for actual uniform lines. In 
order to check the theory further toward the lower frequency end 
beyond the range of the measuring equipment—measurements were 
made on a 3-meter line. These measurements are shown by the open 
circles. The agreement with theory is not so good, but here the lengths 
of the connecting leads are an appreciable fraction of the length of 
the line. 

Preliminary tests on a full size model of exponential line impedance 
transformer showed deviations from the theoretical that might be at- 
tributed to improper termination, irregularities along the line, irregu- 
larities introduced at the change in conductor size or capacitance of the 
spacing insulators. Since it was impossible to determine which of 
these was the predominant cause of the deviations from the ideal, it 
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was decided to introduce each of these factors one at a time. This test 
was made on a 600 : 300 ohm line constructed of No. 6 copper wire with 
lockstitch insulators except at the terminals. The correct termination 
was obtained by tests on a uniform 300 ohm line with the same physical 
structure at the termination. Of necessity the tying of the wire to the 
strain insulators at the end introduced a shunt capacitance which 
augmented the inherent additional capacitance due the "end effect." 
This additional capacitance is equal to that of a short length of line. 

\ 

Fig. 5—Photographs of terminations of 300 ohm line. 
upper right for curve 1 1 
lower for curve 2 i of Fig. 6. 
upper left for curve 3 J 

If the correct amount of inductance is inserted in series with the 
resistance load the combined effect of the additional capacitance and 
inductance becomes the same as the addition of a small length of line 
for all frequencies up to those for which this length of line is an appre- 
ciable fraction of a wave-length. Accordingly a small amount of induc- 
tance was inserted in series with the resistance as shown in the right 
picture of Fig. 5. The input impedance of the uniform line with this 
termination is given by "Experimental Curve 1" at the bottom of Fig. 6. 
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A three-inch length of No. 18 wire was inserted as shown in the lower 
picture of Fig. 5 and "Experimental Curve 2 " resulted. This reduced 
the irregularities in the input impedance to about half, so another three 
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pjg g—Lower. Experimental input impedance characteristics of 300 ohm line 
with terminations shown in Fig. 5. Upper. Input impedance characteristics of 
50-meter 600 : 300 ohm line of No. 6 conductors. 

inches were inserted, resulting in "Experimental Curve 3. Here the 
maxima and minima are displaced, indicating that the effect of the 
stray capacitance has been reduced to the same order of magnitude as 
that due to the deviation of the resistance from the desired value. This 



EXPONENTIAL TRANSMISSION LINE 569 

termination was accordingly removed to the exponential line, resulting 
in the "Experimental Curve" at the top of Fig. 6. It agrees within 
experimental error with the "Theoretical Curve." The slight vertical 
displacement of the experimental curve at the higher frequencies is 
attributed to deviations in the impedance of the pencil lead, which was 

Fig. 7—Photograph of one of the changes in conductor size. 

used as a resistance standard, from a pure resistance equal to its direct 
current value. 

To increase the power carrying capacity of the exponential line, one 
was built with larger wire size at the lower impedance end. This 
increased the breakdown voltage by increasing the spacing and con- 
ductor diameter and at the same time increased the current carrying 
capacity by decreasing the resistance and increasing the heat dissipat- 
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ing capacity of the conductors. This was a 600 : 300 ohm line con- 
structed of 20 meters No. 6 wire, 10 meters 1/4" tubing and 20 meters 
3/8" tubing. Here again the correct termination was determined by 
measurements on a 300 ohm uniform line of 3/8" tubing. The total 
length of terminating loop that gave the best termination was 61^" 
in this case compared with lO^" for the 300 ohm line of No. 6 wire. 
Since no attempt was made to reduce the variations in input impedance 
to less than ± 1 per cent these lengths may be as much as an inch off. 

These measurements indicated that the exponential line would per- 
form satisfactorily as an impedance transformer if it could be con- 
structed to have the desired mechanical features without impairing its 
electrical properties. The greatest difficulty appeared to reside in the 
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Fig. 8—Input impedance characteristics of 50-meter 600 : 300 ohm 
line of 3/8", 1/4" and No. 6 conductors. 

insulators. Special isolantite insulators were designed that would be 
satisfactory commercially and still keep the additional capacity to a 
reasonable value. Figure 7 shows the construction of the line at the 
supporting poles where the conductor size changes. 

The results of measurements on this line are shown in Fig. 8. The 
solid curve was calculated from the equations developed earlier. The 
two broken curves are the results of measurements on the line, one 
without insulators and one with insulators. While the insulators affect 
the line somewhat they do not increase the deviation from the ideal 
appreciably. [The improvement in the agreement between experiment 
and theory in this set of curves over that in Fig. 4 is presumably due 
to the fact that the comparison resistance for Fig. 8 consisted of 3-1RC 
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resistances instead of the pencil lead. With the fixed IRC resistance it 
was, of course, impossible to adjust the standard to exactly the same 
value as the unknown. In this case the small difference was determined 
by using the slope of the rectifier voltmeter calibration.] This line has 
a maximum deviation from the desired input impedance of ± 6 percent 
for all frequencies above 4.2 mc. (Measurements were made up to 28 
mc.) The phase angle of the input impedance was found to be zero 

672 

RESISTANCE TERMINATION 
 ^EXPERIMENTAL   

^THEORETICAL 
648 

WITH SERIES 
CAPACITY AND 

SHUNT INDUCTANCE 
/EXPERIMENTAL 

THEORETICAL 
 y . 

624 

/ 600 

S76 

/ SS2 

1.08 

(\j 1.04 N 

0.96 

0-92 

10 12 14 16 18 20 22 24 26 28 
FREQUENCY IN MEGACYCLES 

Fig. 9—Input impedance characteristics of 15-meter 600 : 300 ohm 
line of No. 6 conductors 

within the accuracy of measurement. From theory the phase angle 
would be expected to vary between — 0° and + 3°. 

The curves of Fig. 9 refer to a 600 : 300 ohm line of No. 6 wire 15 
meters long. With resistance termination this line has rather large 
variations in the input impedance but with the addition of the proper 
reactances the input impedance is flatter than the longer line with 
resistance termination. At the lower frequencies where the variations 
in the input impedance were large without the reactive networks, their 
addition gives approximately the expected improvement. At the 
higher frequencies the inductance was approximately anti-resonated 
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by its distributed capacity and the input impedance approaches that 
for the resistance termination. 

Conclusion 

Theory indicates that the exponential line may be used as an imped- 
ance transformer over a wide frequency range. The results of experi- 
ment show that the desired characteristic can be realized in practice. 
Among the applications of the exponential line may be mentioned its 
use in transforming the impedance level back to its original value after 
the paralleling of two transmission lines feeding two antennas. It 
could be used to transform the input impedance of a rhombic antenna 
down to the usual 600-ohm level of open wire transmission lines. If 
twin coaxial lines are used inside the transmitter building to eliminate 
undesired feedback, coupling, etc., the exponential line could be used to 
transform from the highest practical impedance level of such lines to a 
practical level of the more economical open wire lines for use outside 
the building. 

Appendix 

The exponential line is a non-uniform line so that the terms charac- 
teristic impedance" and "surge impedance" of an exponential line are 
not synonymous. The terms "surge impedance" 1 and "nominal 
characteristic impedance" 2 may be used synonymously for the charac- 
teristic impedance of the uniform line that has the same distributed 
constants as the non-uniform line at the point in question. Expressed 
as functions of the distributed "constants" of the line they are the 
square root of the ratio of the distributed series impedance to the 
distributed shunt admittance at the point along the line in question. 
It will be expedient to refer to the nominal characteristic impedance 
as the impedance level at the point in question. Schelkunoff3 has 
defined the characteristic impedances as the ratio of voltage to current 
at the point in question for each of the two traveling waves of which 

iThe term "surge impedance" is defined by A. E. Kennedy on page 73 of "The 
Applications of Hyperbolic Functions to Electrical Engineering Problems " (McGraw- 
Hill 1916) as follows: "The surge impedance of the line is not only the natural imped- 
ance which it offers everywhere to surges of the frequency considered, but it is also the 
initial impedance of the line at the sending end." Hence the "surge impedance' 
should be independent of the configuration of the line except at the point in question 
and in particular it should be equal to that for a uniform line constructed so as to have 
the same dimensions everywhere as the non-uniform line has at the point in question. 

2 The word nominal as used here has the same meaning as in "nominal iterative 
Impedance" as used by K. S. Johnson in "transmission circuits for telephone com- 
munication" (Van Nostrand 1925). j a i- ..• * d m r 

3 S A. Schelkunoff, "The Impedance Concept and its Application to Problems of 
Reflection, Refraction, Shielding and Power Absorption," Bell System Technical 
Journal, 17, 17-48, January, 1938. 
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the steady state condition is composed. At each point an exponential 
line has two characteristic impedances which are different and depend 
upon the frequency as well as the position along the line. 

Because of the change of impedance level, the propagation constants 
for the voltage and current differ, so that it is convenient to consider 
the transfer constant4 which may be defined as half the sum of the 
voltage and current propagation constants. 

4 Compare with the definition of "image transfer constant" as given by K. S. 
Johnson in "Transmission Circuits for Telephone Communication." 



The Bridge Stabilized Oscillator * 

By L. A. MEACHAM 

A new type of constant frequency oscillator of very high stability is 
presented. The frequency controlling resonant element is used as one arm 
of a Wheatstone resistance bridge. Kept in balance automatically by a 
thermally controlled arm, this bridge provides constancy of output ampli- 
tude, purity of wave form, and stabilization against fluctuations in power 
supply or changes in circuit elements. A simple one-tube circuit has 
operated consistently with no short-time frequency variations greater than 
± 2 parts in 108, Convenient means are provided for making precision 
adjustments over a narrow range of frequencies to compensate for long-time 
aging effects. 

Description of the circuit is followed by a brief linear analysis and an 
account of experimental results. Operating records are given for a 100 kc. 
oscillator. 

Introduction 

THE problem of improving the stability of constant frequency 
oscillators may be divided conveniently into two parts, one 

relating to the frequency controlling resonant element or circuit, and 
the other to the means for supplying energy to sustain oscillations. 
The ideal control element would be a high-Q electrical resonant circuit, 
or a mechanical resonator such as a tuning fork or crystal, whose 
properties were exactly constant, unaffected by atmospheric conditions, 
jar, amplitude of oscillation, age, or any other possible parameter. 
The ideal driving circuit would take full advantage of the resonator's 
constancy by causing it to oscillate at a stable amplitude and at a 
frequency determined completely by the resonator itself, regardless of 
power supply variations, aging of vacuum tubes or other circuit ele- 
ments, or the changing of any other operating condition. 

This paper, concerning itself principally with the second part of the 
problem, describes an oscillator circuit which attains a very close 
approximation to the latter objective. The "Bridge Stabilized Oscil- 
lator" provides both frequency and amplitude stabilization, and as it 
operates with no tube overloading, it has the added merit of delivering 
a very pure sinusoidal output. 

Oscillator Circuit 

The bridge stabilized oscillator circuit, shown schematically in Fig. 1, 
consists of an amplifier and a Wheatstone bridge. The amplifier out- 

* Presented at Thirteenth Annual Convention of Institute of Radio Engineers, 
New York City, June 16, 1938. Published in Proc. I. R. E., October 1938. 
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put is impressed across one of the diagonals of the bridge, and the 
unbalance potential, appearing across the conjugate diagonal, is applied 
to the amplifier input terminals. One of the four bridge arms, Ri, is a 
thermally controlled resistance; two others, Ri and Rz, are fixed re- 
sistances, and the fourth, Z4 = Ri -{■ jXi, is the frequency-controlling 
resonant element. 

In this discussion Z4 is assumed to represent a crystal suitable for 
operation at its low-impedance or series resonance. A coil and con- 
denser in series could be substituted, and even a parallel-resonant 
control element might be used by exchanging its position in the bridge 

z^ = R^ + :x 4 "4 0^4 
AMPLIFIER 

R5 

e = i<:R 5^5 

VOLTAGE ATTENUATION 
= p = |p| /J, =-| 

VOLTAGE AMPLIFICATION 

= ii = N^ = |- 

Fig. 1—Schematic circuit diagram of bridge stabilized oscillator. 

with i?2 or Rz. Operating a crystal at series resonance has the advan- 
tage of minimizing effects of stray capacitance. 

The bridge is kept as nearly in exact balance as possible. Assuming 
that Ri, i?2 and Rz are pure resistances, we may write for exact reactive 
balance, 

Xi = 0, 

and for exact resistive balance, 

R\ _ Rz 
Rz Ri 

In order that the circuit may oscillate, a slight unbalance is required. 
Accordingly must be given a value slightly smaller than {RzRz)lRi, 
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so that the attenuation through the bridge is just equal to the gain of 
the amplifier. 

It is evident that if all the bridge arms had fixed values of resistance, 
the attenuation of the bridge would be very critical with slight changes 
in any arm. This would obviously be undesirable, for the circuit 
would either fail to oscillate, or else build up in amplitude until tube 
overloading occurred. The thermally controlled resistance Rx elimi- 
nates this difficulty. This arm has a large positive temperature coeffi- 
cient of resistance, and is so designed that the portion of the amplifier 
output which reaches it in the bridge circuit is great enough to raise its 
temperature and increase its resistance materially. A small tungsten- 
filament lamp of low wattage rating has been found suitable. It 
functions as follows: 

When battery is first applied to the amplifier, the lamp Rx is cold and 
its resistance is considerably smaller than the balance value. Thus 
the attenuation of the bridge is relatively small, and oscillation builds 
up rapidly. As- the lamp filament warms, its resistance approaches 
the value for which the loss through the bridge equals the gain of the 
amplifier. If for some reason Rx acquires too large a resistance, the 
unbalance potential e becomes too small or possibly even inverted in 
phase, so that the amplitude decreases until the proper equilibrium is 
reached. 

This automatic adjustment stabilizes the amplitude, for the amount 
of power needed to give Rx a value closely approaching (R^Rs)^* is 
always very nearly the same. A change in the amplifier gain would 
cause a readjustment of the bridge balance, but the resulting variation 
in or in the amplifier output would be extremely small. The 
operating temperature of the lamp filament is made high enough so 
that variations in the ambient temperature do not affect the adjust- 
ment appreciably. 

No overloading occurs in the amplifier, which operates on a strictly 
Class A basis, nor is any non-linearity necessary in the system other 
than the thermal non-linearity of Rx. As the lamp resistance does not 
vary appreciably during a high-frequency cycle, it is not a source of 
harmonics (or of their intermodulation, which Llewellyn 1 has shown 
to be one of the factors contributing to frequency instability). 

In contrast to the lamp, an ordinary non-linear resistance, of copper 
oxide for example, would not be suitable for Rx. A resistance of the 
thermally-controlled type having a negative temperature coefficient 

i" Constant Frequency Oscillators," F. B. Llewellyn, Proc. I. R. E., December 
1931. 
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could be used by merely exchanging its position in the bridge with 
or R*. 

The frequency control exerted by the crystal depends upon the fact 
that the phase shift of the amplifier must be equal and opposite to that 
through the bridge. In the notation of Black,2 applied to the circuit 
of Fig. 1, 

and 

/3 =■!= |/3| bA. 

The condition for oscillation is 

M/3 = 1 [0, 

which implies that | ju/31 =1 and d = — \p. 
The vector diagrams of Fig. 2 illustrate the frequency-stabilizing 

action of the bridge by showing the voltage relations therein for two 
values of amplifier phase shift, 0. When 0 is zero, as in diagram A, 
the unbalance vector e is in phase with the generated voltage E applied 
to the bridge input, and thus all the vectors shown are parallel. They 
are displaced vertically from each other merely to clarify the drawing. 
The crystal is here constrained to operate at exact resonance. 

In diagram B, the amplifier is assumed to have changed its phase for 
some reason by an amount far in excess of what would be anticipated 
in practice, 6 here haying a value of -f 45 degrees. The important point 
to be observed is that the ratio of 0 to the resulting change in the phase 
angle </> of the crystal impedance Zi is very large. That is, the crystal 
is still operating close to resonance in spite of the exaggerated change in 
the driving circuit. If the gain of the amplifier were greater, the action 
of the thermally controlled resistance would keep the amplifier output 
vector E practically the same in length, making the unbalance vector e 
correspondingly shorter. The angle </> would therefore have to be more 
acute for the same value of 0, and it follows that with increased gain the 
crystal is held closer to true resonance and the stability is improved. 

When 0 equals zero, changes in j /i 1 do not affect the crystal operating 
phase, but for any other small value of 0, gain variations cause slight 
readjustments of the angles between vectors. The amplifier should 
accordingly be designed for zero phase shift, and also, of course, should 
have as much phase stability as possible. 

! "Stabilized Feedback Amplifiers," H. S. Black, Bell System Technical Journal, 
January 1934. 
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In this discussion the input and output impedances of the amplifier, 
Rs and i?6, are assumed to be constant pure resistances. Actually, 
changes in the tube parameters or in certain circuit elements are likely 
to affect both the magnitude and the phase of these impedances. It 
may be shown, however, that such changes have the same effect upon 
the bridge and upon the frequency as do changes of about the same 

l2R2 I1R1 . 
e LI5R5_1_ 

e = o 

i3r3 i4z4 

/ 

// 
i \ I,B 2 2 \ \ 

LOCUS OF TAIL OF 
VECTOR 6 FOR 
VARYING FREQUENCY 

' 1* 

T-O 

pjg 2—Vector diagrams illustrating operation of bridge oscillator, with simplify- 
ing assumptions that Rb is large and that E and E' are strictly in phase. 

A—At resonance 
Z4 = Ri+jO 
9 = 0 
Ri < Ri = Rs = R* 

B—Above resonance 
Zt = R\ jXt 
Xi Inductive 
0 = + 45° 
Rl < R2 = R3 = i?4« Rs 

percentage in \n\ or 0; therefore all variations in the driving circuit 
external to the bridge may be assumed for convenience to be repre- 
sented by variations in its gain and phase. 

This leniency with regard to Rh and Rr does not apply to the other 
bridge resistances, however. Ri, Ri and Rz are directly responsible 
for the crystal's operating phase and amplitude; they should be made 
as stable and as free from stray reactance as possible. 
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The effect of the bridge upon harmonics of the oscillation frequency 
is of interest. Harmonics, being far from the resonant frequency of the 
crystal, are passed through the bridge with little attenuation but with a 
phase reversal approximating 180 degrees, as illustrated by the dotted 
locus in Fig. 2. Thus if the amplifier were designed to cover a band 
broad enough to include one or more harmonics and if care were taken 
to avoid singing at some unwanted frequency, a considerable amount 
of negative feedback could be applied to the suppression of the har- 
monics in question. 

Circuit Analysis 

In the following section, expressions are derived for the frequency 
of oscillation in terms of the gain and phase shift of the amplifier, the 
Q of the crystal, and values of the bridge resistances. It is assumed 
that the latter are constant and non-reactive, and therefore, as ex- 
plained previously, that all sources of frequency fluctuations apart from 
changes in the crystal itself appear as variations in | /x | or 0. Because 
the bridge oscillator does not rely upon non-linearity in the ordinary 
sense to limit its amplitude, the analysis can be based reasonably on 
simple linear theory. 

In the near vicinity of series resonance the crystal may be repre- 
sented accurately by a resistance Ri, inductance L and capacitance C, 
connected in series. The reactive component of the crystal's im- 
pedance is accordingly 

r 1 _ colLC- 1 
X 4 — uL ^ ^  (1) 

coC ojC 
Solving for the frequency, 

2L ^ LC 
X 

^ = TTF + IL 

r x IX, 
1 + Vac I 

X4 
l + VAC 

X4 
+ 

1 
(2) 

Near series resonance, (X4/2) V(C/L) < < 1. We therefore disregard 
powers higher than the first in the series expansion above and obtain 
the close approximation, 



580 BELL SYSTEM TECHNICAL JOURNAL 

The frequency deviation from resonance, expressed as a fraction of 
the resonant frequency/o, is thus 

/ — /o _ O) — cop ^ -Xj 
/o 6J0 2 \L 

— ; (4) 

and in the region of interest, where coL and I/ojC are approximately 
equal, 

f ~ fo ^ . (5) 
/0 2uL 2QR, 

Considering now the bridge circuit, and applying well-known equa- 
tions,3 we obtain 

_ ^5^5 _ -^^4 — jBXj 
E MRi+iNXS 

in which 

A = R^RiRz — R\R\), 
B = RiRiRn, 
M = (JRi -|- RiJiRzRi + Rt-Rii) + (-^3 + R^iRiRi + R^Re) 

+ (i?6 + RJiRiR* + R2R3) + RsiRiR* + RM 0) 
T Rs{RIR2 + RiR*)) 

and 
N = RiiRi + -Ra + Rb){Ri + -Ro) + RiR^Rs + R*)- 

The condition for oscillation, as mentioned previously, is m/3 = 1J0. 
Putting m = Mi + iM2, we may write 

^ + j^{MRl + jNx't) = h (8) 

which gives the pair of equations 

HiAR* + M2.BX4 - MR* = 0 (9) 
and 

ixiAR* - (mi^ + N)X* = 0. (10) 

For the special case in which the amplifier phase shift is zero (m2 = 0), 
these become 

^ = do 

and 
X4 = 0. (12) 

3 "Transmission Circuits for Telephonic Communication," K. S. Johnson, pp. 
284-5. D. Van Nostrand Company. 
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The latter equation indicates that the frequency is then independent 
of changes in any of the circuit parameters except the crystal, which 
must operate exactly at resonance. 

If the phase of n differs only slightly from zero, so that ^2 is very 
small, then it may be inferred from continuity considerations that the 
frequency is still very nearly independent of all circuit parameters, 
except of course variations in 0, the phase of n. When 0 is limited to 
values for which n^BXi < < niARi, (11) still applies closely. Substi- 
tution into (10) gives 

v . MR* ±2 ^ MRtO 
A4 + JSlMl+iV' 

and finally from (5) and (13) we obtain the frequency deviation in the 
form 

/ - /o . Md 
fo 2Q{B | /x I + N)' 

(14) 

As noted above, this expression applies accurately only when 6 is 
small, as it should be in a well designed bridge oscillator. 

The effect of variations in the amplifier may be examined by dif- 
ferentiating (14). For changes in 0 only, 

d£ 

fo} 
M dd, (15) 

2Q{B\n\ + N) 

and for those of \n\, 

df- 
fo j IH 

sue , , . . 
d\n\. (16) 

2Q{B\n\ + A); 

Equations (15) and (16) have been found to be closely in accord with 
experiment, although the differentiation is not rigorously allowable 
(B, M and N being only approximately constant). 

In the special case where all the fixed bridge resistances (R* to 
inclusive) are equal, and l/i] is large enough so that i?i has nearly the 
same value, (14), (15) and (16) reduce to the following: 

f ~ f0 ^ q y-\ 
fo <2(|mI + 8) * 

(18) 

- _ 80 -^i I 
foL <2(IM1 + 8)2 ® i^i • 

(19) 
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These expressions show, as did the vector diagrams, that for optimum 
stability the amplifier phase shift should be made approximately zero, 
the crystal should have as large a value of Q (as low a decrement) as 
possible, and the amplifier should have high gain. Linearity in the 
amplifier is also desirable, to minimize the modulation effects described 
by Llewellyn.1 When present, these effects appear as variations in 
| /j | and 0. 

One of the significant differences between the bridge oscillator and 
other oscillator circuits is the fact that its frequency stability is roughly 
proportional to [ m 1 • This relationship holds at least for amounts of 
gain that can be dealt with conveniently. Although increased gain is 
generally accompanied by larger variations in phase, the two are not 
necessarily proportional. For example, if greater stability were re- 
quired for some precision application than could be achieved with a 
single-tube bridge oscillator, and if the constancy of the crystal itself 
warranted further circuit stabilization, it could be obtained by adding 
another stage. The phase fluctuations in the amplifier might possibly 
ibe doubled, but the value of | m 1 would be multiplied by the amplifica- 
iwn of the added tube, giving an overall improvement. 

To illustrate the high order of stability provided by a bridge oscil- 
lator, let us consider a model composed of a single-tube amplifier and 
a bridge in which all the fixed resistances are made equal to that of the 
crystal. We will assume the crystal to have a reasonably high 4 Q 
of 100,000. The amplifier phase, let us say, is normally zero, but may 
possibly vary ± 0.1 radian (±6 degrees), and the value of \n\, 
nominally 400, mayThange ± 10 per cent. From (18) and (19) we find 

A/1 , (8)(0.1) = i 2 17 X 10~8 

fo Je ^ (100,000)(360 + 8) 

and (when 6 has its maximum value of 0.1 radian) 

A/1 _ i (8) (0.1) (40) _ i 2 36 X 10-9 

/o JlMl 
± (100,000) (360 + 8)2 

This example represents the degree of stabilization against circuit 
fluctuations that can be obtained with a simple form of the oscillator 
operating under poorly controlled conditions. By stabilizing the power 
supply and other factors affecting | /x 1 and 6, and by increasing the gain, 
the frequency variations arising in the driving circuit may be made 
negligible compared to the variations found at present in the properties 
even of the best mounted crystals. 

4 For crystals in vacuum, values of Q as great as 300,000 have been obtained. 
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Experiment 

The circuit diagram of an experimental bridge stabilized oscillator is 
shown in Fig. 3, and its photograph in Fig. 4. The amplifier unit 
consists of a single high-mu tube Vi with tuned input and output 
transformers Ti and Ti and the usual power supply and biasing 
arrangements. The crystal, mounted in the cylindrical container at 
the left end of the panel, is one having a very low temperature coeffi- 
cient of frequency at ordinary ambient temperatures. In Fig. 4 it is 
shown without provisions for temperature control. A high Q is 
obtained by clamping the crystal firmly at the center of its aluminum- 

coated major faces between small metal electrodes ground to fit, and by 
evacuating the container. 

Some of the circuit parameters are listed below: 

Ri = Tungsten-filament lamp, 
Ri = 100 ohms, 
Rz = 150 ohms, 
Zi = 100 kc. crystal. 

Characteristics at resonance: 
Ri = 114 ohms, 

XL = Xc = 11,900,000 ohms, 
Q = 104,000, 

Rf, = R6 = 150 ohms (approx.), 
i?7 = 500 ohms, 
Rs = 200 ohms, 

= 422 (52.5 db voltage gain from e to E). 

to 
LOAD 

<3 

o 

Fig. 3—Circuit of experimental bridge oscillator. 
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Fig. 4- -Experimental bridge stabilized oscillator without provision 
for temperature control. 

Figure 5 shows the resistance of the lamp Ri plotted against the 
power dissipated in its filament. The large rise in resistance for small 
amounts of power is due to the effective thermal insulation provided 
by the vacuum surrounding the filament and to low heat loss by radia- 
tion. The lamp operates at temperatures below its glow point, assur- 
ing an extremely long life for the filament. 
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Fig. 5—Characteristic of lamp used for Ri. 
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The particular value assumed by Ri in the circuit of Fig. 3 is ap- 
proximately (i?2-K3)/-^4 = [(100)(150)]/114 = 131.6 ohms, and hence 
from Fig. 5 it follows that the power supplied to the lamp is about 3.7 
milliwatts. The r.m.s. voltage across the lamp is computed to be 
0.70 volt, and across the entire bridge, 1.23 volt. The power supplied 
to a load of 150 ohms through the pad composed of i?7 and i?8 is accord- 
ingly 0.22 milliwatt, or 6.6 dh below 1 milliwatt, which is in agreement 
with measurements shown in Figs. 8 and 9, described below. These 
quantities are given to illustrate the fact that currents and voltages in 

0. 4 

^ 03 
io o 
? 0.2 
irt ►- a. 
g 0.1 

z 
2 o H < 
> UJ D - 0.1 
>- U z 
u -0.2 D a UJ tr 
^ -0.3 

-0.4 60 60 100 120 140 160 180 200 220 240 260 
PLATE BATTERY POTENTIAL IN VOLTS 

Fig. 6—Oscillator frequency vs. plate battery potential. 
a—Ci and Ci tuned for maximum amplifier gain. 
b—C\ and C2 decreased 5%. 
c—C\ and Ci increased 5%. 

this type of oscillator may be calculated readily from the values of the 
circuit elements, and without reference to the power supply voltages or 
the tube characteristics except to assume that they give the amplifier 
sufficient gain to operate the bridge near balance, and that tube over- 
loading does not occur at the operating level. 

Experimental performance curves for the circuit of Fig. 3 are pre- 
sented in Figs. 6 to 11 inclusive. Figure 6 shows frequency deviation 
plotted against plate battery voltage for several settings of the grid 
and plate tuning condensers. For curve a the amplifier was adjusted 
at maximum gain, corresponding approximately to zero phase shift as 

a 

NORMAL 
- OPERATING 

POINT 

0^4 
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well. Here the frequency varied not more than one part in one hun- 
dred million for a voltage range from 120 to 240 volts. Curve h was 
taken with the two tuning capacitances Ci and C2 decreased 5 per cent 
from their optimum settings, and curve c with both capacitances 
increased 5 per cent. These detunings introduced phase shifts of 
about Az 40° (± 0.70 radian), decreased |m| by 0.8 db and changed 
the frequency, as shown in Fig. 6, approximately ± 2 parts in ten 
million. Although the analysis should not be expected to apply 
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Fig. 7—Oscillator frequency vs. filament battery potential. 
a—C\ and C2 tuned for maximum amplifier gain. 
b—C\ and Cj decreased 5%. 
c—Ci and C2 increased 5%. 

accurately for such large phase shifts, calculation of the frequency 
deviations by means of (18) gives ±1.4 parts in ten million—in fair 
agreement with the experimental results. As might be expected, 
curves b and c show somewhat less stability with battery voltage 
changes than does curve a. 

Figure 7 presents a similar set of curves for variations of filament 
voltage. Here, for the "maximum-gain" tuning adjustment, a drop 
from 10 volts, the normal value, to 8 volts caused less than one part in 
one hundred million change of frequency, as shown in curve a. 
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In Fig. 8, the gain of the amplifier and the output level of the oscil- 
lator are plotted against plate battery voltage, while in Fig. 9 the same 
quantities are related to filament potential. These curves show that 
although power supply variations change the amplifier gain, they have 
but slight effect upon the amplitude of oscillation. This stabilization 
is produced, as explained heretofore, by the action of the lamp. 

The oscillator was designed to work into a load of 150 ohms, its 
output impedance approximately matching this value. It might be 
expected that variations in the magnitude or phase angle of the load 
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Fig. 8—Amplifier gain and oscillator output level vs. plate battery potential. 

would affect the frequency materially even though a certain amount of 
isolation is provided by i?7 and i?8- . However, measurements made 
with (1) a series of load impedances having a constant absolute magni- 
tude of 150 ohms but with phase angles varying between — 90° and 

90° and (2) a series of resistive loads varying between 30 ohms and 
open circuit, showed less than one part in a hundred million frequency 
variation. Graphs of these results have not been included, since they 
practically coincide with the axis of zero frequency deviation. 

The tuned transformers Ti and ^ in this experimental model pre- 
cluded the suppression of harmonics by negative feedback, | n \ being 
small at the harmonic frequencies. The tuning itself provided sup- 
pression, however, so that the measured levels of the second and third 
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harmonics in the output current were respectively 67 db and 80 db 
below that of the fundamental. This purity of wave form is of course 
largely dependent upon the absence of overloading. 

To correct any small initial frequency error of the crystal and to 
allow for subsequent aging, a small reactance connected directly in 
series with the crystal provides a convenient means of adjusting the 
frequency as precisely as it is known. This added reactance may be 
considered as modifying either of the reactances in the equivalent 
series resonant circuit of the crystal. Figure 10 shows that for a small 
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Fig. 9—Amplifier gain and oscillator output level vs. filament battery potential. 

range of frequencies the change introduced in this manner is accurately 
proportional to the added reactance. Series inductance, of course, 
lowers the frequency, while series capacitance raises it. The stability 
requirement imposed on the adjusting reactance is only moderate, for 
its total effect upon the frequency should not be more than a few parts 
in a million. 

The frequency measurements here presented were obtained using 
apparatus similar in principle to the frequency comparison equip- 
ment of the National Bureau of Standards.5 Frequency differences 

5 "Harmonic Method of Intercomparing the Oscillators of the National Standard 
of Radio Frequency," E. G. Lapham, Journal of Research of the National Bureau of 
Standards, October 1936, p. 491. 
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between the oscillator under test and a reference bridge oscillator were 
read upon a linear scale calibrated directly in terms of frequency 
deviation. Full scale could be made one part in 104, 105, 106 or 107 by 
means of a simple switching operation. For most of the measurements 
in this paper the full-scale reading was one part in a million, and the 
resolution about ± 0.005 part in a million. 

By using a recording meter with this measuring set, continuous 
frequency comparisons between two independent bridge oscillators 
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Fig. 10—Frequency of oscillator vs. adjusting reactance. 

were obtained over a period of several months. Figure 11 is a photo- 
graph of a section of this record. It shows the short-time variations of 
both oscillators plus a small amount of scattering caused by the meas- 
uring equipment itself. The crystals were temperature-controlled in 
separate ovens, and the power was supplied from separate sets of 
laboratory batteries controlled to about ± 2 per cent in voltage. 
Shielding was ample to avoid any tendency to lock in step. 

In addition to these small short-time variations, the oscillators 
exhibited a very slow upward drift in frequency, attributed to aging 
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of the mounted crystals. This aging decreased in a regular manner 
with time, the mean drift of one of the crystals being less than one part 
in ten million per month after three months of continuous operation, 
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Fig. 11—Record of frequency comparison between two bridge stabilized oscil- 
lators. Full scale one part in a million. Variations less than ± 2 parts in one 
hundred million. 

and about a third of this amount after seven months. In most appli- 
cations, gradual frequency drift is not objectionable even though the 
required accuracy is very high, for readjustment is merely a matter of 
setting a calibrated dial. 
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Application 

The bridge stabilized oscillator promises to become a useful tool in 
many commercial fields as well as in certain purely scientific problems 
such as time determination and physical and astronomical measure- 
ment. It may be used either to increase the frequency precision in 
applications where operating conditions are accurately controlled, or 
else to make such control unnecessary, affording high stability in spite 
of unfavorable conditions. 

An interesting application in the field of geophysics has already been 
made in the form of a "Crystal Chronometer." This chronometer 
consists of a single-tube bridge oscillator, a frequency dividing circuit, 
and a synchronous timing motor. It was recently loaned by Bell 
Telephone Laboratories to the American Geophysical Union and was 
used with the Meinesz gravity-measuring equipment on a submarine 
gravity-survey expedition in the West Indies. Although operating 
under somewhat adverse conditions of power supply, temperature, and 
vibration, it was reported 6 to be more stable than any timing device 
previously available, errors in the gravity measurements introduced 
by the chronometer being negligibly small. 

""Gravity Measurement on the U. S. S. Barracuda," M. Ewing, and "Crystal 
Chronometer Time in Gravity Surveys," A. J. Hoskinson; pp. 66 and 77 resp., 
Transactions of the American Geophysical Union, Part I, 1937. 



Effect of Space Charge and Transit Time on the Shot Noise 

in Diodes 

By A. J. RACK 

The theoretical analysis of the effect of space charge upon the 
"shot noise" in a planar diode shows that for practically all 
operating conditions, the tube noise is equivalent to the thermal 
resistance noise of the plate resistance at 0.644 times the cathode 
temperature. Noise in diodes of other than planar shapes is 
discussed and it is concluded that the same relation holds. It is 
shown that transit time produces the same high frequency modi- 
fication for both the thermal and shot tube noise, and that the tube 
noise is decreased by transit time. 

IN the study of noise in vacuum tubes, the effect of the space charge 
upon the shot noise has been a subject of considerable interest and 

practical importance. Several papers have been written in which it is 
shown that the shot noise is decreased by the space charge, and that the 
tube noise in a diode with space charge is equivalent to the thermal 
resistance noise of the plate impedance at a temperature slightly 
greater than half of that of the cathode.1-2'3i 4 The most compre- 
hensive analysis was made by Schottky and Spenke. These authors, 
employing a different method from the one here presented, have 
obtained the same general conclusions given in this paper, although 
they prefer to express the result in the form of a modified shot-noise 
equation, whereas for reasons developed below, the writer prefers the 
thermal form. The theoretical analysis and discussion presented here 
was undertaken to show in more detail the extent of the range of the 
operating condition for which the thermal resistance equivalent of tube 
noise is valid and to study the effect of transit time upon both the shot 
and thermal tube noise. 

For convenience, the paper is divided into three parts. In the first 
section is given an exact mathematical treatment of the tube noise at 
low frequencies in a parallel plane diode for any degree of space charge. 
A discussion of the final tube noise equation obtained through this 
analysis, and the extension of these results for the planar diode to any 
other shape diode is given in Part II, where the presentation is such 
that the section may be read independently of the theoretical analysis 
in Part I. Through several approximations, Part III treats the effect 
of transit time upon tube noise in the planar diode. 
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Part I—General Low Frequency Analysis 

In the development of the general equations for the direct current 
in vacuum tubes with space charge, account has ,been taken of the 
fact that the electrons are emitted from the cathode with Maxwellian 
velocity distribution. This fact has been verified experimentally by 
Germer,5 and the resulting equations for the relation between current 
and voltage have been derived and investigated by Fry,6 Langmuir,7 

and others. In the extension of this analysis to tube noise, it is only 
necessary to assume that the number of electrons emitted with any 
velocity does not remain constant, but fluctuates with time according 
to the well-known laws of probability. In the analysis on this basis, 
the frequencies involved will be considered to be sufficiently low so 
that any transit time effect is negligible. 

Below is given a list of the definitions of various symbols to be used in 
the tube noise study of a parallel plane diode. The practical system of 
units is employed throughout. 

n(uc)duc = instantaneous rate of emission per unit area of the cathode 
of electrons with initial velocities between uc and 
Uc + duc in the rr-direction, regardless of the velocity 
components in the other directions, 

= no(Ue)dUe + 8{uc)duct 

noiuc)duc = average rate of emission of electrons with ^-directed 
velocities between mc and «c + due, 

8{Uc)duc = instantaneous deviation from average rate of emission, 
I = instantaneous anode current per unit area, 
V = instantaneous potential with respect to cathode of a plane 

at a distance x from the cathode, 
V = instantaneous potential with respect to cathode of the 

potential minimum, 
u = instantaneous velocity at rc-plane of electrons which had 

an initial ^-directed velocity of uc at the cathode, 
x' = instantaneous position of potential minimum, 

e = charge on electron = — 1.59 X 10-19 coulombs, 
m = mass of electron = 9.01 X 10~28 grams, 
h = ratio of dyne cms. to joules = 10-7, 
€ = permittivity of a vacuum in practical units = 8.85 X 10~14 

farads/cm., 
k = Boltzmann's gas constant = 1.372 X 10-23 watts/degree 

Kelvin, 
iV = average total number of electrons emitted per second per 

unit area from the cathode, 
T — absolute temperature of the cathode. 
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In the following analysis, it is assumed that the electrodes of the 
planar diode are infinite in extent, and that the electron emission is 
random, so that the equipotential surfaces are parallel planes perpen- 
dicular to the x-axis. 

The potential distribution in such a planar diode operating with 
space charge is shown in Fig. 1. The origin of coordinates is taken at 
the cathode, and the potential minimum formed by space charge occurs 
at a distance x = x' from the cathode. The subscript a will be used to 
denote the space between cathode and potential minimum while /3 
applies similarly to the space between minimum and anode. Of all 

the electrons emitted from the cathode only those whose ^-velocity 
exceeds the value m/ corresponding to the potential minimum can 
penetrate the barrier and proceed to the anode. Electrons with lesser 
values of initial velocity will come to rest at a point in the a-region 
where the potential corresponds to their initial velocity and will then 
return to the cathode. The anode current density is thus given by 

while the relation between velocity u and potential V at a given value 
of x is 

UJ Q O z < 

Fig. 1—Potential distribution in planar diode. 

(1) 

(2) 
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A third fundamental relation is Poisson's equation which becomes in 
the parallel plane case under consideration 

d2V m 

In the a-region the total charge density is made up of three classes of 
electrons, namely 

1. Those destined to pass the potential minimum and arrive at the 
anode. 

2. Those moving away from the cathode but which will not travel as 
far as the minimum point. 

3. Those returning to the cathode. 
Corresponding to each class of electrons, there is an associated 

current, pu, so that each of the three densities pi, p2 or pa, may be 
expressed by a relation of the form, 

(4) 

When it is remembered that the potential and velocity at a given 
value of x are uniquely related through (2), then it is easy to see that 
the total density for a given plane in the a-region is given by 

Juc' U Jv U 
(5) 

where the first term represents the contribution of electrons in class 1 
above, while the second term represents the contribution of electrons in 
classes 2 and 3. The contribution of class 3 is equal to that of class 2. 
The lower integration limit v of the second term of (5) represents the 
initial velocity of an electron which would just arrive at the value of x 
under consideration before coming to rest and starting back toward the 
cathode and the limit uc' in both terms represents the initial velocity of 
an electron which comes to rest just at the potential minimum. 
Thus, from (2) 

v = and ® 

In the /3-region there is only one class of electrons, so that the 
density is more simply expressed. Thus, 

f00 n{uc) , m P0 = e ——duc. (7) 
tluc' U 

The value of p in (5) and (7) may each be expressed in terms of 
d^V/dx2 by the use of (3), and the integration of these two Poisson's 
relations for the common boundary condition that the electric force is 
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zero at the potential minimum has the following result: 

{dvay 2hm r, ,s , ^ r' , w . , , =  I (u — u )n[Uc)dUc i ( uniticjdUc, (8) 
(dx) e .7Uc/ e Jc 

F^)2 2/zw r, ,, , w /Q-, 
J (u ~ u )n{uc)duc, (9) 

where u' is the electronic velocity at the potential minimum, i.e., 
O')2 = Wc2 — i2e/hm) V. 

At this point the analysis departs for the first time from the classic 
analyses of Fry 6 and Langmuir,7 through the introduction of the 
concept that the instantaneous rate of emission may be expressed as the 
sum of an average rate of emission plus an instantaneous deviation. 
That is, 

n{uc) = no(uc) + d(uc), (10) 

transforms (8) and (9) into the following equations: 

(dvay- 2hm r, ,x , w -tj-t- =  I (« — u )n^[uc)duc {dx) e JUc, 
Ahm n 

H | MWo(Mc)dMc + a(5), (11) 
e Jr 

where 
... 2hm T00 , . Ahm rUe' , . , 

oi{8) =  I (w — u')8{uc)duc H ( u8{uc)duc 
^ due' ^ U v 

and 
(d^l = 2hm r(u_ u')na(Ur)iUc + ^(5), (12) 
{dx) e JUc, 

where 

^(3) r (u- u')8{uc)duc. 
£ U uc' 

Since the average rate of emission may be expressed by the Max- 
wellian relation, 

Wo(«.:) = 2aNuct~au':'1, 
where 

hm 
a ~ 2kT' 

the indicated integrations in (11) and (12) have as a result, 

(feT)2^)2 = Nhm Ir ^ 
(e) {dx) e \ae 

X [ e" - 1 + e'Pt Jv) - 2 ^ j + a{8) (13) 
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and 

{kTYid^Y = Nhm 
(e) {dx) e 

X [e" - 1 - e'PCVTj) +2^ + m, (14) 

where 

,=^(r-To, V = 
e_r 
kT' 

The fact that both a(6) and ^(5) are very small greatly simplifies 
the solution for the distance coordinate x in (13) and (14). The 
process is to invert the two equations, respectively, extract the square 
root, and then expand the right-hand side in powers of q:(5) and /3(6), 
respectively. This results in expressions for dx/drj which can be 
integrated term by term. However, the small values of a{8) and /3(5) 
allow powers higher than the first to be disregarded, and hence, 

kT 
x = FW) 1 

Nhm 

and 
e 

kT 
(x - x') = 

H 

f(v) 

1/2 f Nhm 

H 

3/2 X 

^ a{8)dy] 
Hv) 

(15) 

f Nhm It , 1 1/2 

 r 
/tt 13/2JO 

P(S)dv 

'p(v) 
(16) 

where for convenience 

FCvi = r 
Jo 

d-q 

An) = f 
Jo 

re, _ i + e.p{^) -2^] 
1/2 

drj 

^(n) = ^ 

fin) = ^ 

e" - 1 - e'PiJn) + 2 J 

e" - 1 + etP(V^) - 2 ^ j 

€" - 1 - ^P(ylq) + 2 A 

1/2 

3/2 

X;] 

3/2 

(17) 
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Up to this point, the present analysis is very similar to that given 
by Spenke.3 For the reasons stated above, the two methods digress 
hereafter. 

Since the instantaneous position of the potential minimum depends 
upon the operating conditions as indicated above, the elimination of 
this variable by the addition of the two equations (15) and (16) 
results in a simpler expression for the cathode-anode spacing, namely: 

e F Nhm It , 
FTX [ e~ \a£ 

1/2 
= W) +f(v) 

1 1 «(^) 

f Nhm T r 
a 

irw"+rsi" 
(18) 

To separate the noise or fluctuation component of the potentials 
from their average values, it is necessary to assume at any plane in 
the diode that it is possible to express both the instantaneous voltage 
and velocity as a steady state or average value plus a very small 
superimposed fluctuation component. Since this assumption does not 
result in any discontinuities, it is possible to express the instantaneous 
values of the dimensionless variable as 

and 
V = Vo + VI 

V' = Vo' + Til, 
(19) 

where both rji and 771' are very small. From this assumption, it may 
readily be shown that the d-c. solution and the first approximations 
to the fluctuation component of the solution for (18) are respectively 

ex F Nhm jr , 11/2 n 
irL-rVr-J =w)+/w 

and 
ex [Nhm fir , 1 1/2r?/ ,dF{t]0') , df{t]a) 

~ Wr |_ e \ ae J -2=^-d 

(20) 

+ Vx 

Nhm ^c_vJ [Jo ^ ^ Jo vM 77-I (21) 

In the last equation, the average or d-c. values of all quantities 
except 771, 771' and 8(uc) are to be used. 

To avoid the necessity of using long, awkward equations, it will be 
of great convenience to define several new variables. 



SHOT NOISE IN DIODES 599 

Let 

y = yfau' 

B = Fiy,') +/(r?o) dFirjn) ^/(t/o) 
d-qa 

/- _ J_ r"0' CV/ + v - y] 
Hv) 

[V/ + v - y] 

drjc 

-! K JQ 
1 p 

VTT Jo 

drj 

<p{v) 
- drj 

(22) 

From the definition for rj, given in connection with (13) and (14), 
it may be shown that 

(23) 

where Vi is the a-c. anode potential. With the definition given for 
q:(6) and /3(5) in (11) and (12), and from the above relations, (21) may 
be rewritten as 

, e V i dfj-go) _ 1 f f00^. nw w 
Vl kT dri0 iVc-^o' j (C + D)8(uL)duc 

I ''uc 
A r°' r 

Jo Jr 

_l_ _2_ r""' F"' Vy2 + dju^diird-q 
$(??) 

(24) 

where 

= F"' 5 = 

Before (24) can be used, the relation between -qi and the a-c. anode 
current, and also the expression for the a-c. plate impedance must be 
obtained. From the general relation given in (1), the instantaneous 
current per unit area is 

/•CO /'•CO /■CO 
I = e \ n{uc)duc = e f no(uc)du,- + e I b(uc)duc 

j Uc' uc' J Wc' 
/•CO 

= iVee-"' -f € I b(Uc)duc. 
Juc' 

Since the instantaneous voltage of the potential minimum may be 
expressed as a sum of a d-c. component plus a small a-c. fluctuation, 
the d-c. and first order fluctuation plate current are respectively 

/o = Nee-"*', 

11 — — ■qi'Nee~< + e 
i: u 

8{uc)duc. 

(25) 

(26) 
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Vi = Y ( 5{Uc)duc - Y • 
IoJn. U 

(27) 

This is the desired relation between rji and the a-c. anode current. 
To find the other desired relation, it is first observed that by (20) 

and (25), the d-c. voltage-current relation is 

ex f hm Itt 1/2 
/o1/2 = FM +f{vo). (28) 

kT [ ee \ a 

This is identical with that obtained by Fry and Langmuir. The 
values of F(r]of) andfivo) have been tabulated by Langmuir.7 

From this d-c. relation, it may readily be shown that the a-c. plate 
impedance of the planar diode is 

F(W) +/(i)o) , dF(rl0') , df(vo) 
BkT 1 

r,, = 
drio' dvo 

elo df{r}o) eh dfho) 
drio 

(29) 

kT dr]0 

Since the noise generator voltage, 

E = hrp + Vi, 

the substitution of (27) and (29) reduces (24) to the following relations: 
e ( T y I T/ \ ^0) 

eE df(rio) 
kT dlo h{£ (B C D)8Mdu' 

 f''0' f"c Vy2 + r]b{uL)du,dr] ] 
VtJo j- ~ 

By the additional symbols, 

H{uc, vo, vo') = 
kT 
dfirtt, 

drio 

Hv) 

(B — C — D) 

r 
(30) 

x _ 2 kT ^y2 + v Cr(Mc, 7?, Vo) = Y 
VtT r df(Vo) HV) 

0 dvo 

(31) 

the noise generator voltage may be expressed in the condensed form, 

E = f H5{uc)duc + j j Gd{uc)ducdv- (32) 
due d Q d'j) 
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Unfortunately (32) cannot be integrated because the specific value 
of the instantaneous deviation in the rate of electron emission is 
unknown. Moreover, as shown by Fry 10 there exists no frequency 
spectrum for this deviation. The reason is because there is no way 
of foretelling at a particular instant just when the next electron is 
going to be emitted from a thermionic cathode. It does not follow, 
however, that Fourier methods are powerless, as the following argu- 
ment will show. Imagine that the emission in a thermionic system 
has been going on for a long time, and place a recorder in the system 
which makes an oscillograph record of the voltage produced across 
the tube by the fluctuating current. Let the record be made over a 
long period of time. Then, it is a perfectly possible thing to analyze 
the record so obtained into a Fourier spectrum. The result will give 
no information that the Fourier spectrum which would be obtained 
on the oscillograph during an ensuing time period of equal length 
would be the same as the one which has been secured during the past. 
However, when the mean square value of the Fourier spectrum for 
the recorded interval is computed, it is found that the mean square 
value of any two records so obtained is the same when they are both 
produced by random emission. Moreover, the mean square value 
within a specified frequency interval is also the same in the two 
records. These facts result from the random character of the events 
producing the records, as may be seen even more clearly by examina- 
tion of the mathematical steps in the following equations, particularly 
as given in the progression from (37) to (38). It follows, then, that 
one is justified in concluding that the mean square response of an 
electrical system to a random excitation can be calculated by the 
Fourier series method, and that the result so obtained applies equally 
well either to systems which have been measured in the past, or to 
those which will be measured in the future, provided only that they 
both are similar in their configuration and external operating con- 
ditions. 

To obtain the Fourier expression for the emission deviation, it will 
be assumed that this function repeats itself after a very long period 
of time. To find this Fourier Series for the instantaneous deviation 
from the average rate of emission of electrons with x-directed velocities 
between Uc and uc + duc, the very long period of time, L, is divided 
into P equal intervals of length, r, where r is assumed to be mathe- 
matically small. The exact number of electrons emitted during any 
of these intervals of time with velocities between uc and uc + due per 
unit area of the cathode is denoted by nm{uc)T. The average rate of 
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emission of electrons in this velocity class may then be defined as 
follows: 

1 /J 

Mo(wc) = -pH Wm(Wc). (33) 
R m= 1 

During each interval, the deviation from the average rate of emission is 

5m(Mc) = nm{uc) — «o(Wc). (34) 

The mean square of the instantaneous deviation for all P intervals 
is then 

52(0 = 4 2Z [nm{uc) — Wo(mc)]
2. (35) 

m = l 

The value of the mean square emission deviation may be found 
from the following considerations. In previous studies of pure shot 
noise, it was assumed that the electrons are emitted from the cathode 
independently of one another, that is, the probability of an electron 
being emitted during a very small interval of time depends only upon 
the average rate of emission and the length of the time interval. 
The classical theoretical equation developed for the shot noise from 
this assumption was found experimentally to be correct to well within 
experimental errors. Hence, the same assumption may be made in 
this analysis of tube noise as the presence of the space charge near the 
cathode can have but a negligible effect upon the rate of emission of 
electrons from the cathode. Thus, since the electrons in any velocity 
class are also emitted independently of one another, the application of 
probability theory shows that the mean square deviation in the total 
number of electrons emitted with velocities between uc and uc + due 
in a time, r, is equal to the average number of electrons of this velocity 
class emitted in the same time, r. 

That is, 

4Z tz8J(Uc) = TWo(MC), 
m=l 

or 

E 5„.2(mc) = —2no(nc). (36) 
m=l T 

Since the period of time, r, is mathematically small, it. can be 
assumed that the instantaneous deviation from the average rate of 
emission is constant in each of the P intervals and equal to 8m{uc). 
If it is assumed that the function representing the instantaneous 
deviation repeats itself after a very long period of time, L, the Fourier 
series for the P square-top pulses comprising the instantaneous 
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deviation function may be shown to be: 

sw = ,1 £ Tjf^ [ ' (37) 

where co = lir/L, and tm = mr. 
The mean square deviation may be found by squaring the above 

expression and averaging the result over the long period of time L. 
The result is 

  cc P P 2 r p— i l ut _ 1 "1 

[p+iluT — 11 

Since the time-average of the instantaneous emission deviation 
must be zero over the period, L, the contribution to the mean square 
from the double summation with respect to k and m is zero, unless 
m = k. 

Thus 

^ = (38) 

From (36), this equation reduces to 

—t—r 4 f 1 — cos/cor 1 , s 
s (mJ = I s L iw J n°{u')- m 

The contribution to the mean square of the instantaneous deviation 
in the electron emission, from the frequencies between / and / + d/ 
is given by 

—4 r l _ cos Ilot 
Wo (Mr). (40) 

The limit of this expression as the length of the periodicity, L, is 
made infinite, may readily be shown to be 

S/(uc) = 2n0(uc)df. (41) 

It is now possible to proceed to find the mean square value of the 
noise generator voltage given in (32) with the aid of (37) and (41). 
From (37), the noise generator voltage may be expressed as 

m P r V p—ilo>T   IT 

r C" /"to' Due I 
xj ( n{ur)5m{uc)duc + I I G8,n(ur)dul4v [• (42) 

1 Jo 
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The mean square of this equation for the noise generator voltage 
may be obtained by finding the average of the square of the expression 
over a very long period of time; that is 

X [ r r H{x)H{y)bm{x)8k{y)dxdy 
1- Ux=Uc "V^Uc 

+ 2/" r f G(tj, x)H(y)dm(x)Sk(y)dxdydrj 
1=0 V=uc 2=Va(iJ-V) 

XVa' fVo' fuc rue 
I ( I Giv, x)G(z, y) 

•1—0 z=0 I/ = Va(z-'/o') X=Va('7—V) 

X bm{x)bk{y)dxdydzdr]^. (43) 

In the above equation, the contribution to the mean square noise 
generator voltage from the summation with respect to m, for a fixed 
value of k, is zero unless m = k, since the long time average of the 
emission deviation must be zero. Furthermore, since the electrons 
are emitted independently of one another 

p 
E 5m(x)5m(y) = 0, unless x = y. 
m=l 

From these considerations, the contribution to the mean square 
generator voltage from the second integral in (43) is zero since x and y 
have no common value. The contribution from the last integral is a 
bit more difficult to obtain. However, from (41), the contribution to 
the mean square noise generator voltage from the frequencies between 
/ and / + d/ can be shown to be 

00 
H2(ue)no(uc)due 

"Jo' /"I /Hie 
+ I | G(rj, uc)G(z, Uc)no{uc)ducdzdr] 

'7=0 z=Q " Uc=^al.V—Vo') 

+ f f f G(v' Uc)G(z, uc)no{uc)dUcdzdr] J. (44) 
1 = 0 2=V Ue= Va(Z—V) 

In terms of the variable y = Vcm', the average rate of emission may 
readily be shown to be 

21 
no{Uc)duc = —-ytr^dy. 

Ef = 2dflj 
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From this value of the average rate of emission, and from the 
definition of II and G in (31), and since the plate impedance of the 
planar diode is given by (28), the final expression for the mean square 
noise generator voltage may be expressed as follows: 

where 
E/- = 4krp{\T)df, 

*=jM[r*B-c-D)^dy 

(45) 

drjc 

V0 = ^(v'- vp), 
„ r _ _S_ t// Vo kTV 

B = FiW) +f(vo) , dFiVo') 1_ df(vo) B 

FM = 

Kvo) = 

dr?o' 

dx 

drja 
r„ = elodfjrio) 

kT drjo 

= rvo' ^ 

Jo 

1/2 

dx 

C 

D = ~f 

1 po" [Vy2 + X - y] 

1/2 

=- r 
Vtt Jo 

dx' 
[ Vy2 + x — y~\dx 1  LVr + x — yjdx 

TtJ0 [f--i-^(VS) + 2^] 

4.(^) = |^ex _ i + txP(-\[x) - 2^ 

P(x) = 4= f^2^- 
■VTT Jo 

3/2 

(47) 

Part II—General Discussion 

The analysis in Part I shows that as soon as a potential minimum 
exists, the tube noise in a planar diode is equivalent to the thermal 
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noise of the plate resistance at an effective temperature which is a 
function of that of the cathode. 

In general, the effective value of the diode plate resistance tempera- 
ture for any operating condition is very difficult to obtain because of 
the complexity of the final noise equations (45) and (46). However, 
the limiting value of the ratio of the effective plate resistance tempera- 
ture to that of the cathode, denoted by "X" in (45), may be evaluated 
very readily for certain limiting conditions. 

One encounters the first of these conditions when the plate potential 
and cathode emission are such that the potential minimum has moved 
just up to the cathode, and is in fact on the point of disappearing. 
This condition is secured by decreasing the space charge to values less 
than are required for the formation of a potential minimum away from 
the cathode. In the equations, it is represented by letting the quantity 
?7o' approach zero, where rjo' is the natural logarithm of the ratio of the 
saturation current to the anode current. For this set of operating 
conditions, all the electrons emitted from the cathode will go to the 
anode, and hence the condition is appropriate to the study of pure shot 
noise. 

A second condition is obtained when the plate potential is equal in 
value to the potential of the minimum. Physically, this condition 
means that the minimum has moved just up to the anode, and requires 
a negative value for the plate potential. Mathematically, it is repre- 
sented by a zero value for the quantity 770, where 170 is equal to the 
difference between 770' and {e/kT)Vp. For negative plate voltages 
greater in magnitude than that of the potential minimum, all electrons 
having an initial kinetic energy greater than eVp will reach the anode 
regardless of the presence of the space charge existing between the two 
electrodes. For these conditions, the diode becomes a temperature 
limited current device. 

A third limiting condition occurs when the plate potential is large in 
magnitude compared with that of the potential minimum referred to 
the cathode. In this condition a potential minimum still exists. It is 
represented in the mathematics by letting the quantity 770 become 
large. This condition represents the normal operating condition for 
the diode. 

As the space charge is decreased, making tjo' very small, from (47), 
the diode plate impedance becomes very large through the action of 
dF(r,0')/dVo' which becomes infinite as 770' approaches zero. As all 
other quantities involved remain finite, the mean square noise current 
for a very small space charge is 
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df(vo) 

D = e+7v = A-^f -^7-. B'- f' ye-'-'dy 2eIodf. (48) (-^p ~l~ Z) TJ D dfiTio) jy 
eh dV0 

Thus, as the potential minimum voltage is reduced to zero, the tube 
noise as given by (45) reduces to the well known shot effect equation. 

For some space charge at the cathode, the value of X in (45) has 
definite limiting values for both very low and for very large plate 
voltages. For a very small value of t/o. that is for negative plate 
voltage, the value of B defined in (47) is very large because df(rjo)/dT]o 
becomes infinite as t/o is decreased to zero. Thus as 770 0 

\-,TB*j*ye--'dy=~- (49) 

Hence, for any value of space charge, the effective plate resistance 
temperature for negative plate voltages is one-half of the cathode 
temperature, under the restriction that no potential minimum exists 
between the cathode and anode. 

Since the diode is usually operated with a positive plate voltage, the 
value of the effective plate resistance temperature for a large value of 
770 is of more interest. For 770' not equal to zero, and a large value of 
plate voltage, it can be readily shown that the values of/(77o) and of D 
are much larger than any other quantities involved in the equation for 
X. After a bit of mathematical operation, it may be shown that the 
limiting values for /(770) and D are 

^ = [ 17,03/4 + 3 N^n7ul/4 + • • • - (W4 +•••)] 

f(77o) = ^ | 77O3/4 + VTTTJO1'4 + • • • j . 

From these relations, the limiting value of X for a large plate voltage 
is given by 

X = ' e-«Vy = 3 ( 1 - ^ ) = 0.644. (50) 

Thus, for any value of space charge, as long as a potential minimum 
exists, a sufficiently large value of plate voltage may always be found 
for which the effective plate resistance temperature is 0.644 times the 
cathode temperature. 
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It is possible to obtain a good approximation for the effective diode 
temperature for any operating condition by the following method. 
The values of "C" and "ZT' in (47) may be found without too much 
difficulty by graphical integration for several different values of y, rjo 
and 770'. From the tabulated values for F{-qa') and /(77o) given by 
Langmuir, and from the values found for C and D, the integral, 

may be evaluated by mechanical means for several values of 770 and 
770'. This gives the first integral in (46). 

It was found practically impossible to calculate directly the contri- 
bution to X from the last two integrals in (46). However, a rough 
approximation to them may be found indirectly by the following 
method: If the sum of the two integrals is denoted by Q, then (46) may 
be written 

or 0 = B\(df{r]o)/dr]0) — S = function of 770' only. 
For a fixed value of 770', the solution of the above equation for several 

values of 770 should give a constant value for (). Unfortunately, only 
the limiting values of X are known. However, if the limiting value of 
0.644 is substituted for X in this equation, the calculated value of Q, 
for a fixed value of 770', should approach a constant value as 770 is 
increased since X does assume the 0.644 value for 770 sufficiently large. 
The limiting value of Q calculated in this manner is the desired 
contribution to X from the last two integrals in (46). This method of 
evaluating Q cannot be very accurate since it involves the difference of 
two quantities of the same magnitude. However, since Q is small 
compared to the contribution from the first integral in (46), a large 
error in Q will introduce a much smaller error in the value of X. 

The values of the effective diode plate resistance temperature 
calculated in this manner for several different operating conditions are 
shown in Fig. 2. These curves indicate that the effective diode 
temperature is 0.644 times the cathode temperature for all practical 
operating conditions. The values of 770' and 770 may be determined 
from the following relations: 

(51) 

x = 
B df(vo) 

dvo 

Tjo' = 10ge j1 » 
P 

(52) 
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where /* is the saturation current and Ip is the anode current, and 

(53) „„ = - A. F, = W + ^ X 104Fp, 

where Fp is the anode potential, and T is the absolute cathode temper- 
ature. 

For T = 900° K, 
lo = lo' + 12.9Fp. (54) 
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Fig. 2—Effective noise generator voltage of planar diode. 
—— I c 
Ef- = 4:krp{\T)df, vo' = log. jr . Vo = 'no' ~ kf Vp' 

For T = 900° K., 770 = W + 12.9Fp. 

Even for the small space charge condition for which the plate current 
is eight-tenths of the saturation current (lo' = 0.2), the value of 10 need 
be greater than about 25 only before X assumes its limiting value. For 
a temperature of 900° K., as for oxide coated cathodes, this would 
require a plate voltage of only two volts. If the plate current were less 
than eight-tenths of the saturation current for very high plate voltages, 
then as the plate voltage is reduced, V would increase. For this 
operating condition X maintains its limiting value of 0.644 for all 
except negative values of plate voltages. 

The transition between the various effective planar diode plate 
resistance temperatures is more clearly shown in Fig. 3. In this 
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figure, the natural logarithm of the ratio of saturation current to the 
plate current is plotted as a function of the plate voltage for several 
constant values of the coefficient X. These curves show for a fixed 
positive value of plate voltage that as the space charge is decreased 
toward zero, by a reduction in the ratio of the saturation current to the 
plate current, the value of X for moderately large values of space charge 
increases but little from 0.644, and then for a very low space charge, 
increases very rapidly to its limiting value given by the shot noise 
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Fig. 3—Modification of effective plate resistance temperature produced by 
space charge.   

E/2 = 4krP(XT)df. 

which is represented by the axis of abscisste. Thus, the value of X 
digresses markedly from 0.644 only for the narrow region of operating 
conditions for which the saturation current is less than 1.25 times the 
plate current and the plate voltage is less than 28elkT volts. For an 
oxide coated cathode for which T is 900° K., the effective plate re- 
sistance temperature is 0.644T for any operating condition for which 
plate current is less than eight-tenths of the saturation current and the 
plate voltage is greater than two volts. 

For a cylindrical diode, the general method of analysis used in the 
parallel plane case results in equations which are practically impossible 
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to solve. The difficulty in these equations arises from the fact that 
tangential as well as radial initial velocities must be considered in 
obtaining the total anode current. Since it was shown for the planar 
diode that the effective temperature of the plate resistance is 0.644 
times the cathode temperature for practically all operating conditions, 
all that is really desired in the cylindrical diode solution is the limiting 
value of the effective tube temperature. This may be found rather 
easily from a comparison of the cylindrical diode with the planar tube 
in the following manner. 

For a very large space charge, and a high plate potential the radius of 
an equipotential surface near the potential minimum will be very 
nearly equal to that of the cathode. Hence, for these operating 
conditions, the planar diode equations may be applied to this region 
of the cylindrical diode. In the planar tube, it was shown that for 
Vo' > 3, tjo had to be of the order of unity to obtain the limiting value 
of 0.644 for X. If the space charge and plate potential are sufficiently 
large in the cylindrical diode, the radius of the equipotential surface 
for which tjo is greater than unity will practically be equal to that of 
the cathode. The cylindrical diode may then be divided into two 
parts, a planar diode between the cathode and the equipotential 
surface for which 770 > 1, and a cylindrical diode formed from the 
remainder of the tube. In any diode, the only source of noise energy is 
the cathode from which the noise power is transferred to the anode and 
external circuit through the mechanism of the initial electronic 
velocities. Furthermore, the same total noise power must be trans- 
ferred across any equipotential surface between the cathode and anode. 
In the planar portion of the cylindrical diode as described above, the 
total noise power crossing any equipotential surface was shown to be 
2.5T6kTdf. This same noise power must be transferred across any 
other equipotential surface in the cylindrical diode. Hence, the 
effective plate resistance temperature for the cylindrical electrode tube 
must also be 0.644 times its cathode temperature. From this line of 
reasoning, it may be shown that the limiting value of the effective 
temperature for any shape diode is the same as that for the planar tube 
with the same cathode temperature. 

From the experimental data given in his paper, Pearson definitely 
recognized that the limiting value of the diode plate resistance temper- 
ature should be between 0.59 and 0.65 of that of the cathode.2 The 
writer understands that North and Thompson of the R.C.A. in an 
unpublished paper have obtained the same general result for the effect 
of space charge upon shot noise in diodes. 
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In a diode, the tube noise may be expressed equally well and with 
equal correctness either as a modified shot noise or as a thermal 
resistance noise. In this paper, the thermal resistance viewpoint was 
taken for two reasons. First, the coefficient "X," used in the thermal 
resistance noise equation 

Ef = Akrp(\T)df, 

is practically always a constant equal to 0.644, whereas, the factor, 
,l F," used by Schottky and Spenke in their modified shot noise 
equation 

Ji2 = 2eF2Iodf 

is always a function of the operating condition. That is, for the 
operating conditions for which X is a constant, F has the following 
value: 

r 1-39 

The second reason for the selection of the thermal resistance noise 
relation is that power from the motion of the atoms in the cathode is 
actually transferred to the plate electrode and external circuit through 
the mechanism of the initial electron velocities. Hence, the tube 
noise in a diode with space charge is very similar to a thermal resistance 
noise. 

Part III—Effect of Transit Time 

The analysis, in Part I, while giving the correct results for all 
operating conditions in the ordinary frequency range, is extremely 
long and cumbersome. It shows, however, that only the limiting 
values of the effective temperature of the plate resistance are required 
for most practical cases, and therefore it points the way to make 
simplifying assumptions which result in a much shorter analysis, and 
moreover, which allow the analysis to be extended to frequencies so 
high that electron transit time phenomena become of importance. 

Thus the final noise equation in Part I shows that for moderately 
high anode potentials and for the usual excess of cathode emission, 
a very good approximation may be had by a consideration of the 
current-voltage relations existing in the /3-region between potential 
minimum and anode without the necessity of encumbering the analysis 
by including the a-region between potential minimum and cathode. 
Moreover, for a large anode potential, the terminal velocities of the 
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electrons at the plate are very large in comparison with their initial 
velocities for practically all of the electrons. This means that the 
transit time for the various electrons is practically the same for all 
of them which leave the cathode within a particular very short time 
interval, even though the initial velocities of the various electrons are 
statistically distributed among them. It results that the various 
individual velocities of the electrons in the /3-region may be replaced 
by an average value, which at the potential minimum may be defined 
as follows: 

X00 
u'n{uc)duc 

u =   (55) 
n{uc)duc 

£00 

/ 

Physically, the meaning of this expression is the average velocity 
of these electrons which cross a plane in the /3-region close to the po- 
tential minimum in a unit of time. Inasmuch as the unit of time may 
be taken to be very small, it follows that (55) expresses the effective 
instantaneous value of the initial velocity which may, and does, 
fluctuate as time goes on. 

On the basis of an equation of the form 

d2V 
I = pu~eaTrx 

(56) 

the planar diode has been extensively investigated by a number of 
workers and it has been shown 8 that the relation between current 
and voltage is completely specified as soon as two boundary conditions 
are given. These may be the initial velocity and acceleration, or 
they may equally well be the initial velocity and conduction current 
pti. However, the analysis based on (56) applies strictly to the case 
where all of the charge moves with the same velocity and hence 
contains a certain approximation when electrons are considered whose 
velocities have a certain dispersion around some mean value. The 
error will be small until frequencies are considered which are so high 
that a large proportion of the electrons which left the cathode in a 
time interval which is very short compared with the period of the 
high frequency arrive at the anode in a time interval which is not 
small compared with the high frequency period. Normally this means 
that the error is small even for frequencies so high that the majority 
of the electrons require several cycles to make their transit from 
potential minimum to anode. 
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It is convenient to write the resulting equations in terms of d-c. 
and first order a-c. values where the initial values of d-c. velocity 
and acceleration are given, but initial values of a-c. velocity and 
conduction current are employed. The first order a-c. relation derived 
by Llewellyn may be written in the form 

= + ^ (57) 

where and /xa are the initial values of fluctuation conduction current 
and velocity, respectively, while A, B and C are defined by: 

B = — J-^[aa{i6e-ie -f- e-ie — 1) + uaiu(e iB — 1)] (58) 

in which \ is the transit angle, wr, the transit time being r, and lo is 
the d-c. current. 

In the application of these relations to noise analysis, the initial 
values of velocity, acceleration, and conduction current must be taken 
at a point in the /3-region beyond the potential minimum, but just as 
close to it as possible without encountering conditions where electrons 
may be moving toward the cathode, for the equations apply only to 
cases where the electrons are moving in one direction only. The 
initial point is, however, located so near to the potential minimum 
that the d-c. acceleration in (58) may be taken as zero. When this 
is the case, it may be shown that the initial conduction current is 
equal to the total current. In other words, the initial value of dis- 
placement current is zero. Under such conditions (57) and (58) 
reduce to the following expression for the a-c. anode potential in 
terms of the a-c. component of current and initial velocity: 

v = ~k[^ + ie + 2e"° + i6e~"~2) 

+ rfua(id + e-i0 -1)1+^° lide-ie + e-ie - 1]. (59) we 

The term multiplying the a-c. current Ii in the above equation is 
the internal high-frequency impedance z of the planar diode. The 
last^term may therefore be identified with an internal emf. When 
the initial velocity n, is expressed in terms of the fluctuation of electron 
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velocity, the term gives the equivalent noise generator, E. Thus 

E=^ {ide~iB + e-ig - 1) (60) 

and the mean-square value of the noise emf. (at a frequency w) is 
given by: 

E? = \iQ-io + e-'f - 112. (61) 
ojV 

The problem is now reduced to finding the mean square value of 
initial velocity fluctuation, Ha\ which corresponds to electrons cross- 
ing the potential minimum. This may be done by going to (55) 
which gives the effective value of the instantaneous initial velocity 
and separating all quantities, including the lower integration limits 
into d-c. and a-c. components. Thus 

n{uc) = Wo(Mc) + 5(mc) 
Ue = Uc' + buc' . /6?N 
u' = u' + bu' 
U = Ua + Ha 

The result may be expanded in series form and products of the b's 
may be disregarded inasmuch as the a-c. components are small in 
comparison with the d-c. The indicated operations have as a result 

UkT 
Ua ~ \2hm (63) 

and 
e 1"° 

V- = jr I (u' ~ ua)b(uc)duc. (64) 

The Fourier analysis may be applied to this in the way outlined in 
connection with (37) and (41) in Part I and gives the mean-square 
value of velocity fluctuation corresponding to a frequency interval df 
as follows: 

A1/2 = yW [ - Uayuc{uc)duc 
1 _ i) * 0 ''So 0 \ / 

This may be substituted in (62) giving for the effective noise emf. in 
the frequency range dj 

X [0- + 2 - 2(cos 0 -f- 0 sin 0)]. (66) 
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The initial average velocity is small so that the low-frequency 
plate impedance may be written 

e/or4 

r' = uh^- (67) 

Thus for any transit angle, the mean square noise generator voltage 
is given'by 

£7 = 12^1-^ krpTdf^ [2 + 02 — 2(cos 0 + 0 sin 0)] J 

= ASk{<d.6UT)rpdf 
where 

(68) 

5 = i 2 + 02 - 2(cos 0 4 0 sin 0) 

For low transit angles, this expression reduces to 

E}= nil -j)krpTdft (69) 

which is precisely the limiting value obtained by the much longer, 
but more rigorous analysis. 

It must be understood that (68) is an approximation since the 
transit time effect in the region between cathode and potential minimum 
was entirely neglected, and because the validity of the average velocity 
concept does fail at the very high frequencies. 

Some knowledge of the extent of the operating conditions for which 
the above equations are good approximations may be obtained from 
the d-c. current-voltage relation. For the boundary conditions 
assumed, the low frequency current equation derived from the general 
solution given by Llewellyn reduces to 

- 2.33(F - F')3'2 

lU6(x - x')2 [1 + 2Myl*whn]- (70) 

This equation was shown by Langmuir to be a very good approxi- 
mation for the plate current for most operating conditions and fails 
only for very low values of plate voltages. Thus, it may be concluded 
that (68) is a good approximation for all operating conditions except 
for very low plate voltages and a small space charge. 

The plot of (68) given in Fig. 4 shows that the magnitude of the 
mean square noise generator voltage decreases by five per cent only 
for transit angles as large as one radian. 
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The effect of transit time on the pure shot noise for a low space 
charge density and a high plate voltage may be obtained quite readily 
from (57) and (58). Since for a very small space charge, Jo and iia are 
small, and aa large, the equations then reduce to the following ex- 
pression : 

- n = + ^-aaT- \ O— (iee-" + e— - 1) 1 
lue L lut I - V- (71) 
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Fig. 4—Effect of transit time on both thermal and shot tube noise. 
Ef = 4:Sk(0.644T)rpdf, 
I,* = ieSIodf. 

For these operating conditions, the transit time in terms of the d-c. 
acceleration and the electrode spacing is given by 

x = 
anT- 

In terms of the external circuit impedance Z/ 

Vx = IxZf, (72) 
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so that (71) and (72) combine to give 

/i = - 
1 d- 

Z/ioit L 
[ ^ {id6~iB + e-ie - 1) j (73) 

The mean square shot noise current is thus given by 

/r = 
qa- 
Z ficoe 

p (ide-i9 + e-9 - 1) (74) 

The value of the mean square a-c. conduction current at the cathode 
to be substituted in the above equation may be derived as follows: 

The total current emitted from the filament was defined as 

I n(uc)duc — e I no(ue)duc + e I j S(uc)duc. (75) 
o do do4 

Hence 
Jr»co 

5(u, 
o 

)duc. (76) 

From (37) and (41), the contribution to the mean square of this 
conduction current from the frequencies between / and / + ^/ is 

gd = 2e2df ( no(uc)duc = 2eIodf. 
do 

(77) 

With this result, the effect of transit time on the shot noise current is 
given by 

2eIodf 
Ir = 

1 
Z fiwe 2 {I [2 + V1 - 2(cos 0 + e sin 0)] } , (78) 

where Z/ is the impedance of the external circuit at the frequency/ and 
xjiwe is the capacitive reactance of the diode at the same frequency. 
Thus the shot noise current is modified by transit time in precisely the 
same manner as the noise generator voltage for the thermal tube 
noise. 

The effect of transit time upon the shot noise, as indicated in (78), 
is identical with that obtained by Spenke for the same operating 
condition of low space charge and high anode potential.4 Spenke 
derives this result through a clever application of a Fourier Series in 
which account was taken of the effect of transit time upon the wave 
shape of the current induced in the anode by the electron moving from 
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cathode to the plate. The advantage of the method of average veloci- 
ties used in this paper is that the effect of transit time in both the 
thermal tube noise and the shot noise may be found. 

It is noteworthy that Ballantine in 1928 derived an expression for 
the effect of transit time upon the pure shot noise which is identical 
to that obtained in this paper.9 

In conclusion, the writer wishes to express his appreciation to F. B. 
Llewellyn whose supervision and numerous suggestions made possible 
this paper. 

References 

1. F. B. Llewellyn, "A Study of Noise in Vacuum Tubes and Attached Circuits," 
Proc. I.R.E., vol. 18, pp. 243-265 (1930). 

2. G. L. Pearson, "Shot Effect and Thermal Agitation in a Space Charge Limited 
Current," Physics, vol. 6, pp. 6-9 (1935). 

3. W. Schottky and E. Spenke, " Die Raumladungsschwachung des Schroteffektes," 
Wissenschaftliche VeroJJbvllichnngen aus den Siemens-Werken, vol. 16, pp. 1-41, 
Aug. 6, 1937. 

4. E. Spenke, "Die Frequenzabhangigkiet der Schroteffektes," Wissenschaftliche 
Veraffentlichungen aus den Siemens-Werken, vol. 16, pp. 127-136, Oct. 8, 
1937- 5. L. H. Germer, "Distribution of Initial Velocities Among Thermonic Electrons," 
Phys. Rev., vol. 25, 795 (1925). 

6. T. C. Fry, "Thermonic Current Between Parallel Plane Electrodes," Phys. Rev., 
vol. 17, 441 (1921). 

7. 1. Langmuir, "Effect of Space Charge and Initial Velocities," Phys. Rev., vol. 21, 
419 (1923). 

8. F. B. Llewellyn, "Operation of Ultra High Frequency Vacuum Tubes," B.S.T.J., 
Oct. 1935. 

9. S. Ballantine, "Schrot-Effect in High Frequency Circuits," J.F.I., vol. 206, 159 
(Aug. 1928). 

10. T. C. Fry, "The Theory of the Schroteffekt," J.F.I., vol. 199, No. 2 (Feb. 1925). 



Fundamentals of Teletypewriters Used in the Bell System 

By E. F. WATSON 

During the past few years the use of teletypewriters has become 
quite extensive in the Bell System. Simpler and cheaper machines 
have recently been made available for meeting the simpler service 
requirements and attachments have been designed to provide 
additional features for meeting more complex service requirements. 
This article discusses the fundamental principles and various 
features of the teletypewriter machines now in common use and 
explains the more important factors which have been controlling in 
their development. 

XT 7TTH the growth of Teletypewriter Exchange Service and the 
^ ^ general increase in the use of teletypewriters in private line 

services of various types, questions frequently asked are: How do 
teletypewriters operate? What is the "start-stop" system? Why is 
it used? What is a regenerative repeater? 

This article will attempt to answer some of these questions and 
explain also the fundamental principles and features of teletype- 
writers and their auxiliary arrangements as now employed in the Bell 
System. These have been developed to meet the needs of customers 
for a typed or similar record form of communication and at the same 
time be suitable for operation in connection with the Bell System plant. 

Code 

For economical transmission over long distances it is fundamental 
that only a single wire or transmission channel be required to carry 
the signals. Furthermore, long experience with manual telegraphy on 
land lines has proved that reliable and efficient operation is secured by 
using not more than two conditions on the line, such as current and no 
current or positive impulses and negative impulses, as contrasted with 
the use of three or more conditions, or current values. The entire 
telegraph plant of the Bell System as well as practically all other land 
line telegraph systems have been built on this two-condition basis. 

The familiar Morse code uses sequences of dots and dashes to 
represent the different characters of the alphabet and meet the above 
conditions. This code is not well adapted for teletypewriter control, 
however, since the signals for different characters vary widely in the 
time they require, from a single dot for the letter E to a combination of 
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several dots and dashes for some of the less frequently used letters or 
numerals. 

For machine operation it has thus far appeared desirable in order to 
obtain simplest mechanisms and to obtain maximum operating speeds 
with low line signaling frequencies, to have the signals for the different 
characters of uniform length, that is, each contain the same number of 
time units. This condition is met by the five-unit code where each 
character is identified by the impulses in five units of time, and this is 
the code normally employed in Bell System teletypewriters. Each of 
the five units of this code may be either positive or negative, current 
or no current, or either of two values of current, and the permutations 
provided are 25 or 32. These are sufficient for the 26 letters of the 
alphabet, a space, carriage return and paper feed signals as well as 
case shifting signals to bring another set of characters into action so as 
to include numerals and punctuation marks. A chart of this code as 
used in Teletypewriter Exchange Service (TWX), is shown below. 

FIGURES 
LETTERS 

• • PULSE 
PULSE 2 
PULSE 3 

• • PULSE 4 
• • PULSE 5 

Fig. 1—Chart of five-unit TWX code. 

The keyboard used for sending this code is shown below. 

3/4 '/z STOP BELL CAR 
RET. 

/8 76 LINE LTRS FIGS FEED 

c 
(space) 

3 

Fig. 2—Chart of TWX keyboard. 

It will be noted that this keyboard is similar to the ordinary type- 
writer keyboard except that there are only three rows of keys instead 
of four as in the typewriter. In the typewriter keyboard, the lower 
three rows of keys are used ordinarily for small letters but when a shift 
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key is also operated they type the corresponding capital letters. The 
fourth or top row of keys carries the numerals and certain punctuation 
marks. The teletypewriter types capital letters but not small letters 
so that by using a shift or Figures key the upper case position of the 
letter keys is available for the usual punctuation marks and numerals. 
Thus only three rows of keys are required on the teletypewriter key- 
board. The operation of the Figures key sends a signal causing the 
receiving machine to shift to upper case so that numerals and punctua- 
tion marks will be printed until a Letters or Space signal is sent which 
restores the machine to lower case. 

Start-Stop System 

For transmitting the signals of the five-unit code over a telegraph 
line, it is necessary to have some system of timing so that each of the 
five impulses may be properly received, identified and interpreted at 
each receiving station. The start-stop system is used for this purpose. 
One arrangement of this system using segmented distributors with 
revolving brushes, is illustrated in Fig. 3. 

In this system both sending and receiving brush arms are normally 
at rest but are maintained under constant torque, tending to rotate 
them in the direction of the arrows, by constantly running motors 
driving them through friction clutches. Normally the line circuit is 
closed and carries current. When a key of the keyboard is operated 
to send a signal, the start magnet of the sending distributor is ener- 
gised releasing the sending brush arm and allowing it to rotate. As 
this brush passes from the stop to the start segment, the line circuit 
is opened and this open signal transmitted to the receiving station 
where it causes energization of a start magnet which releases the 
receiving brush and allows it to rotate. 

Both sending and receiving brush arms rotate at approximately the 
same speeds since they are driven from motors running at approxi- 
mately the same speeds. These motors are either small synchronous 
motors driven from constant frequency commercial 60-cycIe 110-voIt 
power supply or by commutator type motors, equipped with centrifugal 
governors to hold them at approximately a constant speed, for use on 
other commercial a-c. or d-c. supplies. 

Now as the sending brush arm sweeps over the sending face, the 
impulses of the five-unit code, as set up by the particular key de- 
pressed, will be transmitted over the line as shown in Fig. 4 for the letter 
A, and through the action of the rotating receiving brush, Nos. 1 and 2 
current impulses will cause the energization of Nos. 1 and 2 selecting 
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magnets while Nos. 3, 4 and 5 no-current impulses will not energize 
selecting magnets 3, 4 and 5. 

Similarly other signals for other characters may be sent and received 
as permutations on the selecting magnets whose operation may in turn 
control the selection of an individual type bar to be operated to type 
the desired character. 

While brush and segment distributors are shown above for purposes 
of illustration, in modern machines these are replaced by simple 
mechanical devices, sending contacts and a single receiving magnet, 
which function in the same manner but are cheaper, more reliable and 
easier to maintain. 

Advantages of the start-stop system over other systems of timing 
include its simplicity, the fact that highly accurate speed regulation 
of the motors is not required, that to start a station it is only necessary 
to turn on the power, and that lag in the line signals due to time for 
propagation is automatically compensated for. The lag compensation 

CURRENT 

NO CURRENT 1 

 COMPLETE SIGNAL — 

^ysTO p. START 
■ i • i 

5 ;.;.y;isTop\;'::v 
vV;vV:: 

TIME 

Fig. 4—Chart of line signal for letter A. 

is automatic because the receiving distributor does not start until the 
start signal has been propagated and received and then the other 
signals always follow in a fixed definite time relation. This makes it 
possible to connect any number of stations to a single circuit and have 
them intercommunicating; that is, signals sent from any station will 
be received and printed at all other stations without requiring read- 
justments, regardless of the distances or circuit complications due to 
repeaters and the like intervening. 

To illustrate one of these points further, it may be mentioned that 
with the start-stop system, if other distortions were not present, it 
would be theoretically possible to secure perfect operation without 
errors between two ideal distributors one of which was running either 
faster or slower than the other by as much as 7 or 8 per cent. This is 
because a correction is automatically made after each character is 
transmitted. Since some distortion of the signals is usually ex- 
perienced in transmission, in order to maintain a large tolerance for 
such distortions, it is the usual practice to attempt to maintain the 
speed of each distributor within ± .75 per cent although a much 
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larger variation may be tolerated without causing errors except when 
it occurs simultaneously with an abnormally large line distortion. 

In contrast with this, in a synchronous system such as employed in 
the usual " Multiplex Printer System," it is necessary that the speeds of 
distributors be very accurately maintained or errors in transmission 
will result. This is accomplished by controlling the driving motors 
from very accurate timing sources such as tuning forks, then testing 
the speed of the receiving distributor two or more times every revolu- 
tion from the signals transmitted over the line from the sending 
distributor, and automatically correcting this speed as required. If it 
were not for this last mentioned correction in order to receive signals 
correctly on a two-channel multiplex system for a period of 15 minutes 
at a speed of 60 words per minute per channel, the receiving distributor 
speed would have to be held accurate within ± .002 per cent. In 
other words, in 15 minutes the receiving distributor would make 
about 5400 revolutions (60 words per minute X 6 revolutions per 
word X 15 minutes). At the end of the 15 minutes, if it were one- 
tenth of a revolution ahead or behind its correct position, a No. 3 pulse, 
for example, would be received on a No. 4 or No. 2 segment resulting 
in an error. Thus the limit would be that the receiving distributor 
could not run fast or slow by as much as one-tenth revolution in 5400 
revolutions or roughly 2 parts in 100,000. 

Tolerance for Distorted Line Signals 

During transmission over long lines, telegraph signals may become 
badly distorted; that is, the dots and dashes may be considerably 
shortened or lengthened from their correct values. It is essential that 
the receiving distributors be capable of receiving and interpreting 
these signals without error. To accomplish this the receiving distri- 
butors are arranged so that they are sensitive for the reception of the 
selecting impulses only for a very short time at the middle of each 
impulse. The exact location of this sensitive period with relation to 
the incoming signals is adjustable in each receiving distributor so that 
it may have maximum tolerance for receiving distorted signals. This 
situation is illustrated in the diagram, Fig. 5, which shows a receiving 
distributor with the received signals under various conditions devel- 
oped, and the sensitive points for the reception of the impulses indicated 
by small arrows. 

It will be noted from this chart that the signals may be very badly 
distorted (theoretically up to nearly 50 per cent of a pulse length at 
either the front or rear end of a current pulse), without causing im- 
perfect reception. 
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In the figure it will be noted that trace (a) shows a perfect signal with 
the arrows denoting the sensitive points for receiving each pulse located 
directly at the center of each of the pulses 1 to 5. This is a normal 
adjustment for a receiving distributor which, without change of this 
adjustment, must be able to tolerate the distortions of various kinds 
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Fig. 5—Effect of distorted signals on reception. 

experienced in service without failure to receive and properly identify 
each pulse as a No. 1, 2, 3, 4 or 5 pulse. The other traces illustrate 
certain types of distortions which may be experienced and the condi- 
tions existing for their proper reception with this adjustment. These 
traces will now be explained on a purely theoretical basis assuming an 
ideal receiving machine without mechanical or other imperfections. 

Trace (b) shows the conditions in case of 25 per cent "marking bias" 
in the received signals; that is, each marking pulse has been lengthened 
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by 25 per cent of one pulse length. It will be noted that under these 
conditions each pulse will still be properly received and identified. 

Trace (c) illustrates 50 per cent marking bias in the received signal, 
and at this point it will be noted that the No. 3 and stop pulses have 
been so elongated that they are just on the verge of being erroneously 
received and identified also as No. 2 and No. 5 pulses. This then is a 
theoretical limit for proper operation with marking bias without a 
readjustment of the receiving distributor. 

Similarly traces (d) and (e) illustrate respectively the conditions 
when the received signals have 25 per cent and 50 per cent "spacing 
bias," that is each marking impulse has been shortened by this per- 
centage of one pulse length. It will be noted that 25 per cent spacing 
bias can be easily tolerated but that with 50 per cent spacing bias the 
No. 1 and No. 3 pulses are on the verge of failure to be recorded. This 
then is a theoretical limit for spacing bias in the signals under this 
adjustment. 

Traces (f) and (g) show the effect of 25 per cent marking and spacing 
distortions respectively on the rear end of the stop or front end of the 
start impulse, all other pulses remaining undistorted. 

Trace (h) shows the effect of distortions on the selecting impulses 
alone. By combining this trace with traces (f) and (g) it will be seen 
that with 25 per cent distortion of the start pulse, 25 per cent distortion 
of the same sign is the limit for distortion on the front end of marking 
impulses, or 25 per cent distortion of opposite sign on the rear end of 
marking impulses. Thus for distortions other than bias, which are 
apt to affect both start and selecting impulses in the same signal, 
± 25 per cent is the theoretical limit of allowable distortion. 

Traces (i) and (j) show the effects of speed inaccuracies. From 
these it will be seen that theoretically the sending distributor could be 
about 8.9 per cent faster or 9.5 per cent slower than the receiving 
distributor before errors would be experienced. 

In practical machines there are, of course, inaccuracies due to 
tolerances of manufacture, and other departures from the ideal so that 
the above mentioned theoretical limits are not reached. However, 
all machines used in the Bell System are required to tolerate a lengthen- 
ing or shortening of the front end of any current impulse of at least 
40 per cent of its length and with the same adjustment a lengthening 
or shortening of the rear portion of any current impulse of at least 35 
per cent with the start pulse undistorted. Since bias is nearly always 
present to some degree in the received signals, and since as interpreted 
by the receiving distributor it affects only the front end of the current 
impulses as illustrated in traces (b), (c), (d) and (e) of Fig. 5, the 
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distributors are usually adjusted for maximum tolerance of front end 
distortions and then have ample tolerance for such distortions of the 
rear ends of the current impulses as are experienced under service 
conditions. 

Regenerative Repeaters 

As circuits become longer and more complex, eventually a point 
is reached beyond which signal distortion becomes so great that the 
signals cannot be reliably received without error. To overcome this 

Fig. 6—Regenerator unit. 

limitation a device known as a regenerative repeater may be inserted 
in the line at this point. It has a receiving mechanism similar in 
principle to the receiving distributor of a teletypewriter and will 
accurately receive and interpret any signals which a teletypewriter 
would accurately record. This receiving mechanism is interconnected 
with a retransmitting mechanism, or sending distributor, which re- 
transmits the signals reshaped and reformed so as to be substantially 
free from distortion. In its latest form a one-way regenerative re- 
peater consists of a receiving magnet and a set of transmitting contacts 
interconnected by some relatively simple mechanical parts driven from 
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a motor. A photograph of such a recently developed regenerative 
repeater unit is reproduced in Fig. 6. 

By means of these regenerative repeaters reliable teletypewriter 
service may be extended to any desired distances so long as the signals 
in any one regenerative repeater section are not too badly distorted to 
permit reliable operation of that section alone. Several regenerative 
repeaters may be operated in tandem on a single very long circuit if 
required and in fact a number of very difficult long circuits are operat- 
ing satisfactorily under these conditions at the present time. A point 
worthy of note and which has not previously been mentioned is that 
the stop impulse in the code adopted for Bell System apparatus is 
slightly longer than the other impulses, which facilitates the use of 
regenerative repeaters in tandem without requiring complex speed 
control arrangements. 

General Features of Teletypewriters 

Teletypewriters are widely used for high speed written communi- 
cations. Generally speaking, written communications are desired for 
purposes of accuracy. Therefore, high speed, accuracy and reliability 
are basic requirements for teletypewriter service. 

In choosing an operating speed at which distributors of teletype- 
writers are to be set, several factors must be considered. These are the 
capabilities of the mechanisms of the machines, the average capabilities 
of operators for continuous sending at high speeds, the commercial 
need for high speeds, and the capabilities of the line circuits for 
transmitting the signals reliably over long periods without excessive 
distortions or excessive attention for maintenance and adjustment. 
A satisfactory compromise among these different factors seems at the 
present time to be about 60 words per minute, or 368 machine opera- 
tions per minute, which is the speed usually employed in the Bell 
System. The machines themselves may be arranged and adjusted 
to be capable of higher speeds up to about 75 words per minute, and it 
may be that, in the future, service at these higher speeds will be 
justified under certain circumstances. 

Accuracy and freedom from breakdown troubles are necessarily 
inter-related and both required to a very high degree for machines 
handling important written communications over long distances. To 
give some idea of the severity of these requirements, we have found 
from long experience that to produce a good machine we can not be 
satisfied in our laboratory tests unless the machine is capable of typing 
at least 1,000,000 consecutive words (6,000,000 operations) without 
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error or trouble of any kind, and without requiring service attention 
of any kind other than normal replacement of paper and inking 
ribbons. 

For rendering service economically with teletypewriters on sub- 
scribers' premises, an important requirement in order that the expense 
of maintenance be not prohibitive is that the machine should not 
require maintenance attention except at very infrequent intervals. 
Bell System machines are designed to require routine maintenance 
attention not oftener than once in two months where the machine is 
used continuously over periods of eight hours each day. To accomplish 
this the problem of lubrication has required very careful attention. It 
has necessitated the provision of oil reservoirs in certain places and the 
careful selection and specification of oils and greases. Another feature 
making for economical maintenance is interchangeable parts. In other 
words, if a part breaks or wears, it is replaceable by another part of the 
same type without requiring fitting and usually without readjustment. 

At times customers wish to use teletypewriters on tables especially 
designed and arranged to suit the convenience of their offices. For 
this reason teletypewriters are designed as far as feasible to be self- 
contained units which can be mounted on any desk or table. 

All present Bell System teletypewriters employ the start-stop system 
of synchronizing and are well adapted for the connection of any 
number of machines to one circuit with facilities for rapid to and fro 
intercommunication among the various stations. To permit optimum 
control of intercommunication and interruption of the sending station 
when desired, a device known as the "break lock" is incorporated in 
many machines. This device, together with a "break" key located on 
each machine, provides facilities whereby any station may interrupt a 
station which is sending, take control of the circuit and send. The 
operation of the "break" key opens the line transmitting a signal which 
causes the "break lock" device to function at the station which is 
sending and automatically stop any further sending from that station 
until the device is manually restored. This device is very important 
in the case of transmission from a perforated tape, which is described 
later. 

Motor control devices are of importance for stations which are not 
in continuous use but which may wish to receive messages from time 
to time from distant stations without requiring an attendant to turn on 
the machine. Such devices are used both in private line and in TWX 
services. In the case of a private line it is often desired to have the 
machine normally idle with the motor stopped but so arranged that, 
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when a distant station wishes to send a message, a signal may be sent 
which will automatically start the motor and condition the receiving 
machine so that it will properly record the message and then have its 
motor automatically stopped again at the end of the communication. 
Various devices are available for this purpose, some operating over 
the regular signaling circuit and others requiring a separate circuit. 
Similarly, in the case of TWX service, stations may, if desired, be 
equipped for unattended service so that, if the station is called and no 
attendant is present, the teletypewriter motor may be started remotely 
by the switchboard operator and the station conditioned to record the 
incoming message at the termination of which the motor can again be 
stopped by the switchboard operator. 

Signal bells are usually provided on the machines so that, if it is 
desired to call an attendant to a working machine or to call attention 
to a specially important message being received, the bell can be rung 
by signals sent over the circuit. 

A general feature incorporated in the design of all modern machines, 
and one which is not often appreciated, is the so-called "overlap." 
This feature makes high speed possible by overlapping the selecting 
and printing parts of the receiving operation. In other words it 
provides for the typing of one character to take place simultaneously 
with the reception of the selecting impulses for the next character. 

Features of Page Teletypewriters 

Page teletypewriters have been built in several different forms, 
notably with a moving paper carriage or a stationary paper carriage and 
with a typewheel or with type bars for printing. An early design 
employed a moving paper carriage and a typewheel, with an ink roller 
for inking the characters on the wheel. With this design it was im- 
practical to make satisfactory carbon copies, the printed record 
was unevenly inked, and much trouble was experienced due to side 
printing, that is, unwanted printing of portions of letters adjacent to 
the desired letter on the typewheel. Furthermore, considerable 
trouble was had in properly feeding paper from a paper roll through the 
moving paper carriage. 

To eliminate these limitations and troubles it was decided that for 
general service in the Bell System a new machine should be designed to 
be capable of making as many carbon copies as a typewriter and that 
it should use type bars and have a stationary paper carriage. This 
sort of machine was new in the art and required extensive development 
work to produce a satisfactory commercial design because of the in- 
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herent difficulties of moving an automatically operated basket of 
typebars back and forth in front of the stationary paper. The present 
standard No. 15 teletypewriter was the ultimate result of this work 
and has proved very satisfactory in general service over a number of 
years. It employs a typewriter ribbon for inking, has the paper roll 
inside the machine cover and makes very satisfactory carbon copies 
with various types of paper supply without being subject to the paper 
feed, inking and side print troubles previously experienced. 

This machine has also lent itself to meeting later demands from 
business houses for typing either single or duplicate copies on special 
printed forms as commonly used in modern business practice. By 
equipping the platen with sprocket teeth and having feeding perfora- 
tions along the edges of the forms, all copies of these forms are auto- 
matically held in perfect registration during typing at all stations 
connected to the circuit. In connection with the rapid handling of 
these forms a further requirement for automatic tabulation has been 
met by providing a tabulating device which on the transmission of a 
certain signal causes all carriages to move over rapidly to any pre- 
determined position on the form and stop there for the typing of letters 
or figures in columns perfectly aligned. This device greatly facilitates 
the rapid transmission and reproduction of orders and the like on 
organized printed forms. 

With the advent of TWX service a new situation arose in which many 
of the machines were only infrequently used and then for very short 
periods to make a single copy only. To render this service economi- 
cally it seemed desirable to have a less expensive machine and since 
narrower capabilities were required this seemed entirely feasible. 
Accordingly a new machine known as the No. 26 teletypewriter has 
been developed primarily to print a single satisfactory copy although 
one carbon copy can be made if desired. To obtain low first cost this 
machine has a moving paper carriage and to secure a satisfactory 
printed record it employs ribbon inking and a typewheel arrangement 
which is a sort of cross between conventional typebar and typewheel 
designs. This typewheel is an assembly employing a small individual 
type pallet for each separate character. In the process of printing a 
character, a striking arm somewhat like the shank of a typebar comes 
forward and forces the individual type pallet against the ribbon to 
make an impression on the paper. The typewheel is rotated to 
different positions to select the different characters to be typed. In 
this way satisfactory inking and a clear cut impression without side 
print is obtained, which compares favorably with the record obtained 
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on a typebar machine or typewriter. The entire machine costs 
appreciably less than the more comprehensive No. 15 machine. The 
No. 26 machine is illustrated in Fig. 7. 

v 

A 

Fig. 7—No. 26 teletypewriter. 

Features of Tape Teletypewriters 

In the case of tape teletypewriters it is also necessary to have a clean 
printed record and occasionally there is a need for carbon copies. 
Accordingly, the tape machine standard for the Bell System is a type- 
bar machine using an inking ribbon and known as the No. 14 teletype- 
writer. It is illustrated in Fig. 8. 
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A feature worthy of note is that with this machine typing always 
occurs at the same point introducing a problem in connection with 
platen wear. If the platen were fed by the usual ratchet in, say, 36 
steps per revolution, there would be heavy wear concentrated at these 
36 points and the platen would require frequent replacement to pre- 

Fig. 8—No. 14 teletypewriter. 

serve good printing. To avoid this, the platen is fed through differ- 
ential gearing so that on a second revolution the typing comes in a 
different spot from that of the first revolution; thus the wear is uni- 
formly distributed over the entire circumference. 

One carbon copy can be made by leading tapes through the machine 
from two rolls of record paper and one roll of carbon paper. Two 
carbon copies can be made in a similar way if desired. 
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The tapes employed may be either gummed on the back for con- 
venient pasting on blanks for filing or may be plain paper tapes if the 
records are of temporary interest only. Also cellophane or similar 
transparent tape may be used if it is desired to project the record on a 
screen. A tape out signal is provided on the machine so that when a 
roll of tape becomes nearly exhausted a bell will ring continuously to 
give warning of this fact. Where a bell is not desired, the last few feet 
of tape on the roll are painted red to give similar warning. 

If desired, this tape printing machine may be used on the same 
circuit with page printing machines such as the No. 15 teletypewriter, 
and when so employed is usually equipped with an "end of line 
indicator" to warn the operator of the approach of the end of the line 
in the page machine, so that suitable signals may be sent for starting 
a new line. 

1H EATURES OF TWX SWITCHBOARD OPERATORS' TELETYPEWRITERS 

Such machines must be small in size to permit their use in a switch- 
board position, quiet in operation to permit their use in the same room 
with a telephone switchboard and must be capable of working with 
any machine employed in the TWX system. 

To meet these requirements the standard No. 14 tape teletypewriter 
has been modified in several important respects as follows: 

1. It has been provided with a specially designed enclosing cover 
which reduces the machine noise radiated by at least 5 db more than 
standard covers. 

2. The machine is tilted so as to raise the keyboard and permit the 
operator to assume a more elevated position nearer the switchboard 
jack field. 

3. It is equippent with an end of line indicator mechanism and lamp 
to warn of the approach of the end of a line when sending to a page 
teletypewriter station so that the proper signals may be sent to start 
a new line. 

4. The usual tape feeding mechanism which pulls the tape past the 
typing point and obscures some of the typed message is replaced by a 
so-called "push feed" mechanism which acts ahead of the typing point 
and makes the typed message more fully visible. 

5. Many of the operators' machines are provided with specially 
arranged power supply and governing circuits so that their motors 
normally run from 115 volt a-c. commercial supply but in case of a 
power failure can be quickly switched to run from the 130 volt d-c. 
telegraph battery. 
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Features of Monitoring Teletypewriters 

In connection with private wire teletypewriter service it has been 
found very desirable to have so-called monitoring teletypewriters in 
the repeater offices to facilitate testing between offices and with the 
subscriber stations. These machines must be adaptable to work with 
any subscriber's machine and to be usable for making test measure- 
ments on circuits. 

The No. 14 tape teletypewriter has also been adapted to this service. 
It may be equipped with an end of line indicator to facilitate communi- 
cation with a page teletypewriter. Also since commercial service is 
given at speeds of 40 and 60 words per minute, many of the monitoring 
machines are equipped with two-speed governors and a switch to 
provide for changing from one speed to the other. These machines 
are also usually arranged for normal operation from commercial power 
supply but emergency operation from the 130-vplt telegraph battery. 

For making test measurements over circuits a special orientation 
scale is provided together with a small crank extending through the 
cover for quickly shifting the orientation setting to any desired point. 
With the machine carefully adjusted to be practically free of harmful 
distorting effects on the signals, it may then be used for measuring 
distortions in received teletypewriter signals, the scale being arranged 
to read the total distortion directly in percent of a pulse length. 

Tape Storage Transmission 

A heavy volume of traffic may be transmitted rapidly and con- 
veniently by the use of perforated tape. In this method a machine 
known as a perforator and having a keyboard like that of the teletype- 
writer is used for punching the code signals for the message in a strip 
of paper tape. This may be done with simultaneous typing of the 
message on the teletypewriter in which case the speed of perforating 
is limited to the speed for which the teletypewriter is set. If a typed 
record is not made simultaneously with the perforating, punched tape 
may be prepared at practically any speed within the capabilities of the 
operator. This punched tape may then be fed through a device known 
as a tape transmitter which automatically transmits the message 
signals from the tape at the maximum speed for which the teletype- 
writers connected to the circuit are set, which is usually 60 words per 
minute. 

The method of transmitting from perforated tape has the distinct 
advantage of using the line at maximum efficiency at all times as com- 
pared with direct keyboard sending where pauses in operating the keys 
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and interruptions to the operator result in direct losses of circuit time 
and effectively slower transmission. 

Another important advantage of the perforated tape method is that 
errors may be corrected in the tape before transmission with the result 
that only errorless copy is transmitted on the circuit. This is done in 
the following manner and is illustrated in the section of perforated 
tape shown below. If the operator in attempting to write the word 
THE should strike the keys T and J (in error), realizing her error she 
back spaces the tape one division, strikes the "letters" key and then 
the correct keys H and E. The transmission of the "letters" signal 
will cause no operation in the recording teletypewriters since they are 
already in the "letters" case, and the word will be recorded correctly 
as though no error had been made. Similarly, entire words or groups 
of characters may be erased from the tape if desired. 

FEED 
HOLES 

• •• •• • 
•••• • •• 

•• ••• • • 
FROM T HE LARGE 

LETTERS 
SPACE—^ | j—SPACE 
• • • • • 

Fig. 9—Sample of strip of perforated tape. 

For TWX service a further advantage of the perforated tape method 
is that the entire message may be punched in tape and checked by 
printing, if desired, before a call is placed and a connection established. 
Then, when the connection is established, the message can be auto- 
matically transmitted at maximum speed requiring a minimum time 
for the connection and giving a minimum charge for the call. 

It is true, of course, that in this method there is some delay between 
perforation and transmission. For this reason short to and fro mes- 
sages, as required in setting up a connection, may be better handled 
by direct keyboard. To facilitate such working, the perforator key- 
board is normally arranged so that by throwing a switch this same 
keyboard may be used for direct keyboard sending without perforating. 
This switch also has an intermediate position in which the keyboard is 
connected for simultaneous direct sending and perforating. This 
provides for meeting the needs of certain TWX subscribers who wish 
to simultaneously type and punch the message so that the typed copy 
may be checked as it is perforated. 

The complete page printing set arranged for tape transmission is 
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known as the No. 19 teletypewriter set and is illustrated in Fig. 10. 
It employs a No. 15 teletypewriter as the page printing unit. 

m 

vi 

Fig. 10—No. 19 teletypewriter set. 

Automatic Retransmission Using Reperforators 

At times it is desirable to retransmit messages received from one 
circuit to some other machine or machines on a separate circuit. A 
unit known as a "reperforator" is often used to facilitate such re- 
transmission. The reperforator now standard for the Bell System is a 
start-stop receiving device using the 5-unit permutation code. It is 
somewhat similar to the receiving-only tape teletypewriter except 
that the record produced consists of code perforations in a tape rather 
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than typing on a tape. This perforated tape is the same as tape pro- 
duced by a keyboard perforator as previously described, and may be 
used in an automatic transmitter for retransmitting the message on a 
separate circuit. The reperforator is usually associated with a re- 
ceiving teletypewriter on a circuit and may be cut in or out manually 
or automatically from signals transmitted along with the message 
signals, so that it will automatically reproduce a code tape for use in 
automatically retransmitting such messages as desired on some new 
connection. 

Conclusion 

The fundamentals of teletypewriters, as described above, now seem 
to be fairly well established. The future should bring simpler and 

V cheaper machines, especially where the more difficult requirements 
do not have to be met, and probably additional attachments and 
auxiliary features to extend the applications and convenience of 
operation. 



The Dielectric Properties of Insulating Materials 

By E. J. MURPHY and S. O. MORGAN 

This article discusses the variation of dielectric constant and 
dielectric loss in the radio and power frequency range with the 
object of giving a simple picture of the type of mechanism which 
is able to produce anomalous dispersion in this range of frequen- 
cies. Some of the general characteristics of anomalous dispersion 
can be demonstrated as well on a simple and arbitrary model of the 
structure of dielectrics as on the more complex ones which corre- 
spond more closely to the actual structure of dielectrics. Such a 
derivation is given here in order to indicate the significance of the 
different factors which occur in the formulEe which have been 
proposed to account for the variation of dielectric constant and 
dielectric loss with frequency. This enables a distinction to be 
made conveniently between the general characteristics which are 
shared by several types of dielectric polarization and the special 
characteristics which are peculiar to a restricted class of polariza- 
tions or to a particular kind of polarization. 

II. Dielectric Polarizability and Anomalous Dispersion 

IN a previous paper 1 the general features of the dependence of 
dielectric constant on frequency were indicated schematically for 

the entire range extending from the frequencies used in power trans- 
mission to those of ultra-violet light. In the range of frequencies 
below the infra-red (that is, in the electrical range of frequencies) 
anomalous dispersion is the rule, normal dispersion not having been 
observed as yet, except for piezo-electric materials, whereas at high 
optical frequencies normal dispersion is the predominant feature. In 
the intermediate infra-red region it is not surprising to find a behavior 
which shows anomalous and normal dispersion in more nearly equal 
degrees of prominence. 

It will be recalled that anomalous dispersion is the type of frequency- 
variation in which the dielectric constant decreases with increasing 
frequency, while normal dispersion is the reverse of this, the dielectric 
constant or refractive index increasing as the frequency increases. 
The use of the term anomalous dispersion to describe the dependence 
of dielectric constant on frequency in the radio and power frequency 
range is now widespread, and seems quite appropriate, for it brings out 
the point that the variation of dielectric constant with frequency in 

1 Murphy and Morgan, B. S. T. J., 16, 493 (1937). 
640 
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the radio and power range is in certain respects the same type of 
phenomenon as optical anomalous dispersion. 

Anomalous dispersion plays a very important part in the behavior 
of dielectrics in the electrical range of frequencies. It is seldom possi- 
ble to interpret a set of measurements of dielectric constant or other 
dielectric properties without encountering some manifestation of 
anomalous dispersion or of the other characteristic types of behavior 
which follow as corollaries of it. 

The two catagories, polarizability and dispersion, include a great 
deal of the dielectric behavior of insulating materials. This paper 
will deal primarily with anomalous dispersion, but the theory of anom- 
alous dispersion is not entirely separable from that of the polarizations 
of which it is an attribute, so it will be necessary to discuss at least 
briefly the nature of dielectric polarization. 

The Relation between Polarizability and Dielectric Constant 
For our purposes a dielectric may be thought of as an assemblage of 

bound charges, where this term is intended to include the electrons and 
positive cores in atoms and molecules, the ions held at lattice points in 
ionic crystals and, in general, any assemblage of charged particles which 
are so bound together that they are not able to drift from one electrode 
to the other under the action of an applied electric field of uniform 
intensity. Actual dielectrics, of course, also contain some conduction 
electrons or ions which are free to drift through the material and dis- 
charge at the electrodes, producing a direct current conductivity. 
This conductivity is small at ordinary temperatures in materials 
classified as dielectrics. 

The positions of these charged particles may be considered to be 
determined by an equilibrium of forces. When an electric field is 
applied this equilibrium is disturbed and the bound charges are dis- 
placed to new positions of equilibrium; then when the applied field is 
removed they revert to their initial positions. In the equilibrium 
positions which the charges occupy when a constant electric field has 
been impressed on the dielectric they have a larger potential energy 
than in their initial positions. Moreover, they do not revert instantly 
to their initial positions, and when the retardation is due to friction 
some of the potential energy of the bound charges is dissipated as 
heat in the dielectric. 

When an alternating voltage is applied to the dielectric, we may think 
of the bound charges as moving back and forth with certain amplitudes, 
a different amplitude for each different type of bound charge. When 
the applied electric field is of unit intensity, the sum of the product of 
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amplitude and charge extended over all of the hound charges in a unit 
volume of the material determines the dielectric constant of the mate- 
rial. The energy dissipated as heat by the motions of these bound 
charges in the applied electric field represents the dielectric loss per 
second, a quantity which is proportional to the a.-c. conductivity 
after the d.-c. conductivity has been subtracted from it. The ima- 
ginary part of the complex dielectric constant is proportional to the 
dielectric loss per cycle. 

While the physical meaning of the dielectric constant and dielectric 
loss can be conveniently described, as above, in terms of the amplitudes 
and energy relationships of bound charges in their motions in an 
applied electric field, a more useful basis for the discussion is that 
provided by the concept of polarizability. In the present application 
the polarizability is equivalent to the product of charge and amplitude, 
but it has the advantage of being a quantity which is defined and dis- 
cussed in the general theory of electricity as well as in that of dielec- 
trics. The dielectric constant is then found to be related closely to 
the polarizabilities of the assemblages of charged particles which the 
dielectric contains. 

The polarization of an assemblage of charges is a quantity defined in 
electrostatic theory as the vector sum 

p = 2>iSi, (1) 

where Si is the distance of the ith charge, d, from a point chosen as 
origin, and the summation is extended over all of the charges in the 
assemblage, for which a is a typical charge. (If the assemblage has no 
net charge = 0), the origin may be arbitrarily located without 
affecting the value of p.) 

The polarization is a vector quantity. It can be written as the 
product of a scalar quantity p, which represents the magnitude or 
electric moment of the polarization and a unit vector pi which gives 
the direction of the polarization; thus p = ^Pi- As it will not be neces- 
sary to distinguish between the properties of isotropic and anisotropic 
materials in this article the direction of the polarization need not be 
emphasized. The notation will therefore be simplified, in general, by 
using the magnitude or scalar part of such vector quantities as the 
polarization, the electric field intensity and the displacement of charged 
particles. 

To illustrate the application of equation (1) let us consider a very 
simple configuration consisting of two charges -f e and - e (see Fig. 1). 
The vector polarization of this configuration is p = e(si — S2) = ^pi, 
where p is the magnitude or electric moment of the polarization and 
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pi is a unit vector in the direction of the vector (Si — S2). If now one 
of these charges is an electron (e = 4.77 X 10~10 e.s.u.) and the other 
a unit positive charge and they are separated by a distance of the order 
of magnitude of atomic distances (10~8 cm.), p has the value 4.77 
X 10-18 e.s.u., or 4.77 Debye units. The permanent electric moments 
of molecules seldom exceed a few Debye units. 

Let us now apply the definition contained in equation (1) to a 
dielectric material. In the first place it indicates that if we know the 
effective positions of the electrons and other charged particles which 

+ e 

Fig. 1—The calculation of the polarization vector by the general method for a very 
simple configuration. 

contribute to the structure of the material we can always, in principle, 
calculate the polarization of the body as a whole or any part of it. 
Actually the calculation of the polarization of a body as a whole or 
that of unit volume in it is in general a complicated matter involving 
statistical considerations, but there are special cases in which the result 
is rather obvious. For example, in a gas or liquid if all orientations of 
the molecules are equally probable in the absence of an applied field, 
the value obtained by taking the time-average of the summation indi- 
cated by (1) is zero. Equation (1) would also give the value zero when 
applied to all of the ions in a c.c. of a solution because any arbitrarily 
chosen small volume in the liquid would be as likely to contain a posi- 
tive ion as a negative ion. 
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In some crystalline materials equation (1) gives the value zero be- 
cause there is a suitable symmetry in the configuration of charged 
particles in the unit cell; for other solids equation (1) gives a finite value 
for the unit cell, but zero when applied to a volume of the material 
large enough to contain a great many crystallites with random orienta- 
tions; however, there are some macroscopic crystals which have per- 
manent polarizations. A solid material consisting of polar crystallites 
with random orientations is analogous, as far as equation (1) is con- 
cerned, to a liquid or gas containing polar molecules having random 
orientations; the polarization of the material as a whole is zero in 
either case. 

CONDENSER PLATES 
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pig 2—A dielectric in a condenser. The circles joined by a bar represent bound 
charges" of various kinds, including atoms and molecules. 

Let us now consider a dielectric of any kind occupying the space 
between two plane, parallel condenser plates of great enough area and 
small enough separation that the electric field between the plates when 
they are charged may be considered to be directed normally to them 
(cf. Fig. 2). Consider the space between the plates of the condenser 
to be divided into small cubes of the same size, the purpose of this 
imaginary division of the dielectric being merely to obtain a representa- 
tive specimen of the dielectric material. If the cube size is too small 
the instantaneous value of p obtained by applying equation (1) to all 
of the particles in a cube will vary appreciably from one cube to another; 
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but we can then increase the size of the cubes until p is the same for 
each cube to a close enough approximation. The polarization in each 
cube is then representative of that of the dielectric as a whole,2 and by 
dividing XI Si for a typical cube by the volume of the cube we obtain 
the polarization per unit volume, which for the present will be designated 
as P. This quantity is a statistical mean value involving a summation 
over a large number of particles; its value depends not only on the 
structure of the material but upon the effect of thermal motions on the 
mean positions and orientations of the molecules or other elementary 
particles in the material. One of the most interesting points in dielec- 
tric theory is the consideration—pointed out by Debye and at the 
basis of his theory of polar molecules—that for some types of structure 
the mean positions of the particles from which P is calculated are 
unaffected by changes in the amplitude of thermal motions while for 
another type of structure (consisting of polar molecules free to assume 
many or at least several orientations) an increase of temperature de- 
creases P, because the randomness of the orientations of the polar 
molecules is increased. 

For many materials P is zero when no electric field is applied, and 
assumes a finite value only when an electric field is applied, though as 
has been indicated, some crystalline materials have a finite value of P 
even in the absence of an applied electric field. In either case, how- 
ever, the application of an electric field causes the bound charges 
within the dielectric to be shifted in general to new equilibrium posi- 
tions, corresponding to the slight change in the system of forces acting 
upon them, and if the material did not have a polarization before the 
application of the field, it assumes one; if it did, it assumes a different 
value of P. The value of P when an electric field E is applied will be 
designated as PE, and that when no field is applied by PQ. Then 
Pe — Pv is the polarization per unit volume induced by an applied 
field E. As the dielectric constant of a material depends upon the 
magnitude of the polarization induced in it by an applied field, and we 
are concerned here with dielectric constants, it will be desirable to 
simplify the notation by setting PE — Pq = P. This gives P a 
slightly different meaning than it had in the earlier part of the dis- 
cussion, where it represented the total polarization per unit volume 
whatever its origin. 

2 A detailed consideration of the method of dividing a dielectric up into ele- 
mentary volumes in order to compute the mean polarization encounters complications 
which need not be discussed here. A critical analysis of the method of computing 
the volume density of polarization of a dielectric is given by Mason and Weaver, 
"The Electromagnetic Field," Chicago (1929); Chapter III. 
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The relation between the applied electric field, E, and the polariza- 
tion induced by it per unit volume is given by 

for isotropic materials. The constant (e — l)/47r is the susceptibility 
of the dielectric in e.s.u., and c is the dielectric constant, which is 
defined as C/Co, where C is the capacitance of the measuring condenser 
while it contains the dielectric and Co is its capacitance when empty. 

For some purposes there are advantages in considering the actual 
polarization, which is produced by a discontinuous distribution of 
charged particles, to be replaced by a vector point function which gives 
equivalent external effects. Then a vector P may be considered to be 
associated with every point in the space occupied by the dielectric and 
the dielectric may be considered to have a continuous volume density 
of polarization,3 P. In non-isotropic bodies the polarization vector P 
induced by an applied field E is not always in the same direction as E, 
but is assumed to be a linear vector function 4 of E (involving, in the 
general case, six independent constants), where both E and P are 
vector point functions. 

In deriving the relationship between the dielectric constant and the 
molecular structure of a material it cannot be assumed in general that 
the local field which is impressed upon the elementary particles in the 
dielectric is simply the field E which can be computed by dividing the 
applied voltage V by the distance between the plates of the condenser, 
the intensity of the field being assumed to be uniform. For there is an 
interaction between the molecules of the dielectric such that each mole- 
cule exerts a force on every other molecule. In the absence of an 
applied electric field these forces combine with other influences to 
create a distribution for which the polarization per unit volume has 
the value Po (frequently zero, as has been mentioned). Then when 
a field is applied each element of volume in the dielectric is put into a 
polarized condition and in general the forces which it exerts upon the 
particles in other volume elements changes, because the charges in 
each volume element have been displaced to new positions. Conse- 
quently, the value assumed by P in a given cube of Fig. 2 will depend 
not only upon the direct action of the charges on the plates of the 
condenser—which determines the strength of the field E—but also 

3 Cf. Mason and Weaver, loc. cit. Chap. III. 
4 Cf. P. Debye, "Polar Molecules," Chemical Catalogue Co., New York (1929), 

pp. 32-35. 
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upon their indirect action through the polarization which they create 
in other elements of volume. 

The contribution which the polarization of the dielectric makes to 
the force upon a charged particle in it has been calculated by Lorentz 
to be (47r/3)P, where P is the polarization per unit volume induced by 
the applied field. This calculation applies to an array of particles 
with cubic symmetry and to isotropic materials.5 The internal or local 
field F is then given by 

F = E + ~P. (3) 

E may be thought of as the force which has its origin in the direct 
interaction between the charges on the plates of the condenser and the 
charges in the polarizable complex on which attention has been fixed 
(such as one of the cubes of Fig. 2), while the term (47r/3)P may be 
regarded as an indirect force coming from the other parts of the dielec- 
tric by virtue of their polarized state. 

It is assumed in the theory of dielectrics that the structure of mate- 
rials is such that P is a linear function of F (or a linear vector function 
in the case of anisotropic materials); then 

P = kF, (4) 

where k is the polarizability per unit volume. It can be seen that 

where A = 4X/3, and consequently that the relation between the 
polarizability k and the susceptibility (e — l)/4x (= iiT) is 

K'i^ = r^rk' 

whenever (3) is a valid expression for the internal field. 
The susceptibility can be calculated without presupposing the 

validity of equation (3) for the internal field, while the value of k depends 
upon whether (3) or some other expression gives the strength of the internal 
field in the dielectric. 

If L is the number of molecules per cubic centimeter, klL{= a) is 
the polarizability per molecule. This molecular constant a is called 
the polarizability of the molecule. By multiplying a by Avogadro's 
number N, we obtain the polarizability per mole of the dielectric: 

6 H. A. Lorentz, "The Theory of Electrons," p. 138, and Notes 54 and 55. 
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Na = NkjL. And if m is the mass of a molecule, Nm = M, where M 
is the molecular weight, and Lm = p, where p is the density: so that 

and the polarizability per mol may be written as Mkjp. 
From equations (3) and (4) (or 46) it can be shown that the polariz- 

ability is related to the dielectric constant by the familiar relation 

which however is only valid when (3) is valid—and for some materials 
(3) is apparently not valid. 

For gases the term (47r/3)P in (3) is so small as compared with E 
that F is approximately equal to E and 

The polarizability and susceptibility are then equal. The physical 
reason for this is that the ratio of intermolecular space to the space 
occupied by molecules is much larger in a gas than in a solid or liquid 
and the direct force exerted by the charges on the condenser plates on 
a charged particle in the dielectric is then much greater than the in- 
direct force which they exert through the polarization induced in other 
molecules. 

It is customary to call the quantity (47r/3)^ the volume polarization, 
and it is often denoted by the letter p. The volume polarization may 
be thought of as 4t/3 times the polarization induced in the dielectric 
per unit volume per unit applied field. The convenience of using 
(47r/3)6 instead of k comes from the occurrence of the factor 47r/3 in 
the relation (5) between dielectric constant and polarizability. 

On dividing equation (5) by the density we obtain a quantity which 
is called the mass polarization, as it is 47r/3 times the polarizability 
per gram: 

N = M 
L p 

(5) 

(7) 

And on multiplying (7) by the molecular weight of the material we 
obtain 

M r e — 1 1 4:ir M . 4:ir kN 47rA, 
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The quantity (4T/3)Ara is the molar polarization, Na being the polariz- 
ability per mole.6 

Equation (8), and also (7), expresses the Clausius-Mosotti relation 
when a is considered to be a constant characteristic of the individual 
molecule and independent of density. The function of e on the left- 
hand side of (8) is independent of density whenever a is independent of 
density. 

The following relation, analogous to that of Clausius and Mosotti 
but expressed in terms of the refractive index n, was derived by Lorentz 
and by Lorenz: 

Af w2 — 1 4r Ar . . 
 rin = t Na- (8a) p «2 + 2 3 

The left-hand member of this equation is called the molar refraction. 
Equations (8) and (8a) are equivalent because of the general relation 
between refractive index and dielectric constant («2 = «), but owing 
to the fact that refractive indices are measured at optical frequencies 
the molar refraction contains only the electronic part of the total molar 
polarization of the material. Subtracting the molar refraction from 
the total molar polarization, is one of the methods of determining the 
amount of polarization contributed by non-electronic polarizations. 

It has been found that the Clausius-Mosotti relation is not equally 
satisfactory for all kinds of dielectric polarization. It gives good 
results when applied to electronic and atomic polarizations. For 
example, in an interesting paper on materials of high dielectric con- 
stant, Frank 7 has recently shown that the Clausius-Mosotti-Lorentz- 
Lorenz relationship aids materially in explaining the behavior of the 
dielectric constants of crystalline materials of high dielectric constant 
where the dielectric constant depends upon electronic polarizations. 
Where the polarizability of a molecule is the sum of the polarizabilities 
of the atoms of which it is composed it is to be expected that if the 
relation (5), or (8) or (8a) is valid the sum of the atomic polarizations 
would be equal to the molar polarization. Experimental agreement 

8 The polarizabilities of non-polar molecules and atoms are usually of the order 
of magnitude of 10-24 c.c., and the molar polarizations of such substances, conse- 
quently, are of the order of magnitude of a few c.c., since the molar polarization is 
(47r/3) X 6.06 X 1023 times the polarizability of the individual molecule. The 
polarizability of a conducting sphere is equal to the cube of its radius. And, as 
atomic dimensions are of the order of magnitude of 10~8 cm., it is evident that the 
polarizabilities of atoms tend to be of a similar order of magnitude to the polarizabil- 
ities which would be expected if they behaved as conducting spheres, though there 
are large differences in the ratio of polarizability to volume for different atoms. The 
molar polarizations of polar molecules are in general larger than those of similar non- 
polar molecules and may be a few hundred c.c. (Cf. P. Debye, "Polar Molecules," 
pp. 12-19.) 

'' F. C. Frank, Trans. Faraday Society, 23, (4), 513 (1937). 
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with this requirement has been found in optics where the refractive 
indices of molecules can be calculated approximately from the molar 
refraction (eq. 8a) obtained by adding the atomic refractions. 

This additive property of electronic polarizations has been employed 
by Frank 8 to interpret the tendency of crystalline materials hav- 
ing high dielectric constants to be characterized by a high polariz- 
ability/volume ratio for the atoms or ions of which they are composed. 
This condition would tend to allow the largest number of highly 
polarizable particles to be concentrated in a given space, giving, on 
the additivity rule, a high molar polarization and a high dielectric 
constant. 

On the other hand Wyman 9 has pointed out that the Clausius- 
Mosotti relation is not satisfactory when applied to highly polar liquids, 
such as water, and has found that for these substances it appears to 
be more satisfactory to consider that the polarization is related to the 
dielectric constant by the empirical relation 

= (9) 
8.5 3 W 

The calculation of the internal field by Lorentz, which provides the 
theoretical basis for equation (8), was made before the theory of polar 
molecules had been developed, but equation (8) has since been applied 
tentatively to polar molecules.10 The problem of obtaining an im- 
proved relationship between polarizability and dielectric constant for 
materials having molecules with permanent electric moments has been 
studied in recent years by several investigators.11 The calculation of 
the internal field usually involves the assumption that the effect 
of the molecules included in a small sphere surrounding the central 
molecule on which the force is being calculated is negligible on the 
average because of the random motions due to thermal agitation. On 
the supposition that such an assumption is not justified in a polar 
material because of the interactions of adjacent polar molecules, 
Onsager 12 has obtained a relation between polarizability and dielectric 
constant which for high dielectric constants is nearly the same as 
Wyman's empirical relation, equation (9). A comprehensive study of 
the effects of interaction between the dipoles of polar molecules has 

8 Loc. cit. 
9 Cf. Wyman, Jour. Amer. Chem. Soc., 56, 539 (1934); 58, 1482 (1936). 10 Cf. Debye, loc. cit., p. 13. , , , r. . 
" Cf. Onsager, Jour. Amer. Chem. Soc., 58, 1486 (1936); Van Arkel and Snoek, 

Trans. Faraday Soc., 30, 707 (1934); Wyman, Jour. Amer. Chem. Soc., 58, 1482 
(1936); Van Vleck, Jour. Chem. Physics, 5, 320 (1937) and 5, 556 (1937). 12 Loc. cit. 
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been made by Van Vleck by the methods of statistical mechanics. He 
obtains an expression which agrees to a second approximation with 
that obtained by Onsager. Thus it seems that for highly polar liquids 
the relations between polarization and dielectric constant developed 
by Onsager, Wyman and Van Vleck may be more satisfactory than 
the Clausius-Mosotti relationship, though for many other materials 
the Clausius-Mosotti relationship is apparently valid or approximately 
valid. 

In deriving expressions for the dependence of dielectric constant on 
frequency later in this article the formulae obtained will naturally 
depend upon which of the equations, (5), (6) or (9), is taken as the 
relationship between polarizability and dielectric constant. The 
alternative expressions will be listed. 

Derivation of a Dispersion Formula 

The above-described relations between polarization and dielectric 
constant provide the means of obtaining expressions for the variation 
of dielectric constant with frequency when we have determined the 
dependence of polarizability on frequency. As our object is to exhibit 
the general features of anomalous dispersion shared by several par- 
ticular types of polarization, it will be sufficient to derive dispersion 
formulae containing constants the values of which are not specified, 
but which have a sufficiently obvious physical significance. The 
derivation given will parallel that of Lorentz in deriving a formula for 
optical dispersion,13 and in fact is simply a special case of it in which 
certain terms are considered to be negligible by comparison with others.. 

An analogous procedure was used in one of the earliest attempts to 
explain anomalous dispersion in the electrical frequency range, the 
theory proposed by Drude 14 in 1898. This theory was based upon the 
hypothesis that anomalous dispersion in the electrical frequency range 
depends upon a mechanism similar to that to which optical dispersion 
was attributed, the difference being that the particles which produce 
anomalous dispersion in the electrical frequency range are so large that 
some of the terms in the optical dispersion formula can be neglected. 
The formulae which Drude derived for electrical anomalous dispersion 
yield the same form of variation of dielectric constant with frequency 
as do the generally accepted theories of the present time, such as the 
Debye theory; the differences lie in the expressions given for the con- 

18 H. A. Lorentz, "The Theory of Electrons," Chapter IV. See also Korff and 
Breit, Reviews of Modern Physics, 4, 471 (1932), where a review of the classical theory 
of optical dispersion is given. 14 P. Drude, Ann. d. Physik, 64, 131 (1898), "Zur Theorie der anomalien elek- 
trischen Dispersion." 
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stants in the formulae in terms of properties of the material. Another 
adaptation of optical dispersion theory to the explanation of dispersion 
in the electrical frequency range was proposed by D6comb6 15 in 1912. 
He employed the Lorentz electron theory for the dispersion of light as a 
basis for the consideration that if the environment of some of the 
electrons in dielectrics is suitable their motions in an applied field could 
produce anomalous dispersion and dielectric loss in the electric fre- 
quency range. A similar simple and arbitrary assumption regarding 
the structure of dielectrics will also be employed here. However, it is 
not proposed as a theory of dielectric behavior but merely employed as 
a comparatively simple means of deriving and discussing relationships 
which can be demonstrated as well on a simple and arbitrary model 
as on the more complex ones which correspond more closely to the 
actual structure of dielectrics. The relation of the constants in the 
dispersion formulee which will be derived here to the actual structure 
of dielectrics will only be indicated in a general qualitative way for the 
purpose of illustrating the physical nature of the processes involved; 
no attempt will be made to provide expressions for the dispersion 
constants in terms of other observable properties of the material. 

In Fig. 2, let the applied potential be V, where V may vary in general 
in any way with the time, though in the present discussion it will be 
considered to vary sinusoidally with the time; the impressed field 
strength is then given hy E = V/d. As in the more general discussion 
which preceded this, it will be assumed that the imaginary cells 
pictured in Fig. 2 contain large numbers of polarizable complexes 
consisting of positive and negative charges in equal numbers held 
in position by constitutive forces—the origin of which need not be 
specified for our present purposes—such that if they are displaced a 
distance 5 from their initial positions they will experience a force fs, 
where/is a constant, tending to restore them to their initial positions; 
and that while these charges are in motion as a result of the action of 
the impressed field they experience a frictional force rs, where r is a 
constant and s is the velocity in the direction of the impressed field; 
and, finally that their motion is also retarded by an inertia reaction 
ms, proportional to the mass m and the acceleration s of the particles. 

The equation of motion for any typical charge e in a polarizable 
complex having the above-described specifications is 

ms + rs + fs = eF, (10) 

where F is given by equation (3) in materials to which the Lorentz 
calculation of the internal field applies, by F S £ in the case of gases 

15 L. Decombe, Journal de Physique, (5), 3, 315 (1912). 
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and by other expressions—which in some cases may approximate 
either to F = E or to F = E-\- (47r/3)P—for still other materials. 
The quantities F and ^ are vectors, but for isotropic materials 5 is in 
the same direction as F. 

If, following the method employed by Lorentz, we write an equation 
of the form (10) for each charged particle in a physically small volume 
b (such as the cubes of Fig. 2), multiply each equation by e, add the 
equations for all of the particles in 5, and divide by the volume 5, 
we obtain 

mP -f- rP + /P = we2P, (11) 

where P = (l/5)X]e5 and n is the number of charged particles charac- 
terized by the constants m, r and / per unit volume. The volume 8 
may be considered to be that of one of the cubes in Fig. 2. As indi- 
cated earlier it should contain a sufficient number of molecules to give 
a good mean value for P, the polarization per unit volume, but at the 
same time it should be small enough not to mask significant spatial 
variations in P. 

When the impressed field E is varying sinusoidally with the time at 
the frequency w/lir, the local or internal field F tending to displace 
each charged particle in the dielectric will also vary sinusoidally with 
the time, though in general out of phase with E, if Pis given by equation 
(3), and can be considered to be given by the real part of Foeial. Under 
these conditions 

P = kFoeiut 

is a solution of equation (10) for the steady state provided that 

tifp 
(iru — moi1 +/) 

k is the polarizability per unit volume and is a complex quantity, since 
the term irw in the denominator is an imaginary (f = V — 1). 

Equations (10), (11) and (12) apply to a dielectric having a single 
type of polarization characterized by the constants /, r, m, n and e. 
But in general an applied field induces several types of polarization 
simultaneously in a dielectric, and if we assume that it induces iv 
types which are independent of each other, the total polarization per 
unit volume is given by 

P = k\F + k^F -}-••• KF. (13) 

The total polarizability is then the sum of the individual polarizabili- 
ties, or 

w 
k = Z k;: (14) 

J = I 
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In this discussion it will be sufficient to consider that the different types 
of polarization designated by ki, ki • • • kw differ from one another only 
in having different sets of values for the constants of equation (12), 
designated by the subscripts 1,2,3 • • • w; for example, the character 
of the polarizability ki is specified by the set of constants Wi, ri,/i and Wi. 

In the first place it is evident that when the frequency of alternation 
of the voltage applied to the dielectric lies in the radio and power range 
it is possible to select any number of sets of values of m, r,f which will 
make the terms mo>2 and rio negligible in comparison with / in the 
denominator of (12). Let mh n, /i be an example of such a set of 
constants and let there be «i particles per unit volume to which these 
constants apply. Then for this type of polarization equation (12) 
reduces to 

(15) 
/I 

This type of polarization is independent of frequency and will be 
referred to as an instantaneous polarization or an optical polarization. 
The main representatives of the instantaneous or optical polarizations 
are the electronic and atomic polarizations, which experience dis- 
persion in the visible and infra-red but which are independent of fre- 
quency in the electrical range, and the contribution of this polariz- 
ability to the dielectric constant is therefore frequently calculated from 
refractive index measurements. 

A second type of polarization results if we assume that the dielectric 
we are considering contains a class of particles for which mw2 in equation 
(12) is negligible by comparison with ru and with/, but in which rw is 
of the same order of magnitude as/in the electrical range of frequencies. 
Let niz, r2, fi be a typical member of this class, the number of such 
particles per unit volume of the dielectric being «2- Then for this class 
of particles equation (12) becomes 

=.. n^:fV (i6) yiriu + fi) 

This expression represents the type of variation with frequency to 
which the name anomalous dispersion is given, and in the preceding 
paper the type of polarization which produces it was called an absorp- 
tive polarization. 

It can readily be seen also that neglecting the ms term in (10) or 
the mP term in (11) leads to the same expression for k, i.e., equation 
(16), as does neglecting the mw2 term in the denominator of (12). 
So for any member, (r2, /., «2), of the class of particles which produces 
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anomalous dispersion, equation (10) reduces to 

TiS + fa = eF (17) 

and equation (11) becomes 

riP faP = n^F. (18) 

D6comb6's theory, which has been mentioned earlier, was based upon 
an equation equivalent in most respects to (18), while Drude's expres- 
sions for dispersion were obtained by a method equivalent to neglecting 
wo)2 in (12). 

Each term in equations (17) and (18) has an evident dynamical 
significance. Consequently, a physical picture of the essential nature 
of the anomalous dispersion process is given by equations (17) and 
(18) even though the values of constants r2,/2, «2 and e are not specified 
in terms of independently measurable properties of the dielectric. 
Thus the term fiS represents a restoring force tending to return the 
particles displaced by the impressed field to their initial positions, the 
constant fz acting as a stiffness coefficient; the term rzs acts as a fric- 
tional force, r being a measure of the friction experienced by, for exam- 
ple, a moving ion or a rotating polar molecule: and, finally, eF is the 
driving force tending to displace a particle of charge e. Evidently 
conditions which are sufficient to produce anomalous dispersion exist 
whenever the motion of charged particles in an applied field is suffi- 
ciently specified by considering the effects of a restoring force pro- 
portional to the displacement of the typical particle and of a frictional 
force proportional to the velocity of the particle in the direction of 
applied field, as in equation (17). Or, putting it in more general terms, 
we may say that anomalous dispersion occurs whenever the relation 
between the polarization per unit volume and the force due to the 
internal electric field is given by an equation which can be reduced to 
(18). However, the possibility that anomalous dispersion may also 
occur under conditions which cannot be described by equation (18) 
is not excluded by the considerations given here. 

A third type of polarization which can be obtained by selecting 
suitable sets of values for the constants of equation (12) is that in 
which none of the terms in the denominator of (12) can be neglected in 
the electrical range of frequencies. Let h be the polarizability for 
this type of polarization which can then be represented by affixing the 
subscript 3 to the constants m, r,/ and n of equation (12). This type 
of dispersion includes both the normal and the anomalous types but, 
as has already been indicated, in the radio and power ranges of fre- 
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quency examples of a dispersion of this kind have not as yet been 
observed in dielectrics which are not piezo-electric.16 It follows then 
that dielectrics behave as though the inertia of the particles which 
contribute to dielectric polarization is small enough that the inertia 
reaction moi1 can be neglected in the electrical frequency range. This 
is an empirical result; the possibility of a polarization of the type kz 
occurring in the electrical frequency range is not excluded by the 
general theory of dispersion. The higher the frequency of an im- 
pressed field the greater should be the likelihood of encountering the 
type of frequency-variation described by kz (or equation (12)), because 
the prominence of the wco2 term increases with the square of the 
frequency. 

The preceding discussion shows that we can write equation (14) 
in the form , x 

k = ki -\- ka, (19) 

where k is the total polarizability, ki is the sum of the instantaneous 
polarizabilities and ka the sum of the absorptive polarizabilities, that is, 
of the polarizabilities which vary with frequency according to equation 
(16). If for simplicity we take the case in which the dielectric has only 
one representative of ki and one of ka, we obtain by substituting the 
values of ki and ka given respectively in (15) and (16), 

k=Vf+ "*1 (20) 
/i yirzu +72) 

as an expression for the total polarizability. 
Defining r' by r' == rjf, and dropping the subscripts in (20) to make 

the notation simpler, we obtain 

»-».+f[T+y' m 

which is the total polarizability per unit volume for a dielectric having 
two types of polarization, the one represented in (21) by the instan- 
taneous polarizability ki and the other by the absorptive polarizability 

16 Piezo-electric crystals such as quartz and Rochelle salt form exceptions, but for 
them dielectric polarization is coupled to macroscopic mechanical strains in the 
material and the mass reactance is due to the flexing or extension of the entire crystal. 
The dielectric constant of such a crystal as measured in almost any direction, 
shows an increase with increasing frequency, followed by anomalous dispersion. 1 his 
is the behavior required by equation (12), or rather by an equation for the dielectric 
constant derivable from equation (12). This dispersion, however, depends upon the 
size and shape of the crystal, the nature of the electrodes and the manner of supporting 
the crystal during the measurements, and the exact interpretation of such measure- 
ments is a rather complex procedure. See, for example, W. P. Mason, Proc. I. R. E., 
23, 1252-1263 (1935). 
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specified by the second term on the right. The quantity t' is called 
the relaxation-time. 

On multiplying the left-hand side of equation (21) by (47r/3)(M/p) 
and the right-hand side by (47r/3)(iV/L) we obtain 

47r Mk _ ^tt F we2 / 1 

T v ~ T L^ fL\ 1 + tW 
(22) 

which is the molar polarization. 
For dielectrics to which the Clausius-Mosotti relation applies, 

equation (8) shows that 

47r Mk iff e — 1 
T  = (22a) 3 p p c + 2 

and in fact the expression on the right-hand side of (22a) is frequently 
called the molar polarization. Reference to equation (6) shows, how- 
ever, that for gases (22a) reduces to the simpler relation. 

3 p p 3 

And for Wyman's relation between dielectric constant and polariz- 
ability, which has been discussed earlier, the molar polarization be- 
comes 

47r Mk iff e + 1 
3 p ~7~8T~' (22c) 

Equations (22a), (226) and (22c) are not the only relations between 
dielectric constant and molar polarization which have been proposed, 
but they apparently cover moderately well many of the conditions 
met in practice. For the right-hand member of equation (22) can be 
substituted whichever of the three expressions (22a), (226), (22c) seems 
the most suitable for the type of dielectric under investigation. 

If in equation (21) co is set equal to zero we obtain the zero-frequency 
(or static) polarizability 

6o = ki -f we2// (23) 

and if w is set equal to infinity we obtain 

kw ~ ki. (24) 
Subtraction gives 

ko - km = we2//. (25) 

Substituting (24) and (25) in (21) gives 

k = k~ + ir^)- (26) 
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The constants we2// and h are not present in (26), being replaced by 
two special values of the polarizability, the zero-frequency value and 
the infinite-frequency value. However, it is not the polarizability 
but the dielectric constant which is directly observed in measurements 
on dielectrics, so it is desirable to replace £o and by their equivalents 
in terms of the dielectric constant. But, as the earlier discussion has 
indicated, the relation between dielectric constant and polarizability is 
different for different types of dielectrics; three alternative expressions 
analogous to (22a), {22b) and (22c) will therefore be derived. 

For materials to which equation (22a) (or the equivalent and simpler 
relation (5)) applies 

7 7 3 f eo 1 €co— 9(6o ~ tco)  
*0-^-4^1.^+2 6m + 2j 47r(6o + 2){6co + 2) ^ ; 

where eo is the zero-frequency dielectric constant and €m is the infinite- 
frequency dielectric constant. Then equation (26) can be replaced by 

4x L 60 — 1 . f CO — 1 6ro — 1 1 J,  
Ti = U+2+L^r+2 e. + 2jl+w USJ 

By rationalizing and using the second expression given for ko - £« in 
equation (27) we can write equation (28) in the alternative form 

4?+ _ 6co — 1 1 f 3(60 — Ccq) "I 1 
-3 €m + 2 L (e0 + 2)(em + 2) j 1 + "Pt'2 

_ V f 3(eo - ^) ] . ur' _ ( . 
L (e0 + 2) (too + 2) J 1+coV'2 C ) 

Equation (29) is the complex polarizability per unit volume multiplied 
by the factor 4+3 and expressed in terms of observable values of the 
dielectric constant and the relaxation-time r'. The relaxation-time 
can also be expressed in terms of the reciprocal of a special value of the 
frequency: this permits all of the theoretical constants such as we2// 
and r' to be replaced by certain special values of the dielectric constant 
and a critical value of the frequency. 

A simpler expression for the polarizability is obtained in the case of 
gases, or whenever equation (6) gives the relation between polariz- 
ability and dielectric constant. Equation (26) then gives 

^ = (30) 
3 3 \ 1 + iut ) 

And for materials to which the relation (cf. equation (9)) proposed by 
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Wyman applies the procedure followed above yields 

ir = ^(- + 1+rT^)- ^ 

On multiplying equations (29), (30) and (31) by Mjp three alterna- 
tive formute for the molar polarization of a dielectric having polariza- 
tions of the type specified by equation (21) are obtained; the constants 
in these formulae include only special values (eo and of the dielectric 
constant and the relaxation-time, all of which can be obtained from 
dispersion curves. 

The quantity &o — is a constant of the material, which, as equa- 
tion (26) shows, represents the largest value which the absorptive part 
of the total polarizability, i.e., the ka term in (19), can have for a given 
material; it may be described as the zero-frequency or static value of 
the absorptive part of the polarizability. Evidence as to the nature 
of a polarization can be obtained by investigating experimentally the 
dependence of (^o — £c»)/p on temperature: for example, if the polariza- 
tion is due to the changes of orientation of polar molecules according 
to the Debye theory this quantity should increase linearly with the 
reciprocal of the absolute temperature. It is useful, therefore, to 
express (^o — k^jp in terms of observable values of the dielectric 
constant so that it may be plotted against temperature. In this con- 
nection there is, however, the same complication which has appeared 
in other places in this discussion regarding the relation between dielec- 
tric constant and polarizability. The three relations which have been 
discussed here yield for (^o — £®)/p the following expressions: 

[£1-1 fc - 1 {ka — kO/p = Aivp ^ to T 2 Ceo T 2 
_ _3_ / 6o — Cq, 

47rp \ 3 

_ 3 / 60 — Cqj 
~ 47rp V 8.5 

(Clausius-Mosotti) (32o) 

(for gases) (326) 

(Wyman). (32c) 

The Complex Dielectric Constant 
As the dielectric constant (e) is the quantity directly measured in 

experimental investigations it is desirable to determine how it should 
vary with frequency for the type of dielectric polarization described in 
equation (21) or (29). Solving equation (5) for e we obtain 

1 + 8^6 
e =  — • (33) 
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By substituting the expression for 4(7r/3)^ given in equation (28) into 
(33) we obtain 

6° .o 
eo + 2 €«, + 2 

' " 1 . • 1 
+ i ;—^ wr 

(34) 

eo + 2 ero + 2 

or 

60 / ... 60 + 2 60, 
 1 + 1 —TTo " — WT 
Co + 2 \ fco + 2 eo 

6 — - 
1 / < , ■ + 2 , 1 + i 7; wr 

eo + 2 \ 605 + 2 

Then, by setting 

we obtain 

60+2 , _ 
6co + 2 7 ^ 

1 + t — cor 
6 \ 60 

(34fl) 

(35) 

60 1 + iwr 

and transforming this into polar form to facilitate division gives 

L = = £1 ^ [cos {ifi — (pi) + f sin (</?! — ^2)! , 
eo pie**! Pi Pi L -I 

(36) 

(37) 

where 

Pi = 1 + cov] . P2 = [1 + wV2]' 

ip\ — tan-1 — cor and <p2 = tan-1 cor. 
eo 

Equation (37) then gives 

1 + — co2r2 ( — — 1 ] cor 
+ fV?, ' (38) 

60 1 + co2r2 ' 1 + co2r 
or 

6 Ceo 
1 - - t f — - 1 ) 

60 . \ fo / 
60 60 1 + co2r2 1 + co2r2 

from which we obtain 

(38a) 

, 60—6=0 2(eo-6co)cor 
6 = 6m + 7 \ \ j 2 2 • Wy/ 1 + co2r2 1 + co2r2 
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Equation (39) is the complex dielectric constant expressed in rectangu- 
lar form for a dielectric having a polarizability (per unit volume) given 
by (21) and in which the internal field {F) is such that the Clausius- 
Mosotti relation (equation (8)) applies. 

For gases the derivation of the expression for the complex dielectric 
constant from that for the polarizability is simpler, though the same 
in principle, as the above. From {22b) or (6) we see that 6=1+ 4^; 
and on substituting (30) for 47r^ and rationalizing we obtain 

. €o — foD . (to — e^wr' , , 
« = + < , 2 .2 - ^ , , 2 .2 ■ (40) 1 -f- orr 1 -f- arr 

And when the relation between polarizability and dielectric constant 
is that proposed by Wyman, cf. (9) or (22c), we again obtain (40) on 
substituting (31) for {4:ir/3)k in (9) and rationalizing. 

It will be noticed that the difference between (40) and (39) is that t' 
appears in the former and r in the latter, r being given by (35). This 
shows that the factor (fo + 2)/(€Co + 2) has its origin in the fact that 
for the conditions to which (39) applies F = E + (47r/3)P, while for 
the conditions to which (40) applies F = £, or is a linear function of E. 
t is the relaxation-time for the dielectric constant, while r' is the re- 
laxation-time for the polarizable units in the material; when F = E 
these two relaxation-times are equal. 

For materials of high dielectric constant the factor (eo + 2)/{€a> + 2) 
produces a considerable difference between r and r'; for example, for 
water or ice r is about 23r'. In a recent paper, R. H. Cole 17 has 
shown that when the volumes of certain polar molecules are calculated 
from r by means of Debye's expression for the relaxation-time better 
agreement with the volume estimated from van der Waals' equation is 
obtained when Onsager's relation between polarization and dielectric 
constant is used instead of the Clausius-Mosotti relation. In par- 
ticular, for water the van der Waals coefficient gives 13 X 10-24 c.c. 
for the volume of the molecule, while r' gives 0.5 X 10_24 c.c. on the 
Clausius-Mosotti relation but 12 X 10-24 c.c. on the Onsager relation, 
and 4 X 10~24 c.c. for a modified Onsager relation. And if Wyman's 
relation is used, r = 237', and the volume should be 23 times that 
calculated on the basis of the Clausius-Mosotti relationship, or about 
11 X 10-24 c.c. 

Both equation (39) and equation (40) can be expressed in the form 

« = e' - ie", (41) 
17 R. H. Cole, Jour. Chem. Phys., 6, 385 (1938). 
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where 

^ = ^ + rnHFv (41a) 1 + 10 T1 

e" = ^ - e-^T, (416) 
1 + aj2T 

if r is considered to be given by 

eo + 2 , 
T =  T , Ceo + 2 

when the complex dielectric constant is given by (39), that is when 
the Clausius-Mosotti relation applies, and by 

t = r', 

when the material is a gas, or when Wyman's relation between polariz- 
ability and dielectric constant applies. 

The real part c' of the complex dielectric constant is usually referred 
to simply as the dielectric constant, while the imaginary part e" is 
frequently called the loss factor.™ There are alternative ways of 
expressing the same property of the material; for example, the tangent 
of the loss angle, e'Vc', is frequently used instead of e". 

Comparison of Dispersion Formula; 

Comparison of (39) or (41), (41a), (416) with equation (69), page 97, 
of Debye's "Polar Molecules" shows that the equation for the complex 
dielectric constant derived here is identical with that of the Debye 
theory (in the present notation r' corresponds to r in Debye's book). 
This means that any characteristics which can be derived from equa- 
tions (41), (41a), (416) without specifying the values of the constants 
€co, €o and t are common to at least two types of polarization, that is, 
to the polarization due to the effect of an applied field on the orientation 
of polar molecules according to the Debye theory, and to the polariza- 
tion described by equation (18) or equation (21). 

The difference between the formulae for dispersion derived here and 
those of the Debye theory are best seen by comparing the expressions 
which they yield for the molar polarization. On the Debye Theory: 

Me - 1 _47riVr , M2 / J 
77+2 _ 3 Y0" + ikT\l + iur') 

18 After a suggestion made by E. T. Hoch, B. S. T. J., November (1922), and by 
H. H. Race, Jour. A. I. E. E., 51, 354 (1932). 
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The present derivation gives: 

Me - \ _ ^ttN \ki ne2 / 1 V 
P e + 2 — 3 VL+JL 

The constant ao has the same significance as &i/L, only the notation 
being different; both represent the optical frequency, or "instantane- 
ous," polarizability; /i is the permanent electric moment of the molecule, 
k Boltzmann's constant and T the absolute temperature. The quan- 
tity ne2lfL which corresponds to n2J3kT in the Debye formula contains 
three constants n, e, and/whose physical significance is indicated only 
in a general way (see Appendix), r' (or in Debye's notation r) 
is equal to Airria^/kT in the Debye theory while in the formula derived 
here r' = rjj where r is a frictional coefficient whose physical origin 
is not specified. Thus though the formula for molar polarization 
derived here is not directly useful as a means of investigating the 
molecular (or other) origin of dielectric polarizations, it facilitates 
distinguishing those aspects of the Debye formula which are peculiar 
to a polarization depending upon changes in the orientation of polar 
molecules which are free to assume any (or at least more than one) 
orientation from the more general aspects shared by other types of 
polarization, such as the one specified by (18) and (21). Thus, the 
functions ti2/3kT and 4irr]a3JkT are peculiar to the Debye theory, while 
the function (1 -f iur)'1 also appears in the dispersion formula derived 
here, as well as in other formula to be discussed below. 

We have seen that the viscous-elastic type of polarization specified by 
(18) and (21) produces a complex dielectric constant given by (39), or by 
the equivalent equations (41), (41a), (416), where 

T'ieo + 2) 
T ~ (e. + 2) ' 

and that the same formulae express the complex dielectric constant 
on the Debye theory of polar molecules when the constants r' and 
eo — fco (or ko — km), are given the values derived for them on the 
Debye theory. Other theories have been proposed to explain the 
variation of dielectric constant and dielectric loss with frequency, but 
for the most part these have been derived for composite dielectrics, 
consisting of two or more layers of different materials, or of small 
spheres of one material dispersed or embedded in another material. 
These theories also yield formulae (41), (41a) and (416) for the complex 
dielectric constant, the expressions for r' and to — being, of course, 
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different from those of the Debye theory.19 These expressions are 
included in Table I. 

TABLE I 
Constants of the Formula for the Complex Dielectric Constant 

Equations (41), (41a) and (416) 

Type of Polarization '0 — T k = /(«) 

1. Orientation of polar molecules 47r (€0+2)(6C-)-2) L/i2 ((o-l-2) iir-na3 

Eq. (5) 

Eq. (6) 

Eq. (9) 

(The Debye theory).1 3 3 3kT 
A ^ 

' ikf 
347r LM2 

~T'Jkf 

((0,-1-2) kT 
iirrja3 

kT 
Airrja3 

kT 

2. Displacement of changed par- 
ticles against elastic restoring 
forces and viscous frictional 
forces of undetermined origin, 
as specified in equation (17). 
(Modification of Drude theory.)2 

4ir (eo-t-2)((0,-1-2) ne- 
3 3/ 

ne2 

T 
347r ne2 

T' f 

eo-t-2 r 
^CO "f" 2 / 

r 
f 
r 
f 

Eq. (5) 

Eq. (6) 

Eq. (9) 

3. I nterfacial or ionic polarizations: 
(a) Two-layer dielectric; layer (ti72—e27i)2 ei + ea 

(«i, 71) being of same 
thickness as layer (e2, 
72)1 (Wagner).3 

(«i + «2)(7i + 7l)2 71 + 72 

(6) Special case of (a); high- 
resistance blocking layer 
at electrode/dielectric 
boundary (Joffe).4 

C./Co, RCx 

(c) Suspension of spheres (ei, 
71) in a medium (ej, 72), 
where 1 (Wagner),6 

(Gemant).7 

9p(€l72-«27l)2 2(2+(l 
(2e2-t-ei)(272-|-7i)2 272+71 

(d) Special case of (c); conduct- 
ing spheres in an insulat- 
ing medium, where €1 
= €2and 72^ 71 (Wag- 
ner).6 

3pei 3(i/7i 

(e) Special case of (d); con- 
ducting shells (Miles 
and Robertson).6 

3pfi 3(,6 
lyid 

1 Reference numbers in this table refer to list of references at the end of this paper. 

Table I contains a list of expressions which, when substituted for 
(eo — €co) and r in (41a) and (41&), give several formulee for the complex 
dielectric constant. Included in this list are most of the formula 
which have been proposed to explain the simplest type of variation of 

19 Cf. Gemant, " Elektrophysik der Isolierstoffe," Berlin (1930). 
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dielectric constant and loss factor with frequency which is observed in 
the different classes of materials to which the various items in the 
table refer. In some cases the original formulae, as they appear in the 
literature, have been expressed in terms which do not show an obvious 
equivalence to (41), (41a) and (416), but by re-expressing them in the 
form (41) and then determining eo and €ro by letting cj = 0 and «>, 
respectively, the list of expressions given in Table I is obtained. It is 
interesting that theories based on such widely dissimilar physical 
mechanisms as rotating polar molecules (Item 1, Table I) and a block- 
ing-layer of high resistance at an electrode/dielectric interface (Item 
3(6), Table I) should yield an identical form of variation with frequency. 

For the first two polarizations listed in Table I, the alternative 
expressions obtained by assuming three alternative relationships be- 
tween polarizability and dielectric constant are given. By means of 
Table II the quantities (6o — k^) and r' can be obtained from (eo — ero) 

TABLE II 
The Relationship between {ko - k^) and (eo — «») and between t' and t 

(fco - *„) r' 

Clausius-Mosotti Relation -p- • ^ ^ ^ r 47r (eo + 2)(ea)-(- 2) eo + 2 

Gases ■ (eo — e^) r 47r 

Wyman's Empirical Relation • t0 n r 47r s.p 

and r in Table I. The resulting expressions can then be substituted 
for (6o — ka) and r' in equation (26) yielding expressions for the polariz- 
abilities of the different types of polarization listed in Table I. The 
molar polarization can then be obtained by multiplying (26) by 
(47r/3)(il///p). However, in general it is not likely that any useful 
purpose is to be served by calculating the molar polarization for inter- 
facial polarizations; a more significant quantity would be the polariza- 
tion per conducting particle, when the polarization is of the type (3d), 
Table I, and the number of conducting particles per unit volume can 
be estimated. 

We have pointed out that a number of theories which have been pro- 
posed for the explanation of the variation of dielectric constant with 
frequency may be expressed in the forms (41a) and (416) when the 
expressions listed in Table I are substituted for (eo — em) and r, but 
we have not yet indicated how these formulae agree with experimental 
data. For such materials as ice (see Fig. 3, for example) and for 
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certain alcohols and glycols, the experimental points agree fairly 
closely with the curves obtained by plotting equations (41a) and (416) 
for a suitable choice of the values of the constants. 

But for many other dielectrics, particularly non-homogeneous 
systems or disperse systems such as those listed under Item 3, Table I, 
the simple dispersion formuke (41a) and (416) often fall very far short 
of adequately representing the experimental data. Von Schweidler 20 

and Wagner 21 have attempted to explain the form of dispersion curves 
obtained for such materials by postulating that the polarizations 

\ 
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Fig. 3—Experimental dispersion curves for ice. 

induced in the dielectric have a wide range of relaxation times at any 
given temperature, instead of a single relaxation time, as for the 
polarizations listed in Table I. A further contribution to the theory 
of the distribution of relaxation times has recently been made by 
Yager.22 However, in spite of the existence of many materials which 
do not show the type of dispersion described by (41a) and (416), the 
value of these formulce in interpreting experimental data is consider- 
able, particularly as applied to pure materials. 

Table I emphasizes the point that mere agreement of experimental 
data for dielectric constant and dielectric loss with the theoretical 

20 E. v. Schweidler, Ann. d. Phys., (4) {24), 711 (1907). 21 K. W. Wagner, Archivf. Eleklrolechnik, 2, 371 (1914). 22 W. A. Yager, Physics, 7, 434 (1936). 
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curves obtained by plotting (41a) and (416) for suitably adjusted 
values of the constants only places the type of mechanism to which 
the observed dispersion can be attributed within the rather large 
catagory which includes at least the seven types of mechanism listed in 
the table. Data showing the dependence of {kQ — k^jp on temperature 
allows a further specialization of the processes which could account 
for the observed behavior; and of course a number of possibilities can 
be discarded on general grounds of physical improbability. And 
finally, agreement of the constants calculated from dielectric measure- 
ments with the values calculated from independent estimates of the 
sizes and other characteristics of the molecules or other elementary 
units which contribute to the polarization provides the most convincing 
evidence of the nature of the polarization. Such agreement is fre- 
quently obtained in the application of the Debye theory to gases and 
liquids. 

The characteristics which can be deduced from equations (41a) and 
(416) without substituting for the constants theoretical expressions, 
such as those given in Table I, are of considerable value in interpreting 
electrical measurements upon dielectrics. It may be convenient to 
describe these as the general characteristics of anomalous dispersion, 
distinguishing them thereby from the special characteristics peculiar 
to particular kinds of dielectric polarization which share the property 
of producing anomalous dispersion in the radio and power range of 
frequencies. 

Appendix 

The following list contains the definitions of the quantities which 
appear in Table I: 

«i. e2, Tii 72 are respectively the dielectric constants and conductivities 
of two materials designated by subscripts 1 and 2, the unit 
of conductivity being such that 7 = 367r X 10n X, where 
X is in (ohm-cm)-1, 

co. fco are respectively the dielectric constant at the lower and 
upper extremities of dispersion curves; they are called the 
zero-frequency (or static) dielectric constant and the 
infinite-frequency dielectric constant, 

L is the number of molecules per unit volume, 
■q the viscosity of a liquid containing polar molecules, 
k Boltzmann's constant, 
T the absolute temperature, 
M the permanent electric moment of a polar molecule, 
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a the radius of a polar molecule, assumed to be spherical, 
b the radius of a colloidal particle, 
d the thickness of a conducting skin on the particle of radius by 

r a frictional resistance coefficient of unspecified origin, 
/ an elastic restoring force coefficient of unspecified origin, 
n the number per unit volume of elementary charged particles 

subject to certain specified conditions, 
p the ratio of the volume occupied by the spherical particles 

in (3c, d, e) to the total volume, 
Ci the capacity of the blocking layer of (36), Table I, 
R the resistance of the dielectric, exclusive of the blocking 

layer. 

The following list contains the definitions of quantities which appear 
in other parts of the article. 

O) is 2ir times the frequency of alternation of the applied field, 
V the applied voltage, 
E the intensity of the applied field, 
P the polarization per unit volume induced by a field E, 
F the internal or local field, 
p the density of the dielectric, 

M the molecular weight of the material of which the dielectric is 
composed, 

m the mass of a molecule; in another context, the mass of any charged 
particle considered in the discussion, 

N is Avogadro's number, 6.06 X 1023 molecules per mole, 
5 the displacement of a charged particle from an equilibrium position 

by an applied field, 
s the velocity of the charged particle in the applied field, 
s the acceleration of the particle in the applied field. 
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Abstracts of Technical Articles from Bell System Sources 

Electron Microscope Studies of Tfloriated Tungsten.1 Arthur J. 
Ahearn and Joseph A. Becker. Many past experiments have shown 
that the thermionic activity of a thoriated tungsten filament is deter- 
mined by the concentration of thorium on its surface. This concentra- 
tion is in turn determined by the rate of arrival and rate of evaporation 
of thorium. Typical published values of these rates are given in Fig. 1. 
An electron microscope used to obtain electron images of thoriated 
tungsten ribbons is described. Comparison with photomicrographs 
shows that the active and inactive patches composing an electron image 
agree in size, shape and number with the exposed grains of the tungsten. 
The electron microscope shows that thorium comes to the surface in 
"eruptions" at a relatively small number of randomly located points. 
From a comparison of photomicrographs showing thoria globules and 
electron images of thorium eruptions, it is deduced that all the thorium 
in a globule comes to the surface when an eruption occurs. Factors such 
as a high temperature flash and sudden heating and cooling of the 
filament affect the frequency of eruptions. Thorium eruptions are the 
only observed manner in which thorium arrives at the filament surface. 
They are repeatedly observed in the early stages of thoriation. Erup- 
tions are not observed in the later stages of thoriation where con- 
ditions are unfavorable for their observance. Electron images of a 
Pintsch single crystal filament reveal alternate active and inactive 
bands parallel to the filament axis. Thorium eruptions occur only on 
the active bands. With a polycrystalline ribbon the surface migration 
of thorium from the eruption centers is isotropic; with a single crystal 
ribbon there is a strongly preferred direction of migration. X-ray 
analysis shows that the surface is a (211) plane and that the preferred 
direction of migration agrees with the (111) direction in this plane. 
During the process of thoriating a filament the relative emissions from 
different grains change by substantial amounts; in many cases the 
change is so great that the relative emissions are reversed. Measure- 
ments of work function differences between grains gave values ranging 
up to 0.6 volt. 

The Mechanism of Hearing as Revealed through Experiment on the 
Masking Effect of Thermal Noise.2 Harvey Fletcher. In an electri- 

1 Phys. Rev., September 15, 1938. 
2 Proc. Nat'l. Acad. Sci., July 1938. 
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cal conductor there is a statistical variation of the electrical potential 
difference between its two ends which is due to the thermal agitation 
of the atoms, including the electrons. This electrical noise is amplified 
by means of a vacuum tube amplifier and then converted into an 
acoustical noise by means of a telephone receiver held on the ear. 
When this noise is present it reduces the capability of the ear to hear 
other sounds. The intensity per cycle of the acoustical noise compared 
to the intensity of a pure tone which can just be perceived in the pres- 
ence of a noise was determined experimentally using a group of ob- 
servers. This relative intensity for a given frequency range was 
constant throughout a wide variation of intensity. However, its 
value does vary with the position in the frequency spectrum and it is 
the amount of this variation which enables one to calculate the relation 
between the frequency of the tone and its position of maximum stimula- 
tion along the basilar membrane. The results of such a calculation 
are given and shown to be in good agreement with determinations from 
animal experimentation. 

Transcontinental Telephone Lines} J. J. Pilliod. A fourth trans- 
continental line has just been created by the completion of four pairs 
of open wire between Oklahoma City and Whitewater, California. 
This open-wire line connects at its eastern terminus with the already 
existing toll cables from the east, and at its western terminus with a 
toll cable running into Los Angeles. 

In a cross-section of the United States just west of Denver, there 
are now 140 through telephone circuits and about the same number 
of telegraph circuits carried by four open-wire routes. 

The four new pairs which constitute the transcontinental line carry, 
in addition to the usual voice frequency channels, three channels of 
carrier. But their design throughout has been such that twelve 
additional carrier circuits can be superimposed upon the four channels 
now provided by each wire pair. 

The wires of each pair are spaced 8 inches apart with the nearest 
spacing between pairs being 26" while crossarms are 36" apart. New 
transposition systems have also been used to further reduce crosstalk. 

Application of Statistical Methods to Manufacturing Problems.* W. 
A. Shewhart. The application of statistical methods in mass produc- 
tion makes possible the most efficient use of raw materials and manu- 
facturing processes, effects economies in production, and makes 
possible the highest economic standards of quality for the manufac- 
tured goods used by all of us. The story of the application, however, 

3 Electrical Engineering, October 1938. 4 Jour. Franklin Institute, August 1938. 
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is of much broader interest. The economic control of quality of 
manufactured goods is perhaps the simplest type of scientific control. 
Recent studies in this field throw light on such broad questions as: 
How far can Man go in controlling his physical environment? How 
does this depend upon the human factor of intelligence and how upon 
the element of chance? 

Observational Significance of Accuracy and Precision.6 W. A. 
Shewhart. Two of the most common terms used in pure and applied 
science are accuracy and precision. When such terms are used, as in 
the specification of quality of manufactured products, it is desirable 
that they have definite and, in so far as possible, experimentally veri- 
fiable meanings. It is, therefore, important to determine how far one 
can go towards attaining this end by applying with rigor the principle 
that only that which is observable is significant. In the application 
of the concepts of accuracy and precision, it is customarily assumed 
that the available data constitute a random sample. Hence, the first 
step in attaining experimentally verifiable meaning of these terms is to 
choose an operationally verifiable criterion of randomness. One such 
criterion is the quality control chart. In order to give experimental 
definiteness to any measure of either accuracy or precision derived 
from a random sample, it is also necessary to specify the way any 
statement involving the measure may be experimentally verified. To 
do this it is necessary to make at least four empirical choices as to the 
details of taking and analyzing the data in the process of verification. 
Hence, it appears that the meaning of either precision or accuracy is 
verifiable. Hence, it appears that the meaning of either precision or 
accuracy is verifiable only in a limited sense subject in any specific case 
to the choice of empirical criteria of verification. 

The Time Lag in Gas-Filled Photoelectric Cells.6 A. M. Skellett. 
In commercial gas-filled photoelectric cells there is a lag in response 
which becomes appreciable above frequencies in the neighborhood of 
10,000 cycles. If this lag is due to the transit times of the ions across 
the cell, it should be possible to set up resonance conditions by varying 
the frequency of modulation of the incident light intensity. This has 
been accomplished in a cell of special design and the resonance condi- 
tions agree with the theory, thereby demonstrating that the transit 
time of the ions is the simple cause. The paper also discusses the flow 
of the ions and electrons across the cell and their impacts in relation 
to the flow of current in the external circuit. 

8 Jotir. Wash. Acad. Sciences, August 15, 1938 (p. 381). 
»Internal'I. Projectionist, September 1938; Jour. Applied Physics, October 1938. 
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