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Crosstalk in Coaxial Cables—Analysis Based 

on Short-Circuited and Open Tertiaries 

By K. E. GOULD 

The problem considered herein is that of estimating, from meas- 
urements on short lengths of coaxial cable, the crosstalk to be 
expected in long lengths of the same cable. The method devel- 
oped, which is particularly applicable to cases in which the effect 
of tertiary circuits on the crosstalk is large, is based on measure- 
ments of crosstalk in a short length, with the tertiaries first short- 
circuited and then open. The application of this method to the 
cable described in the companion paper by Messrs. Booth and 
Odarenko gave crosstalk values in good agreement with their 
experimental results. 

Introduction 

FOR a number of years the problem of crosstalk summation in long 
open-wire lines or cables has been studied by measuring crosstalk, 

in phase and magnitude, in short lengths. The crosstalk within a 
short length, between two circuits terminated in their chaiacteristic 
impedances, would be measured with all important tertiary circuits 
also approximately terminated. Then the crosstalk between two 
circuits in adjoining short lengths would be measured with the ter- 
tiary circuits terminated. From these coefficient measurements the 
crosstalk in a long length could be estimated by a process of integration. 

The application of this general method to crosstalk in the usual 
types of coaxial cable would require great accuracy in the coefficient 
measurements, because in 'onger lengths the desired crosstalk value 
depends on the diffe -ence between two nearly equal quantities involv- 
ing the coefficients. In the following analysis the computation of the 
crosstalk for long lengths of conxial cable is based on crosstalk measure- 
ments, in phase and magnitude, between two coaxial circuits in a 
single short length with the tertiary circuits first open and then short- 
circuited, no crosstalk measurements with terminated tertiary circuits 
being involved. 
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This method of analysis, when applied to the twin coaxial cable 
described in the companion paper by Messrs. Booth and Odarenko, 
gave results in good agreement with the measured crosstalk. 

In this analysis it was assumed that all the tertiary circuits could be 
combined and considered as a single circuit. Although no evidence 
has been found that with the types of structure studied so far, better 
accuracy would result from the further refinement of considering two 
or more dissimilar tertiary circuits with coupling between them, 
there is one case of practical importance which cannot be handled with 
the single-tertiary analysis. This case is that of the interaction cross- 
talk (that is, the crosstalk by way of a tertiary circuit) between two 
adjoining lengths of coaxial cable, when, at the junction, part of the 
tertiary conductors are short-circuited to the outer coaxial conductors 
while the remaining tertiary conductors continue through with no 
discontinuity. This problem might be of importance where, at a 
repeater, the outer coaxial conductors and the sheath are bonded to- 
gether, but paper-insulated pairs in the same sheath provide an un- 
interrupted tertiary circuit. The near-end crosstalk under such condi- 
tions might also differ significantly from the values indicated by the 
single-tertiary analysis. 

The two-tertiary analysis is too long to be given here in detail, and 
hence has been outlined only to such an extent as to indicate the 
derivation of the formulas for interaction crosstalk when one of the 
tertiaries is short circuited and the other terminated in its character- 
istic impedance. The formula for near-end crosstalk under this condi- 
tion is given without derivation. 

I—Identical Coaxial Lines Symmetrically Placed 
with Respect to a Single Tertiary 

The first case we shall consider herein is that of any number of 
identical coaxial lines with the outer coaxial conductors in continuous 
electrical contact and symmetrically placed with respect to a single 
tertiary circuit, such as that which might be provided by a sheath sur- 
rounding the coaxial lines and insulated from the outer coaxial con- 
ductors, or by a surrounding layer of paper-insulated pairs. Through- 
out we shall assume that the reaction of the induced currents upon the 
disturbing line is negligible. 

Following a nomenclature analogous to that of the Schelkunoff- 
Odarenko paper,1 we will designate by Z12 the mutual impedance per 
unit length between any two coaxial lines in the presence of the other 
coaxial lines but in the absence of any other conductors. The mutual 

1 Bell System Technical Journal, April, 1937. 
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impedance per unit length between any coaxial line (in the presence of 
the other coaxial lines) and the tertiary circuit consisting of all of 
the coaxial outer conductors with return by way of the sheath or other 
tertiary conductors, we will designate by Z13. 

If we consider the crosstalk between two coaxial lines of length, I, 
such that the coaxial lines and the tertiary are electrically short, each 
coaxial line being terminated in its characteristic impedance Z and the 
tertiary open at each end, the crosstalk (near-end and far-end being 
identical for such a length) is given by 

Z12I 
2Z ' 

If, now, we consider a case similar except that the tertiary is short- 
circuited at each end, the crosstalk is the above term plus the effect 
of the tertiary current h, which, for unit current in the disturbing 
coaxial line, is given by 

r _ ^13 I3 y 1 
^33 

where Z33 is the series impedance of the tertiary circuit per unit length. 
/ Z2 / \ 

This tertiary current will produce a current f — 2ZZ3I / t^e C^S' 

turbed coaxial line and the total crosstalk will be 

Z12/ Z'13I 
2Z 2ZZ33 

Z Z2 

If we designate by X and „ " by £, then, for an electrically 
2Z Z12Z33 

short length, X will represent the crosstalk per unit length between 
two coaxial lines with the tertiary open, and X(1 — ^) the crosstalk 
per unit length with the tertiary short-circuited. In the formulas 
developed below these quantities will be found to be of fundamental 
importance. 

Tertiary Terminated in its Characteristic Impedance 

Far-End Crosstalk 
From the Schelkunoff-Odarenko paper, the sum of the direct far-end 

crosstalk (eq. 19) and the indirect far-end crosstalk (eq. 40) for any 
length under these conditions gives the total far-end crosstalk Ft, as 

Zui z\3 r 273/ 1 - 1 - g-(7'+T)'1 m 
Pt 1Z 4ZZ3 L 732 - 72 (73 - 7)2 (73 + 7)2 J 
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where 
Z3 = characteristic impedance of tertiary circuit, 

7i 73 = propagation constants of coaxial lines and tertiary 
circuit respectively. 

This may be rearranged and written (since Z373 = Z33) 

Znl Z2
13/ Z2

13 Fc = 
2Z 2ZZ33 2ZZ33 

v T /72 73 / 1 - 1 - g-(7<+r)t t 
I 732 - 72 2 \ (73 - 7)2 (73 + 7)2 ')] 

= ;(i -f) + ^73 

/ 1 _ 1 _ g-CTj+T)' \ 1 

This formula has been found to be applicable, with good accuracy, to 
the types of coaxial cable which have been studied so far. The quan- 
tities X and X(1 — ^) are determined from crosstalk measurements on 
a short length, and the propagation constants are of course readily 
determined. 

Near-End Crosstalk 
A similar approach to the problem of the near-end crosstalk Ni with 

the tertiary terminated in its characteristic impedance, using equations 
(10) and (32) of the Schelkunoff-Odarenko paper, gives 

AT, = Z T (1 — e-W) ^ 1 ~ ? 
27 2(732 - 72) 

(1 -f e-^1 - 2<r<*.+7)«) I . (3) ^73 , 5^1 o J 
2(732 _ 72) 

Here, as in the case of equation (2b) above, the crosstalk may be 
computed readily from crosstalk and impedance measurements on a 
short sample. 

Interaction Crosstalk 

Far-End Far-End and Far-End Near-End 

We will consider the interaction crosstalk between two adjoining 
sections of lengths I and I', respectively, the tertiary being connected 
through at the junction, with no discontinuity. The tertiary current 
i3{l) at the far end of a section of length I, for unit sending-end current, 
with the tertiary terminated in its characteristic impedance, is readily 
formulated as 

Zlse-yl-e-y>1 //(N 
u(l) = —: — • (4) 
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In the adjoining section, with the tertiary terminated in its char- 
acteristic impedance, the tertiary current uiy) will be given by 

where y is the distance measured from the junction of the two 
sections. 

This tertiary current iaiy) will produce a far-end current in the 
disturbed coaxial of 

Z2!* e-yl - e~ 
4ZZ3 73 - T 

—e-^- f e~y've~y(r~'/)dy. 
- 7 Jo 

The equal-level far end-far end interaction crosstalk FF, being this 
far-end current divided by e~y('+n, may be obtained as 

FF = (I - e-<y'-y>l)(l - (5) 
2(73 - y) 

The near-end current in the disturbed coaxial due to the current 
isCy) is given by 

Z2i3 e-yl - e-yA C1' 
-r—  e-y*e- 4ZZ3 73-7 Jo 

™dy. 

From this the equal-level far end-near end interaction crosstalk FN, 
being this near-end current divided by e-"1"', may be obtained as 

™ = 0/ TgT3 (! - e-(7>-Y)')(l - e-ty'+y>1')' (6) A73 — 7 ; 

Near-End Near-End 

The near-end tertiary current in the section of length I is similarly 
formulated as 

. Zia 1 - e-^+T)' 
43(0) = Wy "—I—  (7) IZ.3 73 i- 7 

The near-end near-end interaction crosstalk NN is readily obtained, in 
a fashion similar to that outlined above for the far-end near-end inter- 
action crosstalk, as 

NN = „(1 - e-<'.+r>'Kl - (g) 
2(73 + y) 

Tertiary Short-Circuited 

The general case of the crosstalk between coaxial lines of length I 
with the tertiary short-circuited at each end may be attacked as follows. 
At any point at a distance x from the sending end, the voltage gradient 
along the outer surface of the outer coaxial conductors, for unit sending- 
end current, will be Zise-71. Each differential element, Zue'f'dx, of 
this voltage drop will produce a current in the tertiary circuit de- 
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termined by the impedances, Z' and Z", of the tertiary as seen in the 
two directions from this point, these impedances being 

and 
Z' = Z3 tanh 

Z" = Zz tanh yz{l — x) 

(9) 

(10) 

respectively toward and away from the sending end. 
At any other point at a distance y from the sending end, the tertiary 

current due to the voltage Zue't'dx will be given, for y > x, by 

iaiy) = 
Zi3g~7X^a:cosh yzjl — y) 
Z' + Z" cosh yziji — x) (11) 

From this the transfer admittance A(x, y) between these two points 
is obtained as 

A(x v) =± cosh y3(l - y)  
Zatanh 73A:cosh y3{l — x) + sinh y3{l — x) 

, Similarly, for y < x, this transfer admittance is obtained as 

A(x y) = —-r cosh W  
Z3 sinh y3x + cosh y3x tanh y3{l — >:) 

The tertiary current, i3(x), is given by 

isix) = J Zue-wACx, y)dy 

(12) 

(13) 

(14) 

from which we obtain 

Z is 
ia(x) = 2Z3 sinh y3l 

X 
73 

cosh y3(l — x) -j- e ix sinh y3l 
— e~~'1 cosh y3x 

73 - 7 L 

f cosh y3{l — x) — e ^ sinh 73/ 
— t"11 cosh 73.1; 

(15) 

Far-End Crosstalk 

The indirect far-end crosstalk F,' due to this tertiary current (eq. 15) 
is given by 

r /732 

2ZZ33 L 732 - 72 
27372 cosh 73Z — cosh 7/ 

(732 - 72)2 sinh 73/ ]■ 

(16a) 

(16b) 
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Z I 
If this is combined with the direct far-end crosstalk , and the 

terms rearranged as in the case of equation (2b), the total far-end 
crosstalk Ft is obtained as 

= x[/(l -£) - U 732 - 7: 

+ 2£ 
7372 cosh 73/ — cosh 7/ 

(732 - 72)2 sinh 73/ ]■ 
(17) 

It will be noted that equations (2b) and (17) differ only in the terms 
which are not proportional to the length and which thus are of de- 
creasing importance as the length becomes great. 

Near-End Crosstalk 

The indirect near-end crosstalk N,' due to the tertiary current iz{x) 
is given by 

N,' = £' Zl^x) e-y'dx (18) 2Z 

By substituting iz{x) from equation (15) herein, and combining the 
result with the direct near-end crosstalk, 

Zn 1 - e~27' 
2Z 27 

we obtain the total near-end crosstalk NB< which may be written in 
the form 

N, = X 

1 - <r2^ 
27 (1 - ^ 4 

^72(732 + 72) 

£7372 

(732 - 72)! 

(732 - 72)2 

(1 + e~2yl) cosh 73/ — 2e~^),^ 

sinh 73/ 

(19) 

II—Identical Coaxial Lines Symmetrically Placed with 
Respect to Each of Two Dissimilar Tertiaries 

We will now consider the case of any number of identical coaxial 
lines with the outer conductors in continuous electrical contact and 
symmetrically placed with respect to each of two dissimilar tertiaries 
with coupling between them. 

In an unpublished memorandum by J. Riordan, the general forms 
are developed for the currents and voltages in two parallel circuits 
having uniformly distributed self and mutual impedances and ad- 
mittances, when these circuits are subjected to impressed axial fields. 
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These currents (7i and 12) and voltages {V1 and V2) (the subscripts 
applying, of course, to the respective tertiaries) are given by the 
coefficient array, 

(a, + PJe-y*' (61 + Qi}ey>x (a* + (62 + Qa)*7'1 

Ii 1 — 1 Vz ~ Vt 
h Vi —Vi f - 1 

Vi K\ Ki — V1K2 — V1K2 
V2 — V2K1 — V2K1 TT 2 K2 

where fli, bi, 0,2 and 62 are constants to be determined from the boundary 
conditions, and 

(20) 
<2 

Pa    
Qi 27^2(1 

J e+vivJ, + /,)dx, (21) 

/x and /a being the impressed fields along circuits 1 and 2 respectively. 
If we consider the two tertiary circuits as consisting of (1) the outer 

coaxial conductors in parallel with return by tertiary path 1 and (2) 
tertiary path 1 — tertiary path 2, only tertiary circuit 1 will be 
subjected to an impressed field. Thus we will have /a = 0 and 
/1 = Ziae-7X (for unit sending-end current in the disturbing coaxial 
line), where Z13 is the mutual impedance, per unit length, between a 
coaxial (in the presence of the other paralleling coaxials) and tertiary 1, 
and 7 is the propagation constant, per unit length, for the coaxial 
circuit. The other quantities in this array are circuit parameters 
given as follows in terms of the series impedances Zu, Z22 and Z12 per 
unit length and admittances an. ^22 and per unit length (subscripts 
11 and 22 for self impedance or self admittance of circuits 1 and 2 
respectively, and 12 for mutuals): 

^*2 = -(- 022^22 + 2ai2Zl2 ± ((dllZn O22Z22)2 

+ 4(aiiZi2 + (I12Z22) (diiZ 11 + aaaZia))"2]) (22) 

7i2 — — ai2Zi2 ^3) 

(24) 

flnZia T O12Z22 

722 CI12Z12 — (I22Z22 
V2 = duZll 4" CL22Z12 

Ki=Zu±v}Zu = 7J , (25) 

Tl ffll — V2dl2 

Kl = Z'2 + 'llZn = ^  (26) 
Ta 0-22 —,Vian 
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From equations (20) and (21) above, we have 

7 
P. = fll® g(r,-T)« (21^ ri 2^(1 - ^2)(7i - 7) ' (27j 

01=TlF7i——X~Tc"(t,+y)j!' (28) 2AI(1 — 1)11)2) (71 + 7) 

Fl = 2^(1 - - T) (29) 

g' = 2g,a-^(;i + 7)e"T>+7'-- w 
If we designate 

 ^13 , . 
XKl - TO)(7i2 - 72) 7 ^ 

and 
 Zu1)2  , . 
^2(1 - - 72) by ^2, 

we have 

7i = flie-1''1 — ftie7'1 4- 
- ijibiC'* + (^171 + ^272)e-71, (31) 

7 2 = T/iaie-7"1 — Tji&ie7!1 + a2e-751 

- bzei'* 4- (^1^171 + (32) 

Id = Kiaie-Vi' 4- - ijiKia-ie-"* 
— iiiKibief*1 4- WiKxy — \f/2K2i)ly)e~-fX, (33) 

1^2 = — i)2Kiaie~'yix — i)2K\bie'f'x 4- i^2fl2«-7,:r 

4- -K^e71* — (^iK 11)27 — ^2^27)«_7Z- (34) 

Before proceeding with the application of these results to specific 
crosstalk problems, we will establish certain relations which, as in the 
single-tertiary analysis, will be fundamental in relating crosstalk 
measurements on short lengths of cable to the crosstalk to be expected 
in a longer length. 

Let us consider the crosstalk as measured on a short length under 
the following two conditions: (1) both tertiaries open and (2) tertiary 
1 short-circuited at each end and tertiary 2 open. We will designate 
the crosstalk under condition (1) by XI and under condition (2) by 
Xl(l — £). Under condition (2) the tertiary current (7i) for unit 

current in the energized coaxial is given by ~ and the indirect cross- 
■^11 
 ^2 ^ 

talk current in the disturbed coaxial is thus 13 , so that we have 
ZZ,Z, 11 

= zzzTi" (35^ 
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Interaction Crosstalk with One Tertiary Short-Circuited 

Far-End 

For the sake of simplicity, and with no considerable loss of applica- 
bility, we will postulate the restriction that e1''1 and ey*1 are large 
compared with where I is the length of the section in which we are 
formulating the tertiary currents. 

Referring to equations (31) to (34), under the above restrictions the 
terms involving e'"^ and e"*^ are negligible in the region near jc = I 
and thus in this region 

h = — — ri2b2ey*x + [_{pi — <Zi) + "rnipi — (36) 

/2 = - rjibie71* - btf7*1 + [771(^1 - 2i) + (^2 - 52)>-71, (37) 

Vi = Kibie7'* — niKib^e7^ 
+ [2^1(^1 + qi) — yiKiipi + ql)^-7*, (38) 

F2 = - nzKibye7** + K2bne7'* 
+ [ — rjiKiipi + qi) + Kzipz + ql)^"71, (39) 

where 2 

 ^13  
pl ~ 2Ki{\ - 771772)(71 - 7)' 

 - Zu 
51 2X1(1 - 771772) (71 + 7)' 

 ZuV2  
p2 ' 2X2(1 - 771772)(72 - 7)' 

  ~ ^13772  
52 _ 2X2(1 - 771772) (72 + 7) 

(40) 

(41) 

(42) 

(43) 

If, now, x is measured from the far end, and the following substitu- 
tions are made as a matter of convenience:3 

fl! = M7'+7)', (44) 

a2 = b2e^7^7)l, (45) 

equations (36) to (39), multiplied by e7' so that the currents and 
voltages are given for unit received current in the energized coaxial, 
become 

h = - axe'7* - viatf-i'1 + [(^x - gi) + 772(^2 - g2)>^, (46) 

/2 = — nxaie-7*' — a2e~7*x + [771(^1 — gi) + (/>2 — g2)]e'yI, (47) 
2 The terms involving e~7x here are identical with the corresponding terms in 

equations (31) to (34) except for the change in nomenclature, which in each case has 
been chosen so that the a's and Us will be given by simple functions of the parameters 
employed (/)'s and q's here: v^'s in the previous equations). 3 ai and a2 here have no relation to fli and a2 in equations (31) to (34). 
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Vi = Kidie-fi* — rjiKidie-y'1 

+ [Ki{pi + qi) — r]iK2(p2 + 52) (48) 

V2 = - 7]'1Kia1e-*ix + Koa2e-i*x 

+ [ — ViKi(pi -f- qi) + K2{p2 + q.,i)~\e'tx. (49) 

In the section, of length adjacent to the far end of the energized 
section, the impressed fields are zero and thus (under the condition that 
g7"'' and e"1*1' are large compared with unity), using primes to indicate 
currents and voltages in this region, with the distance x' taken positive 
from x = I, 

Ix' = aiV7'1' -f y]2a2'e-^x', (50) 

h' = rna/e-7'1' + aje-**', (51) 

Vi = Kidxe—ii1' - ■qiKidze-'t'', (52) 

1^2' = — T}2Kidi e-"11 ix' -|- K.2d2 B-"1 iX'. (53) 

With tertiary 1 short-circuited, the boundary conditions to be 
satisfied are that at x = x' = 0, Vi = Vi = 0 and I2 = I2. From 
these boundary conditions, we obtain 

ai=_(,1 + gl)+^
(y;+^, (54) 

- (P, + 2a) + - (55) 

_ , VlKiiViPl "f pi) /rrx 
01 - Kt + nSK, ' (56) 

- / _ Kl(VlPl + Pi) /r7x 
0! - K. + m'K, ■ (57) 

The equal-level far-end far-end interaction crosstalk FF, is given by 4 

FF*=§%e7l'fo h'e-yV'-^dx'. (58) 

With Ii as given by equations (50), (56) and (57), under the restric- 
tions we have placed on 71/' and y2l', we have 

FF, = Z2ls 

4Z(1 — 771772) (-Ki + v^Ki) 

X I ^ r 
771 , + t 1 I + V2Kl 1 (59) 

L -K-I(7I - 7) -^0(72 - 7) J L 7i - 7 72 - 7 J 
4 As pointed out in the Schelkunoff-Odarenko paper in the section on mutual 

impedance, since a coaxial circuit is involved, the current distribution external to this 
circuit does not affect the mutual impedance, and hence the current TV contributes 
nothing to the crosstalk. 



(60) 

352 BELL SYSTEM TECHNICAL JOURNAL 

or, with the use of equation (35), 

2(1 — 771*72) C^i + 

r 771 | *72 ] r V1X2 , V2K1 1 
^1(71 - 7) -^2(72 - 7) J L 71 - 7 72 - 7J 

The equal-level far-end near-end interaction crosstalk FNt is given by 

FN' = §iX Ii'e~yx'dx'' (61) 

and under the restrictions we have placed on yil' and 72/', we have 

FN ^13 
4 4Z(1 — 771*72) (Xi + *71^X2') 

X&n 
2(1 — *71*72) (Xl T 77l2i^2) 

V [ "■ + li _] r_3i^!- + -2^!.l . (62b) 
L-^1(71-7) -K'2(72 — 7)J L71 + 7 72 + 7J 

Near-End 

Under the above restriction that erA, efA', e^1 and e^1' are large 
compared with e"*', the currents and voltages in the disturbing section 
near = 0 are given by equations (31) to (34) with the i-terms omitted, 
and the currents and voltages in the disturbed section adjacent to the 
sending end by equations (50) to (53). 

The boundary conditions to be satisfied are that at ^ = x' = 0, 
Vi = Vi = 0 and h = — h'- From these boundary conditions we 
obtain 

, *71-^2(52 + *7l2l) fA.2\ a. = - (?. + 2.) + + • (63) 

_ / . , ' \ I ^l(g2 + 77lgx) 
di - (Pi + + i^l + Vl'Ki ' 

, _ 77X^2(g2 + *?lgl) 
^ " ^1 + 77X2^2 ' 

, _ Xi(g2 + 7?igi) 
fl2 ~ Xi+7?12X2 ' 

(64) 

(65) 

(66) 
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The near-end near-end interaction crosstalk NNa is given by 

NN' =|i/ I^~1"dx (67a) 

= Zh*  
4Z(1 — rjnrdiKi + vfK*) 

x[y,'".u ^+frl\ ^[-^- + -^1 («b) L-^1(71+ 7) -^2(72 + 7)J L71 + 7 72 + 7J 

= XtjZn  
2(1 — viVi)iKi + vJK-i) 

X [-^ + ^-1. (67c) 
1-^1(71 + 7) -^2(72 + 7) J L 7i + 7 72 + 7J 

Near-End Crosstalk with One Tertiary Short-Circuited 

Although the derivation of the formula for near-end crosstalk N, 
with one tertiary short-circuited is too long to be included here, it 
seems advisable to give this formula without derivation. Under the 
above mentioned restriction that ey'1 and e72' are large compared with 
eyl, 

Na = NL + NN - NN., (68) 
where 

Nt = near-end crosstalk, tertiaries terminated, 
NN = near-end near-end interaction crosstalk between two 

adjoining lengths, tertiaries with no discontinuity, 
NN, = near-end near-end Interaction crosstalk between two 

adjoining lengths with tertiary 1 short-circuited at the 
junction. 

The first two terms (Nt and NN) may, with the types of cable studied 
so far, be determined with satisfactory accuracy from the single- 
tertiary analysis. In such a case, the formulas given herein are suffi- 
cient for computing the near-end crosstalk with one tertiary short- 
circuited. 

Ill—Comparison of Computed Crosstalk 
with Measured Values 

With 72-ft. and 145-ft. samples of the twin coaxial cable described in 
the companion paper by Messrs. Booth and Odarenko, crosstalk and 
impedance measurements were made in the laboratory, at frequencies 
from 50 kc to 300 kc, the sheath and quads in parallel being considered 
as providing a single tertiary, that is, as being connected together at 
short intervals. 
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The far-end crosstalk for a length of 5 miles was computed from these 
laboratory measurements and in Fig. 1 the results are compared with 
measurements on this length, the crosstalk in either case being prac- 
tically the same whether the tertiary was terminated or short-circuited. 
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Fig. 1—Far-end crosstalk and near-end crosstalk for 5-mile length. 

In Figs. 1 and 2, the computed near-end crosstalk for a length of 5 
miles is compared with representative measurements on the above 
mentioned twin coaxial cable. Figure 1 shows this comparison with 
the tertiary terminated and Fig. 2 with the tertiary short-circuited. 
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The assumption of uniformity of the coaxial lines, as regards transfer 
impedances, and of the tertiary circuits as regards transmission char- 
acteristics, is a more serious restriction in the computation of near-end 
crosstalk than in the case of far-end crosstalk. Even for long lengths 
of cable, the near-end crosstalk is determined almost entirely by the 
crosstalk behavior of a relatively short length of the cable near the 
sending end, whereas the average crosstalk characteristics determine 
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Imr. 2—Near-end crosstalk for 5-mile length, tertiary short-circuited. 

the far-end crosstalk for a long length of cable. Thus, from measure- 
ments on representative short lengths, the far-end crosstalk for a long 
length may generally be computed more accurately than can the near- 
end crosstalk. 

Similarly, the various types of interaction crosstalk depend largely 
upon the crosstalk behavior of relatively short lengths of the cable 
near the junction. In Fig. 3, the far-end far-end interaction crosstalk 
has been chosen as an illustration of the correlation which has been 
obtained between computed interaction crosstalk for the above men- 
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tioned twin coaxial cable and the measured interaction crosstalk 
The curves in Fig. 3 are for equal lengths either of 3000 ft. or 12,000 ft. 
In the case of the measured values, the junction point of the two sec- 
tions was not the same for these two lengths. Although the agreement 
between calculated and measured values is only fair, the spread in the 
experimental results for these two cases, which for uniform cable would 
be slight, is about the same as the spread between calculated and 
measured values. 
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pig_ 3—Far-end far-end interaction crosstalk between two equal lengths. 

The two-tertiary formulas have so far been applied only to one type 
of cable with four coaxial lines and a layer of paper-insulated pairs. 
The longest length of this type of cable on which crosstalk measure- 
ments have been made is 1900 ft. The various types of interaction 
crosstalk with one tertiary short-circuited, as computed from the 
formulas given above, agree roughly with the measured interaction 
crosstalk under this same condition. However, the restriction that 
the tertiary circuits involved are electrically long, as postulated in 
deriving the interaction crosstalk formulas for this case, is not satisfied, 
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and comparisons of the calculated and measured values are not very 
significant. 

It may be remarked that the application of the single-tertiary analy- 
sis to all cases in which the two tertiaries were treated alike (either 
terminated or short-circuited) gave very satisfactory agreement be- 
tween computed and measured crosstalk for this 1900 ft. length of 
4-coaxial cable. 



Crosstalk Between Coaxial Conductors in Cable 

By R. P. BOOTH and T. M. ODARENKO 

The available literature on crosstalk between coaxial conductors 
in contact makes it clear that the presence of any other conducting 
material in continuous or frequent contact with the coaxial outer 
conductors simply reduces the coupling per unit length without 
altering the law of crosstalk summation with length. 

When the conducting material is insulated from the coaxials, 
as in the case of quads and sheath in coaxial cables, the situation is 
more complicated. Instead of simply reducing the coupling per 
unit length the quads and sheath, with the outer conductors for a 
return, provide a tertiary circuit in which interaction crosstalk can 
take place between elementary line sections. The summation with 
length for this type of crosstalk is quite different from that between 
two coaxials in contact and therefore the combined summation is 
obviously more involved. 

Tests on sections of a five-mile length of coaxial cable were made 
at Princeton, New Jersey, in the latter part of 1937 and early in 
1938 in order to obtain experimental verification of the manner in 
which the quads and sheath affect crosstalk summation with length. 
It is shown that the crosstalk component due to the presence of the 
sheath and quads opposes the component which is present between 
two coaxials in free space so that the resultant crosstalk is con- 
siderably lower than would be computed ignoring the tertiary 
effects. 

Introduction 

In spite of the geometrical and electrical symmetry of the coaxial 
circuit and the excellent shielding properties of the outer conductor, 
a part of the electromagnetic energy escapes from the circuit through 
the outer conductor and sets up an electromagnetic field in the space 
around it. Any circuit, be it even another coaxial placed in this field 
will absorb a part of the energy stored in the field and deliver it to the 
terminals of the circuit in the form of an unwanted or interfering 
current—the crosstalk current. The magnitude of this crosstalk 
current depends on a variety of factors, such as the physical character- 
istics of the conductors and of the intervening space, the frequency 
and the length of the circuit. 

Expressions for two important cases of crosstalk between two coaxial 
circuits in free space, namely, the so-called "direct" crosstalk with the 
outer conductors in continuous contact and the "indirect" crosstalk 
with the outer conductors insulated from each other, were determined 

358 
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and discussed in a previously published paper.1 It was shown there 
that the direct far-end crosstalk is directly proportional to I and the 
direct near-end crosstalk is proportional to 

1 - e-27' 
27 ' 

where / is the length and 7 is the propagation constant of either coaxial 
unit. The indirect crosstalk was shown to be a more complicated 
function of the length. 

The present paper extends this earlier work to include the case 
where the coaxials are enclosed in a common sheath or, in the general 
case, paralleled by any conducting material symmetrically disposed.2 

When this conducting material is introduced in the neighborhood of 
two coaxials in contact the conditions for crosstalk production are 
naturally changed from those existing in free space. If the material 
is uniformly distributed along the coaxials and is in continuous or 
frequent contact with the outer conductors the summation of crosstalk 
with length is the same as before but the magnitude is reduced. This 
reduction is due to the fact that part of the current formerly flowing on 
the disturbed outer conductor now flows on the new conducting 
material instead, thus reducing the direct crosstalk coupling per unit 
length. 

In most cables, the coaxial outer conductors are in contact but the 
other conducting material (sheath and quads) is insulated from the 
outer conductors. The quads must obviously be insulated for 
normal use and the sheath is kept Insulated except at the ends 
of a repeater section In order to permit the use of insulating joints 
for electrolysis prevention where required. This material thus pro- 
vides an extra transmission circuit, or tertiary circuit, in which 
tertiary currents can be propagated up and down the line. In such a 
case the resulting crosstalk in any length consists of both the direct 
crosstalk between the contacting coaxials and the indirect crosstalk 
via the outer conductor-sheath and quad tertiary circuit. The gen- 
eral formulas given in the Schelkunoff-Odarenko paper apply for 
these components. Since the two components follow different laws 
regarding summation with length the resultant summation is quite 
complicated except for very short or very long lengths. 

The study of the tertiary effects on crosstalk summation is the main 
contribution of this paper to crosstalk theory. Emphasis will be placed 
on the development of a simple physical picture which will help one to 

1 Schelkunoff-Odarenko paper in Bell Sys. Tech. Jour., April, 1937. ! In the interim between our tests and this publication a paper by H. Kaden 
concerning this general subject was published in the Europaischer Fernsprechdienst, 
no. SO, October, 1938, pp. 366-373. 
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visualize clearly the influence of the tertiary circuits in the summation 
process. To produce such a picture a certain amount of review of the 
general crosstalk problem will be necessary. This is undertaken in 
Part I of this paper. 

Part II is devoted mainly to the presentation of test data taken in 
November and December, 1937, January and February, 1938 on sec- 
tions of a five-mile length of a twin coaxial cable near Princeton. 
These data confirm and graphically illustrate certain relationships 
developed in Part I. In addition they provide information on the 
tendency of tertiary circuits to complicate the effectiveness of trans- 
positions and show how interaction crosstalk takes place around 
repeaters via the tertiary circuits. 

PART I—THEORY 

In any series of crosstalk tests on short lengths of paired or quadded 
cable where the problem of combining a number of such lengths is 
concerned it has generally been the practice to terminate both the test 
circuits and important tertiary circuits in characteristic impedance. 
Under such a condition the normal influence of all circuits in the pro- 
duction of crosstalk within each short section is provided for and the 
summation process, including interaction between successive sections, 
can be studied under actual line conditions. This is a general method 
applicable to any type of coupling and was adopted for the Princeton 
investigation. The effect of discontinuities such as short-circuited 
tertiaries at the extreme ends of a repeater section can be readily 
handled mathematically as correction terms due to "end effect." 

To simplify the presentation of the factors involved, the discussion 
in this section will be confined mainly to the case of far-end crosstalk. 
In a twin coaxial cable where the transmission in the two units is in 
opposite directions there actually exists no far-end crosstalk problem 
since only talker echo, a near-end crosstalk phenomenon, is in- 
volved.3 In multi-unit cable, however, there will be far-end crosstalk 
between different systems. Since this type of crosstalk tends to in- 
crease directly with the number of repeater sections it is important to 
understand its nature thoroughly. Moreover, in a study of funda- 
mentals it is possible to avoid certain complications not essential to an 
understanding of the problem by investigating far-end rather than 
near-end crosstalk. 

To present a clear picture of the physical meaning of some of the 
forthcoming mathematical expressions their derivations will be ap- 

s This statement may not hold if the repeater impedances fail to match the line 
impedance since in that case the far-end crosstalk can be reflected and appear as 
near-end crosstalk. 
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proached in as elementary a fashion as possible. In order to do this 
we shall start with the simple arrangement of two coaxial conductors 
in free space, a case already covered in previous papers. To the 
crosstalk equations covering this case will then be added terms to allow 
for the effects of quads and sheath. In all that follows in Part I the 
quads and sheath will be considered as one unit referred to as the 
"sheath." This is a good approximation as will be shown in Part II. 

The conception of two independent crosstalk components—a direct 
or transverse component between coaxials in contact and an indirect 
or interaction component via the sheath tertiary circuit—is not neces- 
sary for the solution of the problem. It is preserved here, however, as 
offering a familiar and much simpler approach to a clear understanding 
of the processes involved in crosstalk summation with length. 

Far-End Crosstalk 

Consider first an elementary section, dl, of a long single coaxial in 
free space as indicated in Sketch (a) of Fig. 1. If the current at this 
point in the center conductor is /i the current in the outer conductor 
is practically — A since there is no other return path (except through 
the air dielectric which offers a high impedance especially at the lower 
broad-band frequencies considered here). Using Schelkunoff's nomen- 
clature we may state that an open-circuit voltage equal to ei = IiZa3dl 
is developed on the outer surface of the outer coaxial conductor. The 
term ZQfl represents the surface transfer impedance (mutual im- 
pedance) per unit length between the inner and outer surfaces of the 
outer coaxial conductor. 

Now suppose that we place another long coaxial parallel to the first 
one and, for generality, insulated from it as shown by Sketch (b) of 
Fig. 1. The open-circuit voltage ei on length dl of the first coaxial 
outer conductor will now cause current to flow in the intermediate 
circuit composed of the two outer conductors. The parameters of this 
circuit are 73 and Z3 as shown on the sketch. In returning on the 
second coaxial outer conductor this current causes crosstalk into the 
second coaxial circuit. 

It is convenient at this point to replace the original impressed voltage 
ei by the set of emf's shown in Sketch (c) of Fig. 1. The insertion of 
equal and opposite voltages ei/2 on the outer surface of the disturbed 
coaxial outer conductor does not change conditions but enables us to 
consider certain effects separately. The first effect to be considered is 
that due to the pair of equal and opposite voltages ei/2 in the loop 
composed of the two coaxial outer conductors. These voltages com- 
bine to form a "balanced" voltage ei which tends to drive current 
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around the balanced circuit composed of the two outer conductors. 
For the present we shall not consider the voltages ei/2 which are in 
the same direction in the outer conductors. 

The current in the "balanced" intermediate circuit of characteristic 
impedance Zs and propagation constant 73 due to the balanced voltage 
ei in the elementary length dl is is = eijlZz. This current flowing 
along the outer coaxial conductor of the disturbed circuit produces a 
voltage = isZapdl on the inner surface of this outer conductor and 
this voltage in turn causes a current iia in the disturbed coaxial circuit 
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Fig. 1.—Coaxial crosstalk schematics. 

equal to e^lZ, where Z is the coaxial characteristic impedance.4 In a 
long line other elementary lengths of the disturbed coaxial are also 
affected by is because of its propagation along the intermediate circuit. 
(This crosstalk by way of a tertiary circuit from one length into another 
is known as indirect or "interaction crosstalk" and because of its 
presence the summation of crosstalk with length is not a simple function 
of length even for systematic coupling such as occurs with coaxials.) 
This is a crosstalk case for which the general solution is already 

* The subscript "a" in iia relates this current to the so-called "mode o" current 
used by Carson and Hoyt in their paper entitled "Propagation of Periodic Currents 
Over a System of Parallel Wires," Bell Sys. Tech. Jour., July, 1927. 
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available. When the effects are integrated it is found that the far-end 
crosstalk is quite a complicated function of length and of the tertiary 
and coaxial propagation and impedance characteristics.5 However, 
if the coaxial units are in actual contact as in the case of the coaxial 
cable to be considered here, the formula for the far-end crosstalk Ft 
expressed as a current ratio is quite simple, namely, 

where Z33 = Z373 is the series impedance per unit length of the circuit 
composed of one coaxial outer conductor with return on the other. 
Thus, for this component, the far-end crosstalk is directly proportional 
to length. This simple relation results from the fact that the inter- 
mediate circuit, being continuously shorted, has such high attenuation 
that no interaction crosstalk between elementary lengths can exist. 

We shall now consider the crosstalk contribution due to the longi- 
tudinal voltage ei/2 acting along both coaxial outer conductors in 
parallel. Suppose that a sheath is placed symmetrically around the 
two coaxials but insulated from them as shown in Sketch (d) of Fig. 1. 
The longitudinal voltage sends a current around the circuit composed 
of the two parallel outer conductors with sheath return equal to 
ii = e\l{2){2Zi)y where Z4 is the characteristic impedance of this 
circuit. Half of this longitudinal current flows on the disturbed 
coaxial outer conductor in opposition to the balanced current iz flowing 
there. 

Following previous procedure it can be shown that in the elementary 
length a crosstalk current iic = iiZapdl/AZ will flow in the disturbed 
coaxial circuit.8 Other elementary lengths are also affected by it thus 
producing interaction crosstalk. When the effects are integrated over 
a length I the far-end crosstalk for this component is found to be as 
follows: 

where 74 is the propagation constant of the sheath-outer conductor 
circuit. If the sheath is in actual contact with the coaxial units the 

6 See equation (40) in the Schelkunoff-Odarenko paper in Bell Sys. Tech. Jour., 
April, 1937. 8 The subscript "c" in iie relates this current to the "mode c" current used by 
Carson and Hoyt in their paper of July, 1927. 
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formula reduces to the simple relation 

F - M- (3) Fi~ I6ZZ4 74 8ZZ44 ' ^ 

where Z44 = = series impedance per unit length of the circuit 
composed of the outer conductors with sheath return.7 For a sheath 
in contact this component is thus directly proportional to length since 
interaction crosstalk from one elementary length into another has been 
eliminated. 

Now, while we are actually concerned with the insulated sheath as 
covered by (2) it is of considerable interest to study equations (1) 
and (3) at this point. The total far-end crosstalk when the outer 
conductors and sheath are in contact is the sum of the crosstalk com- 
ponents Fs and Ft as given in equations (1) and (3), or 

F' + F''
F'=¥[£-ih^ 

(4) 

This simple addition follows from the fact that the circuits for the two 
modes of propagation covered by equations (1) and (3) are mutually 
non-inductive because of symmetry so that there is no reaction be- 
tween them. The recognition of this fact does away with the necessity 
of complicated mathematics which would otherwise have to be used 
in the general solution.8 

In formula (4) the second term in the bracket represents the contri- 
bution of the tertiary circuit involving the sheath and is seen to be 
opposite in sign to the first term which represents the crosstalk which 
would exist in the absence of the sheath. The equation illustrates 
mathematically the previous statement that conducting material in 
contact with the coaxials acts to reduce the crosstalk. Since both 
components are directly proportional to length, the total is also directly 
proportional to length. 

It is apparent in formula (4) that the crosstalk would be zero if the 
values of Z33 and 4Z44 were equal. In cables where steel tapes are 
used on the outer surface of the coaxials this condition is approached. 
For example, if we neglect external inductance and proximity effects, 
Z33 would be equal to twice the surface self-impedance of a single outer 

7 It should be noted here that it is not really necessary to postulate a separate 
sheath return in order to obtain expression (3) for Fi due to the longitudinal voltage 
ej/2, since the return in continuous contact with the outer conductors will actually 
tend to lose its identity. The device of introducing sheath return insulated from the 
outer conductors and then shorting it to the conductors serves only to simplify the 
concepts of Zu, Z4, 74. , . , , t c • 1 8 This principle of symmetry can be extended to the case of four coaxial units 
whether insulated or in contact. 
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conductor while Zn would equal one-half of the surface self-impedance 
of a single outer conductor (neglecting the self-impedance of the lead 
sheath in comparison with the iron outer conductors). Thus, neglect- 
ing differences in external inductance and in proximity effects I/Z33 
would equal I/4Z44 and the crosstalk would vanish. Actually, the 
observed reduction in crosstalk due to these opposing terms is about 
32 db at 50 kilocycles in a 145-foot section of twin coaxial with quads 
and sheath shorted to the coaxials at the ends only. Physically this 
means that the current due to the voltage on the outer conductor 
surface of the disturbing coaxial flows mainly in the sheath and quads 
rather than on the high impedance surface of the disturbed coaxial. 

Now let us consider the case where the sheath is insulated from the 
coaxial outer conductors. For this case equations (1) and (2) may 
also be added directly to give 

p = Zaf 17 J [_ . 742 \ . 74 / 742 + 72 

2Z |_ \ Z33 4Z44 742 — 72/ 4Z44 \ (742 — 72)2 

74 / €-(yt+y)i 
4Z44 \ 2(74 — 7)2 2(74 -f- 7)2 )]' C5) 

This equation appears quite formidable but it has been split purposely 
into three terms which will be examined individually. The first term 
is directly proportional to length, the second term is independent of 
length and the third term involves length exponentially. For lengths 
where the tertiary circuit is electrically long the third term vanishes 
and we have 

p. =Z*£\(J. 7. 74^_\ , 74 / 742 + 72 \1 , . 
2Z LUas 4Z44 742 - 72 / + 4Z44 I (742 - 72)V J " (6) 

In electrically short lengths we get 

- 2Z 
I _ 1 742 \ 74 / 74/ /2 

Z33 4Z44 742 72 / 4Z44\742 — 72 2 

2Z [_ Z33 4Z44 2 J 2Z LZ33J' (7) 

in whiph it is seen that terms two and three of (5) combine to cancel 
the second half of term one. 

From equations (5), (6) and (7) we are now ready to build a physical 
picture of what takes place as I is increased for cable sections where 
the sheath is insulated from the coaxial outer conductors but ter- 
minated to them at each end in characteristic impedance, Z4. Starting 
with equation (7) we see that for very short lengths the term involving 
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P becomes negligible, that is, the crosstalk is practically all due to the 
component which exists in the complete absence of a sheath (see 
equation (1)). In the range of lengths where this is true the crosstalk 
increases directly with length. 

Quite a different state of affairs exists for a section electrically long 
enough for equation (6) to hold. The first bracketed term is still 
proportional to length but now consists of the difference of two com- 
ponents. The first of these represents the crosstalk between the 
coaxials with no sheath present while the second is a part of the crosstalk 
component introduced by the presence of the sheath. Except for the 
factor T42/742 - 72 this first bracketed term in equation (6) is the same 
as equation (4) for a sheath in contact where, as we have already noted, 
the cancellation of the two components is quite effective when steel 
tapes are used on the outer conductors. Since yp is necessarily con- 
siderably greater than 72 because of these steel outer conductors, it is 
reasonable to expect that the factor yPlyP - 72 is nearly unity and 
that, therefore, the two components in the first bracketed term of 
equation (6) will also tend to cancel leaving a residual proportional to 
length but much lower in magnitude than either component alone. 

The second bracketed term of equation (6) is entirely independent 
of length. This term has also been introduced by the presence of the 
tertiary circuit and its magnitude depends on the characteristics of 
this circuit. 

Thus, even without knowing the relative magnitudes of the two 
components of the first bracketed term of equation (6) for a given 
length, it is apparent that as I is increased this term must eventually 
be controlling. The crosstalk will then again be proportional to length 
as it was for very short lengths but at a reduced level proportional to 

J 1_ 742 

Z33 4Z44 ' 742 - 72 = , ^33 742 . 
1 4Z44 742 — 72 

Z33 

It is quite evident, too, that for a range of lengths where the tertiary 
circuits are electrically long but where the first term of equation (6) 
has not had a chance to build up sufficiently the crosstalk will be about 
constant at a level determined mainly by the second term. 

The above analysis may well suffice as a background for an interpre- 
tation of the measurements to be given in Part II. However, another 
and perhaps in some ways a more illuminating approach from a physical 
standpoint is possible. 
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Suppose, for example, that far-end crosstalk measurements are made 
on two cable sections each of length I with tertiaries terminated as illus- 
trated in Sketch (a) of Fig. 2. Let the total crosstalk in each section 
be equal to Fi as defined by equation (5) above. If these two sections 
are joined together the total crosstalk is 2Fi plus some other terms 
which represent the interaction crosstalk between the two sections as 
illustrated in Sketch (b) of Fig. 2. We shall call the component Fnn 
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Fig. 2—Schematics illustrating far-end crosstalk summation. 

near-end near-end and the component Fff far-end far-end interaction 
crosstalk. Although inseparable under normal line conditions, these 
components are definite physical entities and can be isolated as shown 
schematically on Sketches (c) and (d) of Fig. 2. Thus, both Fnn and 
Fff can be measured readily. In addition it is possible to measure 
directly Fi -f Fff as shown on Sketch (e). 

This interaction crosstalk between sections is due to crosstalk cur- 
rents introduced into the outer conductor-sheath tertiary circuit in one 
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section and propagated along this circuit into the next section and 
thence into the disturbed coaxial. Except for interaction crosstalk 
between sections the total crosstalk in 21 would simply be twice that in 
length I, that is, the crosstalk would be directly proportional to length. 

Now, the expressions for far-end crosstalk due to such interactions 
between two sections each of length I are 

tnn 4Z 4Z44 L 74 + 7 J 

11/1 4Z " 4Z44 L 74-7 J 
(9) 

Since the coefficients 9 outside of the brackets are the same for Enn 

and F/f the terms may be combined to give the total interaction cross- 
talk between the two sections, namely, 

Z s2 

Enn + F/f = 2^" 
r 74 / 742 + 72 \ 
L4Z44U742 - 72)2 / 

74 e-(y,-y)' e-(yi+y)i 

4Zu \ (74 - 7)2 (74 + 7)2 

_74_/ e-2^^ ■ 6^2!! ]]. (10) 
+ 4Z44 V2(74 - 7)2 2(74 + 7) / J ^ ; 

As mentioned before, the crosstalk in length 21 exclusive of interactions 
between the two sections is equal to 2Fl or equation (5) multiplied by 2, 
namely, 

"■-mi- 

21 742 \ 274 / 742 +72 

4Z44' 742 - 72 / 4Z44 \ (742 - 72)2 

  274 / e-(yt-y)l f-(74+7)' 

4Z44 \ 2(74 - 7)2 2(74 + 7)2 (ID 

The total crosstalk in length 21 is then the sum of (10) and (11), 
namely, 

- 2/', + F..+^ 

•These near-end near-end and far-end far-end coefficients are equal because the 
coupling through a coaxial is of a series voltage character. In open wire and non- 
shielded cables where there is also present coupling due to shunt admittances the 
coefficients for Fnn and F/f are different in magnitude and their effects must be 
considered^separately. See paper by A. G. Chapman in Bell Sys, Tech, Jour, for 
January and April, 1934. 
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wherein the second term in equation (10) is cancelled completely by 
the third term of equation (11). This equation (12) is exactly what 
we would get by substituting 21 for / in the general equation (5). The 
only reason for deriving it in terms of 2Fi plus interaction between the 
sections is to present a better physical picture of the mechanism of 
far-end crosstalk summation with length, that is, to show how the 
interaction crosstalk between two sections alters what otherwise would 
be a direct summation with length. 

In lengths where the tertiary circuit is electrically long equation 
(12) for total crosstalk in length 21 becomes 

Fu = 2F, + F„„ + F,, = ll-2 Tr 21 21 
Z33 4Z44 y4" — 

74 / 742 + 72 

+ 
4Z44 \ (742 — 72)2 (13) 

which differs from equation (6) for total crosstalk in length I only by 
the factor of 2 in the first bracketed term. Thus, as mentioned before, 
there is a range of lengths wherein the crosstalk will be constant at 
a level determined by the second term of (6) or (12) until the length 
becomes sufficient for the first term to become controlling. 

In lengths where the tertiary circuit is electrically short equation 
(11) becomes 

2F'=Tz[ir£-::1']' (14) 

which reduces simply to 

when the length is sufficiently short. The interaction crosstalk between 
two electrically short lengths becomes, from equation (10), 

Fnn + F/f = 2Z
b [ 4^ '/2 ] = [ -^zzl ] ^ (16) 

one-half of which is due to component Fnn and the other half to com- 
ponent Fff. The sum of (14) and (16) is 

F» = 2F' + F- + F"=z4[£r^:in*]' (17) 

which is exactly equal to equation (7) if" 2/ is substituted for I therein. 
From (15) and (16) it is apparent that for very short lengths the total 



370 BELL SYSTEM TECHNICAL JOURNAL 

crosstalk in length 21 will be simply twice that in length I since the 
interaction crosstalk between lengths I is proportional to I2 and there- 
fore is negligibly small. 

The view of the mechanism of far-end crosstalk summation as de- 
veloped above is illustrated by measurements to be presented in 
Part II. It may be pointed out here that the measurement of far-end 
and interaction crosstalk in phase and magnitude on short lengths 
where equations (15) and (16) hold gives the far-end and interaction 
crosstalk coefficients from which the crosstalk in any length of line 
may be computed provided the propagation constants and impedances 
of the coaxial and the tertiary circuits are known. 

A practical difficulty may arise from the fact that the application of 
this method involves equations (12) or (5) where the first bracketed 
term consists of the difference of two quantities each of which is very 
large compared with this difference. Thus, a considerable error may 
be introduced in the computation of this term because of small errors 
in the measurement of its components. For some cases it is, therefore, 
better to use a method based on certain crosstalk measurements in a 
short length of cable with the tertiary circuits open and shorted.10 

There are cases, however, where the controlling crosstalk in a five-mile 
section is predominantly due to the second term of equation (5). 
One such case is for the crosstalk between diagonally opposite coaxials 
in a four-coaxial cable. In this case tests have shown that the cancel- 
lation of components in the first term is so complete that the second 
term is controlling in five miles. For such a case the more accurate 
method may be to determine the interaction coefficient from equa- 
tion (16). 

Near-End Crosstalk 

It will be sufficient here to give simply the final equations for the two 
crosstalk components for any length I. 

For the component which would exist for two contacting coaxials 
in free space we have 

Zgf W 1 - 
2Z Z33 \ 27 

and for that component due to the presence of the sheath 

zaP
2 1 r 742 1 - c-2^ 

(18) 

^ .1 
2Z 4Z44 L 742 - 72 27 

742 1 - 2€-<T 4+7)' + 6-27'] 

w* J 742 - 72 27 
10 The method described in a companion paper by K. E. Gould. 

(19) 
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whence, for both components, 

N'+N'~N'=¥z[[h-^w^y-^ 

In a section where the tertiary circuit is electrically long equation (20) 
reduces to 

N'=z4[{k-*kt 

742 \ 1 - e-21"' 
742 — 72/ 27 

,1 742 / 1 + e~27' 
(21) 

4Z44 742 — 72 \ 274 

and when I is electrically short it reduces to 

N = Zaf f _l 74_ _ 1 ,22. 
' 2Z |_Z33 4Z44 2J' 

which is the same as for far-end crosstalk in very short lengths as given 
in equation (7). 

As pointed out earlier the expression for near-end crosstalk even 
when the tertiary circuit is electrically long is more complicated in form 
than for far-end crosstalk because of the terms 1 — e-2*' and 1 + e-2'1''. 
This may be seen by comparing formulas (6) and (21). 

Nevertheless it is possible to see from (21) that the presence of the 
tertiary circuit acts to reduce near-end crosstalk as it did in the case of 
far-end crosstalk. The first term of (21) is less than the near-end 
crosstalk without the sheath (equation (18)) by the factor 

1 1 742 

Z33 4Z44 742 72 _ j   Z33 742 

1 4Z44 742 — 72 

Z33 

This is the same factor by which far-end crosstalk is reduced in very 
long lengths as brought out in the discussion of equation (6). How- 
ever, the second term in equation (21) prevents this complete reduction 
from ever taking place in the case of near-end crosstalk. 

PART II—EXPERIMENTAL RESULTS 

The crosstalk measurements presented here were made on and 
between sections of twin coaxial cable of various lengths from 73 feet 
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to about five miles. Primarily the tests were made to indicate the 
effect of sheath and quads upon the summation of crosstalk with 
length as a check on theoretical considerations and were the first 
extensive tests made on a coaxial cable with this end in view. The 
layup of the cable is shown in Fig. 3. 

COAXIAL UNIT. 
CENTER CONDUCTOR 

13 AW GAUGE jSEM I-HARD 
DRAWN COPPER CONDUCTOR 

INSULATION:— 
HARD-RUBBER DISCS 

OUTER CONDUCTOR 
TUBE FORMED FROM COPPER 
AND STEEL TAPES 

QUAD  
PAPER INSULATED, 19AW GAUGE, SPIRAL-FOUR QUADS 

SHEATH 
-PAPER WRAPPING 
- STEEL TAPES 
-INSULATION 

-PAPER WRAPPING 

PAPER-INSULATED 
CONDUCTOR 

CENTER CONDUCTOR 
OUTER CONDUCTOR 

Fig. 3—Cross-section of twin coaxial cable. 

As indicated in the latter portion of Part I the general procedure was 
to measure crosstalk in available sections of equal length, /, with the 
tertiary circuits terminated in approximately characteristic impedance. 
Interaction crosstalk between these sections was then measured and 
finally the two sections were combined to find the total crosstalk in 
length 21. This process was repeated until a total length of about five 
miles was built up. 

Far-End Crosstalk Summation 

The results of crosstalk tests on 73 and 146-foot lengths are shown 
in Fig. 4. The letters on the curves correspond to the crosstalk 
components discussed in Part I. Only far-end far-end interaction 
crosstalk was measured but for such short lengths the near-end near- 
end crosstalk would be nearly the same. 

Remembering from the discussion in Part I that the total crosstalk 
Fn in length 21 is equal to 2Fi + Fnn + F/f it is evident that since in 
this case the measured components Fnn or Fff are quite small the cross- 
talk in 146 feet should be approximately 2Fi. That this is the case 
may be seen from the measured crosstalk in 146 feet which is about 6 db 
higher than for 73 feet. These lengths are apparently short enough 
for equations (15) and (16) to hold reasonably well at the lower 
frequencies. 
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Fig. 4—Crosstalk components in 73-foot and 146-foot lengths. 

Now suppose that we consider two lengths which are considerably 
longer so that equations (6) and (13) more nearly apply. Figure 5 
shows the results of tests on and between two 1500-foot cable sections. 
Here, in contrast with the 73-foot measurements, components Fi and 
Fff are nearly equal in magnitude while Fnn is quite small. Also, 
Fff and Fi are in general phase opposition since their sum, Fi + F/f, 
is considerably less than either component alone. 
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Fig. 5—Crosstalk components in 1500-foot and 3000-foot lengths. 
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Reference to equations (6) and (9) show that this tendency to cancel 
is to be expected provided the second term of (6) is the controlling 
term in Fi. Indeed, in lengths where the tertiary is electrically long, 
equations (8) plus (9) should exactly cancel the second term of (6). 
In other words, the total interaction crosstalk between two such sections 
should cancel a portion of the interaction crosstalk within a section. 
Since the portion which is cancelled is the controlling term the net 
result is that when two sections are combined the total crosstalk in 
length 21 is no more than was measured in length I, as evidenced by the 
measured curve Fi + Fnn + (^i "f -F//) of F'g- 5. 

This effect persists when two 3000-foot lengths are combined to 
form a 6000-foot section, as illustrated by the curves of Fig. 6. Here 
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Fig. 6—Crosstalk components in 3000-foot and 6000-foot lengths. 

again (Fj + F//) and F„n are considerably smaller in magnitude than 
Ft so that the total crosstalk in 6000 feet cannot differ materially from 
the value Fi measured in 3000 feet. 

The curves labelled AB and BA were made by using first coaxial A 
and then coaxial B as the disturbing circuit. The difference between 
the curves indicates that there is a certain amount of random un- 
balance within the section. For example, random deviations in the 
shielding of the two coaxials from a nominal value would result in 
different values of interaction crosstalk when the disturbed and dis- 
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turbing circuits are interchanged. The direct crosstalk component 
would not exhibit this effect. 

The results of tests on 6000 and 12,000-foot lengths are given in 
Fig. 7. Again, the .trend is in the same direction as in Figs. 5 and 6 
except that in this case (Fj + Fj/) is nearly equal to Fi and has an 
appreciable influence when the two components are combined to give 
far-end crosstalk in 12,000 feet. This indicates that the first term of 
Fi in equation (6) is becoming more important as I is increased as 
would be expected. 
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Fig. 7—Crosstalk components in 6000-foot and 12,000-foot lengths. 

It may be noted here that curve Fi in Fig. 7 differs considerably from 
the AB and BA curves of Fi + Fnn + {Fi + F//) in Fig. 6 although 
all represent far-end crosstalk in 6000-foot sections. These differences 
in magnitude must be due to differences in the construction of the two 
cable sections. The difference between the curves varies from 3 to 8 
db in the frequency range above 200 kilocyles. Flowever, up to about 
150 kilocycles the differences are not greater than 1 db. At the higher 
frequencies such differences naturally will introduce difficulties in any 
analysis since they superpose sizeable random effects on the major 
component of crosstalk which is systematic. 

The curves in Fig. 8 present far-end crosstalk tests on 12,000 and 
24,000-foot lengths. Here F/ and (F; + F//) are of the same order of 
magnitude and combine in such a way that the crosstalk in 24,000 
feet is from 3 to 6 db higher than that measured In 12,000 feet. Com- 
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ponent Fn„ is again negligible. This behavior indicates that the first 
term of equation (6) is controlling as the length is increased. 

It appears from all these tests that the magnitude of the far-end 
crosstalk in this cable with tertiaries terminated does not vary ma- 
terially from 1500-foot to 12,000-foot cable lengths, except for random 
effects. In other words, for this range of lengths the second term of 
(6) is controlling. For very short lengths the crosstalk varies directly 
with length due to the absence of interaction crosstalk of sufficient mag- 
nitude to exert any influence. Also, in going from 12,000 to 24,000 
feet, there is a definite indication that the crosstalk is increasing with 

95 

100 

105 

no 

d "s 

u 120 

- 125 
s: _i 
< 130 
o g 135 
o 

140 

145 

150 
155 

r"- s ^fq + ^nn+Cfq+fTf) 
kN> •A-. 

L. Fff ~~ -BA 
S r"6 B 

V 
F 

N nQ. Fnn N 
-a 

> 
N 

V \ 
D\ 

\ 
\ 

FREQUENCY IN KILOCYCLES PER SECOND 
Fig. 8—Crosstalk components in 12,000-foot and 24,000-foot lengths. 

length, so that for lengths over 24,000 feet the crosstalk would again 
tend to be proportional to length. We have shown in Part I that on 
the basis of theoretical considerations this law of crosstalk summation 
with length might be expected. 

To illustrate this measured behavior the far-end crosstalk versus 
length for frequencies of 50, 100 and 200 kilocycles has been plotted on 
Fig. 9. For comparison are also plotted dashed curves based on the 
73-foot tests and computed on the assumption that the crosstalk is 
directly proportional to length. The difference between correspond- 
ing curves shows the influence of the tertiary circuits. For a 24,000- 
foot length this difference amounts to 23, 26 and 27 db at 50, 100 and 
200 kilocycles, respectively. 



CROSSTALK BETWEEN COAXIAL CONDUCTORS 377 

MEASURED 
COMPUTED (ASSUMING CROSSTALK IN 
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TIONAL TO THAT IN 73 FEET) 
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Fig. 9—Far-end crosstalk vs. length with tertiary terminated. 

Near-End Crosstalk Summation 

The curves on Fig. 10 show the amount of near-end crosstalk reduc- 
tion due to the presence of the sheath and quads for a length of about 
five miles. The upper curve was computed from tests on a 73-foot 
length with tertiaries terminated by raising the values measured 
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Fig. 10—Near-end crosstalk in a 5-mile length with tertiary terminated. 
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there by the factor 

1 - e"2^ 
27/ ' 

where I = 73 feet and L = 5 miles. This is the crosstalk which 
would exist in five miles in the absence of a sheath and quads. 

The lower two curves were measured at opposite ends of the cable 
and the difference of about 10 db between these curves and the upper 
curve is due to the tertiary circuit effects. As might be expected from 
the discussion of equation (21), this reduction is considerably less than 
in the case of far-end crosstalk. 

Interaction Crosstalk Between Sections 

The methods of measuring the various types of interaction crosstalk 
between two sections have already been discussed in reference to Fig. 2. 
Besides showing the influence of interaction crosstalk in the summation 
of crosstalk within a repeater section the results presented below are 
indicative of the importance of interaction crosstalk which takes place 
between repeater sections, that is, around repeaters, when all or only a 
part of the tertiary is continuous at repeater points. 

Values of near-end near-end interaction crosstalk, Fn„, were meas- 
ured between various section lengths from 73 to 12,000 feet. It was 
found that the results are roughly independent of the section lengths 
above 1500 feet, and curve Fnn of Fig. 11 for the crosstalk measured 
between two 12,000 foot sections is typical. This independence of 
length is because of the high attenuation of the tertiary circuits which 
annihilates the effects of crosstalk in the more remote portions of the 
sections as may be seen from equation (8) if 74 is made large. The 
relatively unimportant contribution of this type of interaction crosstalk 
to the summation of far-end crosstalk within a repeater section has been 
discussed. 

Similarly, measured values of far-end far-end and near-end far-end 
interaction crosstalk between various sections lengths were found to be 
practically independent of length above 1500 feet. Curves F// and 
An/of Fig. 11 for the crosstalk between 12,000-foot sections are typical. 
The far-end far-end component of interaction crosstalk has an im- 
portant influence on the summation of far-end crosstalk within a 
repeater section as already mentioned in the section on far-end cross- 
talk summation. The influence of near-end far-end interaction cross- 
talk Nnf, on the summation of near-end crosstalk within a repeater 
section has not been very thoroughly investigated here but it is respon- 
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sible for the results described in the discussion of near-end crosstalk in 
a five-mile length.11 

The relative importance of various tertiary circuits in the production 
of interaction crosstalk between two sections was studied for the case 
of near-end near-end crosstalk between two 12,000-foot lengths. It 
was found that the outer conductor-quads and outer conductor-sheath 
circuits were about equally important and that crosstalk via the quad- 
sheath tertiary circuit was from 20 to 30 db less. These results are 
about as expected since the outer conductors are the source of the 
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Fig. 11—Interaction crosstalk between two 12,000-foot lengths. 

tertiary emf and thus the tertiary circuits involving the outer con- 
ductors should be the important ones. It is therefore permissible to 
consider sheath and quads as a single unit as was done in Part I. 

Effectivenf.ss of Transpositions on Far-End 
Crosstalk Reduction 

In a long repeatered system the far-end crosstalk measured in suc- 
cessive individual sections inherently tends to sum up directly since all 

11 It should be noted that while Fig. 11 shows the measured values of the three 
types of interaction crosstalk between two 12,000-foot sections, the relative impor- 
tance of the various types acting between repeater sections, that is, around repeaters, 
is not as shown there, since different correction factors have to be applied when 
estimating the total crosstalk at system terminals. 

K 
N, 

k \+
Fff 

k 
L SSvNnf 

X 

X 
\ 

N 

\ 
\ 

b s N, \ 

\ \ 
\ \ 



380 BELL SYSTEM TECHNICAL JOURNAL 

repeaters have practically the same phase shift and the propagation 
characteristics of the two coaxials are nearly identical. One way to 
prevent this direct addition is to transpose one section against another 
or one group of sections against another group along the line. In the 
case of unbalanced circuits these "transpositions" take the form of 
transformers or extra tube stages in one of the systems at repeaters, 
either of which will produce a 180-degree phase reversal. 

If the far-end crosstalk in one transposition section is Fn and that in 
another is Fn the total in the two sections, exclusive of interaction cross- 
talk between sections, is inherently Fn + Fn. With a transposition in 
one coaxial at the junction the total becomes Fn — Fn. Hence, if 
Fn = Fn it is possible to eliminate this crosstalk component entirely. 
However, due to irregularities in the cable and the practical impos- 
sibility of locating repeater points exactly, Fn will not, in general, 
equal Fn and even after transposing a small residual may remain. 

This residual, however, may be negligible compared with the near- 
end near-end and far-end far-end interaction crosstalk components 
Fnn and Fff between repeater sections (that is, around repeaters), 
unless transmission along the tertiary circuits from one repeater section 
into another is suppressed at repeater points. The interaction cross- 
talk tests already discussed may be used to compute this effect. How- 
ever, in order to demonstrate the effectiveness of transpositions, far-end 
crosstalk tests were made in a 24,000-foot length with and without a 
transposition in one of the coaxials at the center and with various inter- 
action crosstalk paths suppressed. The results are given in Figs. 12 
to 14 and are discussed below. 

To suppress entirely the interaction crosstalk between the trans- 
posed sections all tertiary circuits were shorted at the transposition 
point. In these measurements the tertiaries were also shorted at each 
end of the line in an effort to have both ends of each half of the line 
terminated as nearly alike as possible. The test results are given in 
Fig. 12. 

For this condition the crosstalk measured in each half of the line is 
also shown. Curve AB represents the far-end crosstalk in one line 
section and A'B' that in the other section. Curve {AB + A'B') 
gives the results when the two sections are combined with no transposi- 
tion. Curve {AB — A'B') gives the results when a transformer is 
inserted in one coaxial at the center. (A similar set of curves are given 
for BA, B'A', etc.) 

Note that AB and A'B' coincide very closely in magnitude. When 
combined with no transposition the crosstalk in two sections is nearly 
6 db higher over the entire frequency range than in either individual 
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section. When combined with a transposition the crosstalk in two 
sections is from 13 to 27 db below either individual section over the 
frequency range. Such a reduction is possible only because AB and A'B' 
are so nearly equal. 
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Fig. 12—Effect of a transposition on far-end crosstalk in a 24,000-foot length with 
all tertiary circuits suppressed at the transposition. 

In contrast, BA and B'A' may be seen to differ considerably from 
each other at the higher frequencies. As a result, the transposition is 
not nearly so effective in that range. The improvement at the lower 
frequencies where it is needed most is still about 20 db. 
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In order to suppress only a portion of the interaction crosstalk 
between two sections, measurements were made with the coaxial 
outer conductor-sheath circuit shorted at the transposition point thus 
permitting continuity of the quad-outer conductor tertiary circuit. 
This tertiary circuit had been shown previously to be an important 
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Fig. 13—Same as Fig. 12 except with quad-outer conductor tertiary circuit 
continuous past the transposition. 

one in the production of interaction crosstalk. The measured far-end 
crosstalk results are given in Fig. 13. 

It is at once apparent that the transposition is not so effective in this 
case. The crosstalk remaining after transposing is about what would 
be expected due to interaction crosstalk between sections via the quad- 
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Fig. 14—Same as Fig. 12 except with all tertiaries continuous past the transposition. 

outer conductor tertiary circuit.12 However, a certain portion is also 
due to differences between AB and A'B' (or BA and B'A'). 

On Fig. 14 are plotted far-end crosstalk values when two 12,000-foot 
sections are combined with and without a transposition in one coaxial 

12 It should be noted here that these tests indicate directly the effect of a trans- 
position at the center of a 24,000-foot section rather than at a junction between two 
repeater sections in a long repeatered system. If 12,000-foot repeater spacing is 
assumed with the transposition at the repeater point it is necessary to reduce the 
measured far-end far-end interaction crosstalk and increase the measured near-end 
near-end interaction crosstalk by an amount equal to the line loss in 12,000 feet. 
These corrections put interaction crosstalk between repeater sections on an output- 
to-output or equal level basis. 
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at the center and when all tertiary circuits are continuous at the 
transposition point and terminated at the ends. Curve {AB + A'B') 
gives the results when the two sections are combined with no trans- 
position. Curve (AB — A'B') shows the result when a transformer 
is inserted in one coaxial at the junction. (A similar set of curves is 
given for BA} B'A', etc.) 

It is seen that in the 50-200 kc range there is an improvement in 
overall crosstalk of from 3 to 8 db due to the transposition. However, 
the overall crosstalk in the combined sections with a transposition is 
not appreciably less than that in an individual 12,000-foot section as 
shown by curve Fi on Fig. 8. Reference to Hg. 11 shows that this is 
due mainly to the far-end far-end interaction crosstalk between the 
two sections which is unaffected by the transposition. 

The results shown in Fig. 12 give some indication of the extent to 
which far-end crosstalk may be reduced by means of a transposition, 
provided interaction crosstalk between sections is entirely suppressed. 
As illustrated in Figs. 13 and 14 a transposition at a repeater point is 
not nearly so effective if the interaction crosstalk is not suppressed. 
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Compressed Powdered Molybdenum Permalloy for High 

Quality Inductance Coils * 

By V. E. LEGG and F. J. GIVEN 

Molybdenum-Permalloy is now produced in the form of com- 
pressed powdered cores for inductance coils. Its high permeability 
and low losses make possible improved coil quality, or decreased size 
without sacrificing coil performance. Its low hysteresis loss reduces 
modulation enough to permit application where large air core coils 
would otherwise be required. 

Introduction 

THE introduction of loading coils in the telephone system at about 
the turn of the century brought special demands on magnetic and 

electrical properties of core materials, and set in motion investigations 
which have had wide influence on the theoretical and practical aspects 
of ferromagnetism. The first step in this development led to cores of 
iron wire, which sufficed for loading coils on circuits of moderate 
length.1 With the development of telephone repeaters and the ex- 
tension of circuits to transcontinental length some twenty-five years 
ago, there arose need not only for loading coils, but also for network 
coils, which would have high stability with time, temperature and 
accidental magnetization. Magnetic stability was at first secured 2 

by employing iron wire cores provided with several air gaps. Later, 
commercial and technical considerations led to a core structure made 
from compressed insulated powdered material, first electrolytic iron 3 

and later permalloy powder.4 This type of core is mechanically 
stable; it intioduces in an evenly distributed fashion the requisite 
air-gaps, while avoiding undesirable leakage fields; and it sub-divides 
the magnetic material so as to reduce eddy-current losses. Although 
other means have been suggested,5'6 no way has yet been devised which 
provides these features so well and at so low a cost as the compressed 
powdered type of core. 

Loading coil cores made from electrolytic iron powder generally 
satisfied the stability requirements for long lines, but on account of 
their low magnetic permeability they were large and costly. The 
search for materials with higher permeability and lower hysteresis loss 

* Presented at Winter Convention of A.I.E.E., New York, N. Y., January 22-26, 
1940. 
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led to permalloy7 which, by 1925, had been produced in powdered 
form and fabricated into cores. This development provided coils for 
voice frequency applications (loading coils and filter coils) which were 
cheaper and yet superior electrically to those made from electrolytic 
iron. These coils became available at a time when the telephone 
plant was undergoing a very large extension of loaded cables. As a 
result, large economies in cost and space were realized in the more than 
six million coils involved in this plant expansion. 

Iron powder, and later permalloy powder, ground to a finer size and 
diluted to lower permeability than used in loading coils, also found 
application in coils for oscillators, filters and networks of multiplex 
carrier telephone and telegraph systems employing frequencies up to 
30 kc.8 and in receivers for transoceanic radio telephone communication 
employing frequencies up to approximately 60 kc.9 Permalloy powder 
improved the electrical characteristics—particularly modulation—of 
coils for use in high frequency circuits, because of its low hysteresis 
losses. 

Continued research for a powdered material having still better 
intrinsic properties has recently made available new compressed powder 
cores which permit further important gains in coils for voice-frequency 
circuits and in coils for high-frequency carrier system applications. 
The latter take on considerable significance at this time because they 
play an important part in making practical for commercial use the 
new broad-band carrier telephone systems intended for use on existing 
open-wire and cable lines and on new types of cable. Again, therefore, 
the advent of a new core material is well-timed to be of assistance in 
further growth of the telephone system. 

The development of this core material was based on the discovery 10 

that the addition of a small percentage of molybdenum to permalloy 
increases its permeability and electrical resistivity, and decreases its 
eddy current and hysteresis losses. Decreased losses are necessary for 
improvements and economies for both voice and carrier frequency 
operation. The increased permeability of this alloy is essential for the 
improvement of voice-frequency coils. It is readily reduced to the 
proper values for high-frequency coils by diluting the powdered mag- 
netic material with insulating material before compressing into core 
form. In this development many problems of alloy embrittlement, 
pulverization, insulation and heat treatment had to be solved both on a 
laboratory and factory scale. The alloy composition finally selected 
as giving the best combination of desirable properties, contains ap- 
proximately 2 per cent molybdenum, 81 per cent nickel, and 17 per cent 
iron, and is designated as 2-81 molybdenum-permalloy. This new 
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alloy is manufactured commercially by the Western Electric Company 
for use in loading coils and filter coils. 

Physical and Magnetic Characteristics 

The raw materials and necessary embrittling agents 11 are melted 
together and cast into ingots which are rolled to develop the desired 
grain structure. The density of this alloy is 8.65 gm/cm3. The brittle 
material is pulverized to the desired fineness and finally annealed to 
soften the alloy particles before insulation and pressing into core form. 

The distribution by weight of the particle sizes of a sample of 120- 
mesh powder is given in Fig. 1, showing a root mean square size of 50 

MEAN DIAMETER,(Mg) =42 MICRONS 
RMS DIAMETER, (A')= 50 MICRONS 

g 
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—r> 01 I I pi              — 
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PER CENT SMALLER THAN SIZE INDICATED 
Fig. 1—Distribution of particle size of 120-rnesh powder, by weight. 

microns.12 Since the effective resistance of a coil due to eddy-current 
losses in its core is proportional to the mean square particle diameter,13 

it can be decreased when desired by the use of more finely pulverized 
material. 

The problem of insulating 2-81 molybdenum-permalloy powder is to 
coat the particles with a minimum thickness of a material which will 
not break away during the pressing operation, which will not fuse and 
flux the magnetic particles together during the core heat treatment, 
which will prevent the flow of eddy currents between metallic particles, 
and which will be chemically inert throughout the lifetime of the 
magnetic core. The difficulty of the problem will be appreciated from 
the fact that the separation between adjacent particles of a core of 
125 permeability is approximately equal to the wave-length of visible 
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light (0.5 micron). This thickness of insulating film may be shown to 
Tt * • 

be approximately ^7^- , where r is the percentage of insulating ma- oUUp 
terial by volume, p is the packing factor of the magnetic material, and 
t is the r.m.s. particle diameter (assuming spherical particles). 

A new type of ceramic insulation has been introduced with these 
cores which fulfills the above requirements and which is more inert 
than the previous type. This new insulating material is free from 
water soluble residue. It thus eliminates the final washing treatment 
which was required with the earlier type. 

For applications where a low permeability is desired, non-magnetic 
powder is added to further dilute the magnetic material. The permea- 
bility of the finished core depends largely on the quantity, particle 
size, and thoroughness of admixture of non-magnetic powder. Vari- 
ous attempts to derive theoretical relations between core permeability 
and dilution have been made,14-15 but they generally fail in some 
detail. An empirical representation of this relationship is found to be 

H = m73 or log n = p log Hi, 

where Mi is the intrinsic permeability of the magnetic material, and p 
is the packing factor, or fraction of the core volume occupied by mag- 
netic material. This equation is found to be valid for a wide range of 
dilution, effected either by adding insulating material or by reducing 
the load during core compression. However, the intrinsic permeability 
must be determined experimentally for each type of particle, size 
distribution, method of admixture of non-magnetic powder, and an- 
nealing process. Figure 2 shows curves of permeability and percentage 
diluting material vs. metallic packing factor. A permeability of 125 
has been selected for most loading coil cores, while permeabilities of 14 
and 26 have been chosen for two important types of high-frequency 
filter coils. 

A pressure of 100 tons/sq. in. is employed in forming molybdenum 
permalloy cores, to attain proper density and mechanical strength. 
The effect of pressure on core density and strength is shown in Fig. 3 
for cores having 2.5 per cent dilution. The tensile strength of diluted 
cores is decreased somewhat; for example, cores with 25 per cent non- 
magnetic materials have a tensile strength of about 250 Ibs./sq. in. 

In annealing the compressed cores to remove stresses incident to 
pressing, it has been found that the insulating material remains intact 
at a considerably higher temperature if oxygen is excluded. An im- 
proved annealing treatment has therefore been introduced by which 
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the cores are heated in an atmosphere of hydrogen, with the attain- 
ment of high core permeability and low hysteresis loss. The ability 
of the insulating material to withstand such a heat treatment testifies 
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Fig. 2—Relation between metallic packing factor, permeability 
and percentage dilution. 

to its extreme stability and recommends it in preference to organic 
materials. 

An essential core requirement of precision inductance coils is that 
the permeability remain unaltered during the life of the coil. The 
greatest difficulty with cores having no air gaps is the large and more or 
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less permanent shift of permeability due to accidental strong magneti- 
zation. Such variations have recently been overcome to a degree in 
continuous cores made of hard rolled nickel-iron alloy sheet,6 but they 
have been found to be rather large immediately after strong magnetiza- 
tion, decreasing slowly to tolerable limits only after two or three days. 
With compressed powdered molybdenum-permalloy cores, permea- 
bility shift due to strong magnetization is remarkably small even within 
a fraction of a minute after the magnetization is released, and any 
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Fig. 3—Effect of core forming pressure on density and tensile strength. 

further drift of permeability with time is negligible. In typical cores 
of the new material, the shift in permeability after strong magnetiza- 
tion is less than 0.2 per cent for cores of permeability 125, and less 
than 0.05 per cent for cores of permeability 14. Figure 4 shows the 
residual effect of the application and removal of various magnetizing 
forces on cores of both these permeabilities. 

When a direct current is superposed on an alternating current in the 
windings of a coil, the inductance is altered because the magnetic 
field set up by the direct current modifies the core permeability. 
Figure 5 shows the effect of superposed d-c. fields on the permeability 
of 2-81 molybdenum-permalloy powder cores of various permeabilities. 

A further important core property is the constancy of permeability 
with respect to flux density B. This is of particular importance in 
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precision filters, to insure that changes in transmission level do not 
produce serious alterations in the frequency discrimination character- 
istics. Figure 6 shows the superiority of the new material over the 
earlier permalloy. 

A new requirement for cores has been introduced by quartz crystal 
filters used in wide-band carrier systems. In order to secure the neces- 
sary precision in this type of filter, measures have to be taken to pre- 
vent departures from the initial frequency adjustment due to changes 
in core permeability ordinarily occurring with room temperature 
changes. Extremely small temperature coefficients of permeability 
have now been achieved by adding to the new 2-81 molybdenum- 
permalloy powder a very small percentage of special permalloy powder 
having a molybdenum content of about 12 per cent. Such an alloy 
has a non-magnetic or Curie point close to room temperature, and for a 
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small temperature range just below its Curie point, it has a negative 
temperature coefficient several hundred times as large as the positive 
coefficient of 2-81 molybdenum-permalloy. By choosing suitable 
compositions and percentages of such compensating alloys, the net 
temperature coefficient of permeability of a core can be adjusted to any 
reasonable value, positive or negative, over a desired temperature 
range. Figure 7 shows a permeability vs. temperature curve for a 
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Fig. 6—Permeability-induction characteristics. 

core stabilized to give a small negative coefficient, compared to a 
similar curve for a core not stabilized. 

Core Losses 

The desirability of core materials increases in general as their loss 
characteristics decrease. Low total eddy-current and hysteresis 
losses give low contributions to attenuation. Hysteresis loss is 
frequently of especial importance because it appears fundamentally as 
a resistance which varies with coil current, and because it incidentally 
generates harmonic voltages. A low value of hysteresis loss thus 
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simplifies circuit problems arising from resistances which vary with 
energy level, and it avoids troublesome modulation conditions. 

The total resistance per unit inductance arising from eddy-current 
and hysteresis losses may be expressed as 16 

Rm/L = n(aBm + c)f -1- fiep, 

where the symbols are as given in the Appendix. 
Table I gives the loss coefficients for various core materials, and for 

TABLE I 
Loss Coefficients of Powdered Core Materials 

Hysteresis Residual Eddy Current 
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2-81 molybdenum-permalloy insulated to several permeabilities. 
The low loss coefficients of the new material as compared with the best 
previous materials are of importance from two standpoints. First, 
core permeabilities as much as 50 per cent greater can be now utilized 
in coils without increasing the total core loss resistance. Second, by 
utilizing the same permeabilities, core loss resistances about 60 per cent 
smaller can be obtained. 

In many coil design problems, harmonic generation or modulation 
assume controlling importance. The modulation factor m which 
denotes the ratio of the generated third harmonic to the applied voltage 
may be expressed as follows 17 

m = EzjEi — SjuaSm/lOTT. 

The low values of a obtained with the new material yield values of m 
that are about 6 db and 20 db lower than possible with powdered 
permalloy and electrolytic iron cores, respectively. 

The wide range of core permeability available with this new material 
permits a ready choice of the proper values of permeability and core 
size to suit any particular needs. In the usual design problem the 
following main requirements must be considered, in addition to pro- 
viding the desired inductance. 

1. D-C. Resistance, Rc. 
2. Coil quality factor, Q = uLKRc -f Rm)- 
3. Modulation Factor, m. 
4. Coil size (which depends directly on core size). 

These requirements can not be satisfied independently however, as 
fixing any two of them automatically fixes the values of the others. 
Jn each case, a particular value of core permeability is required for the 
proper fulfillment of the conditions. Appendix I lists the formulae es- 
sential to the determination of these factors. Although these formulae 
imply an entire freedom of choice of core permeability and size, it 
becomes necessary for practical purposes to standardize on a limited 
number of values of permeability and a limited number of sizes of core. 
It is possible by the proper choice from these types to approach rather 
closely to an ideal solution for each problem. 

Improved Designs of Loading Coils 

A study of alternate ways of utilizing the advantages offered by the 
new material in coils for voice frequency loaded cables showed that the 
greatest immediate benefit to the telephone plant would accrue from 
making the new coils substantially duplicate performance character- 
istics of previous designs. The new designs chosen are in fact better 
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in most respects and have been made approximately 50 per cent 
smaller in volume by using a molybdenum-permalloy core with a 
nominal permeability of 125. Table II summarizes data comparing 

TABLE II 
Comparative Size and Weight Data of Typical New and Superseded Coils 

Type of Coil Type of Compressed 
Powdered Core 

Inductance 
(Henrys) 

Coil 
Volume 

(Cu. In.) 
Coil 

Weight 
(Lbs.) 

Small Exchange Area Permalloy 0.088 2.5 0.4 
Molybdenum Permalloy 0.088 1.5 0.2 

Program Circuit Permalloy 0.022 11.8 1.6 
Molybdenum Permalloy 0.022 4.4 0.6 

Toll-Side Circuit Permalloy 0.088 13.5 1.7 
Molybdenum Permalloy 0.088 5.1 0.7 

the electrical characteristics, sizes, and weights of coils commonly 
used on exchange and toll cables. Figure 8 shows the improved 
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resistance-frequency characteristics for typical coils. Figure 9 shows 
the improved telegraph flutter 18 characteristics of a commonly used 
toll type coil. 
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Fig. 9—Flutter characteristics of typical toll loading coil; P—with 
permalloy core, MP—with molybdenum-permalloy core. 

Figure 10 pictures the reduction in size of cores and coils which are 
commonly used in toll and exchange area circuits. In the preparation 
for commercial manufacture of the smallest of the new coils, a difficult 
problem in the development of winding machinery was involved 
because of the small dimensions of the hole in the finished coil. This 
problem has been successfully solved by the Western Electric Company. 
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Aside from manufacturing economies, the reduction in coil size is of 
importance to the Bell System from the standpoints of plant construc- 
tion and installation. The size reduction is particularly important in 
instances where only a few coils are required at a given point, as is the 
case in program circuit loading. It is now practicable to enclose as 
many as six coils, even of the larger size employed for loading program 
circuits, directly in the cable splice at a loading point. This dispenses 
with the need for conventional cases, and reduces both manufacturing 
and installation costs. In the field of small complements using the 
inexpensive lead sheath type of case construction, it is now possible to 
furnish as many as 100 of the small exchange area coils whereas 15 was 
the maximum number accommodated with the superseded coil design. 
Table III gives comparative weights and volumes of typical cases 
provided for potting exchange area and toll type coils. 

TABLE III 
Comparative Data on Representative Cases for New 

and Superseded Loading Coils 

Type Cable Sire of 
Complement Type Coil or Unit 

Appro*. 
Volume 
Cu. Ft. 

Appro*. 
Weight 

Lb. 

Exchange Area 20p Permalloy 
Molybdenu m-Permalloy 

1.7 
0.8 

480 
350 

Program-Toll 6 il Permalloy 
Molybdenum-Permalloy 

0.15 
0.11 

70 
50 

Toll <1 50 units* Permalloy 
Molybdenum-Permalloy 

5.5 
3.5 

1350 
950 

* A unit consists of one phantom and two side circuit coils. 

Figures 11 and 12 show the comparative sizes of typical steel and 
lead sleeve type cases for the new and superseded coils. In Fig. 13, 
the midget proportions of the latest design of case for plotting 100 
exchange area coils are contrasted with those of the case utilized up to 
1922 containing only 98 exchange area coils. The reduction in size 
of cases for this type of coil is of particular importance in larger cities 
where underground vault space is at a premium. 

Improved Inductance Coils for Filters 

The trend of development of toll transmission circuits is now very 
definitely toward multiple channel carrier systems utilizing a much 
wider frequency band than has heretofore been employed on wire 
circuits.19,20 These systems involve extensive use of selective or 
equalizing networks at terminals and at repeater stations in order to 
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obtain proper separation of the frequency bands of the various chan- 
nels or to insure suitable transmission properties of the individual 
channels. While these networks involve coils, condensers and crystals, 
it is frequently the case that their size, cost and performance are de- 
termined chiefly by the quality factor Q of the inductance coils. This 
follows from the fact that Q values of coils are usually considerably 

Fig. 11—New and superseded cases containing 200 exchange area coils. 

lower than those obtainable readily in condensers and crystals. Ac- 
cordingly, it is very desirable to have as high a value of Q as possible 
economically. In addition, such coils must have low hysteresis 
resistance to limit modulation, and a low temperature coefficient of 
inductance to secure stability of attenuation or impedance charac- 
teristics of the filters and networks. 

Due to the improvements in these respects, molybdenum-permalloy 
core coils can be used quite extensively in new types of carrier tele- 
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phone systems In such systems for existing lines and cables, as 
well as for projected new types of cables, those filters are of key im- 
portance which separate individual message channels in the frequency 
range from 3 to 108 kc. By using coils of powdered molybdenum- 
permalloy insulated to permeabilities of 14 or 26, valuable economies 
in space and cost of filters are realized.21,22 Figure 14 shows a typical 
coil employing a 14 permeability core designed for use in one of these 
channel filters having its transmitted band in the vicinity of 108 kc, 

Fig. 12—New and superseded cases containing six program loading coils. 

together with a shielded solenoidal air core coil which might be em- 
ployed for the same purpose. The molybdenum-permalloy coil has a 
<2 at 100 kc about twice that of the air core coil, yet it occupies ap- 
proximately 1/10 as much space. The third order modulation prod- 
ucts are approximately 80 db below the level of the normal channel 
currents. This is considered to be tolerable from the standpoint of 
interchannel crosstalk on circuits used for one-way transmission. 
An inductance-temperature coefficient of about —20 X 10-8 per de- 
gree F. has been chosen to compensate for the positive capacity- 
temperature coefficient of associated condensers. 
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In Fig. 15 data are presented illustrating the (Mrequency charac- 
teristics that can be obtained on typical coil designs using the new 
material in the frequency range from 300 cycles to 200 kc. The 
characteristics shown apply to coils wound on three sizes of cores that 

Fig. 13—Comparative size of equivalent 1939 and 1922 cases. 

are suitable for use in this range. For comparison, similar charac- 
teristics are also included for coils using cores of equal size but made 
of permalloy and electrolytic iron powder. These data include all 
effects on Q resulting from winding capacities and losses, which have 
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been made tolerably small by suitable choice of insulating materials, 
stranding of conductor and configuration of winding. 

Compressed powdered cores of 2-81 molybdenum-permalloy have 
properties which are superior to those of earlier powdered cores in 
respect to permeability range, hysteresis loss and eddy current loss. 
Because of the lower losses and greater permeability range, inductance 
coils are now possible which have greatly increased Q values for a given 
volume. Because of the low hysteresis losses and attendant lowering 

of modulation effects to tolerable levels, magnetic core inductance 
coils can now be employed where non-magnetic core coils have pre- 
viously been necessary, with a very great increase in Q values for a 
given volume. Temperature coefficients can now be obtained which 
are equal to the temperature coefficients of other high grade electrical 
elements such as mica condensers and quartz crystals. Moreover, the 
ability to make the temperature coefficient of coils negative or positive 
at will permits the attainment of remarkable stability in resonant 
combinations of coils and condensers. Two important applications 
have been made in the field of communication apparatus. For voice- 
frequency circuits, new loading coils of improved quality and reduced 

Conclusion 

Fig. 14—Comparative size of non-magnetic core and molybdenum 
permalloy core filter coils. 
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size have been standardized. For broad band carrier systems, the 
compactness of channel separating filters is largely due to the volume 
economies introduced by molybdenum-permalloy coils. 

APPENDIX 

The following formulae illustrate the essential steps in selecting the 
size and permeability of an annular core best suited for a coil having 
a desired set of characteristics. For sake of simplicity, they assume 
throughout a coil of arbitrarily chosen proportions, in which all 
dimensions bear fixed ratios to the mean core diameter, and approxi- 
mating those that are practicable from a manufacturing standpoint. 
The core is assumed to be rectangular in section. It is assumed that 
wire of any diameter can be used and that the winding efficiency is 
independent of the wire diameter. Any inductance due to air space 
outside of the core is neglected. Because of these simplifications, the 
expressions are of somewhat restricted applicability. However, they 
yield solutions for optimum permeability and corresponding values of 
Q and core size which are sufficiently accurate for most practical 
purposes. 

The inductance in henrys due to a core of permeability /x, and mean 
diameter d cm., wound with N turns of wire is 

(1) L = | N^d X lO"9. 

If the coil is wound with wire of resistivity pc ohm-cm., with winding 
efficiency s (i.e., the ratio of copper area to total available winding 
area), the direct current resistance in ohms will be 

(2) 10' ' 

The maximum flux density due to sine wave measuring current of 
effective value I amperes is 

m R -*-7 K X 109 
(3) Bm ~ 5 N 3d3 

In terms of the hysteresis loss coefficient £2 = mo, the modulation 
factor thus becomes 17 

E3 3£2Bm 4k2I /SmLXIO9 

W m = EI 
= "ToiT = —d' 

or 

= 3ml x 109 
(5) d3 

\ 257rm / 



MOLYBDENUM PERMALLOY FOR INDUCTANCE COILS 405 

When the core permeability n is reduced by dilution of a given 
material, the hysteresis and residual loss coefficients a and c vary so 
as to make the products pc = ki and fia = k2 approximately constant, 
as may be seen by reference to Table I. The core loss resistance in 
ohms at frequency/cycles per second may therefore be expressed with 
reasonable accuracy as 

(6) Rm = Lf(ki + k2Bm + nef) = Lf ^ ki -f ^ f nef ^ • 

where the eddy current coefficient e depends upon the particle diameter 
t, and the alloy resistivity p being proportional 13 to /2/p- 

The coil quality factor is thus 

(7) Q= W   ^  
Re + Rn 

Case I: If the value of m is fixed and d and Rc can be freely chosen, 
it is desirable to know the value of p which will yield the highest 
possible value of Q. By substituting in (7) the value of d2 obtained 
from (5) and setting the derivative with respect to p equal to zero, the 
following is obtained for the optimum permeability: 

(o) (urY = 52.5 X IffiW . 

The corresponding values of d and Rc can be obtained from equations 
(5) and (2). The corresponding value of Q, which is the greatest 
obtainable under these conditions is 

(9) Q'ma* = ,£i , 4 . 
— + 2 +5f*e/ 

If a smaller value of Q than that obtained from (9) is acceptable, 
equations (7) and (5) can be solved simultaneously for d and p. A 
smaller value of p than that obtained from (8) and a correspondingly 
smaller value of d will result. 

Case II: If modulation is unimportant and the hysteresis loss re- 
sistance is negligible in comparison with other component losses, then 
d and p can be selected without regard to modulation. Equation (7) 
can be differentiated directly and solved for the permeability required 
to yield the maximum value of Q. This optimum permeability is 

00) 
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The corresponding value of Q is 

(n) = idw 

The values of ^"max and /x" depend on the value of d chosen. For a 
desired value of Q, (11) can be solved for n", and (10) for the corre- 
sponding diameter. 

In any case, the ideal wire size has a cross-sectional area of conductor 
equal to   

. . r .o W X 10-9 

0.155d- ^ cm-. 

It is usually desirable to subdivide the wire into insulated strands to 
minimize eddy current losses in the coil winding. 
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High Accuracy Heterodyne Oscillators 

By T. SLONCZEWSKI 

The accuracy of a heterodyne oscillator after the low frequency 
check is made is of the same order of magnitude as that of an 
ordinary type of oscillator in which circuit elements of the same sta- 
bility are used. It depends on the constants of the variable fre- 
quency oscillator only. This accuracy can be improved by a ratio 
of 10 to 1 by adding another and higher check frequency. The 
temperature coefficient of the circuit elements can be kept down to 
less than 6 parts per million. Scale errors can be reduced to a value 
comparable with the oscillator accuracy by spreading the scale. 
A precision oscillator having a frequency range up to 150 kc. and 
an accuracy of ± 25 cycles including a scale mechanism whereby 
a large scale spread is obtained on a direct reading scale is described. 

Introduction 

THE output frequency of a heterodyne oscillator is obtained by 
modulating the outputs of two oscillators of appreciably higher 

frequency, one of the oscillators having a fixed frequency, the other 
being continuously variable over a band width equal to the required 
output frequency range. 

The circuit consists essentially of the two so-called local oscillators, 
the modulator, where the difference frequency is generated, and an 
amplifier where the modulator output is raised to the desired level. 

The earliest designs of heterodyne oscillator were confined to the 
audio frequency range, but recently carrier-frequency applications 
have become more numerous. As the frequency range of the oscilla- 
tors has increased, their per cent accuracy requirement has increased 
also. The required frequency accuracy of the oscillator is determined 
by the maximum slope of the frequency characteristic of the apparatus 
being measured. If this slope is great, as in the case of a sharply 
tuned circuit a relatively small displacement of the frequency will re- 
sult in a large error in the value to be measured. In carrier-frequency 
systems where the signal is displaced upwards in the frequency scale 
by modulation, each channel has to meet same crosstalk and transmis- 
sion requirements independent of its location in the carrier band. 
Therefore, the maximum slope of the characteristics is independent of 
the frequency and an oscillator used for measuring purposes has to 
meet a constant frequency error requirement. In addition the accur- 

407 
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acy required when expressed in cycles is comparable with that of audio- 
frequency oscillators so that the percentage accuracy must be much 
higher. 

The advantages of the heterodyne oscillator have made it desirable 
to study its sources of error to determine whether such an oscillator 
can be designed to have sufficient accuracy for these applications. 

Oscillators With a Single Frequency Check 

The frequency of a heterodyne oscillator is given by the expression: 

F=f'-f, (1) 

where we will assume f to be constant and / to be variable and less 
than /' whence the frequency of the variable frequency oscillator is 
lowered as the output frequency of the heterodyne oscillator is raised. 

The value of F is usually much smaller than either/' or / and rela- 
tively small frequency shifts in the local oscillators produced by aging 
and temperature effects upon the elements of their resonant circuits 
and changes in vacuum tubes and in the stray capacitances of the 
circuits produce large relative variations in the output frequency. 
Usually the stability required of F and the ratio/'/F are so high that 
it is impracticable to design local oscillators of sufficient stability to 
meet requirements. Instead, in all heterodyne oscillators an adjust- 
ment in the form of a padding condenser in the circuit of the fixed 
frequency oscillator is used, whereby its frequency is adjusted shortly 
before the measurement until the oscillator reads correctly at the bot- 
tom of its frequency range. The adjustment is made by the zero beat 
method or by comparison with a low-frequency standard such as a 
vibrating reed or the 60-cycle power supply. 

At the time of the adjustment the frequency of the oscillator is 

Fo = f — fo, (2) 

where /0 is the value of / at the check frequency F0. Eliminating f 
between (1) and (2) we obtain 

F= Fo+ (fo-f). (3) 

The frequency of the variable oscillator may be expressed as 

/= l/(2WL(Co + Q), (4) 

where Ca is the change in the variable air condenser capacitance from 
the value it has at/0, and C0 is essentially the value of the fixed con- 
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denser, usually a good mica unit. L is the inductance of the resonant 
circuit. 

Combining (3) and (4) we get 

7? = + l/(27rVIa) - 1/(2WL(C0 + Ca)). (5) 

The accuracy of the oscillator will depend on the variations in the 
values of Fo} L, Co and Ca and is independent of the constants of the 
fixed frequency oscillator. 

By giving increments AF0, AC0, ACa and AL to the constants Fo, 
Co, Ca and L we obtain after simplifying the expressions 

AFFo = AF0, . (6) 

(8) 

giving the corresponding frequency errors AF where fo = l/(27rVLC0) 
is the variable oscillator frequency at the check frequency F0. 

A variation in Fo will produce an error constant over the whole 
frequency range. On Fig. 1 the other errors are found plotted in 
parametric form. To find the error AF corresponding to a frequency 
F the ordinate y corresponding to the value of x = (F — F0)/(fo) 
should be found. Then 

AFca = ycafACa/Ca] AFco = ycoACo/Co] AF l = yifoALIL. 

It is found that Fo can be neglected in all practical cases. The ratio 
of the ordinate to the abscissa gives the percentage error in frequency 
caused by a one per cent variation in the element involved. 

An examination of the curves shows that they differ only slightly 
from straight lines which can be interpreted as meaning that the errors 
are fairly independent of the choice of /„. This constant should be 
chosen therefore sufficiently low to require infrequent adjustment at 
the low-frequency end of the scale. For low values of /„ such that 
x > .3 difficulties in shaping of the air condenser plates and in designing 
the modulator filter begin to appear. If the errors in an ordinary type 
of oscillator due to capacitance and inductance variations were plotted 
on the same set of coordinates the curves would coincide with the line 
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yL. This means that if elements of the same accuracy were used, the 
heterodyne oscillator would be somewhat more accurate. Its total 
error would be represented by yea + yco + yi- Since ACa/Ca and 
ACo/Co will be both positive and of about the same order of magnitude 
partial compensation will obtain and the error will be of the order of 
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Fig. 1—The frequency errors in a heterodyne oscillator at a frequency F = xfo 
+ Fo after the low frequency check had been made can be obtained from the plot as 
follows: For a variation ACo in the fixed capacitance Co, &Fc0 = yc0-7^fo', for a v^O 

A C 
variation in the air condenser capacitance Ca, AFc. = yca -7^/0: for a variation in the c. a 

inductance L, SFi = yz,-^-/o. 

magnitude of AFL. In the case of the ordinary type of oscillator the 
errors due to the capacitance and inductance variations will be equal 
and of the same sign so that the error will be of the order of magnitude 
of 2AFl. For audio frequency applications this accuracy has been 
found to be adequate given sufficient care in the construction of the 
circuit elements. 

2 1 r\ c. v3 YCA = X-I.SX^ + O.SX 

Y. = —0.5X 

YCo=-1.5X + I.5X2-0.5X3 

0 0.04 0.08 0.12 0.16 0.20 0.24 0.28 
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Oscillators With a Double Frequency Check 

For carrier frequency applications the tolerable error takes a con- 
stant value over the entire frequency range and it is found that if a 
single frequency check is used it is not possible to obtain sufficiently 
stable elements to maintain the required accuracy at points on the 
scale removed from the check frequency. 

An increase in the accuracy of heterodyne oscillators has been ob- 
tained, however, by adding an adjustable condenser to Co and checking 
the oscillator at two frequencies, the low frequency F0 and at another, 
higher, frequency Fa. Adjustment of this condenser by AC0 introduces 
a frequency change—yco/oAC0/2C0 adjustable in sign and magnitude 
and this can be made to cancel the error AFc-a + AFz, for at least one 
frequency, the check frequency Fs. Obviously if the adjustment is 
made to correct for variations in C0 no residual error remains. The 
residual errors which remain after correcting for AFca and AFl are 
shown on Fig. 2. The residuals of AFca and AFl differ from each other 
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Fig. 2—The frequency errors in a heterodyne oscillator at a frequency F = xfa 

+ Fo after the low and high frequency checks had been made can be obtained from 
the plot as follows: For a variation in the air condenser capacitance Ca, AFca = y fo\ 

for a variation in the inductance L, AFl = fa. 

so little that only one set of curves was drawn. The values of y were 
obtained by forming the sum y = KyCo + yca and choosing K so that 
y = o for xa = {F, - Fo)ffo. 

For a;. = .1 better compensation is obtained at the lower end than 
at the higher. For a very wide frequency range up to = .25 the best 
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check frequency would he xt = .2. A good practical limit to x is at 
1.9 and here a value of a:s around .15 is best. A further improvement 
of about 50 per cent could be obtained by choosing a higher value of F0. 
When comparing Fig. 2 with Fig. 1 it should be borne in mind that 
the scale spread for y on Fig. 2 is ten times that of the Fig. 1 which 
shows that an improvement in accuracy of at least ten to one is obtained 
by the adjustment. This means, that given two frequency standards 
Fo and F3 of sufficient accuracy a heterodyne oscillator can be built 
having a much higher accuracy than an ordinary oscillator having the 
same frequency range and same quality of circuit elements. This is 
somewhat contrary to what we are accustomed to think. 
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Fig. 3—Frequency-output characteristic. 

One detail involved in the procedure of checking the oscillator which 
permits this high degree of accuracy to be obtained needs elaboration. 
As Co is varied during the adjustment by the amount AG, the value of/0 

is changed and this destroys the low frequency adjustment at F0. It is 
possible to obtain the adjustment by a process of successive approxima- 
tions but the procedure is tedious. The difficulty can be overcome by 
the use of a mechanical device, however, as follows. The condenser 
A Co is ganged to another condenser in the resonant circuit of the fixed 
oscillator, and the two condensers are so proportioned that the change 
in the fixed oscillator frequency is equal to the change in f0 as the con- 
denser is adjusted. This makes the low frequency adjustment inde- 
pendent of the high frequency one. The oscillator is just set to the 
required reading at F, and AC0 is adjusted until the frequency value is 
correct. Theoretically instead of two condensers two coupled inducto- 
meters could have been used to adjust the inductances in the resonant 
circuits. The net result obtained would have been the same and the 
mathematical treatment would be like the one given above. Conden- 
sers lend themselves better to such construction, however. 

/ 

/ 
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Stability of the Constants 

Having determined the oscillator errors from the variations in its 
constants it will be of interest to inquire how large these may be. 

When the zero beat method is used the error &.Fp0 will depend on 
the value of the lowest beat frequency at which the local oscillators 
can operate. With a reasonable amount of shielding and some pre- 
cautions in order to avoid mutual inductance in wiring loops it is quite 
practicable to keep this error below one cycle with local oscillators as 
high as 200 kc. The beat frequency may be observed on an ammeter 
placed in the plate circuit of the modulator. When alternating current 
from the power mains is used as a standard the accuracy is better than 
one cycle. 

There are now available external frequency standards against which 
the high frequency check could be made which have such high accuracy 
that the resulting error in the heterodyne oscillator can be entirely 
neglected. It is desirable, however, to make the oscillator independent 
of external sources for its adjustment. A convenient checking circuit 
consists of a quartz crystal which is thrown in with a key across the 
grids of the output amplifier. At the series resonance frequency of the 
crystal the loss introduced reduces the output so sharply that the 
minimum output can be observed within 3 cycles at 100 kc. At any 
other frequency the error is therefore 30 ppm (parts per million). By 
using properly cut crystals the temperature variation error is made 
negligible. 

The variations in L are chiefly due to temperature variations. 
Ordinary potted coils having a large number of layers have temperature 
coefficients up to 20 parts per million per degree Fahrenheit. The 
variation is chiefly due to the expansion of the wire. 

This error is tolerable in audio frequency oscillators for most pur- 
poses. For carrier frequency oscillators unpotted coils having a single 
layer bank winding wound on a phenol plastic form may be used. Here 
the lengthwise expansion of the form, which tends to decrease the 
inductance partly compensates for the expansion of the winding which 
tends to increase the inductance. Coefficients from 0 to + 6 ppm per 
0F. are obtained. 

The capacitance Ca in commercial air condensers has temperature 
coefficients of up to 25 ppm per 0F. This, again, gives sufficient ac- 
curacy for audio frequency oscillators but is not satisfactory for carrier 
applications. The variations in capacitance with temperature are 
produced by increase in area of the plates with their expansion which 
increases by an amount equal to twice the linear coefficient of expansion 
of the material used. This change is partly compensated by the length- 
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ening of the air-gaps. When, as usual, several materials are used in the 
construction, bending of the stator plates due to strains introduced by 
unequal expansions of the members produce unpredictable changes in 
capacitance. This is particularly true in the most common construc- 
tion where the stators are held in place by rods of insulating material. 
The insulator having a different temperature coefficient of expansion 
than the plates, the difference in the expansion causes the plates to 
buckle. 

Better stability can be obtained in a condenser built as follows. All 
parts determining the length of the condenser, including the stator 
supports and the stator plates are of aluminum. The ends of the 
stator supports are held in place by insulating bushings of sufficiently 
small dimensions to make the difference in expansion negligible. The 
bushings are made of Alsimag, a ceramic material which has a small 
dielectric constant and coefficient of dielectric constant. 

With such a construction, the temperature coefficient of the con- 
denser is equal to twice the temperature coefficient of expansion of the 
material of which the rotor plates are made minus the temperature 
coefficient of linear expansion of aluminum determining the length of 
the air-gaps. One half of the rotor plates are made of invar and one 
half of aluminum. The average expansion of the area of the rotor 
plates equals then the temperature coefficient of linear expansion of 
aluminum and the temperature coefficient of capacitance of the con- 
denser should be equal to the temperature coefficient of air dielectric 
constant which is about 1 ppm per 0F. negative. Measurements show 
that the temperature coefficient of the condenser varies from — 3 to 
-f 4 ppm per 0F., a quite acceptable value. The capacitance change 
due to a variation in the atmospheric pressure of one inch, a large 
variation, is 20 ppm. 

Temperature coefficients, of paraffined mica condensers, can be ad- 
justed by special manufacturing methods to 10 ppm negative. For the 
sake of increasing the instantaneous stability the two condensers used 
in each oscillator are paired within 3 ppm. As mentioned before, no 
residual error due to AC0 remains after the frequency check is made. 
The low temperature coefficients are desirable only to improve the 
stability of the oscillator. 

By using high Q circuits and suitable corrective reactances, the 
variations in the frequency due to power line variations may be readily 
kept smaller than any one of the other errors discussed above. 

Scale Errors 

A heterodyne oscillator cannot be classified as a purely electrical 
circuit for it is used to translate a mechanical coordinate, the scale 
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setting, into an electric coordinate, the output frequency. In planning 
the oscillator design, therefore, it is necessary to give as much attention 
to the construction of the scale as to the construction of the circuit 
elements. 

For maximum scale length economy the scale should be so subdivided 
that a frequency interval equal to the tolerable frequency error AF 
could be read. The scale interval A/ corresponding to this frequency 
interval, will vary with the measuring conditions. For well illuminated 
scales on panel mounted equipment to be read conveniently at arm's 
length an interval A^ of at least .05" is needed. For portable apparatus, 
intervals as small as .02" have been used. With the aid of a vernier it 
can be brought down to .001". Scale spreads such that a frequency 
interval much smaller than AF can be read are not only uneconomical 
but are also objectionable because they encourage the use of the 
instrument beyond its accuracy limits. 

Having chosen AZ and the frequency error AF at all points of the 
scale, the scale shape I = /(F) can be determined by the approximation 

As an example, in audio frequency applications the most common 
form of frequency accuracy desired is that having a constant percentage 
value AF/F = p at the upper part of the scale. At lower frequencies 
this accuracy is higher than necessary and the requirement is changed 
to a constant AF0. A smooth shape is obtained by making the transi- 
tion point Ft at such a frequency that AF0/Fr = p. The scale shape 
is then approximately 

l = £ W.iF = W.F for F<Fr 
and 

rFT Al, CFAl Al „ . Al . F . _ „ 
l = i APo J^pF AF0 

T + 7 Tr ' ^ F>Ft 

The scale of common type of audio frequency oscillator can be 
spread over a ten inch dial giving a satisfactory accuracy. 

For carrier applications, where the spread of any voice band is inde- 
pendent of its position in the frequency range the error function takes 
the form of a constant and the scale should be linear. Usually the 
scale lengths involved are much larger than in audio oscillators. To 
obtain sufficient scale length a precision worm and gear mechanism 
has to be used to drive the tuning condenser of the heterodyne oscilla- 
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tor. It gives a scale length of 300 inches, the equivalent of a 5-foot 
dial and can duplicate settings to better than one part in 10,000. 

One detail of construction of such long scales deserves mention. 
Commercial worm driven air condensers carry on the worm shaft a 
drum or a dial on which fractions of a revolution of the worm shaft are 
recorded, while the number of revolutions is recorded on a main dial 
fixed on the rotor shaft. The effective scale length is then equal to the 
total displacement of the periphery of the small dial or drum. Using 
such a construction the oscillator has to be set by consulting a calibra- 
tion chart where the position of the main dial and of the worm shaft is 
recorded against the oscillator frequency. Thus one of the most 
valuable properties of the short scale audio frequency oscillator, its 
direct reading, is lost. 

To remedy this situation a special scale mechanism has been de- 
veloped for carrier frequency oscillators which combines great scale 
length with good spread and compactness. It consists of a long motion 
picture film strip engaged by a two inch film sprocket mounted in place 
of the conventional drum on the worm shaft. The rotation of the 
shaft determines the displacement of the film against an index which 
reads the frequency directly in kilocycles. The loose ends of the 
strip are wound up on two spools interconnected by a spring mechan- 
ism which takes up the slack. The whole mechanism is confined in a 
space about 4" by 5" by 5" accommodating a scale length up to 450 
inches with a scale spread corresponding to M = .05". 

Specific Application 

An example of application of these methods in the design of a 
heterodyne oscillator is furnished by an oscillator built for use in con- 
nection with the installation and maintenance of broad band transmis- 
sion systems. It is shown on Fig. 4. 

It has a frequency range of from 1 to 150 kc. Its variable frequency 
oscillator covers a range of from 500 to 650 kc. This was chosen as 
low as possible to obtain good instantaneous stability, but high enough 
not to introduce difficulties in designing the filter following the modu- 
lator. The capacitance of the air condenser is about 800 wi. From 
the circuit design standpoint a larger capacitance would be desirable, 
but for the stability required the overall size of the condenser sets an 
upper limit to the capacitance. The frequency and air condenser 
capacitance values determine the value of the fixed condenser at 1000 
mmf and the coil inductance at 50 microhenries. The fixed oscillator 
is similar to the variable oscillator except for the omission of the vari- 
able air condenser. 
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The frequency setting is recorded on a 300-inch film scale such as 
described above. This gives a spread of two inches per kilocycle. 
With the 50-cycle divisions marked directly the mechanism can be 
readily set to an accuracy better than 25 cycles. The visibility of the 
scale is greatly enhanced by a pilot lamp placed in back of the scale 
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Fig. 4—Front view of the oscillator. 

window with an intervening opal glass. A crank on the front of the 
panel is used to set the oscillator, the range being covered in 47 revolu- 
tions. When changing the frequency setting even at a moderate rate 
the speed with which the film moves prevents the operator from observ- 
ing the frequency setting. To make the adjustment more convenient, 
a coarse scale is recorded on a dial which can be read easily to one 
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kilocycle while the mechanism is in motion. It can be seen under the 
hood in the center of the panel. 

Below the coarse frequency dial is seen a small dial connected to a 
variable condenser which permits the operator to vary the frequency of 
the oscillator up to ± 50 cycles from the frequency to which it is set 
and to read the frequency change with an accuracy of about 3 cycles. 
This feature is found to be useful in locating peaks of frequency char- 
acteristics of sharply resonant circuits. 

The frequency checks are made by operating a key which throws the 
oscillator output across a telephone switchboard lamp and a 100 kc 
crystal across the grid of the output stage. For the low frequency 
check another key superposes the 60 cycles power main frequency on 
the oscillator output and a screwdriver adjustment operating a con- 
denser in the fixed oscillator adjusts the oscillator frequency to syn- 
chronism with the scale set at 60 cycles. For the high frequency check 
a minimum signal is obtained on the lamp with the scale set to 100 kc 
by adjusting a padding condenser in the variable oscillator. 

In the modulator a pentode type vacuum tube is used, which has a 
control grid-plate current characteristic which over nearly the entire 
region from zero bias to cut-off approaches a parabola so closely, that 
where modulation products lower than 40 db down on the useful out- 
put can be neglected, only first and second modulation products need 
be considered. The bias is placed in the middle of the parabolic range 
and the two input signals are adjusted to equality and to a value 
covering the entire parabolic range. This gives the maximum useful 
modulation output necessitating the smallest amount of gain in the 
output stage at little sacrifice in efficiency. The modulator being 
parabolic, the only products of modulation other than the useful output 
are the two high frequency input signals, their harmonics and sum 
frequencies. These are eliminated from the output by inserting a filter 
between the modulator and the output stage. Advantage is taken of 
phase discrimination since the circuit is arranged in push-pull to de- 
crease the filter requirements for some of the products, which are 
generated in phase. 

The plate supply is obtained from a rectifier operating on the 60-cycle 
main supply. It is provided with a vacuum tube regulator circuit 
which keeps the plate and screen voltages constant over a ± 5 volt 
variation of the power line voltage. The output control is obtained 
by means of a potentiometer in the output amplifier input. Two out- 
put impedances, 600 and 135 ohms, may be selected by operating a key. 

The apparatus is mounted on a standard 19-inch panel 28 inches high. 
The bottom, the coolest part, is occupied by the oscillators; the middle 
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by the modulator and amplifier; and the top by the power pack. Per- 
forations in the oscillator cover provide ventilation to reduce warm- 
ing-up effects. A close-up giving the details of the scale mechanism 
and the shielding is shown on Fig. 5. 
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Fig. 5—Details of the scale mechanism. 

Tests on the oscillator show that the overall frequency accuracy 
throughout its range can be maintained to ± 25 cycles. The har- 
monics are down 40 db from the fundamental at 100-milliwatt output. 
With the full output of one watt the harmonics are 30 db down. The 
total output variation with frequency is shown on Fig. 3. 

This oscillator has found a wide range of applications as an accurate 
source of frequency in the communications field. 

List of Symbols 

F output frequency of the heterodyne oscillator 
F0 standard frequency used to check the oscillator at the 

low end of the scale 
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Fe standard frequency used to check the oscillator at the 
high end of the scale 

Ft frequency at which the scale changes from linear to 
logarithmic 

I length of the scale interval from 0 to .F 
/ frequency of the variable oscillator 
f frequency of the fixed oscillator 
f0 frequency of the variable oscillator at the setting 

F = Fo 
L inductance in the resonant circuit of variable oscillator 
C total capacitance in the resonant circuit of variable 

oscillator 
Co total capacitance in the resonant circuit of variable 

oscillator when set to F = F0 

Ca = C — C0 capacitance change in the air condenser 
AF0 variation in the standard frequency F„ 
A Co variation in Ca 

AC0 variation in Co 
AL variation in L 
Al smallest readable scale interval 

p relative frequency error AF/F 
AF error in F 

AFfo error in F caused by AF0 

AFco error in F caused by ACo 
AFca error in F caused by ACo 
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Relations Between Attenuation and Phase in 

Feedback Amplifier Design 

By H. W. BODE 

Introduction 

' I VHE engineer who embarks upon the design of a feedback amplifier 
-*■ must be a creature of mixed emotions. On the one hand, he 

can rejoice in the improvements in the characteristics of the structure 
which feedback promises to secure him.1 On the other hand, he 
knows that unless he can finally adjust the phase and attenuation 
characteristics around the feedback loop so the amplifier will not 
spontaneously burst into uncontrollable singing, none of these ad- 
vantages can actually be realized. The emotional situation is much 
like that of an impecunious young man who has impetuously invited 
the lady of his heart to see a play, unmindful, for the moment, of the 
limitations of the $2.65 in his pockets. The rapturous comments of 
the girl on the way to the theater would be very pleasant if they were 
not shadowed by his private speculation about the cost of the tickets. 

In many designs, particularly those requiring only moderate amounts 
of feedback, the bogy of instability turns out not to be serious after all. 
In others, however, the situation is like that of the young man who 
has just arrived at the box office and finds that his worst fears are 
realized. But the young man at least knows where he stands. The 
engineer's experience is more tantalizing. In typical designs the loop 
characteristic is always satisfactory—except for one little point. When 
the engineer changes the circuit to correct that point, however, diffi- 
culties appear somewhere else, and so on ad infinitum. The solution 
is always just around the corner. 

Although the engineer absorbed in chasing this rainbow may not 
realize it, such an experience is almost as strong an indication of the 
existence of some fundamental physical limitation as the census which 
the young man takes of his pockets. It reminds one of the experience 
of the inventor of a perpetual motion machine. The perpetual mo- 
tion machine, likewise, always works—except for one little factor. 
Evidently, this sort of frustration and lost motion is inevitable in 

1 A general acquaintance with feedback circuits and the uses of feedback is as- 
sumed in this paper. As a broad reference, see H. S. Black, "Stabilized Feedback 
Amplifiers," B. 5. T. J., January, 1934. 
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feedback amplifier design as long as the problem is attacked blindly. 
To avoid it, we must have some way of determining in advance when 
we are either attempting something which is beyond our resources, 
like the young man on the way to the theater, or something which is 
literally impossible, like the perpetual motion enthusiast. 

This paper is written to call attention to several simple relations 
between the gain around an amplifier loop, and the phase change 
around the loop, which impose limits to what can and cannot be done 
in a feedback design. The relations are mathematical laws, which in 
their sphere have the same inviolable character as the physical law 
which forbids the building of a perpetual motion machine. They show 
that the attempt to build amplifiers with certain types of loop char- 
acteristics must fail. They permit other types of characteristic, but 
only at the cost of certain consequences which can be calculated. In 
particular, they show that the loop gain cannot be reduced too ab- 
ruptly outside the frequency range which is to be transmitted if we 
wish to secure an unconditionally stable amplifier. It is necessary to 
allow at least a certain minimum interval before the loop gain can be 
reduced to zero. 

The question of the rate at which the loop gain is reduced is an im- 
portant one, because it measures the actual magnitude of the problem 
confronting both the designer and the manufacturer of the feedback 
structure. Until the loop gain is zero, the amplifier will sing unless the 
loop phase shift is of a prescribed type. The cutoff interval as well 
as the useful transmission band is therefore a region in which the 
characteristics of the apparatus must be controlled. The interval 
represents, in engineering terms, the price of the ticket. 

The price turns out to be surprisingly high. It can be minimized 
by accepting an amplifier which is only conditionally stable.2 For the 
customary absolutely stable amplifier, with ordinary margins against 
singing, however, the price in terms of cutoff interval is roughly one 
octave for each ten db of feedback in the useful band. In practice, 
an additional allowance of an octave or so, which can perhaps be re- 
garded as the tip to the hat check girl, must be made to insure that the 
amplifier, having once cut off, will stay put. Thus in an amplifier 
with 30 db feedback, the frequency interval over which effective con- 
trol of the loop transmission characteristics is necessary is at least four 
octaves, or sixteen times, broader than the useful band. If we raise 
the feedback to 60 db, the effective range must be more than a hundred 
times the useful range. If the useful band is itself large these factors 

2 Definitions of conditionally and unconditionally stable amplifiers are given on 
page 432. 
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may lead to enormous effective ranges. For example, in a 4 megacycle 
amplifier they indicate an effective range of about 60 megacycles for 30 
db feedback, or of more than 400 megacycles if the feedback is 60 db. 

The general engineering implications of this result are obvious. It 
evidently places a burden upon the designer far in excess of that which 
one might anticipate from a consideration of the useful band alone. 
In fact, if the required total range exceeds the band over which effective 
control of the amplifier loop characteristics is physically possible, be- 
cause of parasitic effects, he is helpless. Like the young man, he 
simply can't pay for his ticket. The manufacturer, who must con- 
struct and test the apparatus to realize a prescribed characteristic over 
such wide bands, has perhaps a still more difficult problem. Un- 
fortunately, the situation appears to be an inevitable one. The 
mathematical laws are inexorable. 

Aside from sounding this warning, the relations between loop gain 
and loop phase can also be used to establish a definite method of 
design. The method depends upon the development of overall loop 
characteristics which give the optimum result, in a certain sense, con- 
sistent with the general laws. This reduces actual design procedure to 
the simulation of these characteristics by processes which are essen- 
tially equivalent to routine equalizer design. The laws may also be 
used to show how the characteristics should be modified when the 
cutoff interval approaches the limiting band width established by the 
parasitic elements of the circuit, and to determine how the maximum 
realizable feedback in any given situation can be calculated. These 
methods are developed at some length in the writer's U. S. Patent No. 
2,123,178 and are explained in somewhat briefer terms here. 

Relations Between Attenuation and Phase in 
Physical Networks 3 

The amplifier design theory advanced here depends upon a study of 
the transmission around the feedback loop in terms of a number of 
general laws relating the attenuation and phase characteristics of 
physical networks. In attacking this problem an immediate difficulty 
presents itself. It is apparent that no entirely definite and universal 

3 Network literature includes a long list of relations between attenuation and 
phase discovered by a variety of authors. They are derived typically from a Fourier 
analysis of the transient response of assumed structures and are frequently ambigu- 
ous, because of failure to recognize the minimum phase shift condition. No attempt 
is made to review this work here, although special mention should be made of Y. W. 
Lee's paper in the Journal for Mathematics and Physics for June, 1932. The proof 
of the relations given in the present paper depends upon a contour integration in the 
complex frequency pl^ne and can be understood from the disclosure in the patent 
referred to previously. 
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relation between the attenuation and the phase shift of a physical 
structure can exist. For example, we can always change the phase 
shift of a circuit without affecting its loss by adding either an ideal 
transmission line or an all-pass section. Any attenuation characteris- 
tic can thus correspond to a vast variety of phase characteristics. 

For the purposes of amplifier design this ambiguity is fortunately 
unimportant. While no unique relation between attenuation and 
phase can be stated for a general circuit, a unique relation does exist 
between any given loss characteristic and the minimum phase shift 
which must be associated with it. In other words, we can always add 
a line or all-pass network to the circuit but we can never subtract such 
a structure, unless, of course, it happens to be part of the circuit 
originally. If the circuit includes no surplus lines or all-pass sections, 
it will have at every frequency the least phase shift (algebraically) 
which can be obtained from any physical structure having the given 
attenuation characteristic. The least condition, since it is the most 
favorable one, is, of course, of particular interest in feedback amplifier 
design. 

For the sake of precision it may be desirable to restate the situations 
in which this minimum condition fails to occur. The first situation is 
found when the circuit includes an all-pass network either as an indi- 
vidual structure or as a portion of a network which can be replaced by 
an all-pass section in combination with some other physical structure.4 

The second situation is found when the circuit includes a transmission 
line. The third situation occurs when the frequency is so high that 
the tubes, network elements and wiring cannot be considered to obey 
a lumped constant analysis. This situation may be found, for example, 
at frequencies for which the transit time of the tubes is important or for 
which the distance around the feedback loop is an appreciable part of 
a wave-length. The third situation is, in many respects, substantially 
the same as the second, but it is mentioned separately here as a matter 
of emphasis. Since the effective band of a feedback amplifier is much 
greater than its useful band, as the introduction pointed out, the con- 
siderations it reflects may be worth taking into account even when 
they would be trivial in the useful band alone. 

It will be assumed here that none of these exceptional situations is 
found. For the minimum phase condition, then, it is possible to derive 

4 Analytically this condition can be stated as follows: Let it be supposed that the 
transmission takes place between mesh 1 and mesh 2. The circuit will '"dude an 
all oass network explicit or concealed, if any of the roots of the minor An ot the 
nrincioal circuit determinant lie below the real axis in the complex frequency plane. 
This can happen in bridge configurations, but not in series-shunt configurations, so 
that all ladder networks are automatically of minimum phase type. 
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a large number of relations between the attenuation and phase char- 
acteristics of a physical network. One of the simplest is 

/'•CO 
J £du = ?(A.-Al,), (1) 

where u represents log///o,/o being an arbitrary reference frequency, 
B is the phase shift in radians, and Ao and Ax are the attenuations in 
nepers at zero and infinite frequency, respectively. The theorem 
states, in effect, that the total area under the phase characteristic 
plotted on a logarithmic frequency scale depends only upon the differ- 
ence between the attenuations at zero and infinite frequency, and not 
upon the course of the attenuation between these limits. Nor does it 
depend upon the physical configuration of the network unless a non- 
minimum phase structure is chosen, in which case the area is necessarily 
increased. The equality of phase areas for attenuation characteristics 
of different types is illustrated by the sketches of Fig. 1. 
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Fig. 1—Diagram to illustrate relation between phase area and changeyin attenuation. 

The significance of the phase area relation for feedback amplifier 
design can be understood by supposing that the practical transmission 
range of the amplifier extends from zero to some given finite frequency. 
The quantity AQ — A* can then be identified with the change in gain 
around the feedback loop required to secure a cut-off. Associated with 
it must be a certain definite phase area. If we suppose that the maxi- 
mum phase shift at any frequency is limited to some rather low value 
the total area must be spread out over a proportionately broad interval 
on the frequency scale. This must correspond roughly to the cut-off 
region, although the possibility that some of the area may be found 
above or below the cut-off range prevents us from determining the 
necessary interval with precision. 

A more detailed statement of the relationship between phase shift 
and change in attenuation can be obtained by turning to a second 
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theorem. It reads as follows: 

B{fc) = i =1 r 
TrJ-oo 

dA 
du 

log coth —r— du, (2) 

where B(fc) represents the phase shift at any arbitrarily chosen fre- 
quency fc and u = log///c. This equation, like (1), holds only for 
the minimum phase shift case. 

Although equation (2) is somewhat more complicated than its 
predecessor, it lends itself to an equally simple physical interpretation. 
It is clear, to begin with, that the equation implies broadly that the 
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Fig. 2—Weighting function in loss-phase formula. 

phase shift at any frequency is proportional to the derivative of the 
attenuation on a logarithmic frequency scale. For example, if dA/du 
is doubled B will also be doubled. The phase shift at any particular 
frequency, however, does not depend upon the derivative of attenua- 
tion at that frequency alone, but upon the derivative at all frequencies, 
since it involves a summing up, or integration, of contributions from 
the complete frequency spectrum. Finally, we notice that the contri- 
butions to the total phase shift from the various portions of the fre- 
quency spectrum do not add up equally, but rather in accordance with 
the function log coth | ti | /2. This quantity, therefore, acts as a weight- 
ing function. It is plotted in Fig. 2. As we might expect physically 
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it is much larger near the point m = 0 than it is in other regions. We 
can, therefore, conclude that while the derivative of attenuation at all 
frequencies enters into the phase shift at any particular frequency 
f = fc the derivative in the neighborhood of fc is relatively much more 
important than the derivative in remote parts of the spectrum. 

As an illustration of (2), let it be supposed that A = ku, which cor- 
responds to an attenuation having a constant slope of 6 ^ db per octave. 
The associated phase shift is easily evaluated. It turns out, as we 
might expect, to be constant, and is equal numerically to kirjl radians. 
This is illustrated by Fig. 3. As a second example, we may consider 
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Fig. 3—Phase characteristic corresponding to a constant slope attenuation. 

a discontinuous attenuation characteristic such as that shown in Fig. 4. 
The associated phase characteristic, also shown in Fig. 4, is propor- 
tional to the weighting function of Fig. 2. 

The final example is shown by Fig. 5. It consists of an attenuation 
characteristic which is constant below a specified frequency/;, and has 
a constant slope of 6 ^ db per octave above/ft. The associated phase 
characteristic is symmetrical about the transition point between the 
two ranges. At sufficiently high frequencies, the phase shift ap- 
proaches the limiting kir/l radians which would be realized if the 
constant slope were maintained over the complete spectrum. At low 
frequencies the phase shift is substantially proportional to frequency 
and is given by the equation 

b = 2-*1 
* J b 

(3) 
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Solutions developed in this way can be added together, since it is 
apparent from the general relation upon which they are based that the 
phase characteristic corresponding to the sum of two attenuation 
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Fig. 4—Phase characteristic corresponding to a discontinuity in attenuation. 
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Fig. 5—Phase characteristic corresponding to an attenuation which is constant below 
a prescribed frequency and has a constant slope above it. 

characteristics will be equal to the sum of the phase characteristics 
corresponding to the two attenuation characteristics separately. We 
can therefore combine elementary solutions to secure more complicated 
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characteristics. An example is furnished by Fig. 6, which is built up 
from three solutions of the type shown by Fig. 5. By proceeding 
sufficiently far in this way, an approximate computation of the phase 
characteristic associated with almost any attenuation characteristic 
can be made, without the labor of actually performing the integration 
in (2). 
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Fig. 6—Diagram to illustrate addition of elementary attenuation and phase char- 
acteristics to produce more elaborate solutions of the loss-phase formula. 

Equations (1) and (2) are the most satisfactory expressions to use 
in studying the relation between loss and phase in a broad physical 
sense. The mechanics of constructing detailed loop cut-off character- 
istics, however, are simplified by the inclusion of one other, somewhat 
more complicated, formula. It appears as 

r t/o 

Adf 
+ 
f Jfn 

Bdf 

v/o2 -r-if- /c2) ' J/o if - /c2) 
_ x B(fr) 

2/cV/o2 - fr2 ' 
*■ A(fc) 

2/cV/c2 - /o2' 

fc </0 

/c>/0. (4) 

where /o is some arbitrarily chosen frequency and the other symbols 
have their previous significance. 

The meaning of (4) can be understood if it is recalled that (2) implies 
that the minimum phase shift at any frequency can be computed if the 
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attenuation is prescribed at all frequencies. In the same way (4) 
shows how the complete attenuation and phase characteristics can be 
determined if we begin by prescribing the attenuation below/o and the 
phase shift above/o. Since/o can be chosen arbitrarily large or small 
this is evidently a more general formula than either (1) or (2), while 
it can itself be generalized, by the introduction of additional irrational 
factors, to provide for more elaborate patterns of bands in which A 
and B are specified alternately. 

As an example of this formula, let it be assumed that A = K iov 
f <fo and that B = kirll for / >/o. These are shown by the solid 
lines in Fig. 7. Substitution in (4) gives the A and B characteristics 
in the rest of the spectrum as 

5 = ^ sin 1 y , 
Jo 

A = K + k \og 

f<fo 

f>fo. (5) 

These are indicated by broken lines in Fig. 7. In this particularly 
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Fig. 7—Construction of complete characteristics from an attenuation character- 
istic specified below a certain frequency and a phase characteristic above it. I he solid 
lines represent the specified attenuation and phase characteristics, and the broken 
lines their computed extensions to the rest of the spectrum. 

simple case all four fragments can be combined into the single analytic 
formula 

A +iB = K + k log| yjl + W 
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This expression will be used as the fundamental formula for the loop 
cut-off characteristic in the next section. 

Overall Feedback Loop Characteristics 

The survey just concluded shows what combinations of attenuation 
and phase characteristics are physically possible. We have next to 
determine which of the available combinations is to be regarded as 
representing the transmission around the overall feedback loop. The 
choice will naturally depend somewhat upon exactly what we assume 
that the amplifier ought to do, but with any given set of assumptions 
it is possible, at least in theory, to determine what combination is most 
appropriate. 
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Fig. 8—Nyquist stability diagrams for various amplifiers. Curve I represents 
"absolute" stability, Curve II instability, and Curve III "conditional" stability. 
In accordance with the convention used in this paper the diagram is rotated through 
180° from its normal position so that the critical point occurs at — 1,0 rather than 
+ 1,0. 

The situation is conveniently investigated by means of the Nyquist 
stability diagram 5 illustrated by Fig. 8. The diagram gives the path 

6 Bell System Technical Journal, July, 1932. See also Peterson, Kreer, and Ware, 
Bell System Technical Journal, October, 1934. The Nyquist diagrams in the present 
paper are rotated through 180° from the positions in which they are usually drawn, 
turning the diagrams in reality into plots of — m/3. In a normal amplifier there is one 
net phase reversal due to the tubes in addition to any phase shifts chargeable directly 
to the passive networks in the circuit. The rotation of the diagram allows this 
phase reversal to be ignored, so that the phase shifts actually shown are the same as 
those which are directly of design interest. 
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traced by the vector representing the transmission around the feedback 
loop as the frequency is assigned all possible real values. In accordance 
with Nyquist's results a path such as II, which encircles the point 
— 1,0, indicates an unstable circuit and must be avoided. A stable 
amplifier is obtained if the path resembles either I or III, neither of 
which encircles —1,0. The stability represented by Curve III, how- 
ever, is only "Nyquist" or "conditional." The path will enclose the 
critical point if it is merely reduced in scale, which may correspond 
physically to a reduction in tube gain. Thus the circuit may sing 
when the tubes begin to lose their gain because of age, and it may also 
sing, instead of behaving as it should, when the tube gain increases 
from zero as power is first applied to the circuit. Because of these 
possibilities conditional stability is usually regarded as undesirable 
and the present discussion will consequently be restricted to "abso- 
lutely" or "unconditionally" stable amplifiers having Nyquist 
diagrams of the type resembling Curve I. 

The condition that the amplifier be absolutely stable is evidently 
that the loop phase shift should not exceed 180° until the gain around 
the loop has been reduced to zero or less. A theoretical characteristic 
which just met this requirement, however, would be unsatisfactory, 
since it is inevitable that the limiting phase would be exceeded in fact 
by minor deviations introduced either in the detailed design of the 
amplifier or in its construction. It will therefore be assumed that the 
limiting phase is taken as 180° less some definite margin. This is 
illustrated by Fig. 9, the phase margin being indicated as yir radians. 
At frequencies remote from the band it is physically impossible, in 
most circuits, to restrict the phase within these limits. As a supple- 
ment, therefore, it will be assumed that larger phase shifts are permis- 
sible if the loop gain is x db below zero. This is illustrated by the 
broken circular arc in Fig. 9. A theoretical loop characteristic meeting 
both requirements will be developed for an amplifier transmitting 
between zero and some prescribed limiting frequency with a constant 
feedback, and cutting off thereafter as rapidly as possible. This basic 
characteristic can be adapted to amplifiers with varying feedback in 
the useful range or with useful ranges lying in other parts of the spec- 
trum by comparatively simple modifications which are described at a 
later point. It is, of course, contemplated that the gain and phase 
margins x and y will be chosen arbitrarily in advance. If we choose 
large values we can permit correspondingly large tolerances in the 
detailed design and construction of the apparatus without risk of in- 
stability. It turns out, however, that with a prescribed width of 
cutoff interval the amount of feedback which can be realized in the 
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useful range is decreased as the assumed margins are increased, so that 
it is generally desirable to choose as small margins as is safe. 

The essential feature in this situation is the requirement that the 
diminution of the loop gain in the cutoff region should not be accom- 
panied by a phase shift exceeding some prescribed amount. In view 
of the close connection between phase shift and the slope of the attenu- 
ation characteristic evidenced by (2) this evidently demands that the 
amplifier should cut off, on the whole, at a well defined rate which is not 
too fast. As a first approximation, in fact, we can choose the cutoff 

/ xdb 

^  

Fig. 9—Diagram to illustrate definitions of phase and gain margins for the feedback 
loop. 

characteristic as an exactly constant slope from the edge of the useful 
band outward. Such a characteristic has already been illustrated by 
Fig. 5 and is shown, replotted,6 by the broken lines in Fig. 10. If we 
choose the parameter corresponding to k in Fig. 5 as 2 the cutoff rate 
is 12 db per octave and the phase shift is substantially 180° at high 
frequencies. This choice thus leads to zero phase margin. By choos- 
ing a somewhat smaller k on the other hand, we can provide a definite 

6 To prevent confusion it should be noticed that the general attenuation-phase 
diagrams are plotted in terms of relative loss while loop cutoff characteristics, here 
and at later points, are plotted in terms of relative gain. 
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margin against singing, at the cost of a less rapid cutoff. For example, 
if we choose ^ = 1.5 the limiting phase shift in the nP loop becomes 
135°, which provides a margin of 45° against instability, while the rate 
of cutoff is reduced to 9 db per octave. The value k = 1.67, which cor- 
responds to a cutoff rate of 10 db per octave and a phase margin of 30°, 
has been chosen for illustrative purposes in preparing Fig. 10. The loss 
margin depends upon considerations which will appear at a later point. 

Although characteristics of the type shown by Fig. 5 are reasonably 
satisfactory as amplifier cutoffs they evidently provide a greater phase 
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Fig. 10—Ideal loop cutoff characteristics. Drawn for a 30° phase margin. 

margin against instability in the region just beyond the useful band 
than they do at high frequencies. In virtue of the phase area law this 
must be inefficient if, as is supposed here, the optimum characteristic 
is one which would provide a constant margin throughout the cutoff 
interval. The relation between the phase and the slope of the attenua- 
tion suggests that a constant phase margin can be obtained by increas- 
ing the slope of the cutoff characteristic near the edge of the band, 
leaving its slope at more remote frequencies unchanged, as shown by 
the solid lines in Fig. 10. The exact expression for the required curve 
can be found from (6), where the problem of determining such a char- 
acteristic appeared as an example of the use of the general formula (4). 
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At high frequencies the new phase and attenuation characteristics 
merge with those obtained from the preceding straight line cutoff, as 
Fig. 10 indicates. In this region the relation between phase margin and 
cutoff slope is fixed by the k in the equation (6) in the manner already 
described for the more elementary cutoff. At low frequencies, how- 
ever, the increased slope near the edge of the band permits 6 ^ db more 
feedback. 

It is worth while to pause here to consider what may be said, on the 
basis of these characteristics, concerning the breadth of cutoff interval 
required for a given feedback, or the "price of the ticket, as it was 
expressed in the introduction. If we adopt the straight line cutoff 
and assume the k used in Fig. 10 the interval between the edge of the 
useful band and the intersection of the characteristic with the zero gain 
axis is evidently exactly 1 octave for each 10 db of low frequency feed- 
back. The increased efficiency of the solid line characteristic saves 
one octave of this total if the feedback is reasonably large to begin with. 
This apparently leads to a net interval one or two octaves narrower 
than the estimates made in the introduction. The additional interval 
is required to bridge the gap between a purely mathematical formula 
such as (6), which implies that the loop characteristics follow a pre- 
scribed law up to indefinitely high frequencies, and a physical amplifier, 
whose ultimate loop characteristics vary in some uncontrollable way. 
This will be discussed later. It is evident, of course, that the cutoff 
interval will depend slightly upon the margins assumed. For example, 
if the phase margin is allowed to vanish the cutoff rate can be increased 
from 10 to 12 db per octave. This, however, is not sufficient to affect 
the order of magnitude of the result. Since the diminished margin is 
accompanied by a corresponding increase in the precision with which 
the apparatus must be manufactured such an economy is, in fact, a 
Pyrrhic victory unless it is dictated by some such compelling considera- 
tion as that described in the next section. 

Maximum Obtainable Feedback 
% 

A particularly interesting consequence of the relation between feed- 
back and cutoff interval is the fact that it shows why we cannot obtain 
unconditionally stable amplifiers with as much feedback as we please. 
So far as the purely theoretical construction of curves such as those in 
Fig. 10 is concerned, there is clearly no limit to the feedback which can 
be postulated. As the feedback is increased, however, the cutoff inter- 
val extends to higher and higher frequencies. The process reaches a 
physical limit when the frequency becomes so high that parasitic effects 
in the circuit are controlling and do not permit the prescribed cutoff 
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characteristic to be simulated with sufficient precision. For example, 
we are obviously in physical difficulties if the cutoff characteristic 
specifies a net gain around the loop at a frequency so high that the 
tubes themselves working into their own parasitic capacitances do not 
give a gain. 

This limitation is studied most easily if the effects of the parasitic 
elements are lumped together by representing them in terms of the 
asymptotic characteristic of the loop as a whole at extremely high 
frequencies. An example is shown by Fig. 11. The structure is a 

N3 C3 

N? N5 

Fig. 11—Elements which determine the asymptotic loop transmission characteristic 
in a typical amplifier. 

shunt feedback amplifier. The /3 circuit is represented by the T com- 
posed of networks N-a, N6 and N7. The input and output circuits are 
represented by Ni and N* and the interstage impedances by N2 and N3. 
The C's are parasitic capacitances with the exception of Cb and Cg, 
which may be regarded as design elements added deliberately to and 
Ne to obtain an efficient high frequency transmission path from output 
to input. At sufficiently high frequencies the loop transmission will 
depend only upon these various capacitances, without regard to the 
N's. Thus, if the transconductances of the tubes are represented by 
Gi, G2, and G3 the asymptotic gains of the first two tubes are Gh/coCi 
and G2/0JC3. The rest of the loop includes the third tube and the 
potentiometer formed by the capacitances Ci, C4, C5 and Cg. Its 
asymptotic transmission can be written as Gs/uC, where 

C = Ci + C4 + ^ (Cs + C,). 
C-oCg 

Each of these terms diminishes at a rate of 6 db per octave. The com- 
plete asymptote is GiG2G3/o:3CC2C3- It appears as a straight line with 
a slope of 18 db per octave when plotted on logarithmic frequency 
paper, 
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A similar analysis can evidently be made for any amplifier. In the 
particular circuit shown by Fig. 11 the slope of the asymptote, in units 
of 6 db per octave, is the same as the number of tubes in the circuit. 
The slope can evidently not be less than the number of tubes but it may 
be greater in some circuits. For example if Co and Ce were omitted in 
Fig. 11 and N5 and N6 were regarded as degenerating into resistances 
the asymptote would have a slope of 24 db per octave and would lie 
below the present asymptote at any reasonably high frequency. In 
any event the asymptote will depend only upon the parasitic elements 
of the circuit and perhaps a few of the most significant design elements. 
It can thus be determined from a skeletonized version of the final 
structure. If waste of time in false starts is to be avoided such a 
determination should be made as early as possible, and certainly in 
advance of any detailed design. 

The effect of the asymptote on the overall feedback characteristic is 
illustrated by Fig. 12. The curve ABEF is a reproduction of the ideal 
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Fig. 12—Combination of asymptotic characteristic and ideal cutoff characteristic. 

cutoff characteristic originally given by the solid lines in Fig. 10. It 
will be recalled that the curve was drawn for the choice k = 5/3, which 
corresponds to a phase margin of 30° and an almost constant slope, for 
the portion DEF oi the characteristic, of about 10 db per octave. The 
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straight line CEK represents an asymptote of the type just described, 
with a slope of 18 db per octave. Since the asymptote may be assumed 
to represent the practical upper limit of gain in the high-frequency 
region, the effect of the parasitic elements can be obtained by replacing 
the theoretical cutoff by the broken line characteristic ABDEK. In 
an actual circuit the corner at E would, of course, be rounded off, but 
this is of negligible quantitative importance. Since-E77and EK diverge 
by 8 db per octave the effect can be studied by adding curves of the 
type shown by Fig. 5 to the original cutoff characteristic. 
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Fig. 13—Phase characteristics corresponding to gain characteristics of Fig. 12. 

The phase shift in the ideal case is shown by Curve I of Fig. 13. 
The addition of the phase corresponding to the extra slope of 8 db per 
octave at high frequencies produces the total phase characteristic 
shown by Curve V. At the point B where |m/3( = 1, the additional 
phase shift amounts to 35 degrees. Since this is greater than the 
original phase margin of 30 degrees the amplifier is unstable when 
parasitic elements are considered. In the present instance stability 
can be regained by increasing the coefficient k to 1-5/6, which leads to 
the broken line characteristic AGKH in Fig. 12. This reduces the 
nominal phase margin to 15 degrees, but the frequency interval be- 
tween G and K is so much greater than that between B and E that the 
added phase is reduced still more and is just less than 15° at the new 
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cross over point G. This is illustrated by II and 11' in Fig. 13. On 
the other hand, if the zero gain intercept of the asymptote CEK had 
occurred at a slightly lower frequency, no change in k alone would have 
been sufficient. It would have been necessary to reduce the amount 
of feedback in the transmitted range in order to secure stability. 

The final characteristic in Fig. 13 reaches the limiting phase shift 
of 180° only at the crossover point. It is evident that a somewhat more 
efficient solution for the extreme case is obtained if the limiting 180° 
is approximated throughout the cutoff interval. This result is attained 
by the cutoff characteristic shown in Fig. 14. The characteristic con- 
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Fig. 14—Ideal cutoff modified to take account of asymptotic characteristic. Drawn 
for zero gain and phase margins. 

sists of the original theoretical characteristic, drawn for ^ = 2, from 
the edge of the useful band to its intercept with the zero gain axis, the 
zero gain axis from this frequency to the intercept with the high-fre- 
quency asymptote, and the asymptote thereafter. It can be regarded 
as a combination of the ideal cutoff characteristic and two character- 
istics of the type shown by Fig. 5. One of the added characteristics 
starts at B and has a positive slope of 12 db per octave, since the ideal 
cutoff was drawn for the limiting value of k. The other starts at C and 
has the negative slope, — 18 db per octave, of the asymptote itself. 
As (3) shows, the added slopes correspond at lower frequencies to ap- 
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proximately linear phase characteristics of opposite sign. If the 
frequencies B and C at which the slopes begin are in the same ratio, 
12 : 18, as the slopes themselves the contributions of the added slopes 
will substantially cancel each other and the net phase shift throughout 
the cutoff interval will be almost the same as that of the ideal curve 
alone. The exact phase characteristic is shown by Fig. 15. It dips 
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Fig. 15—Phase characteristic corresponding to gain characteristic of Fig. 14. 

slightly below 180° at the point at which the characteristic reaches the 
zero gain axis, so that the circuit is in fact stable. 

The same analysis can evidently be applied to asymptotes of any 
other slope. This makes it easy to compute the maximum feedback 
obtainable under any asymptotic conditions. If /o and fa are respec? 
tively the edge of the useful band and the intercept (C in Figs. 12 and 
14) of the asymptote with the zero gain axis, and n is the asymptotic 
slope, in units of 6 db per octave, the result appears as 

Am = 40 logio-p , (7) 
Jo 

where Am is the maximum feedback in db.7 

7 The formulae for maximum feedback given here and in the later equation (8) 
are slightly conservative. It follows from the phase area law that more feedback 
should be obtained if the phase shift were exactly 180° below the crossover and rose 
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For the sake of generality it is convenient to extend this formula to 
include also situations in which there exists some further linear phase 
characteristic in addition to those already taken into account. In 
exceptional circuits, the final asymptotic characteristic may not be 
completely established by the time the curve reaches the zero gain axis 
and the additional phase characteristic may be used to represent the 
effect of subsequent changes in the asymptotic slope. Such a situation 
might occur in the circuit of Fig. 11, for example, if C5 or €& were made 
extremely small. The additional term may also be used to represent 
departures from a lumped constant analysis in high-frequency ampli- 
fiers, as discussed earlier, If we specify the added phase characteristic, 
from whatever source, by means of the frequency fd at which it would 
equal In/ir radians, if extrapolated, the general formula corresponding 
to (7) becomes 

4» = 401og1o^-f4rT- W njoja -T Jd 

It is interesting to notice that equations (7) and (8) take no explicit 
account of the final external gain of the amplifier. Naturally, if the 
external gain is too high the available n circuit gain may not be sufficient 
to provide it and also the feedback which these formula promise. 
This, however, is an elementary question which requires no further 
discussion. In other circumstances, the external gain may enter the 
situation indirectly, by affecting the asymptotic characteristics of the 
P path, but in a well chosen p circuit this is usually a minor considera- 
tion. The external gain does, however, affect the parts of the circuit 
upon which reliance must be placed in controlling the overall loop 
characteristic. For example, if the external gain is high the n circuit 
will ordinarily be sharply tuned and will drop off rapidly in gain beyond 
the useful band. The P circuit must therefore provide a decreasing 
loss to bring the overall cutoff rate within the required limit. Since 
the P circuit must have initially a high loss to correspond to the high 
final gain of the complete amplifier, this is possible. Conversely, if 
the gain of the amplifier is low the n circuit will be relatively flexible 
and the P circuit relatively inflexible. 

rapidly to its ultimate value thereafter. These possibilities can be exploited ap- 
proximately by various slight changes in the slope of the cutoff characteristic in the 
neighborhood of the crossover region, or a theoretical solution can be obtained by 
introducing a prescribed phase shift of this type in the general formula (4). The 
theoretical solution gives a Nyquist path which, after dropping below the critical 
point with a phase shift slightly less than 180°, rises again with a phase shift slightly 
greater than 180° and continues for some time with a large amplitude and increasing 
phase before it finally approaches the origin. These possibilities are not considered 
seriously here because they lead to only a few db increase in feedback, at least for 
moderate «'s, and the degree of design control which they envisage is scarcely feasible 
in a frequency region where, by definition, parasitic effects are almost controlling. 
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In setting up (7) and (8) it has been assumed that the amplifier will, 
if necessary, be built with zero margins against singing. Any surplus 
which the equations indicate over the actual feedback required can, of 
course, be used to provide a cutoff characteristic having definite phase 
and gain margins. For example, if we begin with a lower feedback in 
the useful band the derivative of the attenuation between this region 
and the crossover can be proportionately reduced, with a corresponding 
decrease in phase shift. We can also carry the flat portion of the 
characteristic below the zero gain axis, thus providing a gain margin 
when the phase characteristic crosses 180°. In reproportioning the 
characteristic to suit these conditions, use may be made of the ap- 
proximate formula 

Am - A = {Am + nA)y +^Ax +^xy, (9) 

where Am is the maximum obtainable feedback (in db), A is the actual 
feedback, and x and y are the gain and phase margins in the notation of 
Fig. 9. Once the available margin has been divided between the x and 
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Fig. 16—Modified cutoff permitting 30° phase margin and 9 db gain margin. 

y components by means of this formula the cutoff characteristic is, of 
course, readily drawn in. An example is furnished by Figs. 16 and 17, 
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where it is assumed that Am = 43 db, A — 29 db, x — 9 db, n — 3 and 
y = 1/6. The Nyquist diagram for the structure is shown by Fig. 
18. It evidently coincides almost exactly with the diagram postulated 
originally in Fig. 9. 
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Fig. 17—Phase characteristic corresponding to gain characteristic of Fig. 16. 

< 

Fig. 18—Nyquist diagram corresponding to gain and phase characteristics of 
Figs. 16 and 17. As in Fig. 8 the diagram is rotated to place the critical point at 
— 1,0 rather than +1,0. 

With the characteristic of Fig. 16 at hand, we can return once more to 
the calculation of the total design range corresponding to any given 
feedback. From the useful band to the intersection of the cutoff 
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characteristic with the zero gain axis the calculation is the same as 
that made previously in connection with Fig. 10. From the zero gain 
intercept to the junction with the asymptote, where we can say that 
design control is finally relaxed, there is, however, an additional interval 
of nearly two octaves. Although Fig. 16 is fairly typical, the exact 
breadth of the additional interval will depend somewhat on circum- 
stances. It is increased by an increase in the asymptotic slope and 
reduced by decreasing the gain margin. 

Relative Importance of Tubes and Circuit in 
Limiting Feedback 8 

The discussion just finished leads to the general conclusion that the 
feedback which can be obtained in any given amplifier depends ulti- 
mately upon the high-frequency asymptote of the feedback loop. It 
is a matter of some importance, then, to determine what fixes the 
asymptote and how it can be improved. Evidently, the asymptote is 
finally restricted by the gains of the tubes alone. We can scarcely 
improve upon the result secured by connecting the output plate directly 
to the input grid. Within this limit, however, the actual asymptotic 
characteristic will depend upon the configuration and type of feedback 
employed, since a given distribution of parasitic elements may evi- 
dently affect one arrangement more than another. The salient circuit 
problem is therefore that of choosing a general configuration for the 
feedback circuit which will allow the maximum efficiency of transmis- 
sion at high frequencies. 

The relative importance of tube limitations and circuit limitations 
is most easily studied if we replace (7) by 

Am = ^logjo^r'- —> (10) 
K/o n 

where// is the frequency at which the tubes themselves working into 
their own parasitic capacitances have zero gain 9 and At is the asymp- 
totic loss of the complete feedback loop in db at / = //. The first term 

8 The material of this section was largely inspired by comments due to Messrs. 
G. H. Stevenson and J. M. West. Q 

9 I.e., ft = • where Gm and Care respectively the transconductance and capaci- 
Q 

tance of a representative tube. The ratio is the so-called " figure of merit" of the 
tube. The analysis assumes that the interstage network is a simple shunt impedance, 
so that the parasitic capacitance does correctly represent its asymptotic behavior. 
More complicated four-terminal interstage networks, such as transformer coupling 
circuits and the like, are generally inadmissible in a feedback amplifier because of the 
high asymptotic losses and consequent high-phase shifts which they introduce. 
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of (10) shows how the feedback depends upon the intrinsic band width 
of the available tubes. In low-power tubes especially designed for the 
purpose ft may be 50 mc or more, but if/o is small the first term will be 
substantial even if tubes with much lower values of ft are selected. 
The second term gives the loss in feedback which can be ascribed to the 
rest of the circuit. It is evidently not possible to provide input and 
output circuits and a /3-path without making some contribution to the 
asymptotic loss, so that At cannot be zero. In an amplifier designed 
with particular attention to this question, however, it is frequently 
possible to assign A < a comparatively low value, of the order of 20 to 
30 db or less. Without such special attention, on the other hand, A t is 
likely to be very much larger, with a consequent diminution in available 
feedback. 

In addition to ft and At, (10) includes the quantity n, which repre- 
sents the final asymptotic slope in multiples of 6 db per octave. Since 
the tubes make no contribution to the asymptotic loss at / = ft we 
can vary n without affecting A t by changing the number of tubes in the 
circuit. This makes it possible to compute the optimum number of 
tubes which should be used in any given situation in order to provide 
the maximum possible feedback. If yl, is small the first term of (10) 
will be the dominant one and it is evidently desirable to have a small 
number of stages. The limit may be taken as w = 2 since with only 
one stage the feedback is restricted by the available forward gain, 
which is not taken into account in this analysis. On the other hand 
since the second term varies more rapidly than the first with n, the 
optimum number of stages will increase as ylt is increased. It is given 
generally by 

or in other words the optimum n is equal to the asymptotic loss at the 
tube crossover in nepers. 

This relation is of particular interest for high-power circuits, such as 
radio transmitters, where circuit limitations are usually severe but the 
cost of additional tubes, at least in low-power stages, is relatively un- 
important. As an extreme example, we may consider the problem of 
providing envelope feedback around a transmitter. With the rela- 
tively sharp tuning ordinarily used in the high-frequency circuits of a 
transmitter the asymptotic characteristics of the feedback path will be 
comparatively unfavorable. For illustrative purposes we may assume 
that/a = 40 kc. and n = 6. In accordance with (7) this would provide 
a maximum available feedback over a 10 kc. voice band of 17 db. It 



446 BELL SYSTEM TECHNICAL JOURNAL 

will also be assumed that the additional tubes for the low-power por- 
tions of the circuit have an ft of 10 mc.10 The corresponding is 33 
nepers 11 so that equation (11) would say that the feedback would be in- 
creased by the addition of as many as 27 tubes to the circuit. Natur- 
ally in such an extreme case this result can be looked upon only as a 
qualitative indication of the direction in which to proceed. If we add 
only 4 tubes, however, the available feedback becomes 46 db while if we 
add 10 tubes it reaches 60 db. It is to be observed that only a small 
part of the available gain of the added tubes is used in directly increas- 
ing the feedback. The remainder is consumed in compensating for 
the unfortunate phase shifts introduced by the rest of the circuit. 

Amplifiers of Other Types 

The amplifier considered thus far is of a rather special type. It has 
a useful band extending from zero up to some prescribed frequency/o, 
constant feedback in the useful band, and it is absolutely stable. De- 
partures from absolute stability are rather unusual in practical ampli- 
fiers and will not be considered here. It is apparent from the phase 
area relation that a conditionally stable amplifier may be expected to 
have a greater feedback for a cut-off interval of given breadth than a 
structure which is unconditionally stable, but a detailed discussion of 
the problem is beyond the scope of this paper. 

Departures from the other assumptions are easily treated. For 
example, if a varying feedback in the useful band is desired, as it may 
be in occasional amplifiers, an appropriate cut-off characteristic can 
be constructed by returning to the general formula (4), performing the 
integrations graphically, if necessary. If the phase requirement in 
the cut-off region is left unchanged only the first integral need be 
modified. The most important question, for ordinary purposes, is that 
of determining how high the varying feedback can be, in comparison 
with a corresponding constant feedback characteristic, for any given 
asymptote. This can be answered by observing the form to which the 
first integral in (4) reduces when/c is made very large. It is easily seen 
that the asymptotic conditions will remain the same provided the 

10 In tubes operating at a high-power level ft may, of course, be quite low. It is 
evident, however, that onlv the tubes added to the circuit are significant in interpret- 
ing (11). The additional tubes may be inserted directly in the feedback path if they 
arc made substantially linear in the voice range by subsidiary feedback of their own. 
This will not affect the essential result of the present analysis. 

11 It is, of course, not to be expected that the actual asymptotic slope will be con- 
stant from 40 kc. to 10 mc. Since only the region extending a few octaves above 40 
kc. is of interest in the final design, however, the apparent At can be obtained by 
extrapolating the slope in this region. 
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feedback in the useful band satisfies a relation of the form 

rW2 
| Adcp = constant, (12) 

Jo 

where 0 = Thus the area under the varying characteristic, 
when plotted against </>, should be the same as that under a correspond- 
ing constant characteristic having the same phase and gain margins 
and the same final asymptote. This is exemplified by Fig. 19, the 

4) IN DEGREES 
Fig. 19—Diagram to illustrate the computation of available feedback when the 

required feedback in the useful band is not the same at all frequencies. 

varying characteristic being chosen for illustrative purposes as a 
straight line on an arithmetic frequency scale. 

The most important question has to do with the assumption that the 
useful transmission band extends down to zero frequency. In most 
amplifiers, of course, this is not true. It is consequently necessary to 
provide a cut-off characteristic on the lower as well as the upper side 
of the band. The requisite characteristics are easily obtained from 
the ones which have been described by means of frequency transforma- 
tions of a type familiar in filter theory. Thus if the cut-off characteris- 
tics studied thus far are regarded as being of the "low-pass" type the 
characteristics obtained from them by replacing f/fo by its reciprocal 
may be regarded as being of the "high-pass" type. If the band width 
of the amplifier is relatively broad it is usually simplest to treat the 
upper and lower cut-offs as independent characteristics of low-pass and 
high-pass types. In this event, the asymptote for the lower cut-off is 
furnished by such elements as blocking condensers and choke coils in the 
plate supply leads. The low-frequency asymptote is usually not so 
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serious a problem as the high-frequency asymptote since it can be 
placed as far from the band as we need by using large enough elements 
in the power supply circuits. The superposition of a low-frequency 
cutoff on the idealized loop gain and phase characteristics of a "low- 
pass" circuit is illustrated by the broken lines in Fig. 20. 

/ / / » 
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I 

Fig. 20—Modification of loop characteristics to provide a lower cutoff in a broad- 
band amplifier. 

If the band width is relatively narrow it is more efficient to use the 
transformation in filter theory which relates a low-pass to a symmetrical 
band-pass structure. The transformation is obtained by replacing 
///o in the low-pass case by (/2 — f 1/2!f if2 — fi)), where/1 and /a are 
the edges of the prescribed band. It substitutes resonant and anti- 
resonant circuits tuned to the center of the band for the coils and con- 
densers in the low-pass circuit. In particular each parasitic inductance 
is tuned by the addition of a series condenser and each parasitic capac- 
ity is tuned by a shunt coil. The parameters of the transformation 
must, of course, be so chosen that the parasitic elements have the cor- 
rect values for use in the new branches. 

This leads to a simple but important result. If the inductance of a 
series resonant circuit is fixed, the interval represented by/b — fa in 
Fig. 21, between the frequencies at which the absolute value of the 
reactance reaches some prescribed limit Xo, is always constant and 
equal to the frequency at which the untuned inductance would exhibit 
the reactance A'o, whatever the tuning frequency may be. The same 
relation holds for the capacity in an anti-resonant circuit. Thus the 
frequency range over which the branches containing parasitic elements 
exhibit comparable impedance variations is the same in the band-pass 
structure and in the prototype low-pass structure. But since the 
transformation does not affect the relative impedance levels of the 
various branches in the circuit, this result can be extended to the com- 
plete /x/3 characteristic. We can therefore conclude that the feedback 
which is obtainable in an amplifier of given general configuration and with 
given parasitic elements and given margins depends only upon the breadth 

fo 
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Fig. 21—Frequency interval between prescribed reactances of opposite sign in a 
resonant circuit with fixed inductance. 

of the band in cycles and is independent of the location of the band in the 
frequency spectrum. 

These relations are exemplified by the plots of a low-pass cutoff 
characteristic and the equivalent band-pass characteristic shown by 
Fig. 22. The equality of corresponding frequency intervals is indi- 
cated by the horizontal lines A, B and C. 

(ARITHMETIC SCALE) 
 c  

Fig. 22—Diagram to illustrate the conservation of band width in the low-pass 
to band-pass transformation with fixed parasitic elements. A, B and C represent 
typical corresponding intervals of equal breadth. 

Example 

An example showing the application of the method in an actual de- 
sign is furnished by Fig. 23. The structure is a feedback amplifier 
intended to serve as a repeater in a 72-ohm coaxial line.12 The useful 
frequency range extends from 60 to 2,000 kc. Coupling to the line is 

12 The author's personal contact with this amplifier was limited to the evolution of 
a paper schematic for the high frequency design. The other aspects of the problem 
are the work of Messrs. K. C. Black, J. M. West and C. H. Elmendorf. 
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obtained through the shielded input and output transformers Ti and 
TV The three stages in the /a circuit are represented in Fig. 23 as single 
tubes. Physically, however, each stage employes two tubes in parallel, 
the transconductances of the individual tubes being about 2000 micro- 
mhos. The principal feedback is obtained through the impedance Z/j. 
There is in addition a subsidiary local feedback on the power stage 
through the impedance Zr. This is advantageous in producing a 
further reduction in the effects of modulation in this stage but it does 
not materially affect the feedback available around the principal loop. 

The elements shown explicitly include resistance-capacitance filters 
in the power supply leads to the plates and screens, cathode resistances 
and by-pass condensers to provide grid bias potentials, and blocking 
condenser-grid-leak combinations for the several tubes. In addition to 
serving these functions, the various resistance-capacitance combina- 
tions are also used to provide the cutoff characteristic below the useful 
band. The low-frequency asymptote is established by the grid leak 
resistances and the associated coupling condensers and the approach 
of the feedback characteristic to the asymptote is controlled mainly by 
the cathode impedances and the resistance-capacitance filters in the 
power supply leads to the plates. The principal parts of the circuit 
entering into the /x/3 characteristic at high frequencies are the interstage 
impedances Zi and Z2, the feedback impedance Z^,13 the cathode im- 
pedance Za-, and the two transformers. The four network designs are 
shown in detail in Figs. 24, 25, 26, and 27. 

The joint transconductance, 4000 micromhos, of two tubes in parallel 
operating into an average interstage capacity of 14 mmf, as indicated 
by Figs. 24 and 25, gives an ft of about 50 mc. The parasitic capacities 
(chiefly transformer high side and ground capacities) in the other parts 
of the feedback loop provide a net loss, A,, of about 18 db at this fre- 
quency. Since the asymptotic slope is 18 db per octave the intercept 
of the complete asymptote with the zero gain axis occurs about one 
octave lower, at slightly less than 25 mc. This is a relatively high 
intercept and may be attributed in part to the high gain of the vacuum 
tubes. The care used in minimizing parasitic capacities in the con- 
struction of the amplifier and the general circuit arrangement, including 
in particular the use of single shunt impedances for the coupling and 
feedback networks, are also helpful. 

13 The relative complexity of this network is explained by the fact that it actually 
serves as a regulator to compensate for the effects of changes in the line temperature. 
(See H. W. Bode, "Variable Equalizers," Be/l System Technical Journal, April, 1938.) 
The present discussion assumes that the controlling element is at its normal setting. 
For this setting the network is approximately equal to a resistance in series with a 
small inductance. The fact that the amplifier must remain stable over a regulation 
range may serve to explain why the design includes such large stability margins. 
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Fig. 24—First interstage for the amplifier of Fig. 23, 
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Fig. 25—Second interstage for the amplifier of Fig. 23. 
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Fig. 26—13 circuit impedance for the amplifier of Fig. 23. 
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Fig. 27—Cathode impedance for the amplifier of Fig. 23. 
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In accordance with (7) the maximum available feedback ^4m is 
48 db. For design purposes, however, x and y in (9) were chosen as 
15 db and 1/5 respectively. This reduces the actual feedback A to 
about 28 db. The theoretical cutoff characteristic corresponding to 
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Fig. 28—Loop gain characteristic for the amplifier of Fig. 23. 
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Fig. 29—Loop phase characteristic for the amplifier of Fig. 23. 

these parameters is shown by the broken lines in Figs. 28 and 29, and 
the actual design characteristic by the solid lines. Since this is a 
structure in which the required forward gain is considerably less than 
the maximum available gain, the general course of the cutoff character- 
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istic is controlled, in accordance with the procedure outlined previously, 
by the elements in the fi circuit. The sharp slope just beyond the edge 
of the useful band is obtained from a transformer anti-resonance. The 
relatively flat portion of the characteristic near its intersection with the 
asymptote is due partly to an anti-resonance of the /3 circuit with its 
distributed capacitance and partly to an increase in the gain of the 
third tube because of the filter-like action of the elements of Zk in 
cutting out the local feedback on the tube in this region. 

The large margins in the design made it possible to secure a substan- 
tial increase in feedback without instability. For example, with a loss 
margin as great as 15 db the feedback can be increased by adjusting the 
screen and plate voltages to increase the tube gains. A higher feed- 
back can also be obtained by adjusting the resistance in the first inter- 
stage. As this interstage was designed, an increase in the resistance 
results in an increased amplifier gain and a correspondingly increased 
feedback which follows a new theoretical characteristic with a some- 
what reduced phase margin. The adjustment, in effect, produces a 
change in the value of the constant k in equation (6). With this ad- 
justment the feedback can be increased to about 40 db before the 
amplifier sings. 



Analysis of the Ionosphere * 

By KARL K. DARROW 

The ionosphere is a region in the very high atmosphere from 
which radio signals are reflected, a fact which is adequately ex- 
plained by assuming that region to be populated with free electrons. 
In exploring the ionosphere, signals of a wide range of frequencies 
are successively sent upward, and the time elapsing before the re- 
turn of the echo is measured. The delay of the echo mulitplied by 
\c is called the virtual height of the ceiling for the signal. The data 
appear in the form of curves relating virtual height of ceiling to 
frequency of signal. These curves are peculiar in shape and vary 
remarkably with time of day, time of year and epoch of the solar 
cycle. By theory they can be translated into curves relating elec- 
tron-density to true height above ground. The theory is approxi- 
mative, but the results are accurate enough to be of value. The 
magnetic field of the earth affects the data remarkably, making it 
possible to test the theory and to evaluate the field-strength at 
great heights. The free electrons are supposed to be liberated from 
the air-molecules by ionizing agents, of which the chief but not the 
only one is ultra-violet light from the sun. 

HE very title of this article embodies the assumption that in 
the upper reaches of the atmosphere there is a host of ions. 

By "upper reaches" here is meant, a region of the atmosphere so high 
that no man ever entered it, nor even a balloon with instruments. 
The ions therefore have never been observed by normal electrical 
means. They are postulated as the explanation of two things mainly: 
the echoing of radio signals from the sky, and that small portion of 
the earth's magnetic field which fluctuates with time. 

The idea that these things require explanation, and the idea of the 
sort of postulate that is required to explain them, can both be followed 
back for many years. What was lacking in the early days was the 
notion of mobile electrified particles, that is to say, of "ions," in the 
air. That notion did not even exist, when in the eighties Balfour 
Stewart desired to imagine a conducting layer in the upper air for 
explaining magnetic fluctuations. It was only just being formed, 
when in 1902 Kennelly and Heaviside independently desired to imagine 
a conducting layer in the upper air for explaining why wireless signals 
can travel around the world. To speak of a conducting layer in the 

* This paper, in abbreviated form, appears in the current issue of Electrical En- 
gineering, 
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eighties, when air was regarded as an almost perfect insulator and 
nothing was known that could make it conductive, was certainly 
audacious. To speak of it in 1902 was still ingenious but no longer 
daring, for by then it could reasonably be expected that the researches 
on ions lately begun by Thomson and so many others would justify 
the notion. 

Never was an expectation better founded. Within a few years 
those researches had made it sure that the upper atmosphere must be 
conductive, because of containing the raw material required for making 
ions and one at least among the agents capable of making them: to 
wit, atoms and molecules, and ultra-violet light from the sun capable 
of ionizing them. The problem then became: what distribution and 
what kinds of ions must be postulated for the upper atmosphere, to 
explain (for instance) the reflection of radio signals? 

This problem could not even be attacked, without great forward 
strides in both the art of experimentation and the mathematical 
theory. These strides were rapidly made in the middle and late 
twenties. Had theory alone gone ahead, it would have been little 
more than a pretty exercise in mathematics. Had the art of experi- 
mentation progressed by itself, the experimenters would at least have 
found some interesting correlations of the data with such variables as 
time of day and epoch of the solar cycle and presence of magnetic 
storms; but the lack of theory would have been sorely felt. But 
theory and experiment advanced together, and the interplay between 
the two has seldom been so well exemplified. 

The advance in the art of experiment lay not so much in the inven- 
tion of new apparatus (though this has not been wanting) as in turning 
away from the practical problem of sending signals to great distances, 
and instead designing the experiments for the purpose, first of proving 
the ionosphere and then of "sounding" it. Three methods were 
invented for this purpose, all based upon the fact that wireless waves 
when sent into the sky come bouncing back from it. Two of these 
will be scarcely more than mentioned in the pages to follow, since an 
already great and ever-increasing proportion of the data is obtained 
by the third. In this third a sharply-delimited signal or pulse or 
wave-group is sent up, and a short time (a few milliseconds) later it 
is detected coming back, like an echo from a cliff: the delay of the 
echo is measured. This is done for many signals, and the delay is 
plotted against the mean frequency of the wireless waves composing 
the signals; and curves so plotted constitute the ultimate data. Usu- 
ally the signal is sent vertically upward, the echo comes vertically 
downward; and there is the quaint situation, that wireless telegraphy 
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is chiefly famed for bridging great distances over the earth, but its 
foundations are best studied with sender and receiver side by side. 

Electromagnetic signals thus find a mirror or a ceiling overhead; 
and the theory interprets this mirror as consisting of the ions, and 
especially the free electrons, diffused in the upper air. This perhaps 
seems singular, in view of the tenuity of the air and the lightness of 
the individual electrons. It might have seemed better, at least in the 
days of the Greeks, to propose that the dome of the sky is a hard 
metallic mirror—of well-polished silver, for instance. Well, in effect 
that is what is proposed. A mirror of silver reflects not by virtue of 
its hardness, but because of electrons diffused like a gas through the 
pores of the metal. A metal is a container for an electron-gas, and in 
the upper air there is an electron-gas without a container; and both 
of them reflect. 

The theory is strictly classical, in the sense of the word prevailing 
in physics. No relativity, no quantum theory, no suggested revision 
of the concepts of space and time, afflict the student thereof. It is 
the working-out of the basic principle of Maxwell and Lorentz, that 
the passage of electromagnetic waves through a medium is controlled 
by the electric current which the waves themselves evoke in the 
medium. Under the influence of the electric field in the waves, the 
ions swing in sympathetic vibration, and form a part of that current. 
They thus react upon the waves, alter the speed thereof, and bring 
about the reflection. The motion of the ions is simple-harmonic, so 
that the mathematics of the theory is simple and familiar—so long, 
at least, as no account is taken of any forces acting on the ions other 
than that due to the field of the waves themselves. Here is the 
explanation of the echoing of radio signals, and hence follows the 
procedure for translating the data of echoes into statements about 
the distribution of the ions in the atmosphere. It is not difficult to 
describe or explain, and will be carried through in this article. 

From this point the theory ramifies in two directions. Two things 
modify the sympathetic vibrations of the ions: the collisions between 
the ions and the neutral molecules of the air, and the earth's magnetic 
field. By their influence on the vibrations, they modify the speed 
of the waves, and therefore the conditions of the echoing. The 
theory extended in either direction continues to be easy in one sense, 
for neither the physical concepts nor the mathematical operations are 
unfamiliar; but becomes very hard in another, for the algebraic 
expressions are often of fearful complexity, impossible to remember 
and hard even to keep straight when written out. When it is extended 
in both ways at once the expressions become so intricate, that nearly 
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every investigator when taking account of either influence simply 
ignores the other. On the whole, the mathematical developments 
have far outrun the data. Yet there are important connections 
between experiment and theory, including for instance the proof that 
the ions which principally reflect the signals are free electrons. 

After the theory come what I will call, for contrast, the speculations. 
The analysis of the ionosphere being made and accepted, a host of 
questions arise. Must we assume additional agents of ionization, 
other than the ultra-violet light of the sun? The answer to this 
question being certainly "yes," one must inquire how to distinguish 
that part of the ionization which is due to sunlight from the rest, 
and what are the causes of the rest. Why the distinctive distribution- 
in-height of the ions, amounting to what is called "the stratification 
of the ionosphere"? What assumptions must we make about the 
composition of the atmosphere in its dependence on height? or (as 
the question is more commonly put) what information can we derive 
about the composition of the atmosphere? How far can we go in 
interpreting the fluctuations of terrestrial magnetism, and (as later 
will be apparent) in mapping out the earth's magnetic field? The 
possible questions even rise to the realm of astronomy, and the sug- 
gested answers form a part of the theory of the sun as a potent source 
of radiations of all kinds, luminous and electrical and material. The 
implications of the ionosphere seem to be almost limitless, but a 
severe limit will nevertheless be set by space and time upon this 
article. 

Methods of Experiment, and a Simplified Picture of the 
Ionosphere Adduced for Illustrating Them 

The ionosphere is a canopy of ions overarching the earth, and in 
Fig. 1 it is represented by a model, very simplified indeed and yet 
instructive. Here it is shown as consisting of two "layers" marked 
E and F, with an ion-density which is uniform in each, and greater 
in F than in E. It is time to become familiar with the symbol N 
used for number of ions per unit volume: this picture shows N having 
the constant values Ne and Nf (> -A^1) in E-layer and F-layer respec- 
tively, and the value zero between. 

The lines which are broken at the layer-edges are paths of wireless 
signals or waves sent out from the source at 5—sent out obliquely, 
for transmission over long distances. There is a path reflected from 
E, a path reflected from F and a path which penetrates both. These 
correspond to relatively low, medium, and high frequencies respec- 
tively: as examples I will give the values 1, 10 and 100 mc. (megacycles, 
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i.e. millions of cycles per second) corresponding to wave-lengths of 
300, 30 and 3 metres. Here already the reader meets the fact that 
the height at which such a signal is reflected, or the question whether 
it shall be reflected at all, depends on the frequency of the waves and 
the density of the ions. For every frequency there is what I shall 
call a "mirror-density": signals are reflected as soon as they reach 
the lowest level in the ionosphere where that mirror-density is attained. 
The higher the frequency, the higher the mirror-density. The formula 

4 

S GROUND 

Fig. 1 

will soon be derived and shown; but for the moment, let us inquire 
how the altitude of either layer can be measured, in terms of the 
simple model of Fig. 1. 

One way of measuring the altitude is very obvious. Suppose the 
observer to go a known distance away from the aerial, and measure 
there the angle which the reflected wave or "sky wave" makes with 
the horizontal as it comes down to him. If this can be done, then 
clearly he can get the altitude by the simplest trigonometry—the 
altitude of the £-layer or the F-layer, according to the frequency 
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which he uses. It can be done, and it was done by Appleton and 
Barnett in 1925. What they measured was the angle between the 
directions of propagation of the sky wave and the "ground wave," 
of which the wave-fronts are shown in Fig. 1 creeping along the 
ground with a rapid attenuation. This ground wave, by the way, 
is the only one by which radio transmission could be effected but for 
the ionosphere: and it is seldom detectable beyond a few hundred 
miles. 

Another scheme is much more complicated, and owing to its super- 
session I may be excused for giving only the merest outline of it. 
It is a clever way of putting to useful service the very great incon- 
venience known as "fading." This term refers to a train of signals 
which dies out and revives and keeps on fluctuating over and over 
again, in a most irregular fashion. This sort of thing occurs in the 
region where the sky wave and the ground wave both arrive and 
overlap one another, and it has been traced to what in optics is called 
the "interference" of the two. If conditions were absolutely stable, 
then in taking a walk in the region of overlapping one would pass 
through several maxima and minima of intensity. Since conditions 
are never absolutely stable, the observer need not take the walk; 
while he stands at any fixed point, the maxima and the minima float 
past him while the ionosphere wavers in the sky and this is "fading." 
But imagine the conditions relatively stable for a time, and the 
observer standing still; and suppose that the engineer at the sending 
aerial changes the wave-length by a small and known amount—then, 
several maxima and minima will float past the observer, and by 
counting them he can (though this is not at all obvious!) get a datum 
which enables him to figure out the altitude of the reflecting layer 
in the sky. This method also was invented by Appleton, and can 
be found explained in the literature under the name "wave-length- 
change method." 

The third of the methods has crowded out the others, and henceforth 
will figure alone in these pages. It is the "echo-method," still some- 
times called by the clumsy name of "group-retardation method." 
Anticipated by Swann, it was realized by Breit and Tuve at the 
Carnegie Institution of Washington. 

What is sent up to the sky is here a short sharp signal; if it could 
be heard, it would be called a click. What comes back is the echo 
of the signal. Passing over the receiving device, it produces a short 
sharp kick on an oscillograph-record. Some of these are shown in 
Fig. 2. The kicks marked £i and Fx are due to signals echoed from 
the layers E and F respectively. Those marked Fz - ■ • Fb are due to 
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"multiple echoes"; the signal has traveled two to five times the 
entire journey from ground to ionosphere to ground again, the surface 
of the earth being itself a good reflector. Those marked G are due 
to the signal spreading along the ground itself. If the sender and the 
receiver are practically side by side, as usually is the case, the kicks 
G occur at the instants of departure of the signals. The record is 
moving laterally with the speed intimated by the wavy line beneath, 
and accordingly the distance along it from a G-kick to the following 
echo-kick is a measure of the "delay of the echo." 

The delay of the echo is an indication of the altitude of the mirror 
where it was reflected—the layer E or F, as the case may be. Signals 
of relatively low frequency being reflected from E while those of 
medium frequency are echoed at F, one adjusts the frequency according 
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Fig. 2—Echoes. G, original signal; E\, F\, echoes returning after a single re- 

flection from E and F respectively: Fa* • - Ft, echoes which have suffered two to five 
reflections at F-layer. (Appleton and Builder.) 

to the layer which one wishes to locate. If there should be not two 
but several layers of the ionosphere, each having a greater TV-value 
than the one beneath it, one would locate them all with appropriate 
frequencies. If there is a continuously-rising distribution of N with 
height in the ionosphere, one may plumb it by varying the frequency 
continuously. Now we are at the principle of the echo-method; but 
before it is used, there are many details to clear up. 

First as to the "signals," a term which (it must have been noticed) 
replaced the term "waves" in the foregoing paragraphs. These 
signals are wave-trains indeed, but not the long continuous uniform 
trains tacitly assumed in the description of the other two methods. 
Those methods are adapted to trains of indefinite length, but not the 
echo-method, which for an obvious reason requires wave-trains of 
limited length—and the more limited, the better. 
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Now, a limited wave-train is equivalent to an infinity of infinitely 
long wave-trains, with an infinite variety of frequencies. The ampli- 
tudes and the frequencies of these constituent waves are chosen so 
that the waves reinforce one another over the length of the signal, 
counteract one another for all time before and after the signal. To 
choose them thus is always mathematically feasible, whatever shape 
of signal be prescribed. Whether these constituent waves should be 
regarded as "physically real" is a question that was discussed long 
before the days of quantum theory and other modern puzzles. Any- 
how, by taking them as such, one arrives at verifiable statements 
about the signals, and this is all that matters. 

Let us now conceive the signal as a chopped-olif segment of a sine- 
wave-train of frequency /o; and let us compare its travel with the 
travel of a limitless wave-train of frequency / put equal to /o. One 
feels that the signal ought to follow the same path through the iono- 
sphere as would the limitless train, and ought to move along that 
path with the same speed as would the wave-crests of the limitless 
train. This is true if, but only if, the speed u of the wave-crests in 
unlimited trains is independent of /. But when wireless waves are 
traveling through the ionosphere, u varies very much with/, according 
to a law which will later be worked out; and this makes a remarkable 
difference. 

The difference as to path is not serious. The infinite wave-trains 
which form the signal are most intense at frequencies very close to /o, 
and this is sufficient to make the signal follow nearly (though not 
without some deviation and distortion) the path which the infinite train 
of frequency/o would follow by itself. We may therefore regard the 
broken lines of Fig. 1 as the paths of signals or of waves, indifferently. 

The difference as to speed is serious. It is not reduced by the 
preponderance of component wave-trains very close to/o, and it does 
not tend to vanish as this preponderance is increased by lengthening 
the signal. It remains serious in the artificially-simplified case of just 
two component wave-trains of small frequency-difference A/, where 
the signals become the "beats" well known in acoustics and in radio. 
In this case the beat-speed or signal-speed approaches a limit as A/ 
approaches zero. This limit, the "group-speed" denoted by v, is 
always used for the signal-speed, though for actual signals it is but 
an approximation, and the signals themselves become distorted as 
they travel. Contrasted with v is the "wave-speed" or the "phase- 
speed" of the wave-crests of the unlimited wave-trains, already 
denoted by n. 
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Since it is entirely the signal-speed which determines the delay of 
the echo, the wave-speed may seem a pointless side-issue. This 
quantity u is, however, essential in the theory from which are derived 
first the conditions of echoing and then the dependence of v upon fQ. 
Postponing the topics of signal-speed and echo-delay in order to return 
to them later with better preparation, we now take up the theory. 

Theory of Wave-Speed, Total Reflection and Group-Speed 
in the Ionosphere 

It will now be proved from Maxwell's theory, combined with the 
concept of mobile ions, that total reflection of wireless waves must 
occur in the ionosphere at the level where the ion-density attains a 
certain value depending on the wave-frequency. 

The famous equations of Maxwell melt together into a wave- 
equation. The waves which it describes consist of an oscillating 
electric field which I will denote by -Eo sin nt, and an oscillating mag- 
netic field which we are permitted to ignore. When of high enough 
frequency these are the waves of light, as Maxwell knew; when 
of the frequency-range with which we are now concerned they are 
the waves of radio, as Maxwell was never to know because of his 
premature death. In the wave-equation there figures of course the 
wave-speed u. Here then is a paraphrase of the great idea of Maxwell; 
the square of the wave-speed varies inversely as the current-density provoked 
by unit amplitude 1 of the oscillating field. 

Now we see at once that in the ionosphere the wave-speed must be 
affected by the presence of the free electrons, since they are set into 
oscillation by the waves and therefore make a contribution to the 
current-density. 

At this point those who were educated in the electronic era (an 
ever-increasing fraction of the population) are in some danger of 
falling into a serious error. One may in fact assume that the electrons 
form the whole of the current, and deduce that in vacuo the oscillating 
field provokes no current at all, and the wave-speed must therefore 
be infinite—an absurd conclusion! Maxwell was wiser. He under- 
stood, and made it a part of his theory, that wherever there is an 
electric field which is changing in time the rate-of-change of that field 
is equivalent to a current. This he called the "displacement-current," 
and for the case of vacuum he said that the displacement-current- 
density is precisely equal to the rate-of-change of the field, multiplied 
by l/47r. 

1 I introduce the words "unit amplitude" to shield the reader from drawing the 
false inference that wave-speed depends upon wave-amplitude. 
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In vacuo, therefore, there is a current-density (l/47r) times the 
rate-of-change of Eq sin nt, and it has an amplitude of (mEoMtt) and 
is 90° ahead of the field in phase. To this current-density corresponds 
the speed of light in vacuo, the well-known constant c. The speed 
of light in the non-ionized lower regions of the atmosphere differs so 
little from c that we need never bother with the difference, which 
henceforth will be ignored. 

When the waves pass out of ordinary air into the ionosphere, there 
is still the displacement-current but now in addition there is the 
current borne by moving electrons. Here is a second pitfall. It 
may seem obvious that the electron-current must add on to the 
displacement-current, creating a total current-density greater than 
that in vacuo and therefore lowering the wave-speed. Not so at all! 
The point is, that when the electrons are truly free, the field sets 
them into oscillation in such a curious way that when they become 
adjusted, they are oscillating with their velocities 90° behind the field 
in phase. Their contribution to the current, being proportional to 
their velocity, is also 90° behind the field, and hence in perfect opposi- 
tion of phase to the displacement-current. 

Therefore the electron-current density—call it Ie—is to be subtracted 
from the displacement current-density! Accordingly I write, 

_ M(l/47r).Eo _ /< \ 
C2 «(l/47r)£o — Ie 

The reader may suppose that the factor cos nt, common to both 
currents, has been divided out.2 The quantity h is clearly propor- 
tional to Eo and also to our familiar N the density of electrons, and 
in fact the reader can undoubtedly work out with ease that it is 
equal to NE^Imn. Here e and m stand for the charge and mass 
of the ion, as is customary. Therefore we find: 

= 
1 =    (2) 

c2 1 — AirNe-Imn2 1 — Ne-jirmp 
" ... 

The wave-speed is greater in the ionosphere than it is m vacuo or or- 
dinary air. I now recall from the most elementary optics the principle 
that when two media adjoin in which light has different wave-speeds, 
and light passes through their common boundary into the medium 
where its speed is greater, it is refracted away from the normal to the 
boundary. Accepting for the moment the over-simplified model of the 

2 Actually Maxwell's theorem does refer to the amplitudes of the currents—but 
if the currents are not exactly 0° or 180° apart in phase, the amplitude of one must 
be taken as a complex quantity. 
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ionosphere in Fig. 1, and considering the lower frequencies, we have 
the non-ionized lower atmosphere and the £-layer for these media. 
The paths of the waves are drawn accordingly. Now I further recall 
that total reflection occurs for all values of the angle of incidence i 
greater than that given by the equation: 

sin i = c2/u2. (3) 

Thus we see that for any frequency whatever, total reflection must 
occur when the waves impinge with sufficient obliqueness upon the 
ionosphere; but (so long as c/u does not sink to zero) total reflection 
will not occur if the waves rise vertically, or in a direction sufficiently 
near to the vertical. 

The waves thus penetrate or are reflected back from the ionosphere, 
according as their angle of incidence thereon is less or greater than a 
certain critical value. Here is the explanation of what is called 
"skip-distance"; the sky-wave is perceived beyond a certain distance 
from the source, but not within that certain distance.3 

But all this seems to have nothing to do with the usual conditions 
of experiment, in which, as I intimated, the signals are sent up verti- 
cally ! It is indeed a fact that in optics, no case is known in which 
total reflection occurs at vertical incidence. Yet equations (2) and 
(3) predict that if ever c2/"2 should vanish, total reflection would 
extend even to vertical incidence. Now there is nothing mathemati- 
cally impossible or physically unplausible about the condition for the 
vanishment of c2lu2, which is simply that / should be equal to fe 

given thus: 
fc2 = Ne^ltrm (4) 

or alternatively that N should be equal to Nc given thus: 

Nc = irmf/e2. (5) 

Here we have the basic formula of the analysis of the ionosphere; 
for it is assumed that vertically-rising waves or signals of any frequency 
/ climb until they reach the lowest level at which N is equal to Nc, 
and there they find their mirror or their ceiling, and are converted 
into echoes which return. Equation (5) is the formula for the "mirror- 
density" for signals of frequency c, to which I above referred. 

It sounds all right to say that c2/u2 is zero when N = Nc, and 
negative when N > Nc] but it is disconcerting to notice that this 

3 Notice incidentally that owing to the curvature of the earth and its overhanging 
ionosphere, the angle of incidence can never rise to 90°; it follows that waves of 
frequency beyond a certain value (ordinarily around 30 mc.) never suffer total 
reflection. 
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amounts to saying that the phase-speed is infinite when N = Nc, 
imaginary when N > N„. However, the concept of phase-speed is 
of such a quality of abstractness, that even these statements imply 
nothing absurd in the physical situation. The signal-speed itself 
remains safely finite and real. 

The signal-speed is strictly indefinite, since the signal distorts itself 
as it proceeds. However, the practice is to identify it with the group- 
speed v, which, as I intimated (page 462), is the speed of the beats 
formed by two superposed wave-trains differing infinitesimally in 
wave-length, each such beat being a very special type of signal. 
The formula is, 

v = u-Mduld\)=u/(i~l^y (6) 

It is difficult to visualize or derive without a diagram,4 but the deriva- 
tion may be summarized as follows. Imagine two superposed wave- 
trains of phase-speeds u and u + du, wave-lengths X and X + ^X; 
consider two consecutive wave-crests ^4, A' of one and two consecutive 
wave-crests B, B' of the other; transpose temporarily to a frame of 
reference in which the former wave-train is stationary. At a certain 
place and time A and A' will coincide, and the maximum of one of 
the beats will be right there. Let the time d\/du elapse; when it 
has elapsed, the crests B and B' will be coinciding and the maximum 
of the beat will have moved on by one entire wave-length. The beat 
therefore travels with speed \dujd\ in the temporary and with speed 
u - \{du/d\) in the original frame of reference (the minus sign is 
evident when the reasoning is gone through in detail). 

Combining (6) with (2) one finds: 

v = c2/m; (7) 

the greater the phase-speed, the slower the signal! Relativists will 
be pleased to observe that according to this formula, the signal never 
attains any speed greater than c; students of quantum mechanics 
may be misled by its superficial resemblance to a formula relating 
phase-speed to group-speed for de Broglie waves, with which it has 
nothing to do. Students of the ionosphere should remember its 
approximative character. Almost all that needs to be known for the 
purposes of this article is, that as a signal climbs into the ionosphere 
it goes more and more slowly, the nearer N approaches to that value 

dvr No where the signal finds its ceiling. 
4 Cf. this journal, 9, 173 (1930), or my Introduction to Contemporary Physics, 

2nd edition, p. 147. 



ANALYSIS OF THE IONOSPHERE 467 

Characteristic Curves of the Ionosphere: the (//',/) Curves 

Now that we have the concept of a signal ascending until it reaches 
the ceiling where N = AC, we will consider first the to-be-expected 
relation between true height of ceiling and frequency of signal, then 
the relation between delay of echo and frequency of signal. By 
following this order we pass from the unobservable to the observed, 
which is the reverse of the customary way, but nevertheless has its 
advantages. Let z stand for height over ground when used as inde- 
pendent variable, with N depending on it; h for the height of the 
mirror or ceiling for signals, when expressed as a function of the signal- 
frequency /. 

Take first the oversimplified model of the ionosphere appearing in 
Fig. 1: N having the values Nr over one range of heights and 
Nf (> Ne) over another range at a higher elevation, and the value 
zero elsewhere. It is evident that the {h,f) curve for such an iono- 
sphere would consist of two horizontal lines or "branches," extending 
respectively from abscissa 0 to abscissa Je = VACje2/*™ and from 
abscissa/g to abscissa/f = ^Npe2/irm respectively. The latter would 
lie higher than the former; there would be a jump or gap between 
the branches. The names "£-branch" and "F-branch" for these 
last are obvious, and so is the usage "penetration-frequency of the 
E (or F) layer" forfs orfp] "critical frequency" is also used. 

Next we approach closer to the truth by supposing that N rises 
continuously with increase of z across the £-layer and also across the 
F-layer, Ne and Nf now representing the highest A^-values found in 
the respective layers. The two branches of the {h,f) curve would 
(hen be no longer horizontal, but slanting or probably curving upwards 
toward the right. 

In the foregoing paragraph it was tacitly assumed that N still 
vanishes between the layers; but now let us approach still closer to 
the truth by postulating the sort of dependence of A^ on z shown in 
Fig. 3A. Here N drops with further increase of height after the 
"crown" of the F-layer is reached, but it does not fall to zero. It 
might, however, just as well fall to zero so far as reflections are con- 
cerned, for the signals which could be reflected from these regions 
never reach them. Regarding the curve of Fig. 3A as a sequence of 
hills and valleys, we see that the valleys contribute no echoes. The 
F-branch of the {h,f) curve refers to the left-hand side of the first 
hill; the F-branch refers to the left-hand side of the second hill, and 
not even to all of that, but only to the portion which rises above the 
first hill. Thus Fig. 35, with its upturning branches and its gap, 
represents the {h,f) curve for the ionosphere of Fig. 3A, without in 
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the least depending on the dashed parts of the N{z) curve of Fig. SA 
or indicating anything whatever about those parts except that they 
do not rise above the ordinate Ne- 

Now if the signal and the echo traveled fro and to with the speed c, 
the delay T of the echo multiplied by \c would be the height of the 
ceiling. This, however, is not the case, since the signal-speed depends 
on N. We must therefore denote the product \cT by another symbol 
h', and make an inquiry into the probable dependence of h' on /, 
taking into account our vague knowledge as to the dependence of 
signal-speed on N. 

Fig. 3—A. The "curve of inference": conjectural dependence of number iV of 
electrons per unit volume on true altitude h. B. The "curve of data"; dependence 
of virtual altitude h' of ceiling (one-half the delay of the echo, multiplied by c) on 
frequency /. 

It is easily seen that h' must be greater (or at least no less) than h, 
and that the excess of h' over h must be larger, the farther the signal 
travels through regions where N is almost but not quite equal to Nc- 
The (/*',/) curve must therefore lie above the (h,f) curve, and farthest 
above it in the immediate neighborhood of the gap on both sides. 
There will still be an £-branch and an F-branch, but the upturns 
toward the right-hand ends of these branches will be exaggerated, and 
an upturn running to the left will be introduced into the left-hand end 
of the F-branch. It is conceivable that these upturns may become 
so large, that the {h',f) curve will appear to show a peak where the 
(/*,/) curve would show a gap. 

With the remark that h' is known as "virtual altitude," "virtual 
height," "equivalent height," or "effective height," I turn now to 
examples of the characteristic {h',f) curves of the ionosphere. 

A B 

ALTITUDE FREQUENCY 
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of curve due to earth's magnetic field (page 479). (Appleton.) 
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Figures 4 and 5 show two examples of these curves, from data 
obtained while the sun was high in the sky. Actually there are two 
curves in each of the figures; the appearance is that of a single curve, 
repeated with a sidewise shift. I mention that this repetition is due 
to the earth's magnetic field, but ask the reader to ignore for the 
present the right-hand curve and fix his attention on the left-hand one. 
Here he will see the £-branch, the gap, and the F-branch. T.he 
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Pig. 6—Characteristic (/?',/) curves obtained with the multi-frequency apparatus; 

sun high in sky, Fi crinkle apparent. (Carnegie Institution of Washington.) 

upturns to right and left of the gap are striking on Fig. 5, insignificant 
in Fig. 4. The F-branch is deformed by an enormous hump or crinkle. 
This is supposed to correspond to a second gap, the upturns on right 
and left being so pronounced as to give a perfect semblance of a peak; 
indeed one sees in Fig. 5 how readily the gap between E and F might 
have been drawn as a peak. Curves of this sort are therefore taken 
as evidence for three layers in the ionosphere, denoted by E and Fi 
and Ft. Sometimes there are signs of a fourth, lying between E and 
Fz, and denoted by M or Ez. 

So great is the interest in curves like these, and so much do they 
vary from time to time and from place to place, that lately there 
have been more than a score of stations over the world engaged in 
making them. At some of these the tracing of the curves is speeded 
up and made incessant by a remarkable machine developed at the 
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Bureau of Standards and the Carnegie Institution. Automatically 
sending out the signals ten times in a second, and changing the fre- 
quency by (on the average) 1600 cycles between each signal and the 
next while the photographic film is moved a tiny bit from left to right, 
this "multi-frequency apparatus" traces the (/*',/) curve over the 
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Fig. 7—Characteristic (/»',/) curves obtained with the multi-frequency apparatus; 
sun low in sky, Fi crinkle missing. (Carnegie Institution of Washington) 

frequency-range between 0.516 mc. and 16 mc. in fifteen minutes, 
and then goes right back and does it over and over again. Figures 6, 
7 and 8 show individual curves thus automatically taken, and Fig. 15 
a sequence of them spanning several hours of the day. 

In Fig. 6 are curves with crinkles in the F-branch, similar to those 
of Figs. 4 and 5. In Fig. 7, however, the crinkle is missing, and the 
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F-branch sweeps smoothly and slowly upward from its commencement. 
(The forking signifies that here are two similar curves lying side by 
side as in the previous figures, but overlapping so much that over a 
large part of their course they are not distinct.) Many observations 
have concurred in showing that the crinkle is present only when the 
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Fig. 8—Multiple echoes. (Carnegie Institution of Washington.) 

sun is high in the sky (within some 40° of the zenith)—therefore 
absent by night and at the beginning and end of day, and indeed 
absent all day in winter where the latitude is high. This is our first 
example of the dependence of the ionosphere on sunlight, a very 
important feature. 
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In all of these photographs the curves are repeated several times 
along the vertical direction. This signifies echoes which have traveled 
four, six, eight or more times between ground and ionosphere, being 
reflected by both. Figure 8 shows a wonderful multitude of such 
echoes. 

The curves of Fig. 9 are sketches generalized from many data. 
Contrasting those on the left with those on the right, we see the 
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Fig. 9—Dependence of (/i',/) curve on season and on the sunspot cycle (Smith, 
Gilliland and Kirby: National Bureau of Standards). 

crinkle prominent in the ones, missing or feeble in the others. This 
is the difference between summer and winter. All of the data were 
taken near noon, but though the District of Columbia is not exactly 
in polar latitudes, the sun in December does not rise far enough in 
Washington's sky to bring out'that feature of the ionosphere of which 
the crinkle is the sign. Running the eye along either column, one 
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sees the curve lengthening out to the right as year follows year. 
During this series of years the sun spots were growing more frequent: 
the sun was in the ascending part of that eleven-year cycle of its fever, 
of which the sun spots are one of the manifestations, while the form 
of these curves is another. Do not, however, misread this statement 
as meaning that the curve lengthens out, when and only when there 
are sun spots on the solar disc! there is no such correlation. 
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Another way to study dependence on the sun is to pick out salient 
features of the (/»',/) curves, and see how they vary. Such features 
are the abscissae and the ordinates of the right-hand ends of the 
branches and of the top of the Fi crinkle. The abscissae are the 
penetration-frequencies for the layers E, Fi and Fz] the ordinates are 
the virtual heights (not the true heights) of what I have called the 
crowns of these layers. All are shown, in their dependence on season 
and hour of day, in Figs. 10 and 11. 

It may have struck the reader that for the last five paragraphs 
there has been no allusion to the theory, the correlation of the (&',/) 
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curves with the sun having been presented as if for its own sake. 
Much work in the field docs stop at this point, and is not without 
value in spite of its stopping there. The theorist indeed may care 
for an (/*',/) curve only as material for deducing the (iV, z) curve— 
the distribution-in-height of the ions—to which he aspires. It is, 
however, fortunate that this is not the only value of the curves, 
for as we now shall see, the derivation of the (iV, z) curves from them 
is full of difficulties. 

Perhaps the greatest of these difficulties springs from the dependence 
of the signal-speed on N, which is to blame for the difference between 
virtual height h' and true height h. Even if it is fully justifiable to 
identify signal-speed with group-speed v, the difficulty is not banished. 
It resides in the fact that (h' - h) depends not on things already 
known but on the very thing one is striving to find out, to wit, the 
distribution of ion-density in the ionosphere. The value of h for any 
particular h' depends indeed not on the value of N at that height 
alone, but on the values of N at all inferior heights. The problem 
is somewhat like having to solve for x an equation in which x appears 
badly entangled on both sides of the equals sign. The mathematical 
technique is difficult and approximative. 

Another major difficulty resides in the fact that when N varies by 
an appreciable fraction over a distance equal to a wave-length of the 
waves, the consequences of the theory become a good deal more 
complex than those embodied in the simple equations (4) and (5). 
For instance, partial reflection may occur at a level where N is rising 
rapidly, though as yet far below the mirror-density iVc. One cannot 
therefore say that whenever an echo is observed on a frequency /, 
there must somewhere exist an electron-density related to / by (5). 
The literature is full of allusions to mystifying echoes, some of which 
are ascribed to partial reflection. Figure 2 shows an E-echo and an 
F-echo received from the same signal; and many a (/*',/) curve shows 
the E-branch running along for quite a distance underneath the 
E-branch, instead of stopping at just the abscissa where the E-branch 
begins.5 Yet on the other hand, the E-layer may be denser at some 
places than it is at others of equal altitude, and parts of a signal may 
be reflected from the places of high density while other parts slip 
between these and go on to the E-layer. The assumption that N 
depends on z only, which hitherto has been taken for granted in this 
paper as it is in most theory, is in fact very assailable; and people are 

6 This is so well-known a phenomenon that lengthy papers have been written 
about it under the name of "abnormal E-ionization," though it seems too common 
to deserve the adjective "abnormal." 
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beginning to study the distribution of N in the horizontal plane, 
e.g. by using obliquely-sent as well as vertically-emitted signals. 

Now we turn briefly to a difficulty affecting not the relation between 
h' and h, but the relation between Ne and / presented as equation (5). 
This equation was based on the tacit assumption that the electric 
force on a single electron is the same as though there were no other 
electrons at all in the ionosphere. The assumption has been doubted, 
and quite a polemic has ranged about it. The question is in fact a 
special case of one of the most pestiferous questions of all mathematical 
physics, occurring for instance in the theory of magnetized bodies 
and of bodies polarized electrically: when a great many similar atoms 
side by side are exposed together to an external field, how is the force 
suffered by any one of them modified by the presence of its equally- 
affected neighbors? One strongly-held position is, that there is such 
a modification which manifests itself in a factor 3/2, to be multiplied 
into the right-hand member of equation (5). A test experiment has 
been devised, and the early results have favored this theory. The 
presence or absence of this factor alters in equal proportion all the 
ordinates, but does not modify in the least the trend of the N(z) 
curve; but the student specially interested in numerical values of N 
must discover, from each paper wherein such are given, which formula 
was used in computing them. 

After uttering all these warnings about the theory underlying the 
{N, z) curves, I will risk a few statements about the curves themselves. 

The shape of the {N, z) curve, when the sun is low in the sky and 
there is no crinkle in the Qi'f) curve, is roughly that of Fig. ZA. If 
the sun is within some 40° of the zenith and the crinkle is present in 
the (/?'/) curve, the theory indicates not that the F-peak of Fig. 3^4 
has split into two, but rather that a bulge has appeared on the left- 
hand side of the F-peak. The letters Fi and F2 are then applied to 
the bulge and the peak, respectively. If the shape of the (/?',/) curve 
indicates yet another layer between E and Fi, it appears as a small 
hump in the valley between the peaks of Fig. 3^4. 

As for the A-values, those of most interest are those corresponding 
to the crests of the peaks; or to define them better by staying closer 
to the data, they are the ones corresponding to the points on {h'f) 
curves which adjoin the gaps or lie at the tops of the crinkles. These 
may be called the values corresponding to the "crowns" of the 
several layers. 

At Huancayo in the Peruvian Andes, at a typical summer noon, 
N has the values 1.8-105 — 3.3-105 — 1-106 at the crowns of the 
layers E, Fi, Ft. so says Berkner. At Slough near London, at noon 
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on a certain day of early spring (1933) Appleton found 1.2-lO5 at the 
crown of E and 3.8-lO5 at the crown of F, the TMayer being at that 
time and place not differentiated into and F*. These figures are 
not far apart, if E be compared with E and Fi with F\ but with a 
little search I could have found plenty of values differing much more 
greatly, as is attested by Figs. 9 and 10. From the former of these 
we have already deduced that critical frequencies vary as the sunspot 
cycle proceeds: I now add that from minimum to maximum of the 
cycle just ending, N at the crown of the E-layer increased by three- 
fifths while N at the crown of Fi went up no less than fourfold ! From 
Fig. 10 we infer, by squaring the values of critical frequencies, how 
great is the change of these iV-values with hour of day. Sudden 
unaccountable changes also occur; one evening over Cambridge 
(Massachusetts) the TNT-value for the E-layer was more than tenfold 
the values given above, being ascertained by Mimno as 2.8-106! 

I therefore summarize, as precisely as seems justifiable: the TV- 
values at the crowns of the layers vary with hour of day and time of 
year and year of the sunspot-cycle very markedly, not to speak of 
sudden unexplained fluctuations; and 105 to 106 electrons per cc. is a 
good figure to keep in mind for the order of magnitude thereof. 

To terminate this section I show Fig. 12, in which the delay of the 
echo for a certain frequency (2 mc.) is plotted against time during the 
hours preceding and following dawn. Interpreting with the aid of 
Fig. 3^4: during the night the E-peak was too low to echo back the 
signals of this frequency, which accordingly climbed farther and found 
their mirror in E; but at 6:35 a.m. very sharply, the E-peak increased 
in height to just the extent needed to intercept them. Or since 
confusion may arise from using the word "height" in two senses, 
I express what went on in an exacter way: during the night the electron- 
density at the crown of the E-layer was inferior to the mirror-density 
for / = 2 mc., but with the oncoming of day it rose, and at 6:35 a.m. 
very sharply it attained and overpassed that mirror-density. 

I recall that Fig. 11 exhibits how the virtual altitudes of the layer- 
crowns vary with hour of day and season of the year in the sky over 
Washington. It is evident that E is a fixture of the ionosphere with 
a virtual height surprisingly steady at the close neighborhood of 120 
km, while F rises and falls in the course of a winter day, rises and 
falls and divides and merges again during a day of summer. 

Now we must take brief notice of a difficult subject: the forkings 
and the doublings of the (P',/) curves, and the theory which finds 
their source in the earth's magnetic field. 
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A magnetic field, the earth's or any other, should have no effect 
whatsoever on radio waves so long as these are traveling in air com- 
posed entirely of neutral molecules. When, however, the waves are 
setting electrons into motion, the moving electrons are affected by 
the field, which has a twisting action on their paths. We have seen 
already that the moving electrons react, so to speak, upon the waves, 
raising the wave-speed thereof. By altering the motions of the 
electrons, the magnetic field will influence at second hand the waves 
themselves. But will the result be perceptible? In view of the fact 
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Fig. 12—Ceiling'for signal of fixed frequency shifting near sunrise from F to E as 

the electron-density of the it-layer increases with increase of light. (Applcton.) 

that the earth's magnetic field is very feeble by comparison with the 
fields between the poles of our electromagnets great or small, or even 
with those around the horseshoe magnets which are playthings, one 
might well think the influence not worth the trouble of computing. 
But those who first undertook to compute it—Nichols and Schelleng 
in America, Appleton independently in England, in the winter of 
1924-25—found it a serious influence, and very well worth the trouble. 

The problem is one of those which are not very hard to state, but 
can be very tedious to solve except in special cases which may or may 
not be of practical importance. For this problem it happens that 
two of the special cases can be solved with relative ease, and one at 
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least is realizable in practice. I cannot venture to give the theory 
of even this one, but at least I will attempt to describe what happens. 

The special case occurs when the waves are traveling at right angles 
to the field. Since they travel vertically,6 It is necessary to find a 
place on the earth where the field is horizontal. Such places are found 
in the equatorial regions only, and these are not precisely crowded 
with universities or engineering experiment stations. However, the 
Carnegie Institution of Washington was inspired, several years ago, 
to set up a station in just such a place: Huancayo, in the Andes of 
Peru. Here they established long straight horizontal antennae, one 
running north-and-south, another east-and-west, and yet another 
northeast-and-southwest. In the waves which mount from these to 
the ionosphere and then come bouncing back, the electric field £o sin nt 
—henceforth to be called "the electric vector"—is faithful to the 
direction of the antenna. They are called "plane-polarized waves." 

When the north-south antenna is used, the electrons are impelled 
to and fro in the north-south direction which is that of the magnetic 
meridian. Now as is well known, an electron moving parallel to a 
magnetic field behaves just as it would if there were no such field at 
all. These waves ought therefore to behave according to the theory 
which we set up while we were still disregarding the magnetic field. 
They are the so-called "ordinary waves" or "o-waves." 

When the east-west antenna is used, the electrons of the ionosphere 
are impelled to and fro in the east-west direction, which is transverse 
to the earth's magnetic field. This is just the condition for the 
maximum amount of meddling by the field in the motion of the 
electrons. The meddling consists in bending the electron-paths into 
curiously twisted arcs. The action of the magnetic field is tantamount 
to strengthening the electron-current-density Ie parallel to the electric 
vector. It will be recalled (from page 464) that it is /„ which for 
small iWvalues cancels a part of the displacement-current and so 
speeds up the waves, and for a certain critical iV-value cancels the 
whole of the displacement-current and so brings about total reflection. 
So, for these "extraordinary waves" or "ar-waves," a given iV-value 
produces a greater augmentation of the wave-speed, and the critical 
iV-value for total reflection is smaller, than for the ordinary waves. 
The signal composed of jc-waves, mounting into the ionosphere, finds 
its appropriate mirror at a lesser altitude than does the signal composed 
of o-waves, and it gets earlier back to earth. It may indeed come 

8 In addition to the other advantages of sending the waves up vertically, there 
is the feature that the angle between their line of motion and the field is the same 
when they are going up and when they are returning. 
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back from E while the o-signal goes on to F or from Fi while the 
o-signal goes on to F2, or from F2 while the other goes irretrievably 
forth into space. 

When the northwest-southwest antenna is used, the ionosphere 
takes charge of the signals, and separates them into an o-component 
and an ^-component. Each travels according to its proper law, and 
the ^-component reaches its lower-down mirror earlier and beats the 
o-component back to earth. Two echoes return instead of one. 
The earlier is plane-polarized with electric vector east-and-west; the 
laggard is plane-polarized with electric vector north-and-south. 
Suppose a long straight horizontal antenna is used to respond to the 
returning signals. It will respond to both, if pointed north-west- 
southeast; only to the earlier, if pointed east-and-west; only to the 
later, if pointed north-and-south. 

All the foregoing were statements of theory at first, but thanks to 
the experiments of Wells and Berkner at Huancayo, they now are 
statements of data as well.7 Figure 13 exhibits a small selection from 
the data. 
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Fig. 13—Echoes of plane-polarized signals near the geomagnetic 

(Wells and Berkner.) 

Now look again at Fig. 4: formerly I asked the reader to ignore 
one of the curves, but now we will compare the two. The circles and 
the crosses indicate the o-wave and the .v-wave respectively. One is 

7 This is a good place to speak of a question which may already have occurred 
to many readers, viz. the question why we assume the charged particles in the 
ionosphere to be free electrons rather than charged atoms or molecules. Were 
they of atomic or molecular mass, the separation of the 0 and a: echoes would be 
inappreciable, and the "gyro-frequency" later to be mentioned (page 482) would 
be quite outside of the radio range. It is not, however, excluded that among the 
free electrons there may be a great multitude of charged atoms, perhaps even many 
times more numerous than they, though much less influential. 
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a fairly close copy of the other, shifted a certain distance along the 
horizontal axis. From the magnitude of the shift it is possible to 
compute the strength H of the earth's magnetic field; or let me rather 
say, it is possible to compute a numerical value which must agree 
with H, or else the theory will be vitiated. When the computation 
is made, the value turns out to be just a few per cent less then the 
field strength at ground-level. The action of the field through the 
electrons on the waves is exercised only in the ionosphere, which is 
hundreds of kilometers up in the sky; and it is quite reasonable to 
believe that these few per cent are actually the falling-off in the field 
strength from the ground up to that level. Such is the present belief, 
and many of those who work in terrestrial magnetism are happy over 
the prospect of measuring thus the field in regions where there seems 
to be no greater hope of anyone ever actually going, than of going to 
the moon. 

Actually Fig. 4 shows data obtained in England, which is far from 
the equator; I point this out in order to mention that even when the 
waves are traveling obliquely to the earth's magnetic field, there is 
a separation of the signals into pairs of echoes, and these are still 
amenable to theory. In this general case of oblique transmission, 
the waves are polarized elliptically—a feature difficult to visualize 
without a certain amount of specialized knowledge, but lending itself 
to some very neat and pretty experimental tests.8 In the special case 
of transmission parallel to the magnetic field, waves initially plane- 
polarized should remain of this character but their plane of polarization 
should rotate as they proceed. There are indeed so many curious and 
interesting details of the influence of the field through the electrons 
on the waves, that a writer must be ruthless in ignoring them if he 
is to observe decent limits of space. I will mention only in closing 
that the "gyro-frequency" eH/2irmc—which in our latitudes is around 
1.3-10° mc.—plays the part of a resonance-frequency. Waves too 
close to this frequency are liable to great, not to say distressing, 
anomalies in transmission. Theoretical statements about waves in 
general are likely to assume two different forms, one appropriate to 
those of frequency higher and the other to those of frequency lower 
than the gyro-frequency; it is the former which appears in this paper. 

In Fig. 14 there appears something which, if the war had begun 
before its discovery, would perhaps have been called a "blackout. 

8 It may perhaps be regarded as obvious that the ellipse of polarization should 
be described In opposite senses in the northern and southern hemispheres, since in 
one hemisphere the magnetic lines of force are coming out of the ground, in the 
other they are diving in. This inference was tested by a special experiment in 
Australia, and the result was taken as establishing the "magneto-ionic theory, 
as this general theory is often called. 
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Being discovered however some years before the war, it was and is 
called a "fadeout." The apparatus was that which I mentioned on 
page 471; accordingly each of the pictures was traced in fifteen minutes, 
and as soon as each was finished the next was begun. See how the 
pattern of (P',/) curves, familiar and sharp in the earlier pictures, 
dissolves into fragments and then is completely wiped out! Later on 
it begins to come back piecemeal, and finally is restored as good as ever. 

Since attention was focussed on such events in 1935, they have been 
reported by the scores in every year, varying in duration and in 
severity. It requires no {h',f) curve to show them, since ordinarily 
they cut off communication by radio, and with the sharpness of a 
knife. Many an engineer, to quote from Dellinger, has "dissected 
his receiving equipment in the vain effort to determine why it suddenly 
went dead." Over broad areas the extinction is sudden and simul- 
taneous in many fadeouts, more gradual in others; the restoration is 
as a rule more gradual. 

Shall we interpret this strange and striking effect as a sudden 
vanishing of the ionosphere and all the reflecting layers thereof, or as 
a swallowing-up of the signals by something which is suddenly created 
underneath the ionosphere? Against the first suggestion it is to be 
said, that no one can image anything which might so suddenly frighten 
all the electrons of the ionosphere back under cover, so to say— 
drive them into the arms of their parent molecules in a few seconds 
or minutes—when all day and even at night they manage to hold 
their freedom. Such a graph as Fig. 15 speaks also against it forcibly. 
Here in the upper part of the figure we see the critical frequencies 9 

of P2, Pi and E as located every fifteen minutes on (P',/) curves such 
as those of Fig. 14. Each flock of data lies along a curve which, 
intercepted though it is by the fadeout, resumes so nearly at the level 
where it left off that one can hardly believe that the ionosphere totally 
vanished in between.10 

As for the curve marked "/m/v" in Fig. 15, it represents the lowest 
frequency at which echoes are observed. I have said nothing as yet 
about there being such a minimum-frequency. How indeed can there 
be one, and why should signals of any frequency however low fail to 
be echoed, since the mirror-density for any higher frequency is a fortiori 
more than a mirror-density for any lower? 

9 For the ordinary waves, as indicated by the superscript in symbols such as /0b. 
10 In violent magnetic storms the ionosphere is so convulsed that the echoes 

lose their sharpness entirely, and {h',f) curves like those of Fig. _7 are replaced by 
broad smudges; or echoes may vanish altogether. These are quite different from 
fadeouts. 
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Attempting to supply an answer to this question, I point out that 
in such part of the theory as I have thus far given, there is nothing 
corresponding to absorption. This is because the electron-current 

P- 

/ 

o-o 
O 

? 
p 

y 

/ 
■o-o--o/ 

^MIN 

fNj> 
-o-o- 

"V- 

.o-£° \ v 
\ 
b 

"-O-O •a \ 

A 
U-FADE-0 jt"^ 

\ 
b \ \ 

b 
' V . No 

^MIN 
N \ 

Q Z o O 6 LU V) 

o UJ a 3 

12 15 16 
TIME OF DAY 

16 19 

Fig. 15—Trend of the critical frequencies and of the minimum echoed frequency 
as a fadeout proceeds. (Berkner.) 

(/e in the former notation) is in quadrature with the electric vector 
in the waves, being thus a "wattless current." This in turn is because 
we have assumed each electron to be entirely free, oscillating in the 
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wave-swept aether as though there were nothing else in the world 
but itself and the waves. If, however, the electron were occasionally 
to strike and bounce off a molecule it would leave some (even though 
but a small part) of its kinetic energy behind, and this would have 
to be replenished by the waves. Indeed as soon as collisions are 
taken into account, the algebra tells us that the electron-current is 
no longer in perfect quadrature with the electric vector. Dissipation 
of energy occurs together with reflection, and if it is sufficiently great 
—if, that is to say, the electrons collide often enough with molecules— 
it takes the place of reflection. In the terms of my acoustic simile 
on an earlier page, the signals are no longer echoed back from the hard 
slopes of the mountain-range of Fig. 3A, but are swallowed up and 
lost as if in something soft and woolly. 

One would expect absorption to occur in the lower reaches of the 
ionosphere rather than in the upper, since the air is denser there and 
the electrons suffer many more collisions. The absorbing layer, that 
is to say, must be situated just where it is able to cut us off from the 
reflecting layers by dissipating the signals which we send. Why 
should it do so occasionally with such completeness, and most of the 
time not do so at all, for any except the lowest frequencies? 

For an answer to this query, one looks again to the sun. Ordinarily, 
we will suppose, the ionizing agent coming from the sun penetrates 
deep enough into the air to form the reflecting layers high overhead, 
but is nearly consumed in so doing. Occasionally, though, the sun 
sends forth a quite abnormal transitory burst of radiation, so strangely 
constituted that it passes the reflecting layers without contributing to 
them or weakening itself, and continues so far down that at the level 
where it at last engenders free electrons they constitute a layer ab- 
sorptive and not reflective. This would be no more than an ad hoc 
assumption, were it not that brilliant eruptions are frequently seen 
on the face of the sun at the moments when fadeouts are commencing. 
To some extent it is still an ad hoc assumption, for the light whereby 
the eruption is seen is certainly not ionizing light, and we must assume 
that the visible light is attended by rays of other wave-lengths having 
just the properties desired. Coincidence of fadeout and eruption is, 
however, so frequent, that it would now take a very sceptical mind 
to reject the assumption. The trend of the curve "/min" in Fig. 15 
sustains it. 

And so I have now come back to the theory that it is radiation 
from the sun which makes the upper atmosphere into an ionosphere, 
by detaching electrons incessantly from the molecules thereof. (The 
detaching must be incessant, for the electrons are always liable to 
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recapture by the molecules.) Of this theory it may be said that the 
major facts confirm it, though at night the £-ionization persists so 
tenaciously that we are obliged to seek for a separate agent (meteors, 
perhaps?); while numerous minor discrepancies can be explained away 
by making special assumptions which can neither be confirmed nor 
refuted because there is so little independent knowledge of the upper 
atmosphere. Not a very satisfactory situation for the present, but 
at any rate one which offers endless promise! 

Thus it can readily be seen that as the ionizing light descends from 
heaven through the upper air, the ionization per unit volume should 
at first increase (because the air is getting denser) and then decrease 
(because the light is getting to be used up). This offers an explanation 
for a layer; and the mathematical working-out of the idea—due in 
the main to Chapman—shows that not only the existence but the shape 
of either peak in the curve of Fig. 3A is compatible with the theory. 
But there are several layers and peaks, not just one; how does this 
come about? Well, the atmosphere is a mixture of several gases, 
differently susceptible to the ionizing light; one can attribute a peak 
to each gas (indeed more than one to a gas, by invoking different 
states of the molecules). The height of a peak, the iV-value at the 
crown of a layer, should rise and fall as the sun rises and sinks in the 
sky. This is true of the layers E and Fi, as we saw from Fig. 11, and 
again there is a quantitative theory by Chapman, which is borne out 
in some though not in full detail. Of Ft it is not always true, as 
Fig. 11 proclaims: there is a minimum at noon in summer, and the 
highest iV-values of all are attained in winter! One tries to cope with 
the discrepancy by assuming that as the sun climbs higher in the sky, 
the F2 region expands so much in the heat that although the total 
number in the region is properly increasing, the number in unit volume 
suffers a decline. The layers do not disappear at night, though the 
iV-values shrink. There seems to be plenty of time for recapture of 
all the electrons between sunset and sunrise, and one is driven to 
hunt for other causes of ionization which emerge when the sunlight 
is gone. These remain mysterious. Inrush of meteors into the high 
atmosphere has been suggested as one of the causes, and also incessant 
streams of charged particles similar to those which become intense 
during magnetic storms. 

Sunlight is therefore not the only, yet apparently the major factor 
in maintaining the ionosphere. Not, however, any sunlight that we 
ever feel! This portion of the sun's outpourings is so thoroughly 
consumed above that it never reaches down to the levels where we live. 
Were it not so consumed, we should not be able to communicate by 
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radio very far over the earth. The reader may think that this is not 
very important: our ancestors lived without radio, why should we 
worry about lacking it? Well, it is probably quite true that if the 
ionosphere were not overhead, we should not be worrying about the 
lack of radio. We should in fact probably not be worrying about 
anything at all, for we should not be here to worry. The ultra-violet 
light of the sun, pouring down upon the surface of the globe unhindered, 
would work changes so severe on organisms as we know them that life 
would have to be very different, and perhaps impossible. This lethal 
light is like an enemy, which in attacking a city spends itself in throwing 
up a barrier against itself; and the barrier not only keeps the enemy 
out, but is serviceable otherwise to the dwellers in the city. 



Abstracts of Technical Articles by Bell System Authors 

Stereophonic Reproduction from Film} Harvey Fletcher. On 
April 9 and 10, 1940, demonstrations of the stereophonic reproduction 
of music and speech, described in this article, were given at Carnegie 
Hall, New York, N. Y. These demonstrations represented the latest 
development in a series of researches by Bell Telephone Laboratories, 
the first step of which was demonstrated in 1933 when a symphony 
concert, produced in Philadelphia, was transmitted over telephone 
wires to Washington, and there reproduced stereophonically and with 
enhancement before the National Academy of Sciences. 

For the present demonstrations, original recordings of orchestra, 
choir, and drama were made at Philadelphia and Salt Lake City; and at 
a later audition the artist or director was able to vary the recorded vol- 
ume and to change the tonal color of the music to suit his taste. At 
will, he could soften it to the faintest pianissimo or amplify it to a 
volume ten times that of any orchestra without altering its tone quality, 
or he might augment or reduce the high or low pitches independently. 
The music or drama so enhanced is then re-recorded on film, with the 
result that upon reproduction, a musical interpretation is possible that 
would be beyond the power of an original orchestra, speaker, or singer 
to produce. 

Wave Shape of 30- and 60-Phase Rectifier Groups} O. K. Marti and 
T. A. Taylor. The installation of mercury arc rectifiers with a total 
capacity of 82,500 kilowatts by the Aluminum Company of America 
at Alcoa, Tennessee and Massena, New York, was accompanied by 
widespread increases in the inductive influence of the interconnected 
power supply networks with resultant increases in the noise on exposed 
telephone circuits. Because of the size of these installations, and the 
complexity of the supply systems, it appeared impracticable to limit 
the rectifier harmonics by the use of frequency-selective devices, which 
have been successfully applied to certain smaller installations. How- 
ever, the results of a cooperative study indicated that by means of a 
relatively simple arrangement of phase shifting transformers, the equiv- 
alent of 30- or 60-phase operation of the rectifier stations could be 
secured. In this way, the important harmonic components on the 
power systems were reduced to relatively small values, and wave shape 
and noise conditions were restored practically to normal. 

1 Jour. S. M. P. E., June 1940. 
1 Elcc. Engg., April 1940. 
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This paper describes briefly the voltage and current relations, pre- 
liminary tests on a small-scale rectifier, the phase shifting transformers 
and their application to this particular situation, and presents data to 
indicate their effectiveness. 

A New Quartz-Crystal Plate, Designated the GT, which Produces a 
Very Constant Frequency over a Wide Temperature Range? W. P. 
Mason. In this paper, a new quartz-crystal plate, designated the GT, 
is described which produces a very constant frequency over a wide 
temperature range. This crystal does not change by more than one 
part in a million over a 100-degree centigrade range of temperature. 
This crystal obtains its great temperature stability from the fact that 
both the first and second derivatives of the frequency by the tempera- 
ture are zero. Both the frequency and the temperature coefficient can 
be independently adjusted. 

This crystal has been applied in frequency standards, in very precise 
oscillators, and in filters subject to large temperature variations. It 
has given a constancy of frequency considerably in excess of that ob- 
tained by any other crystal. A crystal chronometer, using this type 
of crystal, was recently lent to the Geophysical Union for measure- 
ments on the variation of gravity and the chronometer is reported to 
have kept time within several parts in 10 million, although no tempera- 
ture control was used. 

Room Noise at Telephone Locations—II? D. F. Seacord. Room- 
noise data, based primarily on measurements made at about 900 loca- 
tions in and around Philadelphia and Chicago under winter conditions, 
were reported informally to the conference on sound at the 1939 
A. I. E. E. winter convention. The present article supplements the 
earlier material and includes a summary of room-noise conditions ex- 
pressed in terms of annual averages based on both the winter survey 
data previously discussed and the summer survey data that had been 
obtained at about 1,300 locations but had not been completely analyzed 
at the time of the earlier report. The summer survey included 500 
measurements at locations previously measured during the winter in 
and around Philadelphia and Chicago, and 800 measurements at loca- 
tions in and around Cleveland, New York City, northern New Jersey, 
and Philadelphia. Annual average as used in this article is the mean 
of winter and summer measurements. In addition, the present article 
includes a brief discussion of outdoor noise and the relative frequency 
of occurrence of several predominant sources of room noise. 

3 Proc. I. R. E., May 1940. 4 Elcc. Engg., June 1940. 
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The noise measurements were made with equipment conforming to 
the specifications described in the A. S. A. "Tentative Standards for 
Sound Level Meters" (Z24.3-1936), using the 40-decibel loudness- 
weighting network. The measurements are expressed in terms of 
sound level in decibels above reference sound level, that is, 10~16 watt 
per square centimeter at 1,000 cycles in a free progressive wave, each 
measurement being based on the average of 50 individual readings. 

Electrical Conductance Measurements of Water Extracts of Textiles? 
A. C. Walker. It has been shown that the electrical properties of 
textiles depend upon chemical composition, water-soluble electrolytic 
impurities, moisture content and manner of drying the material from 
the wet state. Selection of a textile for electrical puposes should in- 
clude consideration of the influence of chemical composition upon the 
properties of the material, absence of significant amounts of electro- 
lytes, and the method of drying the material from the wet state. 

This paper discusses the water extract conductivity method, its cor- 
relation with insulation resistance data, and describes a simple, durable 
electrolytic cell which is convenient to use for the conductivity meas- 
urements. 

*A. S. T. M. Proc., Vol. 39, 1939. 
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