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Methods are described for performing comparisons of fast binary numbers. 
These techniques have proved useful in the positioning of cathode ray tube 
beams in a photographic memory. A binary address is compared with a 
digital indication of the present position in circuitry called digital servo 
logic. The output of the servo logic is an analog indication of the positional 
error. Logics are described for obtaining sign only, sign plus magnitude and 
sign plus approximate magnitude. 

I. INTRODUCTION 

Digital storage of information on photographic emulsion is char- 
acterized by the large amounts of information that can be stored on a 
small physical area,1 This same advantage also implies the need for 
exceptionally high precision in the access facilities. A memory system 
of this type has been developed which uses a cathode ray tube to interro- 
gate simultaneously a group of photographic plates.2'3,4 The access 
problem in this store is to position an electron beam in accordance with 
a binary number to an accuracy of a fraction of a thousandth of an inch 
with microsecond positioning times. The binary address calls for digital 
circuitry, while the high accuracy implies the use of feedback techniques. 

The positioning technique adopted uses a fraction of the storage 
capacity to indicate, in parallel digital form, the present position of the 

l 
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cathode ray spot. This digital indication is then compared with the 
binary number representing the desired position. The comparison is 
performed in circuitry called the digital servo logic. The output of the 
servo logic is an analog error signal which drives the electron beam to 
eliminate the positional error. The use of this feedback technique permits 
the beam position to be determined by the mechanical edges of bar 
patterns on a group of photographic plates. This relaxes the mechanical 
tolerances on the optical system and reduces the need for high precision 
in the electrical circuits. 

The digital servo logic problem is a number comparison problem. 
The number representing the present position must be compared with 
the binary number representing the desired address in order to extract 
the sign of the difference or, preferably, the sign and magnitude of the 
difference. The number comparison must remain valid at all possible 
transition values of the present position number, since this number 
varies continuously during the servo process. 

The transition problem is one of the more difficult aspects of digital 
servoing. The actual position takes on a continuous range of values 
during the servo operation and, consequently, one desires a continuous 
indication of the position, even though the position is being represented 
in ''digital" form. Thus, transition values for the position digits must 
operate the circuit satisfactorily. In binary codes where mam' digits 
change siimiltanpously difficulties occur because these changes are not 
exactly simultaneous. This has led to the use of standard Gray code to 
represent the present position. In addition, a "pseudo-binary" transla- 
tion of the Gray number is required. 

Conventional digital adding and subtracting circuits are unsuitable 
for high positioning speeds because of their dependence upon digits of 
low significance. In normal subtraction logic the least significant digits 
are compared first and the carry process moves towards digits of greater 
significance. One departure of this digital servo logic from a conventional 
parallel subtractor is the use of carries that proceed from the most 
significant digit towards the least. This permits the subtraction process 
to ignore digits which are changing too rapidly to be read. 

Finally, the output of the logic need not be digital. The typical 
requirement is only for an analog signal representing the number dif- 
ference. In most cases, this signal is an error signal, and a rather rough 
approximation of its magnitude is sufficient. However, the analog signal 
must be a continuous representation of the error and, near the desired 
address, fractional cell errors must be corrected. 
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II. SIGN-ONLY LOGIC 

2.1 General 

Sign-only methods are less complex than the sign-plus-magnitude 
methods. Also, the sign-only methods are a useful introduction to some 
of the concepts involved. Thus they are described first. The simplest 
of these is binary-binary sign-only logic — logic that gives the sign of 
the dilTerenee between two numbers when both are expressed in conven- 
tional binary code. 

2.2 Binary-Binary Sign-Only 

The logic circuit described here takes two binary numbers as voltages 
or no voltage on two sets of leads and produces an output whenever the 
first number is equal to or larger than the second. Modifications can 
also be used to recognize as separate signals "larger," "equal" or 
"smaller." 

The method is to observe the most significant error and to disregard 
all errors of lessor significance. This can be accomplished by comparing 
the numbers digit by digit, starting with the most significant digits 
and disregarding all but the first error found. In other words, the sign 
of the most significant mismatch indicates the sign of the difference 
between the two numbers. 

The logic circuit of Fig. 1 is one which will perform the desired opera- 
lions and yield an output if and only if aiaoOs ■ ■ ■ an is equal to or larger 
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Fig. 1 — Comparison circuit for binary numbers. 
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than 616263 Note that this logic is driven by the logical comple- 
ment of the 6 number. Thus, if the a digits are the output of the optical 
beam position decoder and the b digits are the address of the desired 
beam position, the deflection amplifier may be properly driven by the 
output of the logic circuit. This will servo the beam to the edge of the 
match position. The transition problem limits the practicality of this 
method for servo purposes where transitional values of one of the num- 
bers must be faithfully decoded. This suggests the use of Gray code for 
the present-position numbers. 

2.3 Gray-Binary Sign-Only 

Having binary-binary logic indicates that, for Gray-binary, all that 
is needed is to translate the Gray to binary and then compare. However, 
the translation introduces the same transition difficulties that required 
the use of Gray code initially. Fortunately, the difficulty is avoidable 
by the use of a pseudo-translation of the Gray number. 

To translate a Gray number to binary, reverse any Gray digit which 
is preceded by a 1 in the binary translation. Thus, a Gray 111 translates 
to a binary 101. The most significant Gray 1 is not reversed since it is 
"preceded" by a binary 0. Thus the most significant binary digit is a 1. 
This reverses the second Gray digit, making it 0 in binary. The least 
significant Gray digit is thus preceded by a 0 and is not reversed. 

The normal translation of Gray to binary is based on a binary number 
that changes as the Gray number changes. The pseudo-translation of 
Gray to binary is based on a fixed binary number. It is useful because 
of the following, somewhat surprising, fact: Choose any Gray number 
and any binary number. Reverse those Gray digits which are im- 
mediately preceded by a 1 in the binary number. This forms a pseudo- 
binary number. If the original Gray number was larger than the binary 
number, the pseudo-binary number, interpreted as binary, will also be 
larger. If the Gray was smaller, the pseudo-binary will be smaller; if 
equal, equal. In other words, pseudo-translation of a Gray number to 
pseudo-binary does not change the sign of the comparison with the 
controlling binary. In the servo logic the binary address is used to 
reverse those Gray digits which immediately follow 1's in the address. 
The new number so formed can then be compared with the address in 
binary-binary logic to obtain the sign of the difference. Note that the 
pseudo-binary number is still characterized by only one digit transition 
at a time, Therefore, the transition difficulties associated with multiple 
simultaneous digit changes do not occur. 
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Table I 

Present 
Position 

Desired Address (Binary) 

(Gray) 000 001 010 on too 101 no 111 

000 000 000 001 001 010 010 on on 
001 001 001 000 000 on on 010 010 
on on Oil 010 010 001 001 000 000 
010 010 010 on on 000 000 001 001 
110 110 110 111 111 100 100 101 101 
111 111 111 110 110 101 101 100 1(H) 
101 101 101 100 100 111 111 110 no 
1(H) 100 100 101 101 110 110 111 111 

Table 1 shows the pseudo-binary translation i'or three-digit numbers 
An investigation of Table I shows the following features: 
i. Corresponding to a given input address, each column yields a 

code where only one digit changes at a time. 
ii. For the numbers lying along the main diagonal in the table, the 

Gray number corresponding to the input address has been transformed 
into the input address number. Thus, a match between the pseudo- 
binary number and the input address indicates that the beam is at the 
desired address. 

iii. All positions above the desired one are translated into numbers 
which, in a binary sense, are smaller than the input number; those 
below are translated into larger ones. 

Property iii indicates that the final step merely involves determining 
whether a particular binary number is greater or smaller than a given 
one. A simple circuit which effects such a determination has already 
been presented. Fig. 2 shows a logic structure for such a Gray-binary 
comparison. 

2A Gray-Gray Sign-Only 

Logics have been found which compare two Gray numbers directly 
with polarity reversals controlled by the address. The sign of the dif- 
ference is determined by the most significant mismatch between the 
numbers, except that the sign of this mismatch is reversed if there is an 
odd number of preceding 1's in the address. Alternatively, one can merely 
translate the address Gray number to binary, and then use Gray-binary 
logic. 

A third method is to treat the Gray address as if it were a binary 
number. With random addressing, it often docs not matter where the 
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Fig. 2 — Gray-binary sign-only logic. 

information is stored on the storage surface. Thus, transpositions occur 
in information location, hut an independent position is still obtained 
for every address. 

III. LOGIC FOK MAGNITUDE AND SIGN 

3.1 General Binary-Binary Considerations 

If both the address number and the position number are in binary 
code, a simple subtraction will establish the difference. In this subtraction, 

1 - 1 = 0, 

1 - 0 - +1, 
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This forms a difference number and three possible values for each of 
its digits, namely, +1, 0 or —1. if these digits are weighted as in ordi- 
nary binary notation (1, 2, 4, 8, etc.) and the indicated sign is applied, 
the resultant number is an accurate measure of the magnitude and sign 
of the difference. However, certain combinations lead to a plus digit 
followed by a succession of minus digits. This cancellation effect makes 
it very difficult to obtain an accurate analog voltage for the difference 
number. This accuracy problem makes it desirable, therefore, to con- 
sider schemes in which large cancellations are avoided. 

In any of the magnitude-determining circuits, regardless of the codes 
used, some form of quantizing or offset should be added to define an 
exact balance point. An added digit can be used to permit a small addi- 
tional drive that will settle the servo in the center of the zero-output 
region of the logic. Alternatively, a small fixed drive in a fixed direction 
can be used so that the net drive in the balance region of the logic is 
small but finite. Typically, it should be equal to a half-cell error. This 
would cause the servo to drive to the transition between a zero output 
for the logic and a one-cell output of sign opposite to the fixed drive. 
Tliis latter is probably the easiest method of quantizing, since it does 
not require an additional digit and its corresponding circuitry. 

3.2 i Typical Binary-Binary Logic 

A number of binary-binary logics have been found for obtaining the 
analog magnitude and sign. In general, these compare the two numbers 
digit by digit, developing at each digit outputs and/or carries. The 
carries propagate towards digits of less significance. The outputs feed a 
digital-to-analog converter of a conventional sort. The direction of carry 
in certain cases can result in some outputs being developed from digits 
of high significance which represent too large an error signal. This is 
corrected by the following outputs being generated in the opposite sign. 
So long as this cancellation does not exceed 50 per cent, no large loss in 
accuracy results. In effect, this approach takes a +,0, — form of the 
binary difference number and translates it into a form where severe 
cancellations cannot occur. In the logic to be described next, all cancel- 
lations have been eliminated by increasing the possible outputs per 
digit from three (+, 0, —) to five (—2, —1, 0, +1, +2). 

The point of departure is to take one binary number, subtract a 
second from it, and obtain a binary difference number whose digits 
may be +1, 0 or — I but whose digits have the same magnitude signifi- 
cance as a conventional binary number. This binary difference numbor 
is then modified by logic circuits. Finally, conventional binary-to-analog 
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conversion is used, but each binary digit can drive separately in either 
plus or minus sign and in single or double strength. Therefore, the pos- 
sible outputs on any binary position are +2, +1, 0, —1, —2. Plusses 
and minuses of output are never generated simultaneously on the com- 
parison of any two binary numbers (no cancellations). 

The first mismatch starts a carry, but this carry cannot be stopped 
by a succeeding mismatch of opposite sign. If the first mismatch (most 
significant) is plus, a plus carry is started. This inhibits the initiation of 
any minus carry in less significant digits. A following 0 (match) produces 
a single-strength plus output at that digit's weight, but a following 
minus mismatch inhibits this single-strength plus output. A following 
plus mismatch combined with the plus carry produces a second single- 
strength plus output and, since in this case the other output is not 
inhibited, a double-strength total is generated. Equivalent rules apply 
on a minus carry. The Boolean algebra representing these rules is given 
below. Each Vn represents a "unity" output, and double weight occurs 
when both TVs are active; A = position digit, B = address digit; 

(+Ai3„) = 

(-ABn) = B,/An , 

(following C+) = (-t-ABKCVKC-O + V = C+ + (+AJB)(CV), 

(following CJ) = (-AB)(CV)(CV) + C_ = C_ + (—AS)(CV), 

+TV = c+{-ABnyf 

-TV = C-{+ABny} 

+TV ~ VX+ABn), 

-TV = C-{-ABn). 

A logic circuit having these characteristics is shown on Fig. 3. 

3.3 A Use for Binary-Binary Logic 

Transition problems limit the usefulness of binary-binary logics when 
transitional values must be faithfully decoded. However, it can be used 
as an applique in a sign-only servo. A sign-only servo is relatively slow 
for large address changes because of the limited error signal. If more 
speed is desired, it is possible to add a forward-acting positioning circuit. 
This can be a conventional digital-to-analog converter driven directly 
from the address, in which case the servo merely mops up for converter 
inaccuracies. Alternatively, binary-binary logic can be used to add to 
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the existing deflection voltage an additional voltage proportional to the 
change in address. In this case, the old binary address is compared with 
the new address, and approximate positioning occurs on a forward- 
acting basis. The use of binary-binary logic to obtain an analog indica- 
tion of the address change has an accuracy advantage over the use of 
the new address alone for small address changes. This is because the 
digital-to-analog converter is required to convert a smaller number 
when decoding only the change in address. 

3.4 General Gray-Binary Considerations 

The comparison of a binary and a Gray number can take a variety 
of forms, but, as indicated earlier, the objective of high speed has sharply 
limited the techniques considered. The problem again is to find a fast, 
simple method, avoiding carries except toward digits of less significance, 
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Fig. 3 — Binary-biuary logic for magnitude and sign. 

■o+v 

-o-V 



10 THE BEL!, SYSTEM TECHNICAL JOURNAL, JANUARY 1959 

etc. Several methods have been devised. All of the schemes derive from 
the same general observation: merely an observation of the geometrical 
properties of a Gray code and the numerical significance of a change in 
a single digit. 

Consider a conventional Gray code and what happens to its numerical 
value if the first digit is reversed. If the initial number were 100 (7), the 
inversion produces 000 (0) and a change in value of 7 in the example 
chosen. If the initial number were 110 (4), the inversion yields 010, or 3, 
and the change is only 1. Inspection of the geometry of the Gray code 
points up that the position in the sequence of numbers images about the 
natural reversal point of the digit in question. For this three-digit Gray 
code, the first digit changes between 3 and 4, and taking any number in 
the sequence and reversing the first digit merely moves the number to 
the image point and then an equal distance on the other side. Thus, 
changing from 100 or 7 to 000 or 0 means moving from 7 to 3| and then 
moving the same distance past the image point. Therefore, if we know 
how far we are from the image point to start with, we know that the 
digit change represents twice this distance. The obvious conclusion is 
that, for a change in a single digit of a Gray code, the change is twice 
the distance from the image point. 

A further consideration of the geometric properties of the Gray code 
indicates its symmetry about the image point of the preceding digit. 
Take the image point of any digit and observe that the following Gray 
digits are syrametieal about the image point. They can thus bo used to 
measure the distance from the image point and consequently the effect 
of reversing the preceding digit. The distance to the image point is 
merely the following Gray digits interpreted as Gray but with the first 
following digit reversed. If one uses the binary translation of the Gray 
number being changed, it is possible to use it as a measure of the distance 
to the image point in the Gray code. Thus, the following binary digits 
(or their complement) are also a measure of the image distance. Therefore, 
the magnitude significance of a change in a Gray digit can be obtained 
from either the following Gray or following binary digits. 

None of the foregoing has considered the important case where more 
than one digit is changed at once. However, this is a matter of signs 
rather than magnitudes and is described best in connection with the 
particular schemes. The important point is that, if one is given two Gray 
numbers which differ in only a single digit, the magnitude of the differ- 
ence is obtainable from either the following Gray digits or from the cor- 
responding binary digits of one of the numbers. 
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3.5 A Typical Gray-Binary Servo Logic 

Determination of the mismatches can be obtained by a comparison of 
the two numbers in Gray code. It can also be done in the following way. 
Use the binary address to pseudo-translate the Gray position to pseudo- 
binary. Then compare this pseudo-binary number with the binary ad- 
dress. The mismatches will occur in the same digits, although the direc- 
tions of the mismatches (1/0 vs. 0/1) will be reversed following a 1 in 
the binary address. Recall that this same pseudo-translation was used 
in the binary-Gray method for sign alone. This produces a set of mis- 
matches having values of , 0, as shown in Table II. 

The difference between the address and position is developed by add- 
ing the components of the difference represented by each mismatch. This 
requires the determination of a sign and a magnitude for each mismatch. 
Table III lists the rules for the magnitudes. 

The weights of the mismatches are obtained as noted above following 
the properties described in Section 3.3. The signs of the mismatches arc 
reversed following an odd number of preceding mismatches. This is not 
as bad as it might seem. Consider the first mismatch (most significant). 
A plus mismatch has a weight equal to the following binary address 
digits in double their binary weight plus one. In other words, gate out 

Table II 

Address Binary. . . . 
Gray  

111 
100 

110 
101 

101 
111 

100 
no 

Oil 
010 

010 
011 

001 
001 

000 
000 

100 0 0 0 0 0- 0 - + 0-0 -+0 -+- - 0 + -00 
(Gray) 101 0 0 + 0 0 0 0-0 0 -- —fi-f -+0 - 0 0 - 0 - 

111 0+ + 0 + 0 0 0 0 0 0- - 0 + - 0 0 __ o   
110 0 + 0 0+- 0 0 + 0 0 0 -00 - 0 -  + -- 0 
010 ++0 + H— + 0 + + 00 0 0 0 0 0- 0 —h 0-0 
Oil +++ 4-+0 + 00 + 0- 0 0 + 0 0 0 0 - 0 0 - - 
001 + 0 + + 0 0 +- 0 _l  0++ 0 + 0 0 0 0 0 0- 
000 + 0 0 + 0- + - + + -0 0 + 0 0+- 0 0 + 0 0 0 

Table III 

Gray Position (after reversal if 
preceding B„ = 1) 

Binary Address Mismatch Weight 

1 1 0 0 
0 0 0 0 
0 1 + 1 + twice following binary number 
1 0 1 + twice the complement of the fol- 

lowing binary number 
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Table IV 

First Mismatch Second Mismatch Reverse Action 

+ — yes double next output, stop carry 
+ + yes stop carry 

{ill following binary I's into a converter with binary weighting and add 1. 
Now consider the second mismatch. If the first and second mismatches 
are of the same sign they subtract, because the sign of the second is 
reversed. This says, "do not energize any more outputs beyond the second 
mismatch." If the signs oppose, the reversal of the second says, "put 
out in the same polarity both the following binary and its complement." 
But that is the same as putting out the next following binary weight at 
double value or the corresponding one at normal. The latter is used here. 
Table IV may clarify this point. 

The corresponding case for an initial minus is obvious. 

ALL FOLLOWING DIGITS 
(+ABn)y 

AFTER LAST DIGIT 

(+AB) 

(-AB)o 

NH B T 

1  
NH B T 

NH B T 

INHIBIT 

L 
) 

Bn 
TO 

R_ OTHER o 
" DIGITS H Rn Rn 

Z 

Z 
Rn-*o(-a^) 

o+V 

ANALOG OUTPUT 
o-V 

Fig. 4 — Gray-binary logic for magnitude and sign. 
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This leads rather simply to the following logic and the circuit of Fig. 
4, in which (+AB) and ( —AZ?) are plus and minus mismatches respec- 
tively ; 

(following C+) = C+(+Ai5„)'(-A.B„)' + {CJ){C+')i+ABn), 

(following C_) = C-i+ABnYi-AB.,)' + (C+')(C_')(-Al?„), 

(+ABn)= Gn{B.l+0 B„ + G,/{Bn+1') Bn> 

{-ABn)= BY + Gn{Bll+i)BY, 

(+Fn i) — C+B, , 

{-Vnl) - C-BY, 

(+Fn2) = C+{-ABn), 

{ — V nt) = C^i+AB,,). 

Alternatively, 

(+yn) - C+[Bn + (-A5,.)], 

(-TA) = CJBY + (+AB,.)]. 

The first digit has no preceding carries so 

(following C+) — (-1-AS), 

(following C_) = ( —AB), 

(TFrtl) — {—Vnl) = (+"(/n2) = ( —T'ns) = 0. 

The last digit (least significant) must he followed by a ±1 contributor 
hut no digit mismatch can occur, so 

(+T/o) = C+, 

(-Fo) = C-. 

3.6 Other Gray-Binary and Gray-Gray Logics 

As noted in Section 3.4, the magnitude significance of Gray-to-Gray 
or pseudo-binary-to-binary mismatches can be determined from the 
following Gray digits. These digits can be used in a variety of ways to 
derive appropriate analog signals. Other logic structure variations in- 
volve the number of carries used and their significance. Additional 
variations depend upon the form of the drives to the digital to analog 
converter — three-valued, five-valued, with or without cancellation, 
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etc. It is also possible to form a set of analog signals and switch these to 
a common output under control of the mismatches. This particular ap- 
proach probably is of value only in relay circuitry, because of the need 
for switching a wide range of analog signals. 

In spite of all these possible variations there are common factors. 
Some of these are: the use of mismatches located by Gray-to-Gray or 
pseudo-binary-to-binary, carries which propagate toward digits of less 
significance, digital outputs which are controlled by mismatches of 
digits of equal or greater significance, use of the following digits of one 
of the numbers to develop the magnitude significance of a mismatch, 
creation of an analog signal accurately representing the number differ- 
ence and accurate number comparisons even for transitional values of 
at least one of the numbers. 

3.7 The Edge Problem 

In any digital servo, and particularly in those using magnitude as well 
as sign, thex-e is an edge problem. If the digital position information does 
not extend beyond the edge of the servo area, the circuit may fail if it 
gets out of the area. For example, a transient overshoot beyond the 
limits of the normal servo area should produce just as big an error signal 
as would a similar overshoot in the center of the servo area. Otherwise, 
overshoots beyond an edge may fail to produce any drive (or perhaps a 
very small drive) to return the beam to its desired edge position. The 
foregoing implies that it is mandatory to extend the coding of the posi- 
tion of the beam to the extreme limits to which the beam may be de- 
flected. It is always possible to introduce limiters into the deflection 
circuit which will prevent extreme values of excess deflection. However, 
because of drift, these limiters must operate at some distance from the 
actual edge of the servo area. 

One solution to the edge problem appears to be the following: Add 
one digit to the present position number in the most significant position, 
thereby extending it over double the normal range. This does not change 
the width of any digit but merely adds a digit in front of the previous 
number. The binary address is then modified as follows: The first (most 
significant) digit is moved one place in the more significant direction. 
This digit thereby is matched against the digit that was added to the 
code plate. The gap left in the binary address is filled by using the com- 
plement of the first binary address digit. It will be seen that this restricts 
the binary address so formed to numbers beginning with either 10 or 01. 
Thus, this binary sequence covers the center half of the range generated 
by the present position. With this arrangement, overshoots of up to 50 
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per cent in either direction will still generate accurate error signals. One 
other advantage is that the addition of a fixed half-cell drive provides 
full use of all address combinations. 

IV. APPROXIMATE LOGICS 

4.1 General Considerations of Approximation 

All the magnitude-determining circuits mentioned in the preceding 
section are exact. This is a valuable property. However, an ordinary 
servo need not always determine the exact magnitude of the error. Often, 
only the approximate error is required. This may necessitate somewhat 
more loop gain margin, but this is not serious if the error variations are 
not too large. Much of the complexity of the exact error methods is 
attributable to the handling of signs. The signs of each of the individual 
contributions must bo properly manipulated to obtain the correct total. 
Considerable simplification is possible if one merely determines the 
magnitude of the most significant error contributor and, in addition, the 
over-all sign of the error signal. In such cases, it is possible thereby to 
determine the over-all sign exactly and to determine the magnitude to 
within ±6 db. 

To approximate the difference between a Gray and a binary number 
to within 2-to-l accuracy, it is sufficient to know the position and direc- 
tion of the two most significant pseudo-binary-to-binary mismatches. If 
these first two mismatches are both of the same sign, only the most 
significant is necessary. When the first two mismatches are of opposite 
sign, the most significant mismatch dominates the sign, but the second 
most significant mismatch may sometimes dominate the magnitude. 
These considerations permit the construction of approximate magnitude 
and sign logics. Such logics can be derived independently or can be 
obtained by simplification of exact magnitude logics. 

4.2 ,1 Typical Approximation Logic 

Fig. 5 shows one type of approximation logic. Here the sign and 
magnitude have been generated separately. A set of outputs, l'H , is 
energized to indicate the magnitude, although only the most significant 
Vn is to be used. This can be accomplished by decoding each Vu sep- 
arately into an analog signal of the appropriate strength and feeding 
all of these analog signals through an ordinary diode OR circuit. The 
output of the OK circuit will equal the largest input and indicates the 
approximate magnitude of the error. Note that the digit weights used 
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are not quite binary. Instead of the usual 1, 2, 4, 8, etc., the weights 
follow the "I + twice following binary" trend, namely, 1, 3, 5, 9, etc. 

Since pseudo-translation of Gray does not change the mismatch pat- 
tern but only changes signs, a Gray-Gray method can be used with in- 
puts composed of the binary address and the pseudo-binary position. 
This simplifies the determination of sign, since the sign is simply that 
of the most significant mismatch. The logic is: 

A„ = mismatch of either sign, 

G;,_1 = Cn + A„+i , 

Vn = C.G,. + A,+!(?/, 

S+ - A„B„Cn~i with OR from all digits. 

Note that Gn is the Gray position without any reversals by the binary 
address. The reversal of Gn by a preceding binary 1 is used only to 
form A. 

Note also that only one carry is required and that only OR logic is 
used. This permits the carry circuit to be made of a group of cascaded 
cathode followers. This form of carry has been found to be extremely 
fast. 

V. CONCLUSIONS 

The type of digital servo logic described has permitted the attainment 
of precise high-speed positioning of electron beams. These logics use 
relatively few active elements compared with many other types of ac- 
cess to a comparable complex of addresses. This is because the logic 

Cno 
^n+to- 

{+A)o- 
(-A)o. 

Gn- 

Gh- 

-oAn 

-oCn-t 

INHIBIT 

Vn 
(USE MOST SIGNIFICANT) 

Fig. 5 — Approximation logic. 

OTHER 
DIGITS 
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deals with the binary or Gray forms of the address instead of forms such 
us 1 out of N, which are less efficient. 

These logics are characterized by carries that proceed toward digits 
of less significance. Thus, the digital outputs are not in the form of 
ordinary binary numbers but, in general, contain digits having more 
than two possible states. Such numbers arc still suitable, however, for 
driving an ordinary digital-to-analog converter. Also, the weightings may 
depart from the normal binary values. A further characteristic of these 
logics is their ability to decode transitional values of Gray numbers. In 
other words, if the Gray digits are all 1 or 0 except one, and that digit 
is, say, 0.5, the logic still gives appropriate analog outputs. The key to 
this characteristic is the use of pseudo-binary translation of the Gray 
number. Finally, in the magnitude-determining logics, the following 
digits of the address are used to establish the magnitude significance of 
a mismatch. 
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Logic Synthesis of Some High-Speed 

Digital Comparators 

By M. jVESENBEKGS and V. O. MOWERY 

(Manuscript received September 10, 1958) 

Logical schemes for realizing high-speed digital comparators arc derived 
bij Boolean algebra methods. Requirements for speed and precision place seri- 
ous restrictions on the switching circuits. In particular, the precision require- 
ment makes direct subtraction by the use of analog devices undesirable; the 
speed requirement dictates that any carry structure should propagate from the 
most significant digit toward the least significant digits. Such schemes have 
obvious advantages when only an approximate magnitude is desired. Chang- 
ing numbers in binary code introduces the common transition problem due to 
multiple digit changes-, this problem is avoided by use of the Gray code. 

Circuits satisfying the synthesis requirements and giving the sign and 
exact magnitude of the difference are derived first. These schemes are then 
modified and simplified to give the sign and approximaie magnitude. Cir- 
cuits giving only the sign of the difference are also derived. 

I. IXTIIODUCTION 

i.i Applications 

A digital comparator compares two numbers presented in digital form 
and obtains a measure of the difference between them. Comparison may 
consist of detecting only the sign of the difference or the direction of mis- 
match of the two numbers, or the result of the comparison may be both 
magnitude and sign of the difference. The comparator is essentially a 
subtracter suitably modified to fulfill requirements of the intended 
application. 

An immediate need for a dependable, high-speed digital comparator is 
in the feedback control loop for the flying spot store of an experimental 
electronic switching system.1 R. W. Ketchledge has derived several 
methods of implementing such comparators.2 In this application the 
comparator functions as an error detector, giving an output depending 
on the difference between the desired input address position and the fed- 

19 
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hack present position. By servo action, this difference then acts to elim- 
inate the positional error. The input address is presented in parallel 
digital form and the present position is digitally encoded in parallel. For 
proper holding action of the servo the comparator output should be a 
linear error signal when close to a zero diflference. A similar technique 
could be used in applications requiring fast and accurate positioning 
through a precise digital servo action. 

The use of reliable, high-speed comparators in a digital computer al- 
lows greater flexibility of operation. Comparison of numbers, in the 
sequence of a computation, can be used to determine the choice of 
further operations. Since the programmer cannot always know the results 
of a certain operation in advance, a built-in comparison scheme can 
initiate judgement to proceed automatically with subsequent routines. 
Comparison of numbers is frequently employed in sorting and determin- 
ing square roots and dividends.3 

In a broad sense, all measurements can be considered comparisons. If 
the quantity to be measured appears in digital form the types of com- 
parators to be considered here could be used, especially for rapidly vary- 
ing quantities. Unlike an analog device, where precision is determined 
largely by the components and accuracy of driving potentials, the pre- 
cision of a digital device is limited only by the number of digits used. 

1.2 Synthesis Requirements 

Intended applications of the comparators discussed here place serious 
restrictions on the logical form of the switching circuits. For example, 
the extremely high access precision necessary in the flying spot store 
prohibits the use of analog open-loop positioning and requires the use of 
digital closed-loop control. This precision requirement also eliminates the 
possibility of direct, complete analog subtraction of the digital signals 
in the error detector of the servo loop. High-speed operation of the servo 
system implies the use of electronic combinational switching circuits 
with simultaneous operation on all of the digits. 

In a servo operating on the magnitude of the difference between the 
input address and the feedback signal, the value of the feedback signal 
fed into the comparator may be rapidly changing for large differences. 
For example, in the flying spot store servo presently operating only on 
the sign of the error or difference, the beam position moves at a velocity 
of three spots per microsecond. Each spot, corresponding to an ad- 
dress point on the cathode ray tube face, is designated by a digital 
number. With the feedback signal appearing in a binary code, one cycle of 
the least significant digit corresponds to two spots. The frequency or rate 
of change of this least significant digit is therefore 1.5 me. If the feedback 
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signal appears in a Gray code (discussed in Section 2.2) one cycle of the 
least significant digit corresponds to four spots and the rate of change of 
this digit is then half of that for the binary code. For a servo controlled 
by the magnitude of the difference, the velocity of the change of beam 
position is proportional to the difference. As a specific example, consider 
such a proportional servo operating with a Gray code and with an error 
of about 200 spots. The bandwidth required for the least significant digit 
would then be about 200 X f mc = 150 mc. 

It is apparent that in such applications the digits of lower significance 
can be changing at such a rate that their use in the comparison or sub- 
traction scheme becomes impractical. The digits of higher weight will 
be better defined and those of lower weight will be blurred, due to band 
limitations. Logical operations, whenever possible, should therefore be 
performed on the more significant digits, and any carries necessary 
should propagate from digits of higher significance to digits of lower 
significance. This synthesis requirement prohibits the use of conven- 
tional parallel subtracters with a borrow propagating from the least 
significant digits. 

In many applications only an approximate, or order of magnitude, 
difference may be required. For such applications it is also advantageous 
to have the carry or carries in the subtraction operation propagate from 
digits of higher significance to digits of lesser significance. Since the 
magnitude of the mismatch between digital numbers is usually deter- 
mined by digits of higher significance, an approximate difference can 
often be obtained without the necessity of the carries propagating 
through all of the digits. This is not possible in a conventional subtracter. 
In either case, however, it is necessary to examine all digits to obtain 
an exact difference. 

There is little loss of generality in assuming that the input address 
number, designated by A, appears in two-rail parallel form, as, for 
example, from a flip-flop register, and that the second number, which 
can be rapidly changing, appears in a parallel binary or Gray-code form, 
designated by B or G. For speed of operation, it is desirable to perform 
as much of the logic as possible on the digits of the fixed number A 
and to have the digits of the changing number B or G travel through 
a minimum number of series gates. This does not mean that minimal 
switching circuits will always be used, however, since there may be 
advantages to cither combining or sharing functions in a slightly ex- 
panded circuit. Only functional forms of the switching circuits contain- 
ing AND, OR and EXCLUSIVE-Oll gates plus inverters will be derived 
here. For economy, flexibility and ease of replacement, an iterated logic 
structure is desirable. The actual electronic circuits used to realize the 
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AND OR NOT EXCLUSIVE-OR 
a b a b a b a+b a a' a b a® b 
0 0 0 0 0 0 0 1 0 0 0 
0 i O 0 1 ! 1 0 0 i i 

i 0 0 1 0 i i 0 ! i 1 1 1 1 i 1 0 

 ab  ^ a+b a ^ a®b 

b b ^ ' b   
Fig. 1 —Truth tables and circuit symbols for logical operations. 

various functions will not be discussed. It should be mentioned that the 
comparators giving both magnitude and sign of the difference are in- 
tended to drive digital-to-analog converters giving an analog output. 
In all cases when the difference is within ±1 a linear indication of the 
difference is required if the comparator is to perform properly in a feed- 
back control loop. 

II. NOMENCLATURE 

2.1 Algebraic Operations 

Synthesis of the logic circuits to be used in the comparators is fre- 
quently simplified by the use of algebraic expressions. Boolean or 
switching algebra4 has proved to be a convenient notation permitting 
manipulation of series-parallel two-terminal networks into a variety of 
equivalent circuits, often resulting in simplified or more appropriate 
forms. The quantities involved in Boolean algebra can be represented 
by letters or symbols. These symbols represent signals having discrete 
on-or-off values, represented by 1 or 0 respectively. This convention 
differs from that sometimes used (as, for example, in Ref. 4). Logical 
operations employed here will be briefly defined. 

The AND operation is a logical conjunction or intersection resulting 
in 1 only when both variables are 1. The OR operation is the logical 
disjunction or union, indicated by +, resulting in 1 when either or both 
of the variables are 1. Truth tables and circuit symbols of these opera- 
tions are shown in Fig. 1. As a consequence of these rules, both the OR 
and AND functions are commutative, associative and distributive. For 
example: 

{a + 6) + c = (b + c) -h a, 

a{h A- c) = ab + ac, 

{a + 6)(a + c) = a + ab -(- ac + be, 

= a -F be. 
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An additional concept is the NOT, complement, or negation indicated 
by a prime. The truth table and circuit symbol for this operation is 
also shown in Fig. 1. Since effectively the NOT function is an inversion 
of the signal, the symbol represents an inverting amplifier. Several im- 
portant, relations follow: 

a a' - 1, 

aa' — 0, 

(a'}' = a, 

{ah)' = a' + h'. 

The validity of such equations can always be verified by the method of 
perfect induction, or substituting for the variables the two possible 
values, 0 and 1, in all combinations. 

A Boolean algebra is closed under the operations of negation and 
either the OR or AND operations; however, for convenience, we will 
allow both the AND and OR operations. In addition, we will find it 
convenient to use a fourth operation called the EXCLUSIVE-OR or 
"ring-sum" defined as 

a © h = a6' + a'h. (I) 

This ring sum is 1 if cither a or b, but not both, are 1; it is 0 if both a 
and h are either 1 or 0. The ring-sum therefore detects a mismatch 
between the two digits and is the algebraic expression for the common 
half-adder used in conventional digital adders and subtracters (Ref. 3, 
Ch. 4). Fig. 1 also shows the truth table and circuit symbol for this 
operation. Note in particular that 

a © 0 = a and a © 1 = a'. (2) 

2.2 Codes and Translations 

The type of synthesis used in developing the comparators is depend- 
ent upon the types of codes used to represent the numbers. For this 
reason a brief discussion of codes employed and the translations be- 
tween them is included. 

One of the most convenient number systems for logical operations is 
the binary system. Since the number B = bmb,n-\ • • • hibn is represented 
to the base 2, and therefore each digit 6,- takes on the value 0 or 1, the 
Boolean algebra described in the previous section can be conveniently 
applied to the digits. The magnitude of the integral number B is repre- 
sented in this binary code by 

B = ±. ba\ 
i=o 
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Table I 

Binary Gray 
Decimal 

bs 6i bo XI 50 

0 0 0 0 0 0 0 
1 0 0 1 0 0 1 
2 0 1 0 0 i 1 
3 0 1 1 0 1 0 
4 1 0 0 1 1 0 
5 1 0 1 1 1 1 
6 1 1 0 1 0 1 
7 1 1 1 1 0 0 

where in is the most significant place. In this conventional binary system 
multiple digit changes occur for every increase by two, and half-way 
through the code all of the digits change. Table I shows the three- 
digit binary code. 

Such multiple digit changes cause difficulties whenever all of the chang- 
ing digits do not change simultaneously. Nonsimultaneous changes of 
the digits may be due to variations of bias, gain, delay or operating 
levels of the individual stages or to misalignment of the coding devices. 
This is the familiar problem encountered, for example, in digitally en- 
coding shaft positions or other analog-to-digital conversions, in digital 
positional servomcchanisms/ and in pulse code communication.6 To 
avoid the difficulty of incorrectly reading a rapidly changing number, 
a Gray7 or reflected binary code8 may be introduced, in which only one 
digit changes between successive numbers of the code. 

In our algebraic synthesis of various comparators it is convenient first 
to consider both numbers in the conventional binary code and then to 
translate to Gray code the input number, which may he rapidly vary- 
ing, The cyclic reflected binary code, which we will call simply Gray, 
has the convenient property of simple translation to and from the con- 
ventional binary equivalent. Table I also shows the three-digit Gray 
code. 

The method for finding the magnitude of a number (7 written in the 
Gray code is more involved than is evaluating a number written in the 
binary code. Each digit g, again has the value 0 or 1, but the weight of 
the ?th digit is now (2t+1 — 1) and the sign of each digit not a zero is 
now alternated, starting with -)- for the most significant digit gm (where 
gm 0) and alternating in sign for each digit which is not zero. This 
could be termed the decimal translation, and can be written 

m 

i=0 
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The usual rule for translating the digits of a number in binary code 
to the digits of a number in Gray code is the following: If the binary 
digit hi is preceded by a ] (6,+i = 1), change the fth digit (p,- = &/); if 
it is preceded by a 0 (6i+i = 0), use the same digit {gi — hi). This can 
be written in the shorthand notation of the ring-sum operation: 

(Ji = hi @ hi+} . (3) 

To convert a Gray digit to its equivalent binary form the rule is to 
reverse those Gray digits which are preceded by an odd number of 1's 
in the Gray digits of higher significance. This can be expressed in terms 
of repeated ring-sums which, in effect, counts the number of preceding 
1's: 

hi = Qi 0 Qj+i © Qi+i © " • • . 

Hepeated ring-sum operations effectively performs the same function as 
the modulo 2 notation in determining whether a set of digits is odd or 
even. An oquivalcnt Gray-to-binary translation can be obtained from 
the previous binary-to-Gray translation by ring-summing both sides of 
(3) with hi+i : 

(h: © G+i ~ hi ® bi+i @ bi+i — hi ® 0 = hi. (4) 

III. EXACT PROPORTIONAL COMPARATORS 

3.1 Analog Precision Problem 

Two main requirements imposed on these comparator syntheses are 
speed of operation and precision. Perhaps the fastest method of com- 
parison of digital numbers is simple and direct analog subtraction. A 
typical analog subtracter for obtaining the difference between two binary 
numbers A and B is shown in Fig. 2. An output voltage (or current) 
corresponding to the difference is obtained by shunting suitably weighted 
currents into the summing resistance Rs (or the load). Currents of proper 
magnitude and polarity are obtained from the AND gates controlled by 
the individual digits. 

Although it is possible to build fast analog subtracters, it may be 
difficult to meet stringent precision requirements. Difficulties may arise 
when subtracting large numbers having a small difference. An error as 
small as one half of one part in the maximum value of the numbers can 
possibly even result in an incorrect sign for the difference. Analog meth- 
ods of avoiding these difficulties are not entirely satisfactory. For ac- 
curate results, precision components and well-regulated supplies are 
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necessary. Further complications may result when one of the numbers 
is in Gray code. 

Application of comparators as the error-detecting element in a digital 
feedback control loop usually implies an analog difference output in 
order to drive the control elements. What is desired is a method of 
avoiding direct analog subtraction of two numbers of nearly the same 
size. This problem is illustrated by the examples: 

A 1000 
B 0111 

Diff. +0001 

A 
B 

0111 
1000 

Dlff. -0001 

We call such a grouping of digits, where a mismatch in one direction 
is followed immediately by consecutive mismatches in the opposite 
direction, a run. Such a run ends when it is followed by a match of the 
digits or a mismatch in the original direction. If the two original input 
numbers can be operated on digitally to eliminate such runs then the 
precision problem can be avoided and analog subtraction can be re- 
tained. 

3.2 .4 One-Carry Binary-Binary Comparator 

Since runs of consecutive digits of the type described in the previous 
section lead to difficulties in analog subtraction, it is desirable to trans- 
form the two binary input numbers A and B into an equivalent set IF 
and V, in which these runs are eliminated. The equivalence implied 

+ V" 

-v- 

II 2m 

am-i a i So 

R 
2m"i 

r r 
1 ^ T, 

J l J I J L J L L 

OUTPUT 
' (A-B) 

R < 
am < 

R < 
2 m -1 <_ — > 2l> 

| 

R< 

bm bm-t bi, bo 

Fig. 2 — Typical analog subtracter. 
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Table II — Truth Table for Carry Function of 
One-Carry Binary-Binary Logic 

Qi 
ai bi bi-. 

If ?i+i - 0 If ffl+I - 1 

0 1 0 0 0 0 
0 1 0 1 0 1 
0 1 1 0 1 0 
0 1 1 1 0 0 
1 0 0 0 0 0 
1 0 0 1 1 0 
1 0 I 0 0 1 
1 0 1 1 0 0 

here is that of A — B = W — V (see example on p. 31). Furthermore, 
it is also undesirable to perform analog subtraction of equal-weight 
digits, since a similar precision problem is likely. In this section a simple 
logic scheme for eliminating these runs and avoiding subtraction of 
equal digits is illustrated. Resulting circuits are not the most practical 
for this purpose but will serve to demonstrate the method. The logic will 
be derived in detail to further illustrate the method. 

For reasons outlined in Section 1.2, comparison of the two numbers 
A and B should start from the most significant digit and proceed toward 
the lower significant digits. Whenever a run starts, i.e., a mismatch 
followed by a mismatch of the opposite kind, the outputs should be 
prohibited. To do this, wo can start a carry, or inhibit, function, with 
t he ?th digit represented by qi. This carry should then propagate through 
the run and stop at the last digit, so that an output can be permitted. 
In other words, if there is a carry coming in from the next more signifi- 
cant digit, i.e., q.+i = 1, then the carry should continue only if any 
mismatch of the following digits «,_! and F-i is of the same sign. Or, if 
there is no carry coming in, i.e., q.+i = 0, then a carry should start only 
if a mismatch of the fth digits is followed by an opposite mismatch in 
the a-i-i and F_i digits. A carry is possible only when there is a mis- 
match in the digits a,- and 6,-. Table II is a modified truth table giving 
the carry digit for the two conditions q;+i = 0 and ql+i = 1. The dis- 
junctive canonical form for this truth table is obtained from the OR of 
the minimal polynomials for each row. The carry function can then be 
written: 

qi = qi+iia/bitti-ihi-i + 

+ g,-+i(a/6ta!-_i'61_i + a.Vm-FoW). 
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Table III — Truth Table for Output Functions of 
One-Carry Binary-Binary Logic 

9»+i ai bi U'i 

0 0 0 0 0 
0 0 1 0 1 
0 i 0 1 0 
0 i 1 0 0 
n 0 0 1 0 
i 0 1 1 0 
i 1 0 0 1 

*i 1 1 0 1 

* From (5) or the truth table shown in Table TI, these conditions cannot oc- 
cur and the outputs have been chosen to simplify the final expressions. 

Using the ring-sum or EXCLUSIVE-OR operation introduced in Sec- 
tion 2.1, this carry can be rewritten as 

Qi = (a,- 0 6i)(«,•_] 0 0 ai © a,--!). (5) 

Outputs are permitted only when there is no carry or inhibit function; 
therefore, a condition for any output is q, = 0. The output digits w, 
carry positive weight and the digits v,- carry negative weight. If we are 
at the end of a run, with §,+i = 1, then a positive output is required 
if a, = 0 and a negative output if a, = 1. These conditions are apparent 
from the examples given in Section 3.1. If we are not in a run, i.e., 
qi+i = 0, then an output is allowed only if there is a mismatch: a posi- 
tive output for di — 1 and hi — 0, and a negative output for oq = 0 
and hi = 1. Conditions for the outputs arc summarized in Table III. 
Recalling the condition gq = 0, the outputs can be obtained from the 
truth table in disjunctive canonical forms; 

io i = q/iqi+iaihi + Qi+ia/b/ + qq+pq-T,-), 

Vi = qi'iqi+ia/bi + Qi+iOib/ + qi+idibi). 

Again, using the ring-sum notation, these outputs can be manipulated 
to the equivalent expressions: 

iVi = g/ia/ + hi){qi+i © a,), 
(6) 

Vi = q/icii + bi){qi+i © a*) . 

This form is convenient because forming the ring-sum of the fth digits 
by the combination aq © hi = («, + 6,-)(«/ + b/) allows some of the 
operations in the carries and outputs to be shared. 
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Fig. 3 shows the ith digit of a one-carry comparator utilizing the logic 
of (5) and (6). Since all runs have been eliminated, it is not possible to 
have adjacent output digits of opposite polarity. Nor is it possible in 
have scheme to have both polarity outputs occurring together. These 
properties follow from the equations because the logical products wyy., 
W{Vi-i and -ul-iZL vanish identically. Under these conditions, subtraction 
of the Wi and Vi digits can be performed in an analog subtracter such as 
shown in Fig. 2 without encountering the precision problem discussed 
previously. 

3.3 A Two-Carry Binary-Binary Comparator 

It should be apparent, after careful examination of the subtraction 
process for two binary numbers and paying particular attention to the 
runs described in Section 3.1, that many schemes are possible for trans- 
lating the input numbers A and B into an equivalent set W and V meet- 
ing the requirement demanded by analog subtraction. In the previous 
section we derived a comparator logic using a single carry operating as 
an inhibit function. In this section we will outline the synthesis of a 
comparator using two carries which perform the function of permitting 

SL© Ci a,- _ i -1 
ai _,©!);_ 

L 

e © 

Fig. 3 — One-carry binary-binary comparator. 
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the outputs under proper conditions. This scheme has a somewhat sim- 
pler circuit and has the advantage that the logic can be modified to 
operate with one of the input numbers in the Gray code. Also, if the 
difference is required to be only approximately proportional to the exact 
difference, while still meeting the precision requirements of analog sub- 
traction, then the logic can be further simplified. 

Since an output should be permitted at the ith digit only when there 
is a mismatch between the digits cq and 6,:, a necessary condition for 
any carry which permits an output should be the ring-sum a.- © &,- = 1. 
As described in Section 2.1, this logical operation detects a mismatch 
of either polarity. Let the fth digit of the carry wliich permits a positive 
output iiu be designated n, and the ith digit of the carry permitting a 
negative output v, be designated m,-. 

If there are no carries coming into the ith digit from the next more 
significant digit, i.e., = 1, and if the mismatch is of the type 
0,6/ = 1, then the positive cany should be started. Similarly, if there 
are no carries coming in and the mismatch is of the type a/6. = 1, then 
the negative carry should be started. Also, if there is a mismatch in the 
ith digit, i.e., cq © hi = 1, with a cany coming in from the next more 
significant digit, then it should be propagated through this ith digit in 
order to permit detection of the runs discussed in Section 3.1, 

These rules could again be summarized in a truth table from which 
the required functions could be derived. However, it should be apparent 
from the previous description that the carries satisfy the following func- 
tions : 

Positive carry: 
Hi = {ai © 6,:)(?i,-+]'mi+i/a,'6/ + n.+i), 

Negative carry: 
m,- = (a; © 6,-)(«,-+/mm'a/6,: -)- ms+i). 

Those functions can be simplified by algebraic manipulations. In particu- 
lar, using the identities x + x'y = x + y and xy'(x © ?/) = xy', the 
carries can be rewritten as 

m = n,+i(ai © 6,-) -j- w.'+fiah/, 
(7) 

m,: — mi+i{a(- © 6.) + a,:+/a/6;. 

Note from the development of the carry structure that both carries 
cannot exist together. We can show this by noting from (7) that 

/n-m/c = ?ik+iVh-+i(a/: © 6a-) 

= Hk+2ink+2(ak © 6A) (ttA+I © 6A+0 

— nji,7nm(,ak © 6a) ■ ■ ■ {am-i © hm-i)- 
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One more substitution gives a factor which is always zero, 
since the subscript m denotes the most significant digit. Therefore 

= 0, for all k. 
Outputs of a particular polarity are possible only when the carry per- 

mitting that polarity is present. Thus, a necessary condition for a posi- 
tive output to,- is Hi — I and a condition for a negative output r, is 
ini = 1. Whenever we are in u run, no output should occur until the 
rim is terminated. A positive run is terminated at the fth digit when 
fH-i = 0 or o,-! = 1 and a negative run is terminated at the zth digit 
when rrii-i — 0 or «,■_! - 0. If we are not in a run hut a carry is present, 
then there must also be a mismatch. When m = 1 and a,--] = 1 a posi- 
tive output Wi is needed, and when w,- = 1 and a ;_i = 0 a negative 
output r,- is needed. Forcing as much logic as possible on one of the input 
numbers will be to our advantage when this comparator is modified to 
operate with one of the input numbers changing rapidly. The output 
functions satisfying the previous description are 

iv i = «,■(«,•_/ + a-i), 
(8) 

I'i = w.-C"'-/ + 0' /)■ 

The following example illustrates the formation of the carries N and 
M and the outputs IF and V: 

A 1 0 0 110 0 11 
B 0 110 110 0 0 

N 1 1 I 1 0 0 0 1 1 
M 000001000 

IF 0 0 1 1 0 0 0 11 
V 0 0 0 0 0 1 0 0 0 

Fig. 4. shows a typical digit of a two-carry comparator using the logic 
of (7) and (8).* This circuit, with carries propagating from the more 
significant digits, is suitable for driving an analog subtracter, since all 
runs have been eliminated and outputs of equal weight and opposite 
polarity are not possible. The circuit also has the advantage that much 
of the logic is performed on only one of the input numbers. 

3.4 A Two-Carry Binary-Gray Comparator 

For those applications in which one of the input numbers can be chang- 
ing rapidly the multiple digit changes of the binary code lead to the 

* Equations (7) and (S) can he manipulated to an equivalent scheme obtained 
by Ketchledge2 from other considerations. 
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m, _ 
vy 

-f 
dl-l 
ni-t 

rnL + i 
m l 

Fig. 4 — Two-carry binary-binary comparator. 

difficulties discussed in Section 2.2. In this case, it is desirable to use the 
Gray code for the changing number and, since the cyclic reflected- 
binary type Gray code has the simple translation property given by 
(3) and (4), a translation of the logic of Section 3.3 can be easily carried 
out. If we make the proper' translation of the binary input number B 
into a Gray number G, then the outputs W and V remain unaltered. 

Equation (3) gives the translation from binary code to the Gray code 
used here. From the logic of Section 3.3, if there is a carry coming into 
the fth digit, i.e., «,+i = 1 or w,+i = 1, then there must have been a 
mismatch of the previous digits, i.e., a,-+i © b 1+i - 1. Using the ring- 
sum properties given by (2), the fth Gray digit, under these conditions 
can be expressed as 

g/ = hi ® @ (i,+i © /),•+! 

= hi ® a,-+i. 

Rearranging terms gives 

hi = (gff © a.+i)' if a,+i © 5t+i = 1. 

Similarly, if there is a match of the preceding digits, or a!+i © b(+i = 0, 
then the carries coming in must also be zero, i.e., rn+i — 0 and m,_i — 0, 
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,aL 

^ 

ai-i 

di -i 

iTiL-l 

7 qiF 

ni+i 

fTT.+i 

Fig, 5 — Binary-Gray comparator. 

Under these conditions, the «th Grny digit can be expressed as 

(}i = hi @ a,+i» 

or 

hi — (j,- ® al+i if ai+i ® 6i+i — 0. 

These translations can then be substituted in the carries of (7) under 
the proper conditions determined by the incoming carries. The resulting 
logic scheme for the binary-Gray comparator is given by the following 
equations* and appears in Fig. o: 

Hi = «,•+!(«,• ® ai+i © gi)' + W£+l'oi(a1-+i © gd', 

vii ■ mi+i{ai ® a,+1 © g.Y + yii+x'a.•'(«-,•+] ® gd, 

10= ?i,(«,_/ + O.-i), 

Vi = 

(9) 

* These equations ean also be manipulated to an equivalent scheme obtained by 
Ketchledge2 from other considerations. 
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IV. APPROXIMATE PROPORTIONAL COMPARATORS 

4.1 Approximate Binary-Binary Comparator 

In some applications of digital comparators it is not necessary to 
obtain the exact difference. For example, a digital servo vail operate 
satisfactorily if the comparator or error detector supplies a control 
signal which increases with increasing error and decreases for decreasing 
error, but which is not necessarily equal to the true error difference, 
except for small errors. It is difficult to build circuits using the logic of 
the previous sections which meet very high speed requirements and it 
is desirable to simplify the circuits as much as possible. The logic schemes 
derived in this and the following section are attempts to simplify the 
circuitry of the exact proportional comparators synthesized previously. 
Again, many variations are of course possible. The particular binary- 
binary approximate comparator synthesized in this section meets the 
further requirement of simple translation to a binary-Gray approximate 
comparator. 

Consider the subtraction of two binary numbers A and B where the 
most significant output occurs in the /cth digit. Then \ A — B \ will be 
maximum if all the following digits (5 — 1, /j — 2, • • • , 1, 0) have the 
same polarity outputs. With the run structure determining the outputs 
as described in Section 3.1, it is not possible to have an unintermpted 
sequence of opposite polarity outputs start in the next digit. Therefore 
| A — S | will be minimum if all the digits starting two lower {k — 2, 
• • • ,1,0) have the opposite polarity outputs. From these considerations, 

\ A - B |   = 2,: + '1: 2' = 2' + (2' - 1) = 2t+I -1, 
«=0 
k-i 

\ A — B |min = 2fc - L 2*' = 2k - (2a"_1 - 1) = 2*-1 + 1, 
j=0 

and therefore 

\-2k < \ A — B \ < 2'2k (10) 

whenever the most significant difference output occurs in the A'th digit. 
This means that, if only the most significant difference digit is allowed, 
the result will always be within a factor of two of the exact difference. 
The same result will be obtained if the output digits of one polarity, say 
■Wi, arc cancelled by the appearance of digits of the opposite polarity 
Vi for i < k. These should of course not be strict rules in the synthesis 
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of approximate comparators since allowing some lower-order output 
digits may frequently improve the approximation. 

When forming carries starting from the more significant digits it is 
still necessary to detect combinations of digits forming runs, as dis- 
cussed in Section 3.1. This restriction avoids some of the difficulties 
when analog subtraction is to be performed on the new output differ- 
ence digits. Two carries will again be used, with the property of deter- 
mining outputs of the correct polarity in the proper digits. 

The logic of this scheme is simplified if all carries are allowed to propa- 
gate unaltered through digits of lower significance. One of the conditions 
for a positive carry n, is then an incoming carry, or n,+i = 1, and a con- 
dition for a negative carry rnis m,+i = 1. If the most significant mis- 
match occurs in the fth digit it must necessarily be preceded by a^+j © 
hi u = 0. Under these conditions, a positive carry is started if a^/ = 1 
and a negative carry is started if a/bi — 1. 

Information concerning the end of a run, and therefore the need for 
an output, in the exact comparators discussed previously, was contained 
in the carries and the address number. Examination of the conditions 
ending a positive-type run, e.g., (1000) — (0111), at the fth digit indi- 
cates that it is necessary to have a;-/ 6(-_i = 0. One of the conditions is 
therefore at-_i = 1. This condition will be used in the output expres- 
sions derived later. The other necessary condition for ending a positive 
type run at the fth digit is a.-iT,- / = 1. This condition will be used 
to start a carry of the opposite polarity. In other words, we start a 
negative carry m,- if there is a mismatch of the previous digits, i.e., a,-+] ® 
hI+i = 1, and a/bi' = 1- Similarly, the conditions for ending a nega- 
tive-type run, e.g., (0111) - (1000), at the fth digit is a;_i = 0 or 
ai-ihi-i = 1. The first condition will also be used in forming the outputs 
and the second condition will be used to start a positive carry. Thus, 
after the end of a run both carries may be. present. The presence of 
a carry at the ith digit is given by the OR of the above conditions. 

m = tii-fi + af>/{ai+i © hi)' + a,-6,-(«,•+! © 6t-+i), 

m-i — Wi+i + a/bi(ai+i © bi+\)r + © hi+i). 

And, since x'i/ + xij = (x © y)', these expressions can be rewritten as 

iii — ??!+i + a,(«)+i © © b/)', (It) 

in i = nii-i-i + a/(a,+i © 6,-+i @ &,)• 

Outputs are again formed only when carries are present. That is, for 
a positive output Wi we need n. and for a negative output y,- we need m ,•. 
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However, first outputs in the case of a run are never allowed until the 
last digit of a run. The end of a positive-type run at the fth digit, as 
explained above, can be detected by «,_! = 0, or by the start of the op- 
posite type carry in the next digit, i.e., mt_i = 1. Similarly, the end of 
the first negative-type run at the fth digit can be detected by a; = 0 or 
n,-! • Outputs are therefore given by 

Wi + m,-]), 
(12) 

Vi = + n,-]). 

Note that the logic of (11) and (12) also allows a proper output at the 
most significant mismatch which is not the start of a run, Such a scheme 
will give an approximate difference when the outputs are fed into an 
analog subtracter of the type shown in Fig. 2. This difference will always 
be within a factor of two of the exact difference, and the difficulties in- 
herent in analog subtraction when a run occurs in the original input 
numbers, as explained in Section 3.1, do not appear. The following ex- 
amples showing formation of the most significant outputs may help to 
clarify the process: 

A 10 0 10 
B 0 1110 

N 11111 
if 0 0 0 0 0 

W 00111 
V 00000 

A 10 0 10 
B 01100 

N 11111 
if 0 0 0 0 1 

W 0 0 111 
V 0 0 0 0 1 

A 10000 
B 01100 

N 11111 
if 0 0 0 1 1 

W 00X11 
V 00011 

A 10011 
B 0 0 111 

N 11111 
if 01111 

IF 11111 
V 0 1111 

Fig. 6 shows the circuit for the fth digit of this approximate propor- 
tional binary-binary comparator. Note that it is possible in this scheme 
to have outputs of both polarities appearing together. This may also 
lead to difficulties in the analog subtraction of the TF and V numbers. 
A simple way to avoid this is to allow outputs only when there is exactly 
one carry present and to inhibit all outputs when both carries are present. 
The output expressions given by (12) should then be modified as follows: 

(13) 
lU = mm/iai-i -h Ui-i). 

For this type of output the circuit of Fig. 6 should be modified by 
adding the dotted-line inputs to the output gates. This modified scheme 
still gives an approximate difference within a factor two as determined 
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by (10). It also avoids subtracting digits of equal weight in an analog 
subtracter. In fact, if an analog difference is not required, the numbers 
IF and V can be used directly as the approximate digital difference. 

4.2 A pproximalc Binary-Gray Com.'parator 

Difficulties of using the binary code for an input number which is 
rapidly changing were pointed out in Section 2.2. These difficulties can 
be avoided by translating the varying number into the Gray code, as 
was demonstrated in the synthesis of exact comparators. Again we as- 
sume only the input B to be rapidly changing. 

Examination of the logic synthesized for the binary-binary comparator 
of Section 4.1 shows that digits of the number B appear only in the ex- 
pressions for the carries and that the only combination of these digits is 
hi ® hi+i. From (3), this is exactly the expression used for translating 
from binary to Gray. By direct substitution, the expressions for the 
carries therefore become 

m = iii+i + © gi)' 

mi = wq+i -f 0/(0,4.1 ® gi), 
(14) 

and the equations for the outputs are not altered. 
Using (12) for the outputs and (14) for the carries results in the ap- 

proximate binary-Gray comparator circuit shown in Fig. 7. As with the 

bi 
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Fig. 6 — Approximate binary-binary comparator. 
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binary-binary comparator of the previous section, we can again inhibit 
all outputs during the presence of both carries by using the dotted con- 
nections shown. 

V. SIGN-ONLY COMPARATORS 

5.1 Modifications of Approximate Comparators 

The approximate comparators of Section IV were largely the result of 
simplifying the exact comparators of Section III. In this section we will 
examine the approximate comparators and attempt to simplify them 
further. All of the previous schemes gave an output which was propor- 
tional to the difference between the two input numbers and also indi- 
cated the sign of this difference. If only the sign is required, with no 
measure of the magnitude of the difference, then it is possible to synthe- 
size simple schemes giving an output on a single lead when one of the 
input numbers is less than or equal to the other input number, or when 
one number is greater than the other. No analog conversion is necessary 
in this case, since the output gives the desired indication directly. How- 
ever, if the sign-only comparator is used as an error detector in a digital 
servo it is still necessary to have a linear error signal when close to zero 
difference. 

Considering again the schemes having both inputs in the binary code, 
it is apparent that the sign of the difference is determined completely 

I 
mi-1 

ai-i 

nt+i T 

nu+i 

Fig. 7 — Approximate binary-Gray comparator. 
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by the direction of the most significant mismatch. In the proportional 
comparators it was desirable to examine the adjacent lower significant 
digits for the start of a possible run and to prohibit any output until the 
end of a run. Since the sign is determined only by the sign of the first 
mismatch it is not necessary to account for any run structure in sign-only 
comparators and the logic is therefore simpler. Whenever the most sig- 
nificant mismatch is detected, an output should be formed immediately. 
In addition, wc should avoid any contrary action duo to opposite polarity 
mismatches in the lower significant digits. This function can be performed 
by carries propagating toward the lower significant digits. 

These ideas can be illustrated by an example with both inputs in the 
binary code. Let the output of the fth digit, designated «,•, be zero for 
all digits which precede the first mismatch and also be zero during and 
after the first, mismatch if it is of the form a/bi — I. Let Ui = 1 for the 
first mismatch if it is of the form a,6/ — 1. Then an OR over all u,- will 
provide the proper output: 

OR (u,) = 1 if A > B 
(15) 

= 0 if A < B. 

Each ui is determined by the carries present in that digit. A positive 
carry «, should be formed for a positive mismatch, i.e., a,6/ = 1; and a 
negative carry ???,- formed for a negative mismatch, i.e., a/hi = 1. If 
these carries are allowed to propagate through lower significant digits 
and an output is formed in the fth digit only if a positive carry is present 
but not a negative carry, then the comparator output given by (15) will 
result. The expressions for the carries in the fth digit and the output at 
the fth digit are 

it; — mru/, 

Hi — »,+i Qib/, (10) 

m, = nii+j + (i/b;. 

The circuit for this logic is very simple, requiring three AND gates and 
two OR gates, each with two inputs for each digit. 

A similar scheme when one of the input numbers is in the Gray code 
can be obtained from the same type of reasoning by using the carries 
of (14) in Section 4.2. Again, the output in the ith digit is u; = non/. 
The circuit for this scheme is given in Fig. 8. 

An improvement of the logic used in Fig. 8 follows from a close ex- 
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animation of the carries n, and w;. The functions of these carries in this 
sign-only comparator can be summarized: 

i. For all initial match digits there arc no carries and therefore no 
outputs. 

ii. Only one carry is present at the Jirst mismatch. This carry deter- 
mines the output. 

iii. If an opposite polarity mismatch occurs after the first mismatch a 
second carry is formed. This second carry inhibits all outputs. 

Evidently then, one carry has been used to permit outputs and the 
other carry to inhibit outputs. These two operations could be performed 
equally well by one carry if the output function were properly chosen. 
When a positive mismatch occurs first at the fth digit, we require a 
positive output, i.e., «,• — 1. From the positive carry of Section 4.2, a 
positive mismatch at the ith digit is detected by a,(al+i @ g,

l)' = I; 
however, this output should be inhibited if a previous negative mismatch 
has occurred. Therefore, we could use the negative carry of Section 4.2 

9m- am-i d m— go Qo 
am 

0 © 

^7 ^ 

output; 
\ FOR A>B 

,0 FOR A<B 

Fig. 8 — Sign only biuary-Graj' comparator. 
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9nn am am-i gm-' ari-i 
am 

do go ao 

J 
1 i 

vj ! b 
output: 

1 FOR A>B 
OFOR A< 8 

Fig. 9 — Alternate sign-only binary-Gray comparator. 

as an inhibit function on . The logic for this scheme then appears as 

u-i = a,(a,+i © gd'm/, 

mt - m(+i + a/(ai+1 © gi). 

Those etiuations, together with (15), have the circuit shown in Fig. 9. 

(17) 

5.2 Other Sign-Onhj Comparators* 

Assume that the first mismatch occurs between cij and bj ; that is, all 
the digits a,- and hi for i > j match in corresponding places. If .4 > B, 
then this first mismatch will be of the form (tj — 1 and hj = 0, There- 
fore 

ajb/ = 1, or a, + hj' =1, if A > B. (IB) 

Similarly, if .1 < B, then this first mismatch will be of the form = 0 
and 6; = I. Therefore 

djb ' = 0, or dj + b/ = 0, if A < B. (19) 

* The comparators derived in ihis section were previously obtained by Ketch- 
ledge2 from other considerations. 
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For all digits of higher significance, that is, for all i > j, we have 

«,&,• + fl/6/ = 1. 

This is equivalent to 

(a,- + h/^aih/)' - 1. (20) 

Since (20) holds for all i > j up to m, we can write 

(dm "F hm'){dm-l + llm-i') * ' * (o»+l + 58+j')(Cf» + &/) — 1 (21) 

and 

(22) (imbm' T + - ■ • + a,+i&8+j' + a,6/ — 0. 

Now consider the function 

= (fli T bk) + cimbm + am-ihm-i + ■ ■ ■ + dk+ibk+i (2d) 

for all possible values of h for the conditions A = B, A > B, and .4 < B. 
Then, if yl ~ .B, from (21), 4>< = 1 for all k. That is, the digits match in 

each place so that (20) is 1 for all i. 
If A > B from (21) and (22), 4>i = 1 for all k. That is, the first mis- 

match will be of the form ajb/ = 1, by (18). Therefore, Fj = 1 and, 
since the digits match for all k > j, we have a*- — hk or at + by = 1, 
which is the first term in . Also, for all k < j will include the term 
ajb/ = 1 as an OR term and will therefore be 1. 

If A < B from equations (21) and (22), <£* = 0 for k = j. That is, 

3m-i bm- 9m b am-2 Dm-2 

7 7 'v - 
90 m- 

OUTPur; 
1 FOR A>B 

O FOR A<B 

Fig. 10 — Sign onlj' binary-binary comparator. 
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gm Sm-i 9^-' 
am 

© 

7 ^ 

Sm-a Q"1"2 

Qm-i 

© © 

7 

43 

ao Qo 
Si 

© 

r 

© 

7 

$0 

7 
output; 

t IF A>G 
o if A<G 

Fig. II — Sign-only binary-Gray comparator. 

from (19), o.,- + b/ = 0, and, from (22), ambm' + ■ • ■ + ay+i©+/ — 0 
if the first mismatch occurs in the jth digit. 

If ht is generated in each digit we then have a function which is al- 
ways 1 if /I iA B and which will be 0 for at least one digit if A < B. 
Therefore, the desired .sign detector can be obtained by forming the AND 
over all the : 

for A. ^ B 
(24) 

- 0 for A < B. 

AND (4© = 1 
mSfc>0 

Equations (23) and (24) are implemented in the circuit shown in 
Fig. 10. As in the previous developments, it is desirable to modify this 
scheme to operate with one of the input numbers in the Gray code. To 
transform 6,- to g, , we note that, if the first mismatch occurs in the jth. 
digit, then all the preceding digits match. Thus, for i > j 

hi = gi © bi+i = © ai+i 

and 

h/ = gi © Oi+i. (25) 

Substituting in (23) gives 

hi- = («A + (Ok © OA+tOl + dmOr,/ 

4- © aj) -F • • • T cik+iigk+i © at+2') ■ 
(26) 
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As previously, if A = G in magnitude, then either a,. = 1 and gt 0 
ak+1' = 0 or at -- 0 and gk 0 at+i' = 1 for 0 g /■ ^ m. That is, 4,, = L 
for all k. If A > G and the first mismatch occurs for i = j, then ^ = 1 
for k > j, dj = 1 and gj + «_,•+/ = 1. Therefore, h, = 1, since the term 
ajigj © «/+/) = 1 for all k if A > G. If A < G and the first mismatch 
occurs for i = j, then, by transforming (19), we have aj + {gj © dj+i) = 
0, and therefore = 0. 

By forming the AND over all k of the function given in (26) we have 
the desired sign detection; 

AND (4>a-) - 1, for A A G 
(27) 

= 0, for A < G. 

A circuit performing the operations of (20) and (27) is shown in Fig. 11. 
The circuits of Figs. 10 and 11 could be modified by using the duals of 
the above expressions and changing the output gate to an OR over all k. 
The individual digit functions 4^ would then bo changed to AND's of 
each of the dual terms. 
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The Laddie — A Magnetic Device 

for Performing Logic 

By U. F. G1AN0LA and T. H. CROWLEY 

(Manuscript received August IS, 1958) 

The Laddie is a ladder-like structure cut out of a rectangular hysteresis- 
loop ferrile. The sides of the ladder and all of the rungs are equal in mini- 
mum cross section so that all possible paths are flux-limited. The structure 
presents a large number of possible flux paths. By controlling (he actual 
switching path through the structure any Boolean function of n variables 
can be produced. 

A number of 'methods of operation are discussed, and design formxdae 
and experimental results presented. One of the attractive features of (his 
device is that the operating currents are not critical. Therefore, it can he 
operated at speeds limited essentially only by the current drives available. 
The output may be taken during the input variable phase or during a sub- 
sequent reset phase. Switching speeds of a few tenths of a microsecond and 
repetition rates of a few hundred kilocycles have been achieved. 

I. INTRODUCTION 

Toroidal cores of magnetic material having a rectangular hysteresis 
loop are widely used as memory and switching elements in logic circuitry.1 

The possibility of simplifying core circuitry by using more complicated 
cores has occurred to a number of people, and several multihole 
core devices for specific applications have been described in the liter- 
ature.2'3" 4 The present work was initiated to explore the possible 
systematic use of the magnetic "linkages" between flux patterns in a 
multihole magnetic structure. In particular, it was hoped that core cir- 
cuits could be simplified by replacing the function of coupling windings 
between individual cores by the magnetic "linkages". A structure con- 
taining a continuous network of flux-limited paths was considered, and a 
generalized technique was developed for realizing any class of Boolean 
switching function* in combinational logic by controlling the switching 

* The use of Boolean notation and algebra b described, for example, in Ref. 1. 
45 
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path through the network. For specific switching functions there are a 
large number of geometries which can be used. In the present paper 
one structure that can be used generally for all combinational logic will 
be described. This specific structure resembles a ladder, Fig. 1, and has 
been named "Laddie," an abbreviation for "ladder-logic." 

II. OUTLINE OF PAPER 

The general principle of operation of the Laddie is discussed in Section 
III. Briefly, the structure shown in Fig. 1 is made out of a rectangular 
hysteresis loop material, for example, a memory-core fcrrite. The cross 
sections of its rungs are all equal and the cross sections of the side rails 
are preferably equal to that of the rungs, but may be greater. It is found 
that, starting from a suitable saturation flux pattern, a drive applied so 
as to switch flux in the first rung will switch the flux almost entirely 
through the closest available rung rather than split it among all available 
rungs. 

7 

SIDE RAIL 

Fig. 1 — Basic Laddie structure. 

In Section IV it is shown how the Laddie is used to generate Boolean 
functions. Briefly, the procedure is as follows. A suitable remancnt 
flux pattern is first established by a current pulse through a reset winding. 
One unit of flux, corresponding to the saturation flux through one rung, 
is then reversed in the first rung by applying a clock-pulse current to 
an appropriate winding. An output winding is placed on some other 
rung — the last rung, for example. The reset flux pattern was such that 
the reversed flux preferentially chooses return paths other than through 
the output rung. Thus, the output is normally zero. However, if all 
the alternative paths are blocked by inhibiting fields produced by cur- 
rent pulses representing input variables, the switched flux must return 
through the output rung, and an output will be obtained. It will be shown 
that any Boolean function can be realized as the output of a single Lad- 
die of suitable length. Of course, there are practical limitations on the 
size of the structure and, therefore, to the number of variables that can 
actually be handled. Modified circuits and modified structures will also 
be discussed. 

In Section V some experimental results and design formulae are pre- 
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sentecl. Because all paths arc flux-limited, the operating current margins 
in the Laddie are very broad. The variable ciirronts must exceed a mini- 
mum value proportional to the clock current, but, practically speaking, 
they have no upper limit, which is a considerable advantage. Further- 
more, the variable currents perform only an inhibiting function; that is, 
they are not required to switch flux. Thus, the back voltages induced 
in the variable input windings are very small, so that relatively low power 
sources may he used for the variable inputs. Because the input drives 
have no set maximum, the speed of operation is limited mainly by the 
abitrary maximum set for the drives. Using available materials and 
transistorized driving circuits, this means that switching speeds are 
normally in the region of 1 to 10 microseconds. The materials used are 
those developed for memory cores and, in general, the Laddie is compati- 
ble with core circuitry. 

Section VI presents a general discussion of practical considerations. 

III. PRINCIPLE OF THE LADDIC 

The basic structure is that shown in Fig. 1. Three states of the material 
are considered. The first two are the remanent points for saturation in 
positive and negative senses, and correspond to the "1" and "0" states 
of a memory core. The third is the point of zero remanent magnetization, 
shown for illustration as state "2" in Fig. 2. It should be realized that 

8t "1" 
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"2" 
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Fig. 2 — (a) Hysteresis loop showing the three states of the magnetization 
considered; (b) graphical representation of the three states, 
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state "2" is not arrived at by a sinusoidal demagnetization but by partial 
switching of the core from a saturated state. In the equi-flux networks 
being considered, a convenient model is to represent the state of magneti- 
zation of the material graphically by means of two parallel arrows, each 
in the direction of magnetization, and each representing one-half of 
the remanent saturation flux. Thus, if the arrows are in the same direc- 
tion, the material is considered to be in one of the two saturated states. 
If they are in opposite directions, the resultant magnetization is zero 
and the material is considered to be in state "2". This enables one to 
represent the state of magnetization by closed flux patterns, as illustrated 
in Fig. 2(b). However, it should be kept in mind that the actual domain 
structure has not been observed experimentally. It is undoubtedly more 
complex than would follow from the simple flux patterns described, 
which are used solely for the purposes of a working model. Nevertheless, 
the model is found to be adequate for practical usage. The additional 
assumption that flux paths are closed within the structure, i.e., air- 
leakage is small, has also been found to be sufficient for the structures 
and materials considered. 

Because of the flux-limited nature of the Laddie structure, when a 
reversal field is applied to the first rung the switched flux is returned 
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Fig. 3 — Proportions of the total flux & = Jedl switched through rungs 2 and 
3 by a drive applied to rung 1. 
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Table I — y-ilv* for Different Geometries 

b/a 

1 2 3.5 

21 S3 710 

almost entirely through the closest available path, no matter how large 
the applied drive. To illustrate this, consider the three-rung Laddie 
shown in the inset of Pig. T When alternately positive and negative 
current pulses are applied to the winding on rung 1, flux is switched alter- 
nately up and down. The switched flux is returned via rungs 2 and 3, 
the flux returned through each rung teing <pi and yn respectively. Fig. 3 
shows experimental values of v. and ^3 versus the applied drive 1\ . 
It will be seen that the flux ratio remains virtually constant once 
the minimum drive current, which is necessary to produce a full reversal, 
is exceeded. The ratio depends upon the geometry factor 6/0, 
the ratio of rung spacing to side-rail spacing, as illustrated by Table 1, 
which gives experimental values for a. manganese magnesium ferrite. 
These ratios are much larger than might be expected. For example, 
considering the case hja - 1, the mmf acting on rung 2 is three times as 
large as that acting on rung 3. Thus, because the rate of switching in a 
rectangular loop ferrite is proportional to the applied field, it might 
bo expected that be more nearly 3:1 at drives much larger than 
threshold, rather than the 21:1 found experimentally. Obviously, the 
flux-splitting mechanism is complicated by the dynamic magnetic 
reluctances of the two paths. Unfortunately, the theoretical understand- 
ing of the switching mechanism in these materials is incomplete, so that 
a quantitative interpretation cannot be given. The important thing is 
that, under these conditions, the shortest return path containing flux 
that can be switched acts virtually as a magnetic short circuit. 

It follows that the flux paths in the three-rung Laddie for the two eases 
considered can be represented approximately as in Figs. 4(a) and 4(b). 
As discussed previously, the flux in rung 3 is represented as being in the 
"2" state. Clearly, this is only an approximation to the true flux pattern 
because, in accordance with Table I, rung 2 will not in fact he fully 
saturated. 

It is of interest to note that the flux pattern shown in Fig. 4(e) gives 
the same flux distribut ion in the rungs as does that in Fig. 4(a). However, 
there is a physical dilTorcnce, The flux pattern of Fig. 4(c) is that obtained 
following several flux reversals by a drive applied to a winding on rung 2, 
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Fig. 4 — Three stable flux patterns in a three-rung Laddie. 

whereas the flux pattern of Fig. 4(a) was obtained following several flux 
reversals by a drive applied to a winding on rung 1. If the initial flux 
pattern is symmetrical, as in Fig. 4(c), and a further reversal pulse is 
now applied to the rung 2 winding, the switched flux will divide equally 
between rung 1 and rung 3, as expected because of the symmetry. 
However, if there is a local flux closure, as in the initial flux pattern shown 
in Fig. 4(a), the switched flux shows a preference for the rung 1 return, 
so that there is a small but significant difference in the flux switched 
through rungs 1 and 8, This difference is small enough that it need not 
normally be taken into account in describing the Laddie as a device. 

IV. USE OF THE LA 1)1)10 IN LOGIC CIRCUITS 

4.1 Basic Procedures 

The operation of the Laddie as an AND gate can now be explained 
in detail. A symmetrical flux pattern is first established by saturating 
odd-numbered rungs in the upward direction and even-numbered rungs 
in the downward direction, by pulsing a current through the reset wind- 
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the Laddie. 

ing shown in Fig. 5(a).* The resulting flux pattern may take a number 
of forms, depending on the previous flux pattern. Figs. 5(b) and 5(e) 
illustrate two of these possibilities. The direction of magnetization of 
the rungs is the same in both eases, but the flux closures in the side rails 
are different. This difference produces only small differences in sub- 
sequent flux switching, as discussed previously, and need not be con- 
sidered here. 

If, following the reset, ti current pulse is applied to a winding on rung 
1, Fig. 5(d), in a direction to switch flux down, the flux return will be 
through the closest available path, i.e., through rung 2. However, if a 
current pulse corresponding to an input variable A is simultaneously 
present on rung 2, nnd is in a direction to hold it down, this rung is not 
available. Rung 3 is already saturated upwards, as are rungs 5 and 7, 
so these paths arc also not available. Similarly, if inputs B and C are 
also present and hold the flux in their respective rungs, rungs 4 and 6 

* The reset winding shown in Fig. 5(a) does not necessarily produce the exact 
flux pattern descrihod. However, this turns out to he unimportant for normal 
use of the. Laddie and, for simplicity, we have chosen to consider only the pat- 
tern shown. In any case, if desired, this pattern could be produced by a suitable 
winding. 
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are not available. Thus, if variables A, B and C are all present, then the 
return for flux switched in rung 1 must be through rung 8, and an out- 
put will result. It may be observed that the ouput voltage corresponds 
to a half reversal of the saturation flux, because of flux limiting by the 
side rail. 

An output of the reverse polarity will be obtained during the subse- 
quent reset phase; in this sense, the device also has memory. 

The flux pattern obtained after a Boolean input ABC is shown in Fig. 
5(e). 

Obviously the "hold" currents that are necessary to prevent flux 
from being switched in the variable rungs, must exceed a certain mini- 
mum. However, because they serve only to hold an already saturated 
rung, there is no definite maximum. It follows that, if several separate 
windings are present on a hold rung, a current through one or more of 
them will suffice to hold the rung. For example, in Fig. 5(d) rung 2 could 
be held by individual currents through separate windings representing 
Ai, A*, A9, ■ • •, AH , so that the output would be obtained for inputs 
satisfying the Boolean equation F = {A\ + A2 + /U + ■ • ■ + An)BC. 
It follows that a single Laddie can be used to generate any Boolean 
function of the form 

(Au H" Ai2 + • ■ • + AT„)(A21 + • • • + A2,,) • • • (AM1 AOT,t)- (1) 

Equation (1) is a general form that can represent any Boolean func- 
tion if the A's may represent either the variables or their negations. 
In other words, any Boolean function can be generated by a single Lad- 
die if current pulses are available for all of the variables and their nega- 
tions. 

Since a Boolean function can also be written as a sum of products, 
namely, 

(A'„ A..i • • ■ X„d) + ■■■ + (A,,, Xu ■ ■ ■ A,,,,.), (2) 

it follows that another way to generate the function is to use one Laddie 
to generate each term in the sum, and connect the output windings in 
series so that a pulse 011 any one Laddie appears as an output. 

This second procedure can sometimes lead to a considerable simpli- 
fication of the Laddie circuitry. As an example, consider the alternating 
symmetric function of four variables, which expresses the condition that 
an output should he obtained if, and only if, one or three of the four 
variables are present as inputs. If w, x, y and z represent the four vari- 
ables, the appropriate Boolean function may be written as follows: 

= wx'y'z' + w'xy'z' -j- w'x'yz' T w'x'y'z 

-b wxyz A- w.vy'z + wx'yz + w'xyz. 
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Thi.s expression can be factorized as follows; 

F = {id + x + y + + x + y' + z') {w + .r' + ?/ + z'){w -j- x' + y' + 2) 

• {«?' + t + y + z')(V + x + y' + z){id' + a*' + 1/ + z){w' + x' -\~ y' z'). 

This is in the form of (1), so that, using the first design procedure, the 
function could be generated on a single Laddie having eight "held" 
rungs, with four variable windings on each. 

The function can also be rewritten in the following form: 

F - (ir + x){w' + •!■')(// + z)iy + z') + (y + z){y' + z'){w + x'){w' + .r)- 

Thus, using the second design procedure, the function could be obtained 
by combining the outputs of two Laddies, each having four "held" 
rungs with two variable windings on each, as in Fig. 6. In this case, a 
total of only 10 variable windings is required, compared to the total of 
32 needed when using the first method. Thus, the wiring is considerably 
simplified. It should be noted that when two Laddies are used to generate 
the variable, as in the present case, the two separate outputs can con- 
veniently be combined in one magnetic circuit, as illustrated in Fig. 7. 
Thus, the alternating symmetric function of four variables could be 
generated as conveniently on a single Laddie, using a drive at each end 
and taking the output from the middle. 

Up to the present it has been assumed that current sources are avail- 
able for both the variables and their negations. Occasionally this may 
not be practicable. In this connection, it should be noted that terms like 

CLOCK 

RESET 

C- 

n- 

C- 

Fig. 6 — Two-Laddie circuit for generating an alternating symmetric function 
of four variables. 
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xiyiU"! • ■ ■ y,') can be produced on a single "held" rung, using currents 
to represent only the variables but not their primes. The procedure is to 
apply the x current, which could either represent a variable or be the 
clock current, in a direction to "hold" the rung. The currents representing 
the variables y are applied in a direction to counteract the "holding" 
drive of x, each being sufficient to prevent the rung from being "held". 
Thus, x will "hold" the rung when iji to y,, are absent, but not when one 
or more of them is present, so that the required Laddie output will 
he obtained. This procedure can always be applied if the second design 
procedure, using several Laddies with a common scries output, is used, 
because the Boolean expression (2) can always be reduced to a suitable 
form. Therefore, it is not essential to have current sources for both a 
variable and its negation. 

4.2 Modified Procedures 

In Section 4.1 an outline of the basic procedures used in designing 
Laddie circuits was given. In practice, it is often possible to simplify 
the circuitry considerably by modifying the drive and output windings. 
For example, in connection with the alternating symmetric function of 
four variables it was pointed out that the single Laddie circuit could be 
simplified by using two drive windings in place of the conventional single 
drive winding. Since the optimization depends largely on the system 
requirements, a final design may vary from one application to another. 
Thus, it is not practicable to list all possibilities; rather, in this section, 
a number of representative examples will be given. 

Using the first design procedure, a single Laddie having a total of n 
"held" rungs would be required to generate a term of the type 

{.i"i.r2 .r„_i) (Xh + .xvi + • • • + xm); 

that is, n-1 "hold" rungs for the first term (.ci ■ ■ • .xB_i) and one "held" 
rung for the second term (.r„ +•••-(- xm). The same function canbegen- 

CLOCK CLOCK 

RESET 

Fig. 7 — Illustrating use of a more complicated drive winding; F = AB + CD 
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erated using the four-rung Laddie shown in Fig. 8. In this, the primes of 
the variables ,it to ,r„_i are all used in opposition to the clock drive to 
prevent it from switching at all, and the variables x,i to .Tm arc used to 
"hold" rung 2. The result is a considerable shortening of the Laddie 
required, and therefore a proportionately faster switching speed for a 
given drive. Of course, there is no reduction of the total number of wind- 
ings necessary. 

Occasionally, both the function and its negation are required. The 
negation may be taken from the same Laddie by using an output winding 
which links flux changes in all rungs except the first and output rungs. 
Thus, an output will occur on this winding if and only if no pulse occurs 
on the output winding. In some cases, it may even be simpler to generate 
a function by using the Laddie to generate its negation according to the 
customary method, and to take the output from the negation winding. 

X| ~~ Xpi-i 

i^Xn 

•■Xm 

Fig. 8 — Modified Laddie circuit; F=(xi Xi • ■ • x,,-]) ( x,, + x,1+i + ■ -J-x,,,) 

For example, in order to generate F = .r/.r-/ + + xi xs, using 
the conventional output winding, the Laddie circuit shown in Fig. 
9(a) is required. Using the negation winding, the simpler circuit shown 
in Fig. 9(b) can be used. The use of more complicated output windings 
of this nature is not generally recommended because the switching speeds 
will vary with the return path, so that the output amplitudes will differ 
for the different combinations of inputs. This is not the case using the 
conventional output. In addition, the signal-to-noisc ratio is usually 
worsened, because of the possibility of undesired coupling. If the output 
requirements are not rigorous, output circuits of this kind can lie satis- 
factory, but generally the conventional output is preferred. 

A different mode of operation is based upon the following observation. 
If a short-circuited winding is placed around an even-numbered variable 
rung, for example, rung 2, 4, or (5 in Fig. 5(d), an output is obtained trom 
the winding on the next available rung, e.g., rung 8 in Fig. 5(d). This 
occurs because, as flux attempts to switch through a "shorted" rung, the 
cmf induced in the winding produces a current which opposes the applied 
switching drive in exactly the same manner as the hold currents do in 
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RESET 
(a) 

CLOCK 

(b) 

Fig. 9 — Laddie circuits illustrating the use of a negation output winding; 
F = x\'Xi + Xx'Xi' + Xi xt = (ji' + Xi) (xi' + X3') {x-i' + xs')] /'" = a-i x-,' + 
Xl x-i + x-< xs - (Jt + Xa) (xa' + X3). 

the normnl mode. However, if a suitable opposing emf is introduced 
in the shorted winding, no current will flow, so that the flux can switch 
through the rung and there will be no output. The opposing emf can 
represent an input variable. In other words, an output will be obtained 
when the input variables are absent. Thus, the operation is almost an 
exact dual to the normal mode, with the constant current sources rep- 
resenting variables being replaced by constant voltage sources. In 
practice, a rung will not be entirely "held" by the self-induced current, 
because the short-circuited winding will have a finite resistance. Thus, 
not all of the flux will be returned through the output rung, and there 
will be a small attenuation of the output signal. 

In all of the examples up to now, the switching drive during the vari- 
able input phase has been considered to be a clock drive, and has not 
represented a variable input. In some applications this is an advantage, 
because the "hold" currents representing variables are never required 
to switch flux, provided that the flux pattern is reset during a subsequent 
reset phase, so that quite low impedance sources may be used. Further- 
more, the timing of the variable pulses is not critical, the only restriction 
being that they be applied before or at the same time as the clock pulse, 
and remain at least until the end of the switching period. For other ap- 
plications, these considerations may be unimportant and, in this ease, 
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windings which represent any one of the factors in (I), may replace the 
normal clock winding on rung 1. 

4.3 IModijied Structures 

It will be apparent from the previous section that the Laddie struc- 
ture makes a very versatile circuit element. For specific applications, 
an economy in size and windings can sometimes be obtained by using a 
more complicated, less general structure in place of the Laddie. Broadly 
speaking, these alternative structures may be based upon the following 
operating principles as used in the Laddie: 

i, The structure has a number of stable flux patterns. 
ii, A normal or original flux pattern is set up in this structure. 
iii, The tendency of this pattern to change to other fixed flux patterns 

according to the presence or absence of various applied fields is utilized 
to determine the actual switching path through the structure. 

It is not the purpose of this paper to outline a design procedure for 
producing an optimum structure. Instead, one elementary example 
will be given. In Fig. 10(a) is shown the conventional Laddie circuit 
for generating the function x{z + toy). Because both rungs 2 and 4 can 
be hold by variable 2, it follows that this part of the magnetic circuit 

CLOCK 
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RESET 

Fig. 10 — Simple illustration of the use of a more complicated structure; 
F = a-(2 -f wy). The main features of the reset flux pattern are shown. 
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can be combined as shown in the modified structure of lig. 10(b). 
It will be noticed that the cross sections of the split rungs carrying varia- 
bles y and w are shown as one-half of that carrying variable 2 in order to 
preserve a saturated flux structure. This modified structure has one less 
variable winding, and may be shorter than the conventional Laddie cir- 
cuit. 

In the Laddie structure, no use is normally made of the odd-numbered 
rungs except for the first. These rungs serve only to maintain flux con- 
tinuity in the particular flux patterns used. The same result could be 
achieved by combining them elsewhere in the magnetic circuit, at the 
same time enlarging the side rails to maintain flux continuity, as in 
Fig. 11, for example. In Fig. 11 the rungs 1, 2, 4, 6, 8 and 10 are labelled 
to correspond to the like rungs of the Laddie, Fig. 5, and the remaining 
odd-numbered rungs are considered to be collected together on the left- 
hand side of rung 1 to provide the flux returns for the reset flux pattern 
as illustrated. Operation would then be as in the Laddie, the flux in rung 
1 being reversed by the clock drive, rungs 2, 4, fl and 8, being "held" 
by variable inputs, and an output being taken off rung 10. 

It might be thought that this structure would give a gain in switching 
speed because the distance between rung 1 and rung 10 is reduced. How- 
ever, experimentally the switching speed is found to be characterized by 
a switching path length such as ABCD, rather than the shorter path 
abed. The distance aA is approximately equal to the sum of the widths 
of the intermediate rungs. Thus, there is little actual gain in switching 
speed. More serious is the fact that the flux limiting action of the side 
rails is reduced, and the signal-to-noise ratio degenerates. Accordingly, 
the conventional Laddie structure is considered preferable. 

k k 

Fig. 11 — Modified Laddie structure. 
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Fig. 12 — Comhiiuilion of Laddies on a single sheet. The normal reset flux 
]mttern 5s shown. 

Another advantage of the Laddie structure is that it is compact later- 
ally, so that it is practicable to combine several adjacent Laddies on a 
continuous sheet, as illustrated in Fig. 12. The guard spaces shown are 
sufficient to prevent any interaction between the adjacent Laddies. 

4.4 Cnscadiny Laddies 

There is never any necessity for cascading Laddies for combinational 
logic, since the desired result can always be realized using single Laddie 
circuitry. In fact, the latter is inherently more efficient, because a cas- 
cade circuit must provide additional power to allow for dissipation in 
the coupling loops. A cascade circuit can produce some simplification in 
cases where the output of one Laddie can provide a common input lor 
a number of others. The design problems here are reasonably straight- 
forward and need no discussion. 

In the following, two methods for coupling Laddies for sequential 
operation will be described. 

The first method is illustrated in Fig. 13. The output of the first Lad- 
die is used to provide the switching drive for the second. During phase 
fI>i , the first Laddie is ''set" by its input variables, and the second Laddie 
is reset. During phase $2, the second Laddie is set, the first Laddie being 
simultaneously reset to provide the appropriate advance current. Clearly 
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Fig. 13 — First method for cascading Laddies. 

the intermediate "hold" rungs play a secondary part only in the advance 
operation, since they arc not included in the coupled switching path. 
Thus, when considering the advance operation, the Laddie may be 
treated as a conventional core of the same peripheral length. It follows 
that Laddies may replace cores in conventional core circuits for sequen- 
tial operation, and that an intermediate diode circuit or a transistor is 
necessary to prevent back propagation.5 Because additional logical 
inputs may be inserted at each stage of the cascade, the Laddie circuit 
can be more versatile than the corresponding core circuit. 

A second possibility for coupling Laddies is illustrated in Fig. 14. In 
this case, the output of the first Laddie is used to provide the hold cur- 
rent for a rung of the second Laddie. As before, the clock phase 3>i of 
the first Laddie coincides with the reset phase of the second, and vice 
versa for "in . This procedure appears promising at first sight because 
there need be no diode in the coupling loop. Furthermore, a high coupling 
efficiency might be anticipated, because the advance current is not re- 
quired to switch flux in the held rung of the second Laddie, and so the 
back emf is small, However, the coupling efficiency is actually limited, 
because a resistance must be included in the coupling loop. Otherwise, 
as discussed in Section 4.2, the loop would act as a short-circuited turn 

Nm TURNS 

-^WV- 

Nn TURNS 

OUTPUT 

Fig. 14 — Second method for cascading Laddies. 



THE LADDIC 01 

1 1 1 L 1 ' ' ' 1 

PESi, 

11 p 

I" "M 

l_ 

Mfewl 1/2 INCH 

Fig. 15 — Photograph of experimental Laddies. 

and hold the coupled rung of the second Laddie even when there is no 
output from the first Laddie, thus making the output of the second 
Laddie independent of the first. To allow for the power dissipated in R 
the turns ratio Nm/Nn in the coupling loop must exceed unity. A de- 
tailed analysis has shown that these requirements are necessarily differ- 
ent for each stage of the cascade, becoming more rigorous with each 
successive stage. It is considered that a two-stage diodeless cascade is 
the only case worthy of practical consideration. 

V. EXPERIMENTAL RESULTS AND DESIGN FORMULAE 

5.1 Experimental Laddies 

For experimental purposes, Laddies are cut out of a forrite sheet, us- 
ing an ultrasonic cutter. Fig. 15 illustrates the size of Laddies which 
have been used. The smallest unit was made from a sheet of cadmium 
manganese ferrite 30 mils thick, the width of the rungs and side rails 
being 15 mils, the spacing between rungs 15 mils and the spacing be- 
tween side rails 50 mils. In order to improve the signal-to-noise ratio, 
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the output window is sometimes enlarged by cutting out some of the 
rungs as in one of the units shown in Fig. 15. The actual dimensions 
used were chosen somewhat arbitrarily, keeping in mind the convenience 
of fabrication and handling. As will be shown later, from the point of 
view of minimizing drives for a given switching speed, the over-all 
length should be as small as possible. When used with single turn wind- 
ings, the units shown can be driven by a transistor pulser. The output 
for a given drive—that is, for a given switching speed—is approximately 
proportional to the cross section of the rung {A cm2), and to the rem- 
anent flux density {Br gauss) of the material. For an output waveform 
approximately rectangular in shape, the mean output voltage per turn 
E is E ■— BrA X 10~6/t volts, where r is the switching time in seconds. 
For the experimental units, BrA ^ 5.8 and a normal range for r was 
1 to 5 microseconds. 

The requirements on the structure and material are not very stringent. 
The best signal-to-noise ratios are obtained with close dimensional con- 
trol, although a relative dimensional tolerance of 5 per cent is found to 
be adequate in practice. For the same reason, the material .should be 
homogeneous and have a good squareness ratio Br/Bs . The best material 
from the point of view of minimizing drives has a low threshold field 
for switching, J/o, and a small switching time constant, s. From the 
point of view of maximizing the output, BT should be as large as possible 

mmmmMmmmmu 

— 
Hh—h 

Fig. 16 — Signal and noise outputs for the circuit shown in Fig. 17. The vertical 
calibration is 0.01 volt/turn/large division. The horizontal calibration is 1 /is/ 
large division. The variable currents were all equal and equal to the clock current, 
which was 0.S ampere. Single-turn windings were used. 
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In practice, available memory core ferrites for which Br ^ 2400 gauss, 
//o = 0.17 oersted, Br/Bs =. 0.92, and s = 0.8 oersted microsecond 
are reasonably satisfactory. 

Representative output waveforms are shown in Fig. 16, which is dis- 
cussed in the next section in connection with Fig. 17. 

The important parameters of the Laddie are the values of the mini- 
mum currents needed to hold the variable rungs and the switching speed, 
for a given drive, switching path and material. Useful design formulae 
are derived in the following sections. 

5.2 Hold Currenls 

As discussed previously, the hold currents necessary to prevent flux 
from being switched in the corresponding rungs must exceed a certain 
minimum. This minimum is proportional to, and obviously less than, 
the switching drive current, and decreases with the distance between 
the held rung and the driven rung. The following simple treatment gives 
a relation between the minimum hold currents, drive current and switch- 
ing path, which agrees satisfactorily with experiment. These assumptions 
are made: 

i. During switching the amount of flux by-passed from the desired 
switching path by the held rungs and the saturated rungs of the Laddie 
is negligible. 

ii. The reluctance of the side rails, and of the input and output rungs, 
is linearly proportional to their length. 

iii. The concepts of static magnetic circuitry can be applied to the 
dynamic switching problem for the particular problem considered here. 

The first assumption can be justified because there is a difference of 
at least two orders of magnitude between the relative permeabilities of 
switching and nonswitching paths in a rectangular loop material. The 
second assumption can be only a first-order approximation, because the 
reset flux pattern is such that the initial reluctance of a side rail may 

CB A 

OUTPUT 
CLOCK. 

fr 5Ti 
6 7 2 3 RUNG NO ^ 

RESET 

Fig. 17 — Experimentu! Laddie circuit; F = {.1 -|- B) (.4 + ('.) (B -f- C). 
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Fig. 18 — Diagram to show peripheral lengths referred to in the text. 

not be uniform along its length. The justification for the third assump- 
tion is that it has been shown to be useful in a previous study of a 
dynamic magnetic circuit.6 

Let L be the mean length per window of the Laddie, and let W be 
the mean width, Fig. 18. Let a switching mmf Mi be applied to rung 1, 
and let holding mmf's Mi, il/4 , • • ■ Mn , ■ ■ ■ il/jv-2, which exactly bal- 
ance the switching mmf's appearing across them, be applied to the even- 
numbered rungs 2 to (N — 2), inclusive. Thus the switching flux return 
is through rung N. In this case, according to assumptions i, ii and iii, 
the ratio will be equal to the ratio of the reluctance or length 
of the portion of switching path BCD beyond rung n to the total switch- 
ing path ABC DA, Fig. 18. Thus, 

il/„ _ BCD _ W + 2{N - n)L _ N - n + W/2L ( . 
M i ABC DA 2W + 2(iY - 1)L N - I + 1T/L ' 1 j 

For the smallest Laddie dimensions shown in Fig. 15, W = 2L, and 
Mn/Mi is tabulated for this case in Table IT. 

Experimentally, the minimum hold drives (il/„)CXp necessary to operate 
the Laddie were determined by adjusting the holding currents to the 
minimum values necessary to produce maximum switching of flux in 
rung N, when a switching drive was applied to rung 1. The ratios Mn/]\[i 

Table II — Ratios of Minimum Hold Drive il/n to Clock Drive 
Mi for the Case W = 2L. 

n 

2 4 6 8 10 12 14 

4 0.60 
6 0.71 0.43 
S 0.78 0.56 0.33 

10 0.82 0.64 0.46 0.27 
12 0.85 0.69 0,54 0.38 0.23 
14 0.S7 0.73 0.60 0.47 0.33 0.20 
16 0.88 0.76 0.66 0.53 0.41 0.29 0.18 
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were measured for all of the input-output conditions covered by Table 
II, and for two typical values of the rung 1 drive, Mi = 0.3 ampere 
turn, and Mi = 0.G5 ampere turn. Experimental accuracy was about 
±10 per cent. It was found that the experimental ratios agreed with 
the predicted values to within ±15 per cent. When comparing the 
experimental and predicted values, it was assumed that (iV(l)cxp was 
equal to Mn - iUe. where Mc is the effective bias mmf in the rung due 
to the coercive field of the material. For the present case, lie = 0.17 
oersted, and mug length is 50 mils, so that il/r == 0.02 ampere turns. 

It is concluded that (3) is an adequate representation for design pur- 
poses. 

5.3 Sign al-to-Noise-Ralio 

In principle, there is no upper limit to the hold currents. However, 
the signal-to-noise ratio degenerates with increasing hold currents be- 
cause of lack of squareness of the B-II loop, the noise signal correspond- 
ing to the zero output of a memory core. The noise pulse decreases as 
the distance of a hold drive from the output winding increases, and in 
the Laddie only the final stages of the hold currents are serious sources 
of noise. An extreme practical case occurs when the hold currents are 
all equal io the first. Table II shows that, in this case, the final hold 
current is more than five times its minimum value in the IC-nmg Laddie. 
Fig. 19(a) shows the signal and noise outputs that were obtained experi- 
mentally, using a Id-rung Laddie, for the condition where all of the hold 
currents arc at their minimum values, as defined by (3). The remaining 
outputs shown were those obtained as a progressively increasing number 
of hold currents were made equal to the minimum value for rung 2, leav- 
ing the remainder at their previous values. The noise signal shown was 
the maximum that could be obtained, that is, when il/2 alone was miss- 
ing. Single-turn windings were used throughout. It will be seen that 
the signal-to-noise ratio is excellent when all hold currents arc at their 
minimum values, Fig. 19(a), but that the noise signal deteriorates as an 
increasing number of hold drives are made equal to Mi . However, for 
many applications, the signal-to-uoise ratio is tolerable even for the ex- 
treme ease of all hold currents equal. If necessary, the ratio may be im- 
proved by enlarging the effective size of the output window, as in the 
modified Laddie shown in Fig. 15, or by permanently holding the final 
rungs by means of direct currents through the hold windings. Both 
methods have been shown experimentally to reduce the influence of the 
hold currents on the output noise signal. 
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Fig. 19 — Sigiiiil and noisfi out,puts taken from the sixteenth rung of a Laddie 
showing the efl'ect of ineretising the hold currents beyond their minimum values, 
(a) all hold currents at their minimum values; (b) Mi, il/s, il/w, Mia, and Mh at 
their minimum values, remaining hold currents equal to Ms; (c) Alt, Aim, Mn 
and Mj4 at their minimum values, remaining hold currents equal to Mt\ (d) Mo, 
M12 and Mu at their minimum values, remaining hold currents equal to Mt; (e) 
Ma and Mu at their minimum values, remaining hold currents equal to Mt; (f) 
all hold currents equal to M-. 

An illustrative case of practical interest, where equal hold currents 
must be used, is that of producing the carry (K) of a full binary addi- 
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tion. In Boolean algebra notation, K = AB + AC + BC. This can also 
l)c written in the form K — {A A- B){A + C)(B + C). This function 
can be produced by the Laddie circuit shown in Fig. 17. In this circuit, 
rung 2 Is held by (A -f B), rung 4 by (.4 + C) and rung 6 by (B 4- C), 
so that an output results only if two or three of the input variables are 
simultaneously present. If single-turn windings are to be used, all the 
hold currents arc necessarily approximately equal. The outputs that 
were obtained experimentally for the separate inputs, ABC, AB'C, 
A'BC and ABC, are shown superimposed in Fig. 16(a). The outputs 
obtained for the remaining possible inputs, A'B'C, A'B'C, A'BC and 
AB'C, are shown superimposed in Fig. 16(b)- It is clear that, even when 
all the hold currents are equal, the signal-to-noise ratio is adequate for 
most purposes. Thus, apart from satisfying the condition for the mini- 
mum hold current, the margin requirements are lax. 

The foregoing discussion is based on the assumption that the Laddie 
structure is uniform in geometry and material. If this is not the case, 
the reset flux pattern may be affected and, as a result, irreversible flux 
changes may contribute to the noise pulse. This contribution will only 
l^e large when the available flux from the hold rungs cannot be entirely 
returned by rungs other than the output rung. This condition can be 
avoided by making the odd-numbered rungs large enough and/or pro- 
viding a bias winding which links odd-numbered rungs to ensure more 
complete saturation of all rungs. 

A complete description of Laddie noise is complicated and will not 
bo attempted here. It should be remarked that, in many circuits, no 
special noise suppression techniques appear to be necessary. 

5.4 Switching Speed 

The convention7 will be adopted here that the switching time be 
measured between the points of 10 per cent of maximum amplitude of 
the output waveform. 

If it is assumed, as in the last section, that the rungs of the Laddie 
may be ignored unless they are included in a switching path, then, for 
the purpose of determining switching speeds, the Laddie may be treated 
as a memory core of the same peripheral length. The length of the 
switching path when the output is taken off rung N is equal to 
2(iV - 1)L + 2IF, Fig. 18. Thus, since the switching time r is related 
to the applied drive by the usual relation,7 t(H — Ho) = s, for the 
Laddie 

(4) 
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Fig, 20 — Experimental plot of inverse switching speed versus applied field, 
11 = (().2jr il/i)/[lF + (N — l)L\, ioi' outputs taken from the 2nd, 4th, 8th, lOlh 
and 16th rung of the Laddie. 

Mi is in ampere turns, IF and L in centimeters, H0 in oersteds and s 
in oersted microseconds. 

The experimental relations for the 20 hole Laddie shown in Fig, 15, 
(IF = 2L), are shown in Fig. 20, for N in the range 2 to 16. It is con- 
cluded that (4) is a satisfactory representation. The values of s and 
Ho, derived from Fig. 20, are s = 0.77 oersted microsecond and H0 — 
0.15 oersted. 

It should be remarked that, for these measurements, all the hold cur- 
rents were maintained at their minimum values. If this is not the case, 
the output waveforms may be modified, and the effective switching 
times may change. However, the data presented give the approximate 
magnitudes. 

5.5 Impedances 

Since the hold current is not culled upon to switch flax, the impedance 
of a hold winding is quite small. It is equal to r + jwl, where r is the 
resistance of the winding, and I its inductance. For a single-turn winding 
typical values are r ~ 0.02 ohm, I ~ 0.01 microhenry. 

The impedances for the clock and reset drives are approximately 
resistive and may he derived from the usual core formula.8 
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5.c Cascading 

Two methods for cascading Laddies were described in Section 4.4. 
The first method was shown to ho similar to the cascading of conventional 
cores, and so need not he considered further. As stated, the second 
method has limited applicability, but it is still of practical interest. For 
this reason the characteristics of a two-stage cascade will he described. 

Refer to Fig. 14. Approximate relations for the minimum values of 
R and Nm/Nn are the following: 

■Smin 

[w] ■ = \_iy „ Jmm 

s{Lia — L],i) 

Lin, R 
hlO Rniin 

(5) 

(6) 

In deriving (5) and (G) it was assumed, as a first-order approximation, 
that the rate of change of flux v? is constant during the switching period. 
Equations (8) and (4) were used for the minimum hold currents and 
switching speeds respectively; L}m and Lm are the mean peripheral 
lengths of the first and second Laddies, i.e., A EC DA in Fig. 18, and 
Lu corresponds to the peripheral length DAB; <pr is the total flux avail- 
able for switching, and was assumed to be equal in the two Laddies; 
H is the actual loop resistance. All units are in cgs. 

Equations (5) and (G) have been found to provide a reasonable guide 
to practical design. As an example, consider the circuit shown in Fig. 21. 
For N,t = 1 the theoretical Rmin is 0.2 ohm. Experimental output wave- 
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Fig. 21 — A two-Laddic cascade. 
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Fig. 22 — Experimental waveforms from the circuit of Fig. 21, with Nm — 4. 

forms for one value of R on either side of Rmin , Nv = 1 and Nm = 4, 
are shown in Fig. 22. It will be seen that, as R is increased through the 
theoretical minimum, the main effect is to decrease the amplitude of the 
"0" signal, as is to be expected. 

For a given Nm/Nn and R, the ratio of the current drives Ir\/h must 
exceed a certain minimum to provide an adequate advance hold cur- 
rent; In/h also has a maximum limit, for otherwise the advance hold 
current will not persist for the full switching period of the second Laddie. 
The margin between maximum and minimum vanishes if Nm/Nn is equal 
to or less than the theoretical minimum. In practice, R should be chosen 
close to Rmin , and Nm/Nn made as large as practicable. Table III illus- 
trates the maximum and minimum current ratios obtained experimen- 
tally using the circuit of Fig. 21, for different parametric values. It will 
be seen that, for a suitable choice of R and Nm/Nn , the operating 
margms are broad. 

Table III — Ratios of Maximum and Minimum Drive Currents 
for Different Experimental Conditions 

Nth ampere-turns Nm turns Nn turns R dims (In/ZOmiu (rn//a)tnax 

0.3 G 1 0.43 2.8 >4 
0.3 6 1 0.20 3.0 >4 
0.3 a 1 0.1 3.0 >4 
0.3 4 1 0.42 2.0 3.0 
0.3 4 1 0.25 2.0 4.0 
0.3 4 1 0.1 2.0 >4 
0.3 2 1 0,1 min. iincl max. overlap 
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VI. DISCUSSION 

The Lacldlc structure is a versatile one for use in logic circuitry. More 
complicated structures, as discussed, may offer particular advantages 
when certain functions have to be realized, but for many applications 
the Laddie structure is sufficient. 

The details of Laddie behavior are not yet completely understood. 
Their understanding probably requires a more thorough explanation of 
the switching process in ferrites. However, by making a number of 
simple assumptions it has been possible to give simple formulae and 
design techniques for Laddie circuits, which appear in general to he satis- 
factory. 

The Laddie is basically a device for combinational logic and, as shown, 
a single Laddie can be used to realize any switching function of n vari- 
ables. For systems applications whore sequential operation is necessary, 
it may be used in conjunction with intermediate diode or transistor 
circuitry. In certain cases, the intermediate circuitry is not necessary. 

The Laddie is a simple device to make. Suitable materials are avail- 
able, and their properties are not very critical, provided that the material 
is reasonably homogeneous. For experimental purposes these devices 
have been cut out of solid fcrrite sheets, but for larger scale fabrication 
the green fcrrite would more conveniently be pressed into the final lorm. 
Experience with other ferrite devices suggests that pressing into the final 
form will slightly improve the material properties. Because of the use 
of single-turn windings for the variables, the wiring of a Laddie is fairly 
simple. It involves dropping a hairpin-shaped conductor across a rung, 
and a number of simple assembly schemes can be thought of. The reset 
winding is more complicated, because it involves threading a number of 
holes with a single wire. Printed wiring is very suitable for this purpose. 

The speed of the Laddie is basically the same as that of other magnetic 
core devices, being limited primarily by the properties of available mate- 
rials. Switching speeds of a few tenths of a microsecond and repetition 
rates of a few hundred kilocycles have been achieved. For many appli- 
cations in the telephone system, speed is not a prime requirement. 

No attempt will be made in this paper to compare Lnddic circuits 
with conventional core logic circuits, or with other multi-aperture 
devices. A useful comparison would be one that covered all possible 
applications, and this is not practicable. The main merits of the Laddie 
are its probable low cost, versatility and compatibility with existing 
core circuits, and the convenience of its design irom the point of view 
of fabrication. 
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Radio Attenuation at 11 kmc and 

Some Implications Affecting 

Relay System Engineering 

By S. D. HATHAWAY and H. W. EVANS 

(Manuscript received May 14, 195S) 

Radio waves at 11 kmc are altenuatcd by rain. In order to derive rules for 
engineering radio relay systems at 11 lane, a one-year experiment was 
conducted in a region of frequent heavy rainfall. The attenuation of 
paths 27 and 12 miles long was measured, together with rainfall at two- 
mile intervals along the paths. The instrumentation and the test results are 
described, and some implications related to systems engineering are pointed 
out. 

I. INTRODUCTION' 

Increasing use of the common-camcr microwave frequency bands at 
4 and 6 kmc has directed attention to the next higher band at 11 kmc. 
All three bands are subject to atmospheric fading, but propagation at 
11 kmc differs from that at the lower frequency bands chiefly in its 
vulnerability to rain. Knowledge of the statistics of the excess path loss 
caused by rain is a necessary prerequisite to 11-kmc system design, and 
therefore an experiment was undertaken to extend the modest body of 
available knowledge. 

The elTects of rain on microwave radio propagation have been calcu- 
lated by Ryde and Ryde.1" The radio energy is absorbed and scattered 
by the rain drops, and these effects become more pronounced at the 
higher microwave frequencies where the wavelength and the raindrop 
diameter become more nearly comparable. 

The excess attenuation caused by rainfall depends on the number of 
drops per unit volume in the radio path, the square of the drop diameter 
and a complex factor representing the ratio of the total energy absorbed 
and scattered by a single drop to the energy in that area of the wave- 
front equal to the projected area of the drop. 

Laws and Parsons3 observed the distributions of drop sizes for various 
73 
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Fig. 1 —1 Rain attenuation vs. rainfall rate (theoretical, after Hyde and 
Ryde1). 

rates of fall on a horizontal surface, using the method of Bentley.4* 
The higher the rainfall rate, the larger the drops, and also the greater 
the spread in size of drops. Ryde computes the number of drops per 
unit volume from the data of Laws and Parsons by applying the termi- 
nal velocity appropriate to the drop mass. 

The excess path loss per mile according to Ryde for the three common- 
carrier frequency bands-—4, C and 11 kmc— is shown on Fig. 1 for 
various rates of rainfall.f 

' * The Bentley method involves exposing trays of sifted flour to the rainfall, 
baking the flour to solidify the pellets formed by impinging raindrops and then 
sorting the pellets by size. The flour has been calibrated by generating drops of 
known size, so that drop size can be determined from the pellet size. 

t It is interesting to note that, from his computations, Ryde concludes that 
the excess attenuation caused by hail is in the order of one-hundredth that caused 
by rain, that ice crystal clouds cause no sensible excess attenuation, and that 
snow produces very small attenuation, even at the excessive rate of fall of five 
inches per hour. 
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Much rainfall data is available for point locations, but very little is 
known about the relationship between the rate of fall at a single rain- 
gauging point and the profile of rate of rainfall along a radio path. 
Furthermore, most rainfall data are in terms of fairly long discrete 
intervals, such as 30 minutes or one hour, and the relationship between 
hourly and instantaneous rates of fall is not perfectly known. 

Busscy6 has analyzed rainfall data for one year from the Muskingum 
River watershed in Ohio,5 and finds that the annual distribution of one- 
hour point rates is approximately the same as an annual distribution 
of instantaneous 50-km path rates. He further suggests that 10-minute 
point data may apply to an 8-km path, 30-minute data to a 25-km 
path, etc. 

It was the purpose of the experiment described here to seek con- 
firmation of Ryde's relationship between excess path attenuation and 
instantaneous rate of rainfall, and to measure the profile of rate of 
rainfall along a radio path in hopes of finding correlation with rainfall 
measured at a single point. It was expected that this information would 
be useful in determining design parameters for 11-kmc radio relay 
systems and for suggesting the conditions under which they be used. 

The experiment consisted of operating a radio path of a length typical 
of short-haul radio relay systems in a heavy rain area for a year. In- 
strumentation included devices for measuring excess radio path loss 
and rain gauges along the path at intervals short enough to define the 
rainfall profile. 

II. RADIO PATH 

The requirements that determined the choice of the radio path were: 
(a) Heavy rainfall, both in rate and depth. 
(b) Length of about 25 miles, which is considered typical of possible 

11-kmc application, with the possibility of a second receiver midway in 
the path so that some feel of interpolation versus length would result. 

(c) All-weather highway parallel to and very near the path, to permit 
access to rain gauges. 

(d) Existing structures and buildings for antennas and radio equip- 
ment, 

(e) Preferably a path equipped with an operating 4-kme radio relay 
system, so that some comparison could be made between 4- and il-kmc 
propagation. 

Literally hundreds of possible paths were examined. The choice 
narrowed quickly to the Gulf Coast region because of the high incidence 
of heavy rainfall and the great total rainfall, which is in the order of 60 
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in. per year.* Finally, u path was selected between Mobile and Mount 
Vernon, Alabama, 27.7 miles long, approximately north and south, and 
parallel to a good highway, as shown in Fig. 2, 

Arrangements were made to locate the transmitter at the Mount 
Vernon TD-2 4-kmc radio relay station, and an 8- by 12-ft plane re- 
flector, specially made to be flat to ^ in., was mounted at the 300-ft 
level of the TD-2 antenna tower. The reflector was illuminated by a 5-ft 
parabolic antenna mounted on top of the transmitter equipment housing, 
using a button-hook feed constructed of commercially available wave- 
guide pieces. The gain of the antenna system at Mount Vernon was 44.2 
db, 1.2 db greater than the gain of the parabolic antenna alone. 

At Mobile, a similar antenna system for the receiver was placed on the 
TD-2 tower atop the telephone building, but, because this tower was 
only 85 ft tall, a 6- by 8-ft plane reflector was used with the 5-ft para- 
bolic antenna. The gain of the antenna system at Mobile was 42.8 db, 
0.2 db less than that of the parabolic antenna alone because of the small 
spacing between the antenna and the reflector. 

At a point 12.6 miles south of the transmitter at Mount Vernon, near 
Axis, Alabama, a second receiving station was constructed. It used a 
104-ft path-loss testing tower,7 with a 3-ft parabolic antenna having a 
gain of 37.1 db, mounted directly on the receiver front-end, which could 
be run up and down the tower on a carriage. The tower was located 
directly in the path from Mount Vernon to Mobile. 

The antenna sizes were chosen to produce roughly equal received 
signal levels at Mobile and Axis, and to produce as large a received 
signal as was consistent with physical stability of the towers and the 
flatness of commercially available reflectors. 

The path loss (between isotropic antennas) from Mount Vernon to 
Mobile is 146.3 db, and from Mount Vernon to Axis 139,4 db. When the 
antenna gains are included, the net loss is 59.4 db from the Mount 
Vernon transmitter to the Mobile receiver and 58.1 db to the Axis 
receiver, in the absence of rain and atmospheric fading. 

The terrain near Mount Vernon is gently rolling, and south of Axis 
the path traverses the broad swampy valley of the Mobile River, the 
southernmost three miles being partly over water. The Mobile-Mount 
Vernon path had been tested previously8 at 4 kmc and was found to be 
free of strong ground reflections, so it was considered unnecessary to 
retest at 11 kmc. A profile of the path is shown in Fig. 3. The path was 
engineered at 4 kmc to have one-third first Fresnel zone clearance over 

* Annual depths of about 150 in. occur in the North Pacific Coast rain forests> 
but, surprisingly, the rate of fall is quite low. 
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Fig. 3 — Profile of Mobile-Axis-Mount Vernon radio path. 

an apparent earth radius equal to two-thirds of its true value. The 
passive reflectors for the 11-kmc tests had to be mounted below the 
existing TD-2 system antennas for physical reasons. Because of the lower 
antenna heights, the path clearance was 15 ft less than at 4 kmc. The 
limiting point in the path was 18 miles from the Mount Vernon end and, 
with 60-ft trees, the clearance was 36 ft when the effective earth radius 
was two-thirds of the true earth radius. At 11 kmc this was approxi- 
mately 0.7 first Fresnel zone, which is considered adequate even for this 
area. The shorter path, Axis-Mount Vernon, had clearance in the order 
of four Fresnel zones, which was far more than sufficient. 

III. RESULTS 

3.1 Fading 

Fig. 4 shows the signal level distributions of both paths due to multi- 
path fading for a four-month period, omitting the effects of rain. The 
long path distribution exceeds Rayleigh for fades greater than 20 db. 
This would seem to indicate a strong stable reflection condition due 
either to ground reflections or to layer stratifications in the atmosphere. 
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Since no path-loss tests were made at 11 kmc, ground reflections cannot 
be ruled out. However, the path for the most part traverses land covered 
with low vegetation and pine forests, usually thought to be nonveflcctivc. 
The TD-2 system suffered similar fading, and it had been established 
that at 4 kmc the path was essentially nonreflcctive. Unfortunately, 
only a slow-speed strip recorder was monitoring the 4-kmc system and 
comparative distribution data are not available. 

Figs. 5 and 6 show typical 4-kmc and 11-kmc signal strengths during 
periods of multipath activity. In general, multipath fading on 4 kmc 
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and 11 kmc began and ended at approximately the same time and 
followed the same over-all pattern. However, the number of fades was 
greater at 11 kmc than at 4 kmc. The necessity of having diversity 
protection for such systems is apparent if they are to meet long dis- 
tance telephone circuit standards. 

In addition to selective fading there were several long periods of 
depressed fields caused by earth bulge or obstructive-type fading. 
Atmospheric conditions in the Gulf region arc favorable for fading of 
this type because high humidity and stable conditions exist at night and 
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during the early morning hours. Figs. 7 and 8 show depressed fields that 
occurred on November 18 and 19. Since fades of this type are insensitive 
to frequency, protection can be accomplished only by providing adequate 
clearance and restricting the lengths of the radio paths. The received 
signal strength at 11 kmc on the hlobile-Mount Vernon path was 40 
db or more below the normal received level during less than 0.08 per 
cent of the year, due to obstructive-type fading. The shorter path was 
unaffected. 
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3.2 Rain Attenuation 

Frontal storms of short duration and high rates of rainfall are com- 
mon in the Delta area of the United States. In general, these storms 
originate in the Gulf of Mexico and travel landward in a northeasterly 
direction. A typical storm arrived in Mobile on March 15, 1956, and 
passed diagonally across the radio test path between the small towns of 
Creola and Mount Vernon, Alabama. Rain fell over this area of the 
test path from about 11:15 A.M. to 12:45 P.M. Fig. 0 shows the rainfall 
rate distribution at ten-minute intervals as the storm progressed across 
the path. In analyzing the data, such profiles were constructed for each 
minute of each significant rain event. 

Fig. 10 shows the correlation between the measured and calculated 
signal levels during the progress of the March 15 storm. The calculated 
signal level is based on the effective two-mile rainfall rate measured 
along the path during the storm. Ryde2 has indicated that the attenua- 
tion due to rainfall can be approximated by 

dh = k f Ra dr, 
Jo 

where 

R — rainfall rate, 

r length of propagation path. 

Hitschfckl, Gunn and East of McGill University, Montreal, Canada,0 
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have made computations of k and a for various wavelengths at 180C. 
Extrapolation of their work yields for 11 kmc: 

k = 1.395 db/mile/in./hr, 

a = 1.3. 

The rain gauges on the Mobile-Mount Vernon path were placed at 
approximately two-mile intervals. The rainfall rate within one mile 
cither side of a rain gauge has been assumed uniform. Then, over any 
two-mile path the attenuation due to rainfall is approximated by 

db -- 2kRa. 

The attenuation over the entire path is then the sum of the attenu- 
ations duo to the two-mile segments of the path: 

db = 2k{Ria -j- Rz" d- • • ■ T Rn")- 

The assumption of uniform rainfall within one mile either side of a 
rain gauge is most surely inaccurate. However, it permits an approximate 
solution to the problem of attenuation due to rainfall that is not in- 
consistent with the measured values. Certainly a better correlation 
would have been obtained if the rain gauges had been spaced closer 
together. 

A number of rain events were analyzed and the data reduced to the 
equivalent two-mile rate assuming uniform rainfall over the two-mile 
spans. Fig. 11 is a scatter diagram showing transmission loss in db per 
mile clue to precipitation versus precipitation in inches per hour. For 
comparison, Hyde's equation is plotted using the constant values sug- 
gested earlier. 

The recording equipment at Mobile and Axis was arranged to record 
receiver input levels from 0 to 40 db below the normal input level (ap- 
proximately — 32 dbm). The received signal strength was 40 db or more 
below the normal received level due to rainfall for 0.106 per cent of the 
year on the Mobile-Mount Vernon path and 0.020 per cent of the year 
on the Axis-Mount Vernon path. These figures indicate the expected 
order of outage time due to rainfall for single-hop ll-kmc radio systems 
having a 40 db fading margin and operating over similar paths in the 
Gulf Const region. Fading margin is taken to mean the number of db 
the receiver input level can be reduced before the noise exceeds the 
system objective; outage time is defined as the time the noise does ex- 
ceed the objective. Any predictions based on the above figures for 
outage time would be pessimistic for most other areas of the United 
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States since they reflect the attenuations due to severe rainfall found 
along the Gulf. 

IV. IMPLICATIONS AFFECTING SYSTEM ENGINEERING 

Rain attenuation is obviously a large factor in determining system 
reliability, and hence it reacts strongly on both the design and the 
application of the system. Since rainfall varies greatly in frequency and 
intensity from one region to another, it is important to be able to predict 
performance in any region, so that the system as designed will have the 
widest possible application consistent with cost, and so that the appli- 
cations engineer will know how to tailor those system parameters at 
his command to produce the degree of reliability desired. 

It is not feasible, for reasons of cost, to measure rain attenuation in 
all parts of the country, so it is necessary to use what rainfall data are 
available, and to couple the data, through what are thought to be rea- 
sonable assumptions, to the relationships between rainfall and attenua- 
tion. The validity of the predictions rests clearly on the validity of the 
assumptions, and it is to be expected that further refinements in pre- 
dicting rainfall outage will result, from observing the performance of 
early 11-kmc systems. 
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As an approach to the problem of predicting outage time due to rain- 
fall for all areas of the country, it has been assumed that the annual 
distribution of one-hour point rates is indicative of the annual distri- 
bution of instantaneous 30-mile path rates, along the lines suggested by 
Bussey.5 This is equivalent to assuming a fixed storm pattern moving 
at 30 miles per hour in the direction of the path. Furthermore, it has 
been assumed that the frequency of occurrence of severe rainfall of the 
type measured in the Mobile area will be reduced in other parts of the 
country in proportion to the distribution of annual point rates of one 
inch or more per hour. Fig. 12, based on these assumptions and the work 
of Dych and Mattice,10 illustrates contours of constant path lengths for 
fixed outage times for different areas of the United States. Fig. 13 shows 
the expected outage time due to rainfall for various path lengths in 
different rain areas of the United States. Curves a through h of Fig. 13 
correspond to the general areas described by the contours in Fig. 12. 
The longer paths have been weighted somewhat to take account of 
less severe rainfall covering larger areas than do storms typical of the 
Gulf region. 

In engineering a complete ll-kmc radio relay system, the rain outages 
of the individual hops must be added to obtain the performance for the 
system. Also, it is desirable to lay out the system in such a manner that 

'V, / 
a.v- - 

Fig. 12 - Contours of constant path length for fixed outage time. 
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the individual hops meet the same objective. From a practical stand- 
point, this will not always be possible. Sometimes it is necessary to have 
one or more hops of a system electrically long; they will have insufficient 
fading margin and hence contribute more than their share of outage 
time. From the over-all system viewpoint, this "excess" must be made 
up by imposing tighter requirements on the remaining hops. 

To meet the over-all system objective, it becomes necessary to know 
the contributions of the long hops—those having a fading margin less 
than 40 db. Fig. 14 shows excess path loss due to rain versus hours per 
year for the Mobile-Mount Vernon path. The shape of this curve is 
nearly identical with Bussey's curve of cumulative distribution for 
point, rates at Washington, D. C. If wo assume the shape of this curve 
to be representative for other areas of the country, then the. additional 
outage time for path lengths given by Fig. 13 can be estimated for hops 
having a fading margin less than 40 db. The data shown in Fig. 14 have 
been rationalized and arc shown in Fig. 15 as an estimate of addi- 
tional outage time. 

Sometimes it is practical to shorten a proposed path to bring the 
fading margin up to 40 db. An approximation of the necessary reduction 
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in path length can lie made if uniform rainfall rate is assumed over the 
path. Under this condition, Ryde shows the attenuation due to rainfall 
to be directly proportional to the path length. Thus the path length 
given in Fig. 13 can be shortened to correct for insufficient fading margin. 

llainfall in the extreme southeastern region of the United States will 
limit 11-kmc radio systems having a 40-db fading margin to path lengths 
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of approximately 10 to 15 miles, depending on the number of hops, if 
normal reliability objectives are to be met. Path lengths of 20 to 80 
miles should lie acceptable in the central area and paths as long as 85 
miles should he acceptable in the northwestern part of the country. 
However, in existing short-haul radio systems, the paths average 22 to 
24 miles, due to considerations other than those of propagation. It 
would then appear that 11-kmc systems will not be penalized unduly 
except in the extreme southeastern part of the United States. 

V. INSTRUMENTATION 

o.i TransmUtcr 

The transmitter employed a small commercially available klystron 
whose output was 0.5 watt. A variable probe was used to match the 
klystron to the waveguide to the antenna, and a 20-db directional 
coupler sampled the output so that frequency could be measured and 
the output power monitored. The frequency stability was such that it 
was not necessary to use automatic frequency control. Since the ac 
line was subject to frequent failure (a natural result of the thunder- 
storms whose rainfall provided the reason for the experiment), a strip- 
chart recorder with a mechanical clock drive was used to monitor the 
transmitter output. 

The transmitter with its power supply was mounted in a weather 
resistant cabinet, as shown in Fig. 16. 

5.2 Receiver 

The receiver was adapted from equipment designed to record path 
loss at 4 kmc,* which was, in turn, adapted from equipment designed 
to measure path reflections.8 It is shown in block schematic form in 
Fig. 17. The normal received signal level was —82.2 dhm at Mobile 
and —81.1 dhm at Axis. The receiver was arranged to record signals 
from 0 to —40 db relative to the normal signal. 

A balanced converter supplied by a local klystron oscillator modulated 
the incoming 11.4-kmc signal to a 60-mc intermediate frequency. In 
the preamplifier the GO-mc signal was amplitude modulated with 1000- 
cps. The output of the preamplifier was divided between an if amplifier 
feeding a frequency discriminator, which provided automatic frequency 

* An extensive path loss measuring program was carried out in 1947-1050 at 
4 kmc prior to commercial use of those frequencies by the Bell System. This 4- 
kmc equipment was designed by H. C. Franke and was converted to 11 kmc by 
S. I). Hathaway. 
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i 

v. i 

Fig. 16 —• 11-kmc transmitter, power supply and antenna, Mount Vernon, 
Alabama. 

control to the local klystron oscillator, and an amplitude detector, 
where a 1000-cp.s signal reasonably proportional to the microwave 
input signal over a 50-db range was recovered. The 1000-cps signal was 
amplified and rectified at a level suitable to operate the display equip- 
ment, The receiver at Axis (except for the converter, which was tower- 
mounted) and the display equipment are shown in Fig. 18. 

5.3 Display Equipment 

Two types of display equipment were used: 
(a) A level distribution recorder with a range of 40 db, which operated 
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h:: si 

Fig. IS — Axis station — if portion of radio receiver, display equipment. 

message registers which were photographed automatically on 35-mm 
film every 0.1 hour. 

(b) A strip-chart recorder with a logarithmic converter to produce a 
scale linear in db over a 50-db range. 

5.4 Level Dislribuiion Recorder* 

A series of nine dc sheer circuits, each arranged to operate at an input 
of one volt, was connected to a voltage divider at o-db intervals, thus 
covering a range of 40 db, as shown in Fig. 19. 

A 2-raf capacitor was connected by a relay actuated by a synchronous 
timer to a cathode follower output of the 1000-eps rectifier for 0.85 see- 

* This electronic level-distribution recorder was developed in 1946 to replace 
a relay device that had been used for many years to study distributions of talker 
volume and telephone circuit noise. This circuit was conceived by L. Y. Lacy 
and developed by C. R. Eckberg for mobile use in connection with investigations 
of vhf transmission to vehicles, and later modified by H. C. Franke for use in 
microwave propagation measurements. 
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Fig. 19 — Block schemat ic of level distribution recorder. 

ond. Then, for 0.15 second, the capacitor was connected to the voltage- 
divider sheer circuit. The slicer circuits wore arranged to drive message 
registers (counters) with the polarity such that, if the slicer threshold 
was exceeded, the message register would not count; if the slicer thres- 
hold was not exceeded, the message register counted. Thus, an input of 
100 volts (normal signal) caused no counts. An input of 0.9 volt (41-db 
fade) caused all message registers to count.* 

Standard 14-type telephone message registers were used, and a neon 
tube was connected across each message register for easy observation of 
individual counts.f 

Means wore provided to calibrate the level distribution recorder in a 
preliminary way from an accurate dc source, but final calibration was 
always made from an accurate signal generator connected to the radio 
receiver input, so as to reduce the effects of nonlinearity in the radio 
receiver. 

* Other level distrihulion recorders have been built with crossgating between 
the slicers, so that only the message register corresponding to the level just 
exceeded will operate. This t\-pe yields a histogram data presentation, whereas 
radio fading data are usually presented as a cumulative distribution. 

f Some message register units were arranged with an automatic reset mech- 
anism that reduced all message register readings to zero hourly- This simplified 
reducing the data, since smaller numbers had to be dealt with, but the delicate 
mechanism of (he rcsettnble registers available at the time the equipment was 
designed led to maintenance problems in the field, so these units were rebuilt to 
use the simpler registers. 
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Fig. 20 — Level distribution recorder camera film (enlarged two times). 
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5.5 Camera Equipment 

Pictures of the message registers were taken every 0.1 hour by a 35-mm 
camera adapted from a movie camera, under the control of a 24-hour 
electric clock which was included in the message register panel so that 
the time of each picture was recorded. A series of pictures is shown in 
Fig. 20. Auxiliary message registers recorded the total number of meas- 
urements and the date, the latter register being actuated by the 24-hour 
clock. The message register units and cameras were enclosed in a trunk 
to reduce spurious illumination. A projection film reader was used to 
transfer the data to a data book for analysis. 

5.6 Logarithmic Converter 

The logarithmic converter accepted a dc input voltage in the range 
-0.3 to -100 volts (as developed by the 1000-cps detector) and changed 
it to a direct current proportional to the logarithm of the input voltage, 
with a range of 0-1 ma for the operation of a strip-chart recorder. 

The dc input voltage was chopped at a GO-cps rate and applied to a 
differentiating circuit followed by a dc slicor circuit. The time that the 
differentiated wave exceeded the threshold of the slicor was proportional 
to the logarithm of the input voltage, so that the output of the sheer 
was a GO-ops wave with pulse length modulation proportional to the 
input voltage in decibels. This output was filtered* and applied to a 
strip-chart recorder to provide a linear 0-50 db recording. 

This display was limited by the slow response of the strip-chart 
recorder, whose time constant was about 0.5 second, so that the strip- 
charts were used chiefly for monitoring and quick scanning of data. 

5.7 Rain Gauges 

Automatic recording tilt-bucket rain gaugesf wore placed approxi- 
mately every two miles along the radio path, as shown in Fig. 2. Ihe 
exact locations were determined by considerations of accessibility, since 
many of the roads across the radio path were little more than swamp 
traces. Also, an effort was made to minimize the effect of nearby objects 
such as trees and buildings. 

The rain gauge mechanisms, shown in Fig. 21, were proportioned so 
that the bucket tilted after each 0.01 in. of rain fell. A magnet attached 

* It was found that imperfect filtering was desirable, in that a small amount 
of the CO-cps component improved (he response of the strip-chart recorder to small 
changes in input. 

t The rain gauges were designed by L. E. Hunt. 
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Fig. 21 — Rain gauge assembly: (a) recorder; (b) tilt bucket; (c) funnel. 

to the tilt bucket closed the contacts of a glass-sealed switch* during 
the instant of tilting. 

5.8 Rain Gauge Recorders 

Because of sparse wire facilities along the path, it was impossible to 
bring each rain gauge circuit to a central recorder, so individual strip- 
chart recorders were used at each rain gauge. These used teletypewriter 
tape drivenf by a clock| at the speed of 0.1 in. per minute (a little 
over 11 ft per day), and a stylus driven by an electromagnet punched 
a tiny hole in the tape each time the rain gauge backet tilted. Thus at 
the cloudburst rate of fall of eight inches per minute, the punch marks 
were just over 0.01 in. apart, so that careful examination under a strong 
glass was required. 

* Earlier models used open contacts which worked well in the laboratory but 
proved unsatisfactory under field conditions. 

f The usual trouble of changes of paper dimension caused much experimenta- 
tion with chart drive. Pins in the drive drum were superseded by n neoprene 
band friction drive. 

X Several types of clocks were tried — automobile electric clocks, precision 
automobile electric clocks, large spring-wound clocks and, finally, governor- 
controlled dc motors. None yielded the precision of timing desired, so that it was 
necessary to interpolate to avoid errors in correlating the individual rain gauge 
records for particular rain events. The improvements in the recorders were made 
by K. J. Frolund. 
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Space-Charge Wave Excitation in 

Solid-Cylindrical Brillouin Beams 

By W. W. IUGROD and J. R. PIERCE 

(Manuscript received April 24, 1958) 

The voltage and current modulation of ideal cylindrical electron beams 
in Brillouin flow, as well as beams in zero magnetic field, are studied by 
means of Laplace transforms. With a large'diamcler beam of (his class, 
suddenly accelerated from a temperature-limited cathode and without trans- 
verse velocities, the minimum noise figure of an amplifier is found to be 
smaller than it would be for a narrow, essentially one-dimensional {fila- 
ment or sheet) beam, or for a confined-flow beam with the same diameter, 
longitudinal velocity and direct current. 

Certain space-charge wave solutions obtained in field analyses of beams 
from shielded diodes, which have never been detected experimentally, are 
found to be nonexistent in the sense that no phenomenon taking place in a 
vacuum tube excites them. 

I. INTHODUCTION 

When a beam only partly fills the space within a concentric drift tube, 
the field patterns of the modes derived by small-signal slow-wave analy- 
sis are not orthogonal to one another. This makes it difficult to find the 
amplitude of any single mode excited by an arbitrary initial disturbance. 
The cases of ion-neutralized beams in the absence of a magnetic field and 
of Brillouin flow are even more difficult, for in these cases infinite groups 
of modes assume the same phase velocity and degenerate into a wave 
of arbitrary transverse distribution, which, we shall show, cannot be 
excited at all. 

In treating the excitation of a confined-flow beam, Scotto and Parzen1 

have circumvented such difficulties by means of a Laplace transform 
procedure. More recently, Bresler, Joshi and Marcuvitz2 have succeeded 
in formulating a complete set of orthogonal modes for such unidirectional 
electron beams, at the cost of some increased complexity in description. 

In this paper, a technique similar to that of Scotto and Parzen will 
be employed to solve several problems in the excitation of a solid-cylin- 

99 
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drical beam, focused in ideal Brillouin flow. The method consists of trans- 
forming the exciting current or voltage with respect to the axial coordi- 
nate 2, and finding the beam response by means of a transfer function 
which satisfies the transverse boundary conditions. The relative ampli- 
tudes of each of the various modes could be found, in this way, by using 
transfer functions evaluated in terms of each such mode. Here, only the 
fundamental mode, having axial symmetry, will be considered. The solu- 
tions so obtained will also apply to the beam in zero magnetic field, as 
the mode patterns are the same in both cases.3 

The first problem treated, of field modulation by means of an annular 
gap in a concentric drift tube, will illustrate the general technique. The 
remaining three calculations deal with different aspects of the problem 
of noise excitation of a finite-diameter beam in a shielded diode, in 
which the effect of transverse electron motions is disregarded. These cal- 
culations show that the "noisiness" of such a beam falls to half that for a 
narrow beam or a one-dimensional beam as the diameter is increased (as 
0b is made larger). An additional calculation shows that certain space- 
charge waves obtained in field analyses of such beams,4,5 which are inde- 
pendent of transverse boundary conditions, cannot be excited and there- 
fore do not exist. 

The prospects of producing low-noise amplifiers with large-diameter 
beams in Brillouin flow are not very good, because of large transverse 
electron excursions near the cathode. However, it is possible that a simi- 
lar noise-reduction mechanism may be present in confined-flow beams 
abruptly hollowed-out (relative to the cathode surface) close to the 
cathode. The extremely low noise figures reported6,7 for TWT amplifiers 
using beams of this sort are chiefly due to other noise-reduction proc- 
esses,8' 9 but the effect of large beam size may perhaps be important at 
higher frequencies. 

II. MODULATING VOLTAGE ACROSS GAP IN DRIFT TUBE 

At the input plane, 2 = 0, an ac voltage V is impressed across a very 
short gap in a drift tube of radius a, concentric with and enclosing a 
Brillouin-flow beam of radius 6. The response is sought in the form of 
the total current in the drift tube to the right of this plane, i,(z, a). 
Polar cylindrical coordinates (r, d, z) and MKS units will be employed, 
consistent with the notation of Ref. 5, in which axial-symmetric space- 
charge waves in beams of this type are described. AH of the ac quantities 
associated with any such wave are assumed to propagate as 

exp {jut) ■ exp {-j0z) (1) 

with the time variation suppressed. 
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As the amplitudes of all ac quantities are zero to the left of the input 
plane, it is convenient to use the Laplace transform pairs in the form10 

FiP) = f /U) exp (Jfc) dz, (2) 
•'o 

/(s) = J- f Pip) exp (- jfc) dp. (3) 
ijr J-v 

The integratirai contour for the inverse transform (3) is along the real 
axis of p, indented above any poles on that axis, and enclosing the third 
and fourth quadrants of the complex /3-plane. When F{P) has n simple, 
distinct poles within this contour, the last integral can he evaluated by 
means of Cauchy's residue theorem, for z > 0, as 

fiz) = -J S [(i3 — Pn)F(p) exp (—jpz)h-0n. (4) 

Accordingly, the transform of the impressed field, in a gap of nominal 
(but negligible) width d, is 

A (p)= /" (- 17d) exp (jpz) dz ^ - V. (5) 
■ o 

The response current is found by multiplying this quantity by a transfer 
function F(j3) to obtain the transform of that current, and then its in- 
verse transform. Any transfer function relating two ac quantities with 
the same {z, t) variation will, in general, be a function of the propaga- 
tion constant/S and the transverse properties of the electron beam and Its 
cylindrical enclosure. The transfer function ViP) relating the ac ampli- 
tudes i,{z, a) and F-{z, a) will therefore he the same as that relating their 
transforms },(P, a) and E.(p, a). In the present instance, the 2-com- 
poneut of the field equation for curl H provides the desired relation 
defining r(j3): 

ii{P, n) = 27rn//e = 2TaE.Y(P), (6) 

and the response current is given by 

1,(2,0) = -oV f V(P) exp (jpz) dp 
(7) 

= ./27m F l(d - pJViP) exp (-jpz)h=0n - 

The boundary equations at the surface of a drifting Brillouin-flow 
beam5 must he solved in terms of F(/3), rather than of the infinite ad- 
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mittance of a conducting wall. The axial electric field inside and outside 
of the beam, respectively, can be written 

E2 = Ahr (0 g r g 6), (8) 

Ez = Bhr + CKtr {h ^a), (9) 

where A, B, C are arbitrary constants, and I and K stand for the modified 
Bessel functions of the first and second kinds, respectively, the first sub- 
script denoting the order number and the second the radius. The propa- 
gation factor, exp j{o>t — fiz), as well as the argument (j3r) are omitted 
for brevity, and will be omitted elsewhere when they are unambiguous. 

The surface ripple due to ac radial electron motions can be represented 
by a surface charge density, 

c = -RtE,= (10) 
i3 dr 

evaluated in terms of the fields just inside of the beam, where R is the 
square of the reciprocal of the space-charge reduction factor, p, defined 
in terms of the radian plasma frequency (ap, the excitation frequency w 
and the beam drift velocity u, as follows: 

i 2 «2 
p   1    PP fill 

^ {V-put 03ui; 

In the last expression, ftp = o)p/u and & = u/u. 
The boundary equations at r = h can then be written 

Ala, — Bla, d" CKa,, (12) 

Aii ~ nyu = Bhb - cku, (is) 

and the admittance function is 

-?(!)... 

_ 3™ ha f (B/C) - {Kla/haT\ 

P Ua 1{B/C) + (/W/oa)J ' 

(14) 

Substitution here of {B/(J), found by solving the two boundary equa- 
tions, yields: 

Y(3) p' ~ wn (15) W PloaP2-™™,' U } 
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where 

w = phlnKob, (16) 

, hbKla (tj) 
« = 1 + T , UO 

A ofti jo 

m=l-^. (18) 
-t v. ofcl Qa 

By writing 

p' - wn = (/3 - &)" - 
p2 — (/3 — j3e)

2 — pp-wm 

it is readily verified that, along the real /3-axis, the only poles of ]'{$) are 

/3i.2 = P, ± PP-\/wm = Pp. ± i3q, (20) 

in terms of which 

p1 — torn = (/3 — /3i)(^ — ^2)- (21) 

In addition, as the integration contour encloses the third and fourth 
quadrants of the /3-plane, the terra. h{Pa) contributes poles at each of the 
zeros of Jq{x) along the negative imaginary /3-axis. For each root .r,, , the 
pole isp - (jXn/a), so that the corresponding residue contains a factor 
exp(—;rnz/a). Since such terms decay rapidly with distance z from 
the input plane, and we are solely interested in propagating waves, they 
will not be considered further. 

If the changes in iv, m and 11 due to changes of P are negleeted, by 
evaluating all Bessel-function arguments at /S,, the expression for the 
current response reduces to the following: 

itiz, a) = -7r«e^ aVj1 w(-m n^ [exp (-jpiz) - exp {-jPtf)] 
' Pe iOa VWUI 

^ -jV'Ireco,, sin pgZ exp i-jpfz) 

a r •> (Km Koa\ 
0Joa' 

Iii klystron theory, it is customary to write this quantity in another 
form, by introducing the do beam current 7o and voltage Fy. 1* or a 
beam with negligible potential depression, 



104 THE BELL SYSTEM TECHNTCAL JOURNAL, JANUARY 11)59 

With this and the reduction factor p = s/wm , we obtain 

Beck" has treated this problem in a slightly different way, by intro- 
ducing several additional approximations. His result consists of the 
above expression, followed by a smaller second term. The present deri- 
vation shows that this latter term should be simply zero. 

III. MODULATION BY INJECTED FILAMENT OF NOISE CURRENT 

The response of a one-dimensional beam to injected noise current 
has been computed by one of the authors10 with the Laplace transform 
technique described above. Within the framework of its assumptions, 
this computation led to results in agreement with the work of Back, 
Llewellyn and Peterson,!J thereby establishing its validity as an al- 
ternative procedure. It is now proposed to extend this treatment to 
the noise excitation of a finite-diameter beam in Brillouin flow or in 
zero magnetic field, and with an infinitely remote outer conducting 
tube. The treatment will be for a source of electrons with no transverse 
velocities. This may be unrealistic, but it is not unphysical, for such a 
source can be approximated by coliimating the electron flow from a 
cathode by means of an array of holes, such as a thick hexagonal grid. 
First, the response will he found to a slender filament of noise charge 
injected at the axis of this beam, and later on the response will be cal- 
culated for noise-charge modulation over the entire beam area. Com- 
parison of the results with those for the one-dimensional beam should 
reveal the effect of beam diameter on its noisiness. 

The approximations used in the one-dimensional computation10 are 
to be adopted here as well, and the reader is referred to Kef. 10 for a 
detailed discussion of their meaning. Effects due to the multivelocity 
nature of the beam and the inertial effects of a space-charge cloud during 
acceleration are avoided by assuming the beam to be abruptly accel- 
erated from a temperature-limited cathode. The modes of propagation 
of the beam are assumed to be indistinguishable from those for a beam 
without thermal velocities. Excitation of Landau-type damped plasma 
oscillations,13 which tend to decelerate fast-entering charges, is neglected. 

The noise excitation due to injected charge in each velocity class is 
calculated in a narrow frequency band, and its mean square summed 
over all velocity classes, restricted to a small spread about the mean 
beam velocity. The beam is thus regarded as a linear impedance through 
which the exciting charges flow. The entering charges are treated as 

sin /V exp (- jSez) 
fab 

(24) 
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cuiTeut lilaments with discrete velocities, which are modulated by the 
noise field due to all the other charges, but have no separate identities 
with respect to entering times. 

The Brillouin beam is taken to have radius h, and to be drifting in 
free space. In a narrow frequency band about w, the injected filament 
with velocity v can be regarded as a circular electron stream of radius 
5, carrying a convection current 

ii = ioS{z) exp (—jyz), (25) 

7 = -, (20) v 

where S is the unit step function, and 2 is measured from the enter- 
ing plane. This current corresponds to an ac charge density 

Pi —4- (27) OJ TTO" 

The total charge density pt at the input plane must satisfy Poisson's 
equation 

Pi = p + Pi = e div E, (28) 

where p is the induced charge density in the driven beam, consistent 
with the dynamics and charge-conservation equations for axial-sym- 
metric space-charge waves in Brillouin-flow beams: 

p = Re div E. (29) 

Thus the total charge density at the input plane is related to the in- 
jected charge density pi as follows: 

_ pi   rh  
P' l-R aj(7r32)(l — R) 

Outside of the radius 8 the charge density is zero, and the axial elec- 
tric field up to the rim of the beam can be written: 

E:1 — 0 f Or + B /Vflr , (d 1 ) 

omitting the propagation factor cxpi—jfiz) for brevity. In terms of 
these constants, the total charge per unit length within the very small 
radius 6 is then 

q, = /-VSfU/,, - BKu) S N-™?' (32) 

for 05 « 1 
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In the unbounded space outside of the beam, the longitudinal electric 
field must have the form 

E22 = C Kor- (33) 

Taking the surface charge of the beam into account, the boundary 
equations at radius b are 

A Iq, + B Kob = C Km , (34) 

(1 - R)iA I* - B Klb) = -CKlb. (35) 

The total current inside of a cylinder of radius r > 6 is 

iM = 2.rH. = ^ ^ CKir. (36) 
p- or p 

To obtain the transfer function needed in this problem, a relation 
between the injected current b and the total induced current b(r), or 
between their transforms and it{r), the boundary equations must be 
solved for the constant C, as follows: 

(37) 

r = B{1 - R) _ jTfo'i  
1 ~ RphhaUb 2^0)6(1 - RpbIlbKoh)' 

l ^ (39) 

and 

where 

ii{p,r) = F(y, P)ii(p), (40) 

h(P) = U f expj(p - y)zdz = Jl0 . (41) ■lo p — y y 

The response current within the radius r is thus 

2)=~j—- rF(7'exp (~jW ^ 
2irj J-oo P - y 

w<3g)i . (43) 
« L P — y Jp=pn 

The integrand 

F(y, P) iyr){P — PefKir 
8 - y {P — y)[{P — Pe)2 — Pp'PbIM 

(44) 
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has four poles: 

± PMhh Km)112 = & ± (45) 

and 

03 ~ 7) 0* = 0. (46) 

The pole of Ki(0r) at /3 = 0 contributes a residue —io, which serves to 
make itir, z) zero at zero frequency. This is consistent with the formu- 
lation of the problem, in which the dc component of the entering charge 
is neglected, and the beam itself manifests its dc current only in the 
plasma wave number. However, as the calculation is only valid for slow- 
wave propagating modes (0 > k), this residue will be disregarded. 

As before, the resultant expression is simplified by neglecting the 
small rate of change of the Bessel functions with 0, replacing 0 by 0e 

where this error is small. With the time factor suppressed, the result is 

itir, z) = ioyrKi(0cr) 
(-j0iz) 0q exp (-j02z) 

- y) 2(02 ~ y) _ 

+ ioyrKiM 
l 

i (47) 

(7 - 0e) exp (-jyz) 
(7 - 0c)2 - 0,2 _ " 

The assumption of small velocity spread in the entering charges, 
centered about the mean velocity u of the beam, permits the definition 
of a small quantity associated with each value of v: 

v — u 
e = «1, (48) 

(7 - 0f - (-tff « 0, (49) 

such that only terms up to first order in e need be retained, to a good 
approximation. The expression for total current response then reduces 
to 

ii(r, 2) ^ io(yr)Ki(0er) exp (—j&s) ^cos 0^ + je — sin 0^ . (50) 

The total current in the drifting beam, it(b), is related to the total 
convection current, ic(h), by the ratio:5 

Ub) R 1 _ 1 
b(6) R - 1 1 - 0bhblUb 0bhbKlb' 

(51) 
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Thus, 

ic(h, z) = to7& (cos Pv2 + i6 — sin . (52) 
PeOlob \ u)g / 

the argument of the Bessel function understood to be (fteb) here. 
The beam responses due to electrons in different velocity ranges are 

assumed to add in a mean square manner. In each velocity class, the 
impressed current has only shot noise. Thus, using the subscript n for 
each velocity class, the mean square impressed current in each class is 

in
2 = 2eInAf, (53) 

where e is the electronic charge, A/ the bandwidth about f = w/27r, 
and /„ the direct current in the ?ith velocity class. The mean square 
convection current response in the beam, due to in , is 

I ic u = (cos2 Z3?2 + €»2 sin pgz), (54) 
Job 

where e„ is associated with vn as in (48) and, approximately, 

^ ^ d2 ^ /5f
2. (55) 

The total mean square convection current is then 

I ic I = (cos2 dqz + e2 sin2 Pqz), (50) 
i Ob" 

where h is the total direct current in the injected filament, and 

E /"e"" = -t E (». - u)\ (50 
h U n I (i 

assuming that 

2 (Vn - It)' ^ (l'n — It) 
M2 M" 

where u is the average velocity, given by 

(58) 

= W 2 InV* ■ (59) 
Jo n 

If 
( 0 

The expression for | ic | in the finite beam is the same as that pre- 
viously obtained in the one-dimensional analysis,10 except for the pres- 
ence of /3,j in place of /3p within the brackets, and the term Im in the 
denominator. Thus the maximum value of I i? 1 is less than the total 
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impressed shot-noise current by the factor 1 'iW, which is smaller, the 
larger the beam diameter. 

IV. NOISE-CURRENT MODULATION OVER ENTIRE BEAM AREA 

The beam of the previous section is now supposed to be uniformly 
modulated by impressed noise current over its entire area, subject to 
all of the assumptions and conditions stipulated earlier. Since the space- 
charge mode of interest has axial symmetry, the contribution to the 
total induced current by any entering charge filament is independent 
of its angular position. The elementary areas of excitation can be taken 
to be thin rings (r to r 4- 8r), for which the transfer function relating 
the induced to the exciting current is the same for noise-current modula- 
tion in each velocity class as for coherent rings of injected charge, of 
the same velocity. 

The rms charge in a ring of current with velocity v is related to the 
rms current in the nth velocity class by 

dq. - ^ , (60) 
V 

where 

1/6, = (riAO"1 = [(./A^OOcA/)]"2, (61) 

./„ being the portion of the uniform current density with this velocity. 
As in the previous section, the total ring of charge at the input plane 
is related to this current clement by 

> dr/n y dz'n (t\0\ 
= r^Te = (b2) 

and 

din = 1 din I exp (-jyz), (63) 

where, as before, y = co/v. 
To evaluate the transfer function giving the current within some 

radius a, outside of the beam (radius b), the cross section is divided 
into three regions, separated by the rings of charge at radii r and b: 

Ezl = AI {0 g r' g r_), (64) 

Ez2 = Bhr- + CKor- (r+ ^ r' g 6_), (65) 

Ezi = DKor- (E ^ b+). (66) 

The first expression holds inside of the injected charge ring; the second 
between that radius, r, and the beam boundary, 5; and the last in free 
space outside of the beam. 
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The boundary equations at r and b, respectively, are: 

Ahr = Bh, + CK0r, (67) 

AIU - = Bhr - CK1t , (68) 
litre 

Blot + CKob = DKot, (69) 

(1 - R)[BIlb - CKlb\ = DKlb. (70) 

The total current within radius a, due to the injected charge ring at 
r, is 

di.{a) = ^ ^ DK,,, (71) 
/32 dr & 

where 

jfrhr dqt  
(72) D = 

2irer 

Thus, we obtain the transfer function F(y, (3) relating the transform 
of the total induced current a) to that of the injected current 
ring dinifi, r): 

dt.if), a) = = F^' ® dt'^ (73> 

where 

/3i,2 = /3C ± = Pe =i= Pq. (74) 

The inverse transform of dii(p, a), describing the total current in the 
propagating wave, is evaluated as before with the approximations 

y^P^pB (75) 

in terms that are not sensitive to changes in p: 

Uz, a) = | di. | f ^ {70) J-OO P — 7 

f (P - Pn)F(y, p) exp j-jpz) 
P - 7 

dit. 

= 1 din I S I 1 (77) 

= I din | (/3e(2) K'la/or exp {—jPez) j^COS PqZ + jt ~ SUl pqZ^ . (78) 

Following the same summation procedure as in the case of the single 
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injected noise filament, the total mean square current due to charge 
rings at r in all of the velocity classes is 

| cht'iz, a) | = (2f?JoA/)(/3e«)2AV/or22irrar 

f o , -/o>\ . o 1 ("9) ■ I COS" 0gZ + J mV Pi* 

where 

Jo ^ > J n (80) 

is tlie total direct current density. The square of the total response 
current is found by integrating this quantity over the beam radius: 

I ifiz, a) | = (2eInAf){peaKla)2(.If>b — hb2) 

, ■ - 1 (81) 

PqZ + e2 j sin" , 

where h is the total direct current. 
The mean square noise convection current in the drifting beam is 

consequently 

I Ob — i lb 

COS 

ic{z) 1 = (2c/„A/) 
/ "" I\b\ 
V u ) 

cos &qz + e2 sin2 (82) 

The noise convection current at the maxima and minima of this 
standing wave are, respectively, 

tr = 2e7oA/ 

- 2eI0Af 

•-mi 

'-mm1 

(83) 

(84) 

The product of maximum and minimum rms amplitudes of the noise 
convection current can therefore be written in the form 

i mnxf in in |fl  . ( 1 _ -^16 \ ^ 1 ,!2 
2cI0Af \ 7^/' 

(85) 

where the subscript B stands for the Brillouin-flow beam. If all of the 
electrons are accelerated by the same dc voltage Va, such that {eVo/kTc) 
» 1, where Tc is the cathode temperature, 

p = h{hTe/eV*), (80) 

and 
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By comparison, the result of the same analysis applied to the one- 
dimensional beam,10 which is identical with that obtained by the Kaek- 
Llewellyn-Peterson method,12 is 

I finnx^inin It W kTc (88) 
2(3/oAf eVo' 

the subscript T standing for the "thin" beam; or 

) !",i,x!,"in t
|g = 1 - — (89) 

| |r -/Ob" 

if the two types of beam are compared on the basis of the same h , 
ho, Tc and w/oj, . This ratio is less than unity for finite (35. 

Although the "noisiness" [ i.-un [ of a thin beam is a measure of 
the least attainable noise figure of any amplifier using that beam,14' 16' 
101 17 it does not follow from this result that the Brillouin-flow beam is 
necessarily less noisy than a thin beam with the same direct current 
and voltage. For instance, in a thin beam the shot-noise current is 
2c/(iAf and all of h is effective in interaction with the longitudinal hp 
field of an 'amplifier circuit. In the Brillouin-flow beam, however, the 
rf field has both longitudinal and transverse components, and varies 
in intensity over the beam cross section. The effective part of the total 
beam current, therefore, may be less than /o . 

In single-velocity thin-beam theory, the kinetic power P* accounts 
for virtually all of the power transported by the space-charge waves, 
and may be defined by15 

Re(Pfc) - }2K{if - i/), (90) 

where if and F arc the convection currents in the "fast" and "slow" 
traveling waves, respectively, and 

K = 2 -? i-0. (91) 
at /n 

In terms of K the noise-current expression for the thin beam may be 
rewritten as 

Ps = \K | finasfi.un \ = kTrA f. (92) 

This noise quantity has the dimensions of power; wc may call it noisi- 
ness. If is invariant in all beam transformations not involving loss of 
rf power.14 The minimum attainable noise figure Ft of any amplifier 
depending on rf interaction between a circuit and the slow space-charge 
wave has been shown to be13'16 
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Fr = 1 + Pt/ilcTAJ) = ] + T, T, (93) 

where T is the ambient temperature. This summary of thm-bcam 
theory applies to a thin hollow beam as well us u filamentary beam, as 
in both such beams the rf field acts equally on all of the direct current 
/ o ■ 

From this it follows that the minimum noise figure Fb of any ampli- 
fier using the ideal Brillouin beam we have discussed can be evaluated 
by finding the noise kinetic power of an equivalent thin beam. Both 
beams will be equivalent with respect to interaction with any external 
rf circuit if both produce the same fields (or wave admittances) in 
free space just outside of the thick beam, at r = h. 

Just outside of the Brillouin beam, with current /o and voltage To, 
the TM wave admittance looking into the beam is5 

y _ He _ ju* 
E: 0 

1 - r "'Wl r- (!M) (co — /SR.)-J Job 

The portion )',/ of 1' due to displacement current u in the volume oc- 
cupied by the beam is given by the same expression, with w,/ = 0: 

n = (VV) 05) \2-KbEz/r^h & JOb 

The remainder of the total admittance is due to the convection current 
4 in the beam: 

r = ( ic ^ = -•/W6 b* (<){\) 
" \27rbEjr=b P {o> - puY- U' J 

The ecjuivalent beam is chosen to be a thin hollow beam, of the same 
radius h as the Brillouin beam, with current ?« not yet specified, and 
the same voltage To. We can take the ac convection current of the 
thin beam as equal to the total convection current of the Brillouin flow 
beam, because it can be shown that the total convection current of the 
Brillouin beam is equal to the surface current to within a small frac- 
tion Wy/O). 

The relation between total convection current ?e and longitudinal 
field Ez in this hollow beam is 

ir\ _ JPe / 
Ejr~b (& - py \2V 

Its eleclronic admittance in space just outside of this beam is 
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r'= (j;),.!= - w (m) ■ (98) 

Near fteu = w, the admittance Yj due to displacement current in the 
space inside of this cylinder is the same as for the Brillouin-flow beam: 

^ . (gij) 
P iOb 

The two beams Mill then be equivalent if their electronic admittances 
are the same at r = 6: 

_ f A ^ (ioo) 
)2 \2Fo/ piv-puY W K ) 2irb(pe - p)~ 

2V0 _ Pu lot. (1()1) 

io 2Trbeup
2 lu 

As this expression changes relatively slowly with 0b, the admittances 
of the thin hollow beam and of the Brillouin beam vary in essentially 
the same way with 0. This approximation, therefore, is fairly good over 
a small range oi 0 about co/w. 

The noisiness of the equivalent hollow beam is 

Pa = 5A ) fmnxfmin | , (9-2) 
where 

205, Vn _ 0u L 

and 

jr _ *Uq V 0   (t)g PU £01 
co io co 27r6ecop2 lib 

'mux Hn in (,03) 
\ loir/ UqV o 

as found above for the thick beam. Since the direct current density and 
longitudinal velocity of this beam are constant over its cross section, 

h c Io irb' 2 /1 fw \ 
7,1.■ = 5 = — WP e- (104) 2Fo mu2 u 

With these substitutions, the expression for noisiness P, in the Brillouin- 
flow beam reduces to 

P. = Urn - hi) (^J^) kT^!- (105) 

Another way to state this result is to express the minimum attainable 
noise figure Fb of the Brillouin-flow beam in terms of that of the thin 
beam (whose noisiness is kTcAf): 

(I00) 
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This ratio, plotted in Fig. 1, varies rather slowly from unity at 0b = 0, 
to one-half at 0b —» oo. With FT — 4, corresponding to about 6 db, the 
predicted value16 for a univelocity thin beam, the least noise figure of 
the infinitely broad beam, for example, would be 4 db. 

We should, of course, recall that this result applies for the unusual 
but not unphysieal case of a beam with no transverse velocities. 

Haus18 has demonstrated formally that an amplifier with a thick 
beam in confined flow cannot have a lower noise figure than one with 
a thin beam, when the input conditions are full shot-noise current and 
the Rack equivalent velocity fluctuations. His proof depends on ex- 
pansion of the excitation in terms of a complete orthogonal set of func- 
tions at the input plane. In the absence of mode coupling in the accel- 
eration region, each mode can be treated as though it were along a 
single thin beam, independent of the other modes. The opposite point 
of view has been advanced by Beam and Bloom19 and by Paschke.20 

They have argued, essentially, that a lower noise figure can be obtained 
with a thicker beam (in confined flow), because the field of the rf circuit 
couples less effectively to the beam interior than to its surface, whereas 
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Fig. 1. —The ratio of the noisiness P, of an idealized Brillouin flow beam to 
that of an equivalent thin hollow beam in confined flow, as a function of the 
product of propagation constant 0 and beam radius b. The ordinates also represent 
the ratio (Fa — D/f/'V — t), where Fu and FT arc the minimum noise figures 
attainable with the two types of electron beam, respectively, when they are 
abruptly accelerated from temperature-limited cathodes [see (106)]. 
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the noise excitation is uniform over the entire cross section. This argu- 
ment, however, assumes that the circuit field in the presence of the 
beam is the same as in its absence—an assumption open to question. 

In connection with the fact that wo have found a noisiness less than 
that prescribed by Hans, we can only note that, for the beam with 
zero magnetic field and for the Brillouin flow beam, in whose interior 
the ac space-charge density is zero, the set of propagating space-chargc 
modes is incomplete, (There are no slow space-charge modes with radial 
periodicity.) It may bo that the axial-symmctric mode fails to propagate 
all of the axial-symmetric noise excitation and the higher-order modes 
fail to carry all of the excitation with angular periodicity. Recent cal- 
culations by Bobroff and Haus21 point to the same conclusions—that 
the space-charge wave modes in such beams do not form a complete 
set, and therefore that an arbitrary initial excitation cannot be ex- 
panded in terms of these modes. 

The noisiness of beams produced by shielded guns is actually much 
greater than that calculated for the idealized beam, because of the 
transverse thermal electron velocities near the cathode, neglected in 
the calculation. Their principal effect, as Beam has shown,22 is to in- 
crease the velocity fluctuations near the potential minimum due to 
"mixing" of electrons from different parts of the cathode. The increase 
in noisiness due to this effect probably outweighs any possible decrease 
due to increase in beam diameter. However, the noise reduction mech- 
anism described by the calculations may perhaps play a role in low- 
noise beams of a special typo. 

Xoise figures considerably less than the G-db minimum for an abruptly 
accelerated thin beam have been observed by a number of workers. 
Using a hollow confined-flow beam in a backward-wave amplifier, 
Currie and Forster have measured a noise figure of less than 4 db. 
More recently, St. John and Caul ton' have attained a noise figure of 
4.5 db with a fairly conventional gun and, by using a solid-circular gun 
similar in cross section to that of Currie and Forster's annular gun, 
they attained a H.5-db noise figure at microwave frequencies. Noise 
reduction due to a gradual acceleration allowing drifting9 has been put 
forward as a plausible explanation of such low noise figures. 

It should be noted, however, that in both instances the beams were 
found to have current density profiles sharply peaked at the surface, 
so as to resemble to some degree the case of Brillouin flow, in which the 
ac current is at the surface of the beam. Their low noisiness, therefore, 
might, at least in part, have been due to the noise-reduction mechanism 
described by the calculations of this paper. 
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V. SPACE-CHARGE WAVES INDEPENDENT OF BOUNDARY CONDITIONS 

In analyses of slow-wave propagation along electron beams produced 
by magnetically shielded guns,4,5 two pairs of space-charge waves 
are found. In one of these, the field distributions and propagation con- 
stants depend in the usual way on the transverse boundary conditions. 
The waves of the second pair, however, are not accompanied by any 
field outside of the beam; they have never been detected experimentally 
and they are not found when magnetic flux, however slight, threads 
the cathode.23,24 These very singular waves appear to have first been 
described in 1946 by Feenberg and Feldman.4 

For simplicity, the properties of such waves will be examined in the 
case of axial-symmetric fields in a Brillouin-flow beam.6 At the surface 
of this beam, the boundary conditions are (i) that E2 be continuous, 
and (ii) that 

[(1 - tf)£V]beam = [Errace, (107) 

where R = as defined in (11). For these waves, R = 1. It fol- 
lows that the fields arc zero outside of the beam, and Ez is zero at the 
common boundary. The waves, therefore, cannot be excited by fields 
outside of the beam. 

Within the beam, if excited somehow, they would propagate with 
arbitrary radial field distribution and the longitudinal propagation 
constants 

di.s = & ± dp) (10S) 

which are characteristic of waves with 'purely longiludinal fields. (In 
ordinary space-charge waves, the plasma oscillation frequency is re- 
duced, because of transverse fields coupling the current filaments to one 
another and to other currents.) However, if Er were zero everywhere 
inside of the beam, E. would also be zero, as it is zero at the boundary. 
This leads one to suspect that these waves do not really exist at all. 

It was shown that, when a Brillouin-flow beam is current-modulated, 
the total charge density pi at any point in the excitation plane is related 
to the injected charge density pi, and to that induced in the smoothed- 
out beam, p, by the equations 

P/ - P + pi = f div E, (28) 

P = Re div E. (29) 

When 7? = 1, therefore, the initial conditions are pi = p for all values 
of the injected charge pj . This means that the R = 1 modes cannot be 
excited by charge modulation or, since the charge-injection velocity is 
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arbitrary, by either current or velocity modulation within the beam. As, 
in addition, they cannot he excited by external voltage modulation, the 
R = 1 modes are physically nonexistent. 
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Space-Charge Wave Harmonics and 

Noise Propagation in Rotating 

Electron Beams 

By W. W. RIGROD 

(Manuscript received May 2, 195S) 

Higher-order space-charge waves on solid cylindrical electron beams 
produced by shielded or nearly shielded guns have only ozimuthal peri- 
odicity, as in hollow beams. Because of beam rotation, they are members 
of a broad class of space-charge ivaves which can (ravel faster than the 
beams themselves, either forwards or backwards. The properties of such 
leaves for the beam in a drift tube and in a concentric sheath helix are de- 
rived from a slow-wave, small-signal analysis and the appropriate boundary 
equations. Experimental observations of their interaction with harmonic 
fields of a helix, as well as of (heir role in noise propagation, tend to con- 
firm the results of these computations. 

I. INTUODUCTION 

Interest in the fic behavior of cylindrical electron beams issuing from 
magnetically shielded or partly shielded guns has been stimulated in 
recent years by their increasing application in medium- and high-power 
traveling-wave tubes. As yet, however, such beams have received con- 
siderably less attention in the literature than have those in confined 
flow. The properties of the fundamental (axial-symmetric) space-charge 
mode in the former type of beam have been studied by Rigrod and 
Lewis,1 and by Brewer.2 Waves of this type provide a first-order de- 
scription of the beam interaction with its environment, such as a drift 
tube or helix. The present paper will supplement this work by consider- 
ing higher-order modes of wave propagation in such beams, in which 
the fields have azimuthal, but not radial, periodicity. Following an 
analysis of the waves themselves, several problems will be discussed 
in which they play important roles: the excitation in a helix of spatial- 
harmonic modes, the propagation of noise excitation and possible new 

119 
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applications of these spacc-charge-wave ''harmonics." Experimental 
confirmation of their interaction with the harmonic fields of a helix, 
observed by Kiryushin3,4 will be described, as well as some interesting 
noise measurements obtained by Ashkin and White,6 which illustrate 
their participation in noise propagation. 

11. NATURE OF HIGIIBR-ORDBH MODES 

The formation of ripple-free beams from convergent electron guns 
is often facilitated by letting some magnetic flux thread the cathode. 
Although this paper is primarily concerned with waves along Brillouin- 
flow beams, the computations of this section will include provision for 
arbitrary flux density at the cathode, for greater generality.* The ratio 
a of flux encircled at the cathode to that in the drift region, is assumed 
constant for any ring of electrons. The steady-state electron flow is 
then laminar, and can be described by the following equations: 

9 = ^(1 -a), (1) 

> 7?^-° = r0(wc - 9), (2) 0?' 

2(1 -a2) m 
^  2 ' 

i — u, r — 0. (4^ 

Here (r, 9, z) are polar cylindrical coordinates; Vo the dc potentia 
due to the uniform spacc-chargc density po ; 17 the charge-mass ratio 
for the electron (a positive quantity) and ojc and the angular cyclotron 
and plasma frequencies, respectively. A dot indicates time differeutia- 
tion, and MKS units are used. 

The problem is to find the properties of small-signal ac waves which 
propagate along the beam as 

exp j{ojt — fid — fiz), (5) 

with n = 0, 1, 2, - ■ subject to the slow-wave condition 

(6) 

With this condition, the scalar wave cqinition 

* The basic equations of this section wore first derived by J. R. Pierce of Bell 
Telephone Laboratories. 
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(A + k')E, — — div J + jw/i./, (7) 
ojc 

reduces to the following equivalent forms 

AK.^divJ, (8) 
ue 

AEZ = (0) 
e 

using the chargc-consorvfition equation. Here A is the Laplacian opera- 
tor, J the ae convection current density, p the ac space-charge density, 
e and p the dielectric constant and permeability of free space, respec- 
tively, oi the angular excitation frequency, k the free-space wave mini her 
and /3 the axial propagation constant. 

The terms which drop out of this wave equation due to the slow-wave 
assumption are precisely those arising from curl E. That is, the slow- 
wave condition is equivalent to setting curl E to zero, or to neglecting 
the contribution to E made by the ac magnetic fields (provided J does 
not exceed JueE by a factor approaching (f/1:2 in magnitude). The 
electric field can therefore he derived from a scalar potential, or 

E,= £E.. (10) 
/3 dr fir 

Another consequence of the slow-wave restriction is that the contribu- 
tion of the ac magnetic field to the force on electrons can be disregarded, 
as it is negligible compared with that exerted by the electric field. 

With this and the assumption of single-valued velocities at each 
point in the beam, the electron dynamics equation can be expressed 
in Kulerian coordinates as follows: 

4 (vo + v) = -rjf-grad To + E + (v„ + v) X B,,], (11) (11 

where 

Vo = (0, rd, n), (12) 

v = (Vr, re , i'z) exp j{ut - 716 - fiz), (13) 

and Bo is the axial magnetic field, the zero subscript being used wherever 
necessary to distinguish the steady-state quantities. Expansion of this 
equation yields the components of the ac velocity amplitude: 



122 THE BELL SYSTEM TECHNICAL JOURNAL, JANUARY 1959 

?'•-'(") 4 lls• 
Vg = 

V 
P ' 

(16) 

where 

and 

P = co — nd — 0uy (17) 

03n
2 = P2 — (a03r)'' (18) 

From the charge-conservation equation, 

jpo div v i«op
: 

P P 03, 
2 ^|, (19) 

and the wave equation for E* reduces to the Bessel equation 

(20) 

whose solution has the form 

Ez = H AJn{ynr) exp j"(wi - nd - p^z). (21) 
n 

Here An is a constant, and /„ the nth order modified Bessel function 
of the first kind, with transverse propagation constant 7,. defined by 

2 
1 + 

/3»2 
(?) (A)- m 

The ac space-charge density can conveniently be re-expressed in terms 
of the above ratio (for any chosen n): 

P (23) 

showing that p becomes zero when ao3c is zero. 
Since, for slow waves, the electric field is irrotational both inside and 

outside of the beam, it can be determined by the boundary conditions 
for Ez and Er at the beam surface: 

(44)- ■ ©.w lw, 
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where b— and 6+ refer to the regions just inside and outside of the 
beam surface, respectively, and 5- is the ac surface-charge, density due 
to unbalanced radial electron motions: 

The simplest boundary-value problem is that of the beam drifting 
in a concentric conducting tube of radius a. In the space between beam 
and tube wall, the field is of the form 

Ez = Bn[In(pr)Knm - Kni(ir)IuWa)], (2G) 

where Bn is a constant, and Kn the nth order modified Bessel function 
of the second kind. Thus, the boundary equation at the beam surface, 
r = b, can be written 

f/. _ up2\ yhTnjyh) _ w/ wao),'! 
L\ WnM In{yb) 6,„2 P ] 

_ (27) 
In'{l3b)Kn(0a) - Kn'i^Inipa) 

^ l umuM - K„mi„{pa) j 

the primes denoting differentiation with respect to the total argument- 
For any set of values of n, a and h/a, this equation can be solved for 
the square of the plasma-frequency reduction factor — P/up . For 
each frequency, there are two values of the propagation constant: 

/Si.2 = - riB/'u ± pnpp , (28) 

where /30 = u/u, 0P = o)p/u, and p„ is a function of fib. The two travel- 
ing waves in each such solution interfere with one another to form a 
standing wave, with half-wavelength 

= ^7r 7r (20) 
2 Pi — Pi PnPp ' 

Brewer2 has solved this admittance equation (27) for the fundamental 
mode, n = 0, using a flux parameter Q related to a by 

(30) 
& 2(1 - a2)" 

His results show that, for a below about 0.5, the solution po differs 
little from its value for a = 0, the rate of change dpo/da being less as 
pb and b/a decrease. 

The influence of cathode flux on the reduction factor p,t for the higher- 
order modes is quite different from that for the fundamental. This is 
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iUiistnitcd in Fig. 1, showing how this factor varies with fib for the 
n = 1 mode, for a = 0.2 and 0.4, and b/a = 0 and 0.0. For 0 < a < 1, 
and small b/a, p tends to increase as (3b decreases, reaching some finite 
value at the limit 0b — 0. Calculations indicate, moreover, that p be- 
comes infinite for a = 1 (confined flow), for all values of 0b. (In con- 
fined flow, there is an infinite set of solutions for p, but the one described 
here is that which blends continuously into that for Brillouin flow as 
a is varied from unity to zero.) In general, dp/da decreases as 0b in- 
creases or a decreases. 

In most cases when beams are produced by shielded or nearly shielded 
diodes, the flux parameter a ranges from zero to at most about 0.4. 
Except for very small 0h and h/a, the reduction factor for a = 0.2 differs 
negligibly from that for a ^ 0, and for a = 0.4 it ranges mostly between 
0.85 and unity. Over this range of a, then, it would appear that the 
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Fig. 1 — Plasma-frequency reduction factors p = cag/wp for space-charge waves 
with azimuthal periodicity, « = 1, along a solid-cylindrical beam with small 
amounts of flux threading the cathode;« is the ratio of flux at the cathode to that 
Hooding the beam, /3 is the axial propagation constant , b the beam radius and a the 
radius of a concentric drift tube. 
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properties of higher-order space-charge waves do not differ markedly 
from those on a Brillouin-flow beam (Figs. 2 and 3). 

To obtain the equations for Brillouin flow, it is only necessary to 
set a equal to zero. It should be noted that, in all of the functional 
relations among ac quantities, the flux parameter a appears explicitly 
only in the product , proportional to the flux density at the cathode. 
Because of this, all the equations determining the current and field 
patterns of the higher-order modes, including the TM boundary-match- 
ing equation, are the same for the Brillouin-flow beam and the beam 
in zero magnetic field, both of which have zero flux at the cathode. The 
only wave properties affected by the rotation of the Brillouin-flow beam 
are the 0-directed surface current (which excites TE fields), and the 
axial phase velocity of higher-order modes. 

The reduced space-charge wavelength, however, is the same in both 
types of beams. In a shielded diode with small convergence angle, 
therefore, the accelerated beam throughout the univelocity region can 
be regarded approximately as a chain of short sections of drifting beams, 
each with its own velocity and geometry, in which the allowed mode 
patterns are the same as in Brillouin flow. When the beam enters the 
magnetic focusing field, these patterns rotate with the rotating beam, 
each thereby acquiring a higher axial phase velocity. 
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Fig. 2. — Plasma-froquency reduction factors p = ug/up for the fundamental 
(n = 0) and the first three higher-order modes of .space-charge waves, along a 
sol id-cylindrical Hrillouin-flow beam (q- = 0), of radius h in free space. 
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When auc is zero, the wave equation for Ez has two sets of solutions. 
The first is 

wp2 = P2 or p„ = 1. (31) 

It has been shown in the accompanying article6 that this solution is 
spurious, as there is no way in which the corresponding waves can be 
excited. The second solution is 

AE, — 0. (32) 

The transverse propagation constant is now y = ft, and the ac space- 
charge density in the beam is zero. The boundary equation can be 
reduced to an explicit expression for the space-charge reduction factor; 

pn
2 = Pblnb'lnb 

_ ^nb 
_ KnJ 

In* A' 
(33) 

Here, and wherever else they are unambiguous, the arguments (/3a) 
and (fib) are replaced by the subscripts a and b, the radii of drift tube 
and beam, respectively. 

For very small arguments, fia < n, and n > 0, 

Vn - h(h/af\ (34) 

whereas, for very large arguments, fib > n2, and n ^ 0, 
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Fig, 3. — Plasma-frequency reduction factors p = w?/«p for the same modes 
as in Fig. 2, when the Brillouin-flow beam is in a concentric drift tube of radius 
a, where 6/o = 0.6. 
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pB
2^§-^exp[-2/3(a-6)]. (35) 

These limiting expressions, and the curves of plotted in Figs. 2 
and 3 for n — 1,2 and 3, for two values of b/a, show that the smaller 
h/a is and the larger n is the closer the reduction factor pn clings to 
the asymptotic value 0.707. To a good approximation, then, for all 
n > 1, and for n = 1 when 6/a is small, 

1)/3C (36) 

and 

(37) 

that is, the distance between current minima equals the cyclotron wave- 
length. 

Since the convection current carried by the beam is chiefly due to 
transport of ac surface charge, the field pattern can best be visualized 
by examining the locus of maximum surface current density in each 
standing wave: 

Re((7< + Gf) = 1 (? | cos {ut - Pez) cos n(^ ~ C0H (38) 

The subscripts s and / refer to the slow and fast waves, respectively, 
and ( G | is the amplitude of surface current density at = s = 0 = 0. 
For most of the high-order modes, for which p„ == 0.707, 

= (30) 

The surface-current maxima follow spiral loci, therefore, with the 
same "pitch" as the rotating beam itself, increasing and decreasing 
along these loci with a period equal to one beam rotation. For the nth 
order mode, there are 2n such loci, resembling the conductors of a 
multifilar helix, in which the lines of force start and end on ac charges 
in adjacent parts of the beam. This is why the reduction factor tends 
to he independent of beam or wall geometry when n is large. 

Ill, MODE COUPLING BETWEEN BEAM AND HELIX 

The coupling impedance, measuring the interaction between waves 
on a Brillouin-flow beam and a concentric sheath helix, both with the 
same azimuthal periodicity, will be evaluated in this section, with some 
simplifying assumptions. Somewhat weaker interaction should also be 
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possible when the beam and helix waves have the same axial phase 
velocities, but different azimuthal periodicities. However, this problem 
will not be treated here. 

The four boundary-matching equations at a sheath helix1,7 involve 
Ec, Eg, Hz and Hg, as well as the helix pitch angle 'J'. In addition to 
matching E: and its radial derivative at the beam boundary, therefore, 
it would seem necessary to introduce another two equations in terms 
of II, and its radial derivative at the beam boundary: 

(Hz + Ge)b- = {H2U , (dO) 

d-w + J,)t-
= (at'L (41) 

From the results of the previous section, it is readily found that 

A/7, = — curb J — 0. (42^ 

Thus the radial propagation constant for Hz is /S, in,side as well as out- 
side of the beam. 

The eliminant of the eight boundary-matching equations can be com- 
bined in the form of a single wave-admittance equation, similar in form 
to that for the beam in a drift tube: 

Inb   Inb "f" $Knb / jq\ 
TTb ' Inl + bKnb ' ^ 

where 5 stands for an expression which depends on the helix geometry 
and the amplitude of 77, . When the slow-wave assumption is invoked, 
however, it turns out that this term differs negligibly from its value 
when the beam is absent; i.e., the TE-TM wave coupling at the helix 
is negligibly small: 

J ^ s. = - J_ I naE-na + 
(sVSL)'w 

The TE fields excited by Jg and Gg in the beam, therefore, do not 
affect the TM wave admittance presented to the beam by the helix; 
the expression on the right-hand side of (43) would be the same whether 
or not the beam rotated. In addition, due to the absence of ac space 
charge inside of the beam, the field there has the same radial variation 
as it would have in free space. These two circumstances suggest the 
possibility of evaluating the normal-mode parameters of the Brillouin- 
flow beam in terms of an "equivalent" thin hollow beam in confined 
flow, by the same method employed earlier for the axial-symmetric 
mode.1 
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The procedure consists of reformuhiting (43) by replacing the elec- 
tronic admittance of the Brillouin beam with that of a thin hollow 
confined-flow beam of the same radius b, direct current h and longitudi- 
nal velocity n. (It is not convenient to compare these beams on the basis 
of the same dc voltage.) The altered circuit admittance Yb , consistent 
with this new electronic admittance and (43), is compared with the 
actual circuit admittance of a thin hollow beam, in a narrow range of 
propagation constants near that of the empty helix. The normal-mode 
parameters of each beam, which can then be compared, indicate how 
the different distributions of electron flow in the two beams affect their 
interaction with the helix field near synchronism. (The compared beams 
are "equivalent" only in their common dc properties, not their rf 
behavior.) 

The beam admittance on the left-hand side of (43) has two com- 
ponents, one due to the displacement current and another due to the 
electron current, within radius h. The latter portion, the electronic 
beam admittance, is Ye in the following restatement of (43): 

Ye = Yc (45) 

a>n2 I nh Inh + boKnb I nb 
{(jJ — fill — tld)' Inb h,b + So/C* Iu 

(46) 

The expression on the right side, Yc, is the net circuit admittance due 
to displacement current both inside and outside of the Brillouin-flow 
beam. 

The boundary equation for a thin hollow beam (thickness dr) at its 
outer radius b is obtained by matching the free-space values of Ez inside 
and outside of the beam, and equating the change in Hg, between these 
surfaces, to J.dr. (Inside of this beam, the field Ez is taken to be the 
same as in free space.) With 6— to identify the fields just inside of this 
beam, and 5-f the fields outside of it, this boundary equation is 

' I t ; '"%■ ^ (II" (ifr ^ , i ^7) 

For confined flow and fields with azimuthal periodicity n, this reduces to 

MpH pdr   I,ii) + duKnb I,,5   Y (48) 
(tu — pu)- /1)6 + hKnh f nb 

where Wpw is the angular plasma frequency in the hollow beam. The 
expression on the left-hand side is the electronic admittance of the 
thin hollow beam, and that on the right is the net circuit admittance 
due to the helix, the same as in (4(5) for the solid Brillouin beam. 
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If the hollow beam is assigned the same direct current and longitudinal 
velocity as the Brillouin-flow Beam, the plasma frequencies in the two 
beams are related by 

Co,,//' _ vb~ _ b 
(49) 

WpB2 2x6 dr 2 dr 

Then the admittance equation (46) for the Brillouin-flow beam can be 
rewritten as though it were a thin hollow beam whose circuit admittance 
was 

ph /u fin — ndV Inb 
J \ u - Pu ) 12 

Yc.. (50) 

The solid-cylindrical Brillouin beam is thus equivalent to a confined- 
flow hollow beam whose helix admittance is Ya . The normal-mode 
parameters of this and a true hollow beam depend on the behavior of 
Yb and Yc in the neighborhood of the synchronous phase velocity, i.e., 
of their common zero and pole. As the latter are very close together, 
the admittance functions can be represented in this region by a Weier- 
strass (algebraic) approximation. Then, just as in the case of the axial- 
symmetric mode,1' the two types of beam have the same space-charge 
parameter: 

Qb^QH, (51) 

where B and H stand for the Brillouin-flow and hollow beam, respec- 
tively. Their impedance parameters, identified similarly, are related as 
follows: 

Kb _ /FA _ n / ^ - pu V [2 
Kh VfJ^ \W (lo) Inb 

(52) 

where fiu is the zero of Yc, i.e., the empty-helix propagation constant. 
It is found by putting 6u to zero: 

I n a Kn 

InaKr. 
p'a + nfia cot ^ 

kapa cot T I- 
(53) 

This is the detenu in antal equation of the empty sheath helix given 
by Sensiper,9 modified by the slow-wave approximation. Sensiper has 
shown that, for Pa > 2, and in the nondispersive region of the helix, 
the cold-helix propagation constant is given to a good approximation by 

Pou ^ ft + — , (54) 
V 
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where is the propagation constant of the fundamental and p is the 
helix pitch. Sensiper has also evaluated the impedance of the sheath 
helix in the nth order mode, at a radius b < a, as follows: 

Kain, b) ^ T—^ ohms (55) 
j n + ka \ Ina- 

when ik/fi) < 0.4 and | n [ > 0. This is the same as KH in (52) for the 
thin hollow beam in confined flow at radius b. 

In expression (52) for Kb/Kh there is a factor dependent on the beam 
velocity components B and a, arising from the comparison of a rotating 
with a nonrotating beam. When both beams have the same value of 
da, this factor is greater than unity for positive n, indicating that the 
angular component of beam motion contributes to field-wave inter- 
action in the rotating beam, i.e., to interaction with Be as well as E, 
and Er. The remaining terms express, on the other hand, the superior 
efficiency of the hollow beam due to its concentration in a region of 
nonzero field. 

It will be shown below that the space-charge reduction factor for the 
n = 0 mode is very nearly the same in the presence of a sheath helix 
as that of a drift tube at the same radius, when the slow wave is in syn- 
chronism with the cold-helix propagation constant. Without proof, it 
seems reasonable to assume that the same equivalence is true for a 
high-order mode as well. With this assumption, and using the approxi- 
mation pn = 0.707, the impedance ratio can be simplified further as 
follows: 

ft ^ ft - (^) ft = ft,., (56) 

• (57) 
Kh IPb Inb JiSfln 

This, combined with expression (55) for KH , yields K,, for the com- 
parable Briliouin beam at synchronism. 

The sign of n is positive for a wave which spirals in the same sense 
as the beam, since both n and B are referred to the same set of cylindrical 
coordinates. Thus, 0,, is less than do when nB is positive. For the spatial 
harmonics of an empty helix, the opposite convention has been estab- 
lished; i.e., d" < ft when n and the pitch p have opposite signs. Aside 
from this distinction, however, there is a close analogy between the 
spatial harmonic waves on a helix and those on the Brillouin-flow or 
hollow rotating beam. 
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The above expression for Kh/Kh is only valid for n — 0, and for 
> 1 whenever the approximation p„. = 0.707 is valid. The coupling 

impedance Kb , therefore, is not necessarily zero when n — 1. For nega- 
tive n, the phase constant d is greater than for zero or positive n, and 
Klt decreases very rapidly as jS increases. (This might be expected, as 
the larger /3 is, the more rapidly the field decays radially away from the 
helix,) Thus, none of the negative-order beam harmonics have appre- 
ciable coupling impedances, but those of positive order greater than 
unity may have very large coupling impedances. 

Evidence of interaction between a number of these beam hamonics 
and those of a bifilar helix has been reported by Y. P. Kiryushin.3,4 

Operating a backward-wave oscillator with its electron gun in a lield- 
free region, he found narrow-band gaps in the output spectrum of the 
tube (and corresponding peaks in the starting current) at a number of 
discrete values of a;e/w, which he attributed to loss of energy to various 
harmonic modes. The values of o:c/o> at which these disturbances were 
noted were found by Kiryushin to correspond to the "ratios of small 
integers", and appear to show interaction between beam and helix 
modes of the same as well as of different azimuthal periodicities (when 
their axial phase velocities are the same). In the latter case, it seems 
likely that the coupling impedance Kb would lack the factor (n — I)2 

expressing interaction with the azimuthal electric field. 

IV. PLASMA FREQUENCY REDUCTION FACTOR FOR BEAM IN SHEATH HELIX 

For axial-symmetric waves on a solid-cylindrical beam in confined 
flow, Branch10 has found the space-charge reduction factor to be nearly 
the same in a drift tube as in a helix of the same diameter. A similar 
computation can bo made for the Brillouin-flow beam. 

For any beam in a concentric helix, the relation derived by Branch is 

(58) 

which reduces, when the beam is at synchronous velocity, to 

v = m) ,4- • 09) 60/So 

Here Q and K are Pierce's7 normal-mode parameters, properly evalu- 
ated for the finite-diameter beam in question, and To is the dc beam 
potential. The Q and K values for the Brillouin beam will be identified 
as before by the subscript B, and those for the thin hollow beam at the 
bounding radius b by the subscript H. 
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As shown in the preceding section of this paper, 

Qb - QH (60) 

for space-charge modes of any order number, including zero. Fletcher8 

has shown, in curves reproduced in Fig. A6.1 of Rcf. 7, that Qh differs 
very little from its value in a drift tube of the same diameter (2a) as 
the helix 

n _ W v// — 
Kut,  K(la 

_ IOb ha J ' F3{(3a) !_/(». /oaj' (G1) 

whore F3(/3a) is given by Equation (41), p. 232, of Kef. 7. The impedance 
parameter /v« of the Urillouin-flow beam is related to that of the thin 
beam at the axis, Kr , as follows:1 

(cLUT].; ,lia 

where 

Kt = ~ F\t3a). (03) 

Thus, when the beam is at synchronous velocity, 

(64) p- = 0/>/]6/ r hob  
L hh 

A'ca 
ha . 

an expression identical with that for p' when the beam is in a drift tube 
of diameter 2a.1 

Kaschke11 has questioned the results of Branch's computations for 
the solid-cylindrical con fined-flow beam, on the grounds that QK was 
computed in terms of an equivalent hollow beam—an equivalence of 
rather restricted validity. This objection does not apply to the present 
computation. Since its ac convection current is almost entirely carried 
by the moving surface charge, the Brillouin-flow beam very closely 
resembles the thin hollow beam on which the calculation is based. 

V. INTERCEPTION' NOISE DUE TO IMMERSED GRID 

Ashkin and White3 have obtained a series of periodic noise patterns 
along a drifting cylindrical beam, by means of an axial-symmetric 
cavity trailing in the wake of a moving, immersed grid. In addition, they 
were aide to observe changes in beam structure with the aid of Ashkin's 
beam analyzer,12 mounted behind the cavity. The beam was produced 
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by a convergent, shielded gun, and focused by a uniform axial magnetic 
field in the drift region. The cathode flux could be varied by an auxiliary 
coil near the cathode. 

Some of these observations can be explained on the basis of (a) a 
general description of the nature of interception noise at microwave 
frequencies, given by Beam" and (b) the nature of higher-order space- 
charge waves in beams produced by partly-shielded guns, as described 
in the first section of this paper. This explanation will apply to the 
periodic noise patterns obtained with the pickup cavity located half a 
plasma wavelength (in the fundamental mode) behind the moving 
grid, which fall roughly into two groups; 

i. When the fields were adjusted to obtain clear images of the cathode 
region on the analyzer (22 to 30 gauss at the cathode), the beam was 
rippled and the noise-cuiTent pattern had sharp dips. Within the ac- 
curacy of measurement, these dips appeared to coincide with the image 
planes, and were spaced a cyclotron wavelength apart. 

ii. When the fields were adjusted for maximum beam transmission 
through the gun anode (well below 10 gauss at the cathode), no cathode 
images were observed and the noise current varied sinusoidully, with 
large amplitude and the cyclotron period. The beam was comparatively 
smooth; i.e., its ripple was insufficient to account for the observed noise 
variations by variations in coupling to the cavity or in intercepted 
current. 

5.1 Sources of Interception Noise 

When a filamentary electron stream in a finite magnetic field is 
partially intercepted by a grid, Beam" has shown that the transmitted 
filament contains four uncorrelated noise components: the incident 
noise current reduced by the transmission factor, plus the incident 
axial-velocity fluctuations, and, in addition, two new independent 
fluctuation sources, partition velocity and current, which arc due to the 
uncertainty of electron position at the grid plane or the randomness of 
interception. The first two components of interception noise, therefore, 
are produced by the noise space-charge waves in the incident beam, 
whereas the latter two components are due to the behavior of the par- 
ticles in that beam. The latter components arise because of transverse 
thermal velocities which are uncorrelated with the lougitudina! ones; 
they would be absent in confined flow. 
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The beam of Jlnile area is equivalent to a bundle of many filamentary 
streams, whose space-charge waves are coupled to one another. Thus, 
all of the propagating space-charge modes are involved in transporting 
the current and velocity fluctuations. (The question of the complete- 
ness of these modes, in the mathematical sense, does not enter here;'4 

it is only necessary that all of the propagating modes be known.) Since 
the transverse distribution of each incident mode is distinct and unlike 
the nearly uniform distribution of partition components due to random 
interception at a grid, each incident mode contributes differently to 
each of the transmitted modes. 

An additional complication that usually besets beams in finite mag- 
netic fields, as Robinson and Kompfner'3 have shown, is an increased 
spread in longitudinal velocities over the beam area, and increased 
transverse electron excursions, due to electron-optical defects in beam 
focusing. For a strongly rippled beam which is alternately focused and 
defocused Herrmann1 s has shown how the transverse thermal excursions 
wax and wane along the beam. Increased transverse excursions cor- 
respond to increased current partition noise, whereas increased spread 
in longitudinal velocities means increased velocity partition noise. 

Despite the complexity of this description, some general conclusions 
may be drawn relevant to the Ashkin-White observations: 

i. Due to nonlinear mode conversion at an immersed grid, the noise 
current in the fundamental transmitted mode will depend on all of the 
propagating modes in the incident beam. 

ii. The amplitude of noise current induced in the axial-symmetric 
cavity, a half-plasma-wavelength behind the grid, will depend chiefly 
on two factors in the incident beam: the current amplitudes of all the 
space-charge modes and the transverse excursions of electrons in the 
incident beam. 

5.2 Noise Modes in Imperfect Brillouin-Flow Beam 

Electron beams ordinarily obtained in the laboratory with incom- 
pletely shielded, convergent guns are known to depart considerably 
from the models assumed in space-eharge-wave computations. Thermal 
electron motions, gas ions and haphazard focusing usually conspire to 
produce a rippled beam with more or less noulaminar flow."3,1' Never- 
theless, there is experimental evidence that space-charge waves in such 
beams closely resemble those predicted for the idealized model with 
the same average velocity field. 
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The writer, for example, has found that, in just such an imperfect 
beam, the radial distribution of ac current density corresponded closely 
to that calculated for Brillouin flow.18 In addition, the measured space- 
charge wavelength (for the fundamental mode) was found to agree 
closely with the calculated values, based on the average diameter of 
the usually rippled beam, for field strengths ranging from below the 
nominal ''Brillouin field" to several times that value. Good agreement 
between measurements and these calculations has also been reported 
by Wiuslow10 for a gap-excited 10-kilovolt beam of micropcrveauce one. 

The reason is that the space-charge waves arc not dependent on the 
individual electron trajectories (which may intercept the axis regularly 
or not'8, 17 in a rippled beam) but only on the net motion of the charge 
assemblage. Over a considerable range of field strengths, the average 
beam diameter varies inversely with the field, so that the average plasma 
frequency remains proportional to the cyclotron frequency over that 
range, just as in ideal Brillouin flow. When magnetic flux threads the 
cathode, the field distribution at any cross-section plane of a rippled 
beam will depart from that in a smooth beam due to (a) the ripple itself, 
and (b) nonhimiiiar flow. The former condition causes the angular 
velocity B of the smoothed-out charge to vary from plane to plane along 
the beam, whereas the latter causes 6 to vary with radius inside of the 
beam. The ensuing field distortion in both cases is periodic along the 
rippled beam, however, and for relatively small cathode flux or ripple 
is not likely to produce marked changes in the space-charge wavelength 
(relative to that in a comparable smooth beam in laminar flow, with 
the same cathode flux and average beam diameter). 

In another set of relevant observations, Ashkin20 has excited such a 
beam in the n — 1 and n = 2 modes, respectively, by means of cavities 
with the appropriate angular periodicities, and then traced the spiral 
loci of the current minima along the beam by means of similar pick-up 
cavities. In each case, the current minima were found to follow the 
computed axial and rotational fluid, or average, velocities of the beam, 
in agreement with the description of such waves in the first section of 
this paper. 

When the cathode of such a beam is shielded, the field pattern for any 
mode is essentially the same in the diode and drift regions. (For small 
values of the flux parameter a, the transverse field distribution is only 
slightly different from that in Brillouin flow, and the space-charge wave- 
length is slightly smaller.) As nearly all such mode-pairs but the funda- 
mental have the same standing-wave periodicity (in both diode and drift 
regions), and are initially excited at the same plane near the cathode, 
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they will preserve phase coherence along the axis even after partial 
energy interchange among the modes in the diode. In the Ashkin-Whitc 
experiment, therefore, nearly all of the high-order modes in the beam strik- 
ing the grid hare the same current-minimum planes, spaced a cyclotron 
warclength or so apart. 

As primary current fluctuations can occur in an infinitosimally small 
area, the modal distribution of noise currents is probably nearly flat 
The sum of the squared moduli of all but the fundamental mode should 
then greatly outweigh that of the latter alone; and the same should be 
true of their net contribution to noise current in the fundamental mode, 
excited at the grid. In a relatively smooth beam, therefore, in which the 
electron-interception probability is independent of grid position, the 
cavity-detected noise current should vary sinusoidally and with the 
cyclotron period, at any frequency. This was the pattern observed under 
such conditions by Ashkin and White at both 400 and 4000 mc. 

When the fields were adjusted for sharp cathode images, the flux 
parameter a ranged from j to 4, and the beam was strongly rippled. 
Both factors helped A) minimize the transverse thermal excursions at 
the image planes, and thereby the contribution of random interception 
to partition noise there. If these planes are, in addition, made to coincide 
with those of noise-current minima for the high-order modes, the ob- 
served noise dips should be very much sharper than in the smooth 
beam, again as observed. As the variation along the beam of partition 
noise due to random interception is very large in rippled beams with 
periodic imaging of the cathode, the sharp noise dips are primarily due 
to such variations, rather than to current variations in the noise stand- 
ing waves. 

The two groups of noise patterns, therefore, illustrate the dual nature 
of the sources of interception noise at the grid. In the smooth beam, 
the variations are chiefly due to noise current variations in the space- 
charge icnvcs, whereas in the rippled beam with periodic cathode images 
they are chiefly due to uncorrelated transverse particle excursions of 
thermal origin.15 Both processes sometimes happen to have the same 
axial periodicity, but they are otherwise distinct and independent of one 
another. 

VI. GOXGLUSTOXS 

The higher-order modes of slow space-charge waves on beams pro- 
duced by shielded or partly shielded cathodes have azimuthal, but no 
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radial, periodicity. Another feature that distinguishes these waves from 
those in cylindrical confined-flow beams is that their axial phase velocities 
increase rapidly with the order number, n, and angular velocity, d, of the 
rotating beam. With suitable means for exciting such modes, therefore, 
it should be possible to achieve interaction between a relatively low- 
voltage beam and the field of a structure with high phase velocity. This 
should be equally possible for (a) hollow rotating beams, focused in any 
way whatever, provided they are stable and (b) solid-cylindrical beams 
produced by shielded guns, with arbitrarily strong focusing fields (since 
only the net angular velocity of the beam, not the particle trajectories, 
affects the wave velocity). More generally, the same type of interaction 
should be possible with stable beams of any geometry, when they have a 
transverse velocity component parallel to the beam surface and are ex- 
cited by hf fields which are periodic in that transverse direction. 

Another interesting property of harmonic waves on a Brillouin-flow 
beam is that, because the axial and radial propagation constants are 
equal, the rate of decay of fields with distance from an enclosing rf 
structure can be smaller, the smaller this constant is. A computation in- 
dicates that, consequently, the coupling of this beam to the harmonic 
fields of a sheath helix can be quite large. Experimental evidence of such 
interaction has been reported. 

When a Brillouin-flow beam is at synchronous velocity inside a con- 
centric sheath helix, its plasma-frequency reduction factor in the funda- 
mental mode has been found to be the same as if the beam were in a 
drift tube of the same diameter as the helix. 

The computations also show that, for nearly all of the higher-order 
space-charge modes on beams from shielded or nearly-shielded guns, 
the space-charge wavelength is close to twice the cyclotron wavelength. 
This feature, together with a multimode description of interception noise 
given by Beam,13 has helped explain some periodic noise patterns ob- 
tained with a cavity behind an immersed grid.5 
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An Experimental Visual Communication 

By F. K. BECKER, J. R. 1IEFELE and W. T. WINTK1NG11AM 

Sitbstantial technical and economic henejits are oblainohle by Jilting a 
visual communication system to a spccijic application. Some of the con- 
siderations involved in such adaptation are discussed in this paper. 

An experimental system to demonstrate the specific adaptation to the 
problem of signature verification in a savings bank is described. It is shown 
that satisfactory images can be transmitted over a 5-kilocycle sound program 
circuit in 5 seconds. This result is obtained by reducing both the area scanned 
by the transmitter and the resolution of the reproduction to the minimum 
required for this application . 

I. INTRODUCTION" 

FacilitieK for the transmission of visual material by facsimile have 
been offered to the public for over 30 years. Even so, facsimile has not 
become a very widely used service. In contrast, the post-war develop- 
ment of broadcast television has excited much interest, in the use of 
television as a means for transmitting visual material. Industrial tele- 
vision equipment has been developed and sold for all sorts of applications. 
However, there is increasing awareness that television may not be the 
most suitable and least expensive way of filling some of the needs for 
visual communication for which its use has been suggested. 

Television as a private visual communication means is attractive 
from many points of view. Much of the terminal equipment is similar 
or identical to that developed for broadcast purposes. Coiiscqueiitly, 
the costs of terminal equipment can lie kept low through the benefits 
of mass production for broadcasting. In many installations the receiving 
terminal may Ire nothing more than a standard broadcast receiver. 
This has the added advantage that little training is required for opera- 
tion of the receiver. 

On the other hand, transmission of television signals produced under 

(Manuscript received March 10, 195S) 
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broadcasting standards requires a bandwidth of the order of four 
megacycles. Wherever distances greater than a few hundred feet are 
involved, suitable circuits of this bandwidth are expensive to provide. 

These facts suggest the wisdom of examining the general problem of 
transmitting visual material. Such an examination should weigh the 
requirements of particular communication problems against the advan- 
tages offered by facsimile and by television. 

In a broad way, one can distinguish facsimile and television by the 
character of the received image. This image is a permanent copy of the 
transmitted material in facsimile; it is transient when the transmission 
is by television. Since facsimile produces a permanent image, the material 
need be sent only once. In contrast, the transient character of the tele- 
vision images necessitates the transmission of the material often enough 
to avoid flicker and for as long a time as examination of the material 
is required. 

These distinctions between facsimile and television suggest the 
application for which each system is most suited. Facsimile is the more 
appropriate medium if the material to be transmitted is itself in perma- 
nent form. Television is the more appropriate medium if the material to 
be transmitted is in transient form. That is, television should be used if 
motion is an important attribute of the original. 

This seemingly clear-cut distinction between facsimile and television 
becomes blurred if one introduces the possibility that a permanent copy 
of a document may not be required and even may be undesirable. In 
such cases, the transient character of the television image is attractive. 

A transient image, however, would be useful only if it were available 
for study for several minutes. This suggests the possibility that some 
system intermediate between facsimile and television might be useful. 
Since the person receiving the information coutd use no more than one 
document during the time required for his study of it, the system need 
have only the capacity to transmit a single document at a time. It would 
seem desirable that this system complete a transmission in a few seconds. 

This speculative thinking only discloses that a hybrid visual com- 
munication system might have some advantages over either facsimile 
or television. But the difficulties of system design are not revealed. It 
was decided that a complete system should be built to gain some measure 
of the complexity of such hybrid systems. This experimental system 
was intended to demonstrate the feasibility of combining techniques 
from television and from facsimile to produce a visual communication 
system for a specific field of use. For this reason, the experimental 
equipment was built without regard for the usual engineering limitations 
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of size or of cost. The sole aim was the investigation of the feasibility of 
tailoring a visual communieation system to a single communication 
problem. 

II. FEASIBILITY STUDY 

Our preliminary thoughts and discussions about a new intermediate 
visual communication system revealed the fact that a study completely 
divorced from application would be of little value. Through the coopera- 
tion of Albert F, Kendall, Comptroller of the New York Savings Bank, 
it was decided that our feasibility study would be related to one of the 
more serious problems of larger savings banks. 

With the growth both of individual savings banks and of branch 
banking it has become increasingly difficult to give each teller access to 
the complete file. Savings banks have been active in experimenting with 
the application of modern visual communication techniques to this 
problem. Facsimile, industrial television and slow-scan television all 
have been tried. None of these techniques has been found to be com- 
pletely satisfactory. Therefore, our study was based on the problem of 
transmitting signature and account information from a central file to 
individual bank tellers at remote locations. 

Fundamentally there are two requirements to be applied to a visual 
communication system for this service. The time required for transmis- 
sion should be reasonably short and the rental fees for the communica- 
tion circuits should be kept small. This latter requirement may be 
interpreted as meaning that the transmission bandwidth should be 
minimized and should be within the capabilities of a standard Bell 
System facility. 

In order to keep the time of transmission short and the bandwidth 
small, the timc-bandwidth product must also be minimized. This result 
is attained when no more than the necessary area of the copy is scanned 
and when the resolution of the received picture is no greater than is 
acceptable. 

III. SYSTEM DESIGN 

The information to be transmitted to the teller from the New York 
Savings Bank files is contained on a signature card and an account 
card, of which samples are shown in Fig. 1. The 3- x 5-iii. signature card 
may be any one of several types. For individual accounts, the account 
number and the signature may appear at the top of the card or the signa- 
ture may appear below a printed agreement. Another common variant 
provides for two signatures for a joint account, written below an extended 
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form of printed agreement. In the ease of every one of these cards, the 
signatures fall within an area 1 in. high. The account number, used for 
identifying the signature card, can he restaniped to the left of the signa- 
ture^) in this 1-in. area. The significant information on the card may be 
contained therefore within a 1- x 5-in. rectangle. 

The information of interest to a toller on the account card is contained 
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Fig. 1 — Signature cards and accounting machine card. 
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Fig. 2 — Bank signature and account card positioned so as to present only 
cssent ia! informat ion. 

in the left-hand 5 in. of a single line of type within the top ' in. of the 
card. As one step in optimizing the visual transmission of these data, the 
scanned area should he limited to the important ]- x 5-in, area of the 
signature card and the | x 5-in. area of the account cards. A suitable 
arrangement of the two cards for such scanning is illustrated in Fig. 2, 
where the total scanned area of the two cards need he no greater than 
1 j x 5 in. 

To maintain the two cards in this position, several types of card 
holders were considered from an operating and also a convenience point 
of view. Fig. 3 shows a laminated metal card holder in which the cards 
are placed into two depressions and held in place with a hinged cover 
(shown in right side of Fig. 4). Fig. 4 (left) shows a stiff plastic envelope 
which could be economically made and readily stacked. It is cut so that 
the positioning of the cards would be maintained when the holder was 
inserted in the transmitter. These two holder designs showed significant 
differences in loading and unloading times when used by a file clerk. 

Fig. 5 shows the holder adopted for the experimental system, which 
can he loaded and unloaded more quickly than the previous designs. 
The thin holders are made from a laminate of thin fibre, each section 
cut with the appropriate mask to fit the particular card and assembled 
into a sandwich. Two types were made; one from brown fibre (top) to 
fit the single signature cards; the other from black fibre (bottom) to fit 
the single and double signature cards bearing the bank agreement. 
The cards are held flat with a spring clip on the right side which clamps 
both cards firmly in place. 

The second factor lo be minimized in reducing the time-bandwidth 
product is the resolution of the received picture. Experiments have been 
carried out at Bell Telephone Laboratories' with a television system 
to show how few scanning lines might lie required to display signatures. 
Fig. C, taken from that study, shows that two signatures can be recog- 
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Fig. 3 — Metal card holder with hinged cover. 

Fig. 4 — Experimental plastic and metal card holders. 
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Fig. 5 — Card holder used in bank signature verification IransmiUer. 

nized with little masking of their essential characteristics when 80 scan- 
ning lines are used. Fig. 7, taken from the same study, shows that a single 
signature and the numerals on an account card are quite readable when 
120 scanning lines are used. In this illustration, there arc 9 or 10 lines 
reproducing the line of numbers. 

The printed digits on the account card are 0.150 in. high and 0.095 in. 
wide. Hence, the scanning line pitch is about 0.015 in. in the case where 
the digits are easily read. If the vertical dimension of the important 
area of the signature card — 1 in. — is scanned at this same pitch, it 
would be covered by only 67 scanning lines. However, it was concluded 
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that 80 scanning lines were required for the area containing two signa- 
tures. 

The more stringent of these two requirements, 80 scanning lines per 
inch, must be adopted for the whole area. With a scanning pitch of 
0.0125 in., the signature area requires 80 lines, and the top J in. of the 
account card requires 20 lines, or a. total of 100 lines across the entire 
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120 SCANNING LINES 

tr- & 
i*-tt m 

% 

80 SCANNING LINES 

■■■ 
32 SCANNING LINES 

Fig. 8 — Two signatures tiaiiHiuittod over a TV system with scanning line 
structures as indicated. 
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Fig. 7 — Bank sigiminre and account card transmitted with scanning line 
structures as indicated. 

dimension of the two <*ards. It is of interest to compare this scan- 
ning line density with the 90 to 100 scanning lines per inch used in 
commercial facsimile systems. 

It seems desirable to equalize the apparent horizontal and vortical 
resolutions in the reproduction. This condition is reached when the 
number of cycles of picture signal per scanning line is given by 

f, = 1K Nv/2, (1) 

where 

fi = number of cycles per line, 
/ = length of lino (inches), 
N = number of scanning lines per inch, 
K = vertical resolution factor. 

The factor K takes into account the fact that the apparent vertical 
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resolution is smaller than is given by the number of scanning lines. This 
decrease arises because scanning is a sampling process and the samples 
may or may not coincide with detail in the copy. M. W. Baldwin has 
suggested that the best value of K is O.7.2 

In the case of the signature and account cards, the lines are 5 in. 
long, and there are 80 scanning lines per inch. Substituting those values 
in (1), we have 

/i = 5 X 0.7 X 80/2 = 140 cycles/line. 

Since a total of 100 scanning lines is required to cover the significant 
areas of the signature and account cards, one transmission will consist 
of 14,000 cycles of picture signal. 

This figure, 14,000 cycles, is a measure of the time-bandwidth product 
required for the transmission of the important information from the 
bank's file. We now have the problem of dividing this quantity into its 
two factors, time and bandwidth. The significant parameter at our 
disposal is the bandwidth of the type of Bell System facility which might 
be used for this service. 

To give proper consideration to the various characteristics of the 
several types of circuits available in the Bell System, we must digress 
slightly to consider the waveform of signals which should be trans- 
mitted. It seems that the gradations of tone in signatures, arising from 
changes of pen pressure and writing speed, are not significant in the 
recognition of signatures. Consequently it is necessary to transmit only 
two values of picture signal, one corresponding to the background on 
which the signature is written and the second corresponding to the inked 
lines. It follows that we may make use of experimental results which 
bear on the transmission of telegraph-like signals. 

Horton and Yaughan have reported that telephone message circuits 
can be used for the transmission of digital information satisfactorily 
in the band from 700 to 1700 cycles per second.3 Carrier transmission 
is required to handle picture signals in this band, so that the baseband 
may be no wider than, say, 500 to 800 cycles per second. The more 
optimistic of the figures leads to the conclusion that nearly 20 seconds 
would be required to transmit our minimum picture signal over a mes- 
sage circuit. 

Program circuits for sound broadcasting are available from the Bell 
System with bandwidths of 5 kc, 8 kc and 15 kc. By far the most widely 
available of these is the 5 kc circuit, the gain characteristics of which 
are substantially flat between 100 and 5000 cycles. The delay distortion 
of these circuits is at a minimum between about 1 kc and 4 to 4| kc. 
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This suggests that a baseband bandwidth of 3 kc might be used with 
vestigial sideband transmission about a carrier near 4 kc. 

Under these conditions, it would require 4.7 seconds to transmit our 
minimum picture signal. This figure is sufficiently small in comparison 
with the total time required to order the information from the file clerk, 
locate the cards in the file and load the card holder that there seems to 
he little advantage in considering wider band circuits. 

Actually, we have chosen a transmission time of 5 seconds instead of 
4.7 seconds. This increase in time tends to compensate slightly for the 
imperfections of a practical terminal equipment. 

IV. TRANSMITTER 

In addition to the general characteristics of the system which have 
been discussed in the preceding paragraphs, certain peculiarities of the 
file cards place restrictions on the transmitter. The New York Savings 
Bank uses signature cards of several different colors for special purposes. 
In addition, some of these cards have been used for a good many years. 
Consequently, the background reflectance of the original copy varies 
significantly, and it was necessary to introduce an automatic gain control 
circuit in the scanner to compensate for the variation. 

In addition to the color of the background, the bank's customers 
exorcised their individualities and wrote their signatures with inks of 
almost every conceivable color. Fortunately it was found possible to 
provide sufficient gain in the scanner circuits to allow the signal cor- 
responding to the ink to be sliced at a fixed amplitude. 

The individuality of the bank's customers displayed itself in another 
way. It was found that the width of the lines in their signatures varied 
from 0.005 in. upwards. 

The length of a reproduced picture element was lixed when the trans- 
mission bandwidth and the scanning standards were selected. No more 
than 0,000 picture elements per second can be transmitted in a 3,000 
cps baseband. The scanning of a complete image with 100 lines in a time 
of 5 seconds means that each line is scanned in -gV second. Hence, there 
can be no more than 300 picture elements per line. This means that each 
picture element in the reproduction can be no shorter than eV in. (or 
0.017 in.), since each line is 5 in. long. 

It is obvious that the signals corresponding to lines in the signatures 
as narrow as 0.005 in. would be reduced in amplitude after transmission 
through this system. It was learned, however, that there was no objec- 
tion to artificially broadening these lines in the electrical equipment. 

However, to resolve 5-mil lines on a 5-iii. card demands good 1000-line 
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resolution capability. Cathode ray tube scanners, as developed for 
entertainment television, fail to meet this requirement by nearly a 
factor of two.4 Thus, because the required line scan rate is low, a mechani- 
cal scanner was suggested. Then, scanning spot size, and therefore 
resolution, would be only a question of precision machine work and lens 
capabilities. The problem of illuminating the subject material to obtain 
a useful electrical signal-to-noise ratio could then be divorced from 
any consideration of scanning spot size, as it cannot be in cathode ray 
tube or flying spot scanners. 

4.1 Scanner 

Fig. 8 is a photograph of the entire transmitter. The mechanical 
optical scanner or analyzer (which was constructed to Bell Laboratories 
specifications by Hogan Laboratories, Inc.) is located in the middle of 
the table top. The signal processing equipment for broadening the fine 
lines in copy, the frequency translation equipment and the power sup- 
plies are enclosed below the table top. A monitoring picture tube which 
reproduces the transmitted signal is mounted above the scanner. 

A schematic of the optical path of the mechanical scanner is shown in 
Fig. 9. An optical system forms a reduced image of the illuminated card 
at the intersection of a spiral slit on a disc and a straight slit which is 
fixed parallel to the long side of the image. The intersection of the spiral 
and the straight slit forms a nearly rectangular aperture which sweeps 
across the image at a constant speed when the disc is rotated at a con- 
stant rate. The optical path is folded to save space, so that the objec- 
tive lens actually views the cards through two front-surfaced mirrors. 

A GO-cyclc synchronous motor rotates the disc at 20 revolutions per 
second, causing the aperture to sweep across the slit and thereby scan 
a single horizontal line of the image for each revolution. The slit aper- 
tures are of such a size that the resolution in the horizontal direction 
is greater than 1000 lines. 

A second motor, energized when the transparent lid is closed and an 
address button is pushed, moves the carriage forward. The carriage 
travel causes the image of the subject material to traverse across the 
fixed linear slit in 5 seconds, thus producing the vertical scan. At the 
finish of the scan, the carriage motor is automatically stopped, and the 
carriage releases and snaps forward into a position convenient for un- 
loading and reloading the card holder. The light from each successive 
point of the image, as determined by the scanning aperture, is converted 
by a multiplier phototube to a proportional electrical signal. 

Line-synchronizing pulses are derived directly from the rotating 
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Fig. 8 — Experimental transmitter unit of the hank signature verificatiau 
system (door open). 

seaiiuing disc. Through a cleared circular slit on the opaque scanning 
disc, a small source of light is focussed onto a photo diode. An opaque 
section, properly positioned, interrupts this light, thus producing an 
electrical pulse once per revolution. This pulse, when processed and 
added to the outgoing signal, produces the line-scan sync signal for 
receiver synchronization. 

A block diagram of the signature verification transmitter system is 
shown in Fig. 10. From the multiplier phototube and cathode follower 
in the mechanical scanner, the signal baseband frequencies are applied 
to a signal processing circuit, in which the analog signals, derived from 
scanning, are clipped either to black or to white signal level. The circuit 
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likewise stretches the duration of fine line signals to a minimum value 
satisfactory for transmission. The rectangular output pulses pass through 
a low-pass filter and then modulate a carrier at 26.88 kc. A second stage 
of modulation and filtering produces a vestigial sideband signal for 
transmission having its carrier at 3.84 kc. 

A portion of the output signal is demodulated at the transmitter to 
operate the picture display tube, which serves as a check on the out- 
going signals. 

4.2 Signal-Processing Circuits 

A feature of the signal-processing circuit is its nonlinear pulse-stretch- 
ing operation. Variable-duration pulses with a minimum duration of 160 
microseconds (Tin be transmitted through a band limited system of 3 kc 
and can be utilized satisfactorily with a proper receiver. The scanner, 
however, may generate signal pulses as short as 50 microseconds when 
it scans signatures or other material written with a very fine pen. The 
combination slicer and pulse-stretcher circuit operates on these pulses 
in the following manner. It recognizes first whether there is a signal 
pulse present or not, producing at its output a two-level signal free from 
the effect of background noise. Moreover, signal pulses arriving at the 

MULTIPLIER 
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DRIVE 
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Fig. 9 — Optical path of the mechanical scanner. 
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slicer input having duration less than 1G0 microseconds are lengthened 
and appear at the output as clipped rectangular pulses of 160-micro- 
second duration; the signal pulses of longer duration are merely re- 
genera tively clipped into rectangular pulses with their longer durations 
undisturbed. The output signals of this unit are clean rectangular pulses 
corresponding to the inked lines or figures on the subject material to be 
transmitted. 

The processing circuit is illustrated in detail in Fig. 11. This circuit, 
consisting of seven tubes, performs baseband signal amplification, 
automatic level control of the output signal, regenerative clipping and 
pulse stretching. The eighth tube on this chassis is used as a conventional 
slicer for the line sync signal. 

The picture signal, as derived from a cathode follower in the scanner, 
has a maximum peak-to-peak value of 0.5 volt and a bandwidth of 10 
kc. It is first amplified to a value of 40 volts by a dc amplifier and cathode 
follower. Tube VI-2 is a bias control to adjust the no-signal or black- 
signal level at the output to 60 volts. The white level signal, corre- 
sponding to the card background, is peak detected at this point, and 
through a fast-operate and slow-decay RC time constant, adjusts the 
voltage applied to the multiplier phototube through the cathode fol- 
lower V7. The automatic level control action sets the background signal 
level at this point at a value of 100 volts, regardless of the color or the 
luminance of the card, within reasonable limits. 

The signal is then sliced and shaped by the tubes V2-2 and V5-1. 
The slicer is direct-coupled, and the level of signal slicing is adjusted by 
changing the grid voltage on V5-2 through the signal-clipping control 
and the reference voltage tubes V3 and V4. The operation of this slicer 
has been modified by the positive feedback capacitor C. 

When a negative signal pulse, due to the scanning spot crossing a 
black line on the card, arrives at the output of the cathode follower, it is 
transmitted through the diode V2-2 to the grid of Y5-1, which tube 
has been conducting current. Since the cathodes of V5-I and V5-2 are 
common, plate current in ¥5-2, previously zero, is quickly turned on b3r 

the simultaneous action of cathode and grid signals. The negative voltage 
pulse, developed across its plate resistor, is fed back through capacitor 
C to the grid of V5-1. The grid potential of V5-I, reduced below cutoff 
by the signal applied through the diode, is reduced still further by this 
positive feedback, since the pulse disconnects the grid from the low- 
impedance signal driver by inactivating the diode V2-2. Capacitor C 
now charges through resistor R to the potential of the cathode follower, 
at which point the diode ¥2-2 becomes conducting, returning the control 
of the slicer condition to the signal cathode follower. 
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If the signal pulse duration is longer than the time constant of the 
circuit composed of R and C, the charge cycle of the capacitor is termi- 
nated at the potential of the cathode follower, which remains at the 
triggering potential. The slicer circuit is therefore held in the triggered 
condition for the full duration of the pulse, since the voltage on the 
cathode follower is now controlling. 

If the signal pulse duration is shorter than the time constant of the 
RC circuit — the cathode follower potential having become more posi- 
tive due to the termination of the signal — the charge cycle of the capaci- 
tor terminates the triggered cycle, just as in a monostable multivibrator. 
The output pulse length is therefore determined by the RC circuit for 
signal pulses shorter in duration than the time constant of the clipper; 
it is determined by the length of the pulses themselves, if their time 
duration is greater than the time constant of the clipper. 

By connecting the charging resistor R to the positive supply potential, 
a more linear portion of the timing exponential curve is used, and there 
is little lengthening of signal pulses of the same or longer durations than 
that of the RC circuit- 

By setting the time constant of the slicer circuit to 160 microseconds, 
signal pulses arriving at the slicer input having duration less than 160 
microseconds are lengthened and appear at the output as clipped rec- 
tangular pulses of ICO-microsccond duration; the signal pulses of greater 
duration are regeneratively clipped into rectangular pulses with their 
durations undisturbed. The ouput signals of this unit are clear rectangu- 
lar pulses corresponding to the inked lines or figures on the subject 
material to be transmitted. 

The action of this combined slicer and pulse-lengthener circuit is 
illustrated in Fig. 12 by the waveform photos taken during its operation. 

Photos 1, 5 and 9 show signal pulses of 50, 150 and 1000 microseconds 
respectively derived from scanning lines of the widths indicated. 

Photos 3, 7 and 11 indicate the voltage across the common cathodes 
of the circuit and shows that the sliced pulses are of 160, 160 and 1000 
microseconds duration respectively. 

The output pulses, applied to the low-pass filter circuit are shown in 
photos 4, 8 and 12. The effect of the impedance characteristic of this 
filter on the extremely sharp transitions of the output waves is noticeable. 

Photos 2, G and 10 show the wave shape at the input grid of the 
slicer. Photo 2 indicates that, after the slicing operation has been begun 
by the front edge of the short duration input pulse, the duration of its 
operation is controlled by the decay of the RC circuit- 

Photo 10 shows that the slicer operation is controlled by the length 
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of the signal pulse when it is longer than the time constant of the RC 
circuit. 

Photo 6 indicates the slicer operation when the signal pulse is ap- 
proximately of the same duration as the RC time constant. (The loading 
of the oscilloscope at this point of the circuit shortens somewhat the 
decay time of the RC circuit.) 

A second conventional slicer circuit, V8 and associated components, 
operates on the pulse from the photo diode in the scanner. It produces 
an output rectangular pulse synchronized in time with the black-signal 
pulse produced at the termination of each scanning line by the scanning 
spiral. The negative pulse is passed to the carrier-oscillator unit where 
it operates a gate circuit consisting of one-half of a 12x4117 and associated 
diodes. The 26.880-kc carrier is interrupted during the time the gate is 
open. This carrier zero is used for blanking the reproducer beam and, 
after separation, for horizontal synchronization of receiver scanning 
circuits. 

4.3 Carrier Mochdation 

Modulation of the carrier at 3.84 kc with the picture signals is done 
in two balanced modulator stages (see Fig. 10). The picture signals, 
having been limited to a nominal bandwidth of 3 kc by a low-pass 
phase-equalized filter, modulate a 26,88-kc carrier in a lattice copper- 
oxide varistor. The output balance has been adjusted so that signals 
corresponding to inked lines on the original cards produce maximum 
modulation. Signals corresponding to background information produce 
half-maximum modulation and synchronizing signals gate out or produce 
zero carrier. 

The double sideband frequencies around the 26.88-kc carrier are then 
filtered with a band-pass filter having fiat loss and linear phase charac- 
teristics through the wanted-frequency band from 23.88 to approxi- 
mately 28 kc. Tolerances are unspecified over other frequencies in the 
two sidebands, since they are eliminated in the vestigial filter which 
follows the second stage of modulation. 

The resulting band of frequencies then modulates a 23.04-kc carrier, 
resulting in a 3.84-kc carrier with double sidebands. The result is shaped 
by a linear-phase low-pass filter -which partially reduces the upper side- 
band and produces half of the vestigial shaping requirement of the 
system. 

An identical filter located in the terminal receiving equipment com- 
pletes the vestigial sideband shaping. Since it is located in the receiver, 
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Fig. 13 — Oscillogram of transmitted signal. 

this arrangement assists in reducing noise produced by the transmission 
lines. 

The outgoing signal occupies the band from 840 to nearly 5,000 cycles 
and is transmitted to the balanced program circuit through an output 
line amplifier. 

The waveform of the transmitted signal, corresponding to slightly 
more than one line, is shown in Fig. 13. The carrier amplitudes cor- 
responding to the horizontal sync signals, to background and to inked 
lines are easily recognized. 

4.4 Addressing 

Since it requires 5 seconds to transmit a single message to one teller, 
means must be included to direct each message to a particular teller, so 
that the transmitter and the wire circuit can be released for the use of 
other tellers. This switching is accomplished by sending a short pulse of 
tone of a different frequency for each receiver at the start of each trans- 
mission. The frequency of the tone, which serves as the address selector, 
is chosen by the transmitter operator by means of a key switch mounted 
on the operating console. This address lone, a single frequency between 
400 and 775 cycles per second, likewise serves as the vertical-start signal 
and activates the vertical scan for the chosen receiver. A momentary- 
contact relay, activated when the carriage on the scanner begins to 
move, gates a 40-miilisecond burst of the address and vertical-start 
frequency, which is mixed with the picture signals. 
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The scanner carriage motor is started by two switches in cascade, 
one on the carriage cover and the other on the address key. Both must 
be closed to send the picture information, but the sequence is unim- 
portant. 

The processing and modulating circuits are located below the top of 
the operating console. The monitor unit, with its cover removed, is 
visible in Fig. 14. 

4.5 Operation 

The bank signature card and the corresponding account card are 
positioned in a card holder. 

The card holder is pushed into position on the top of the scanner 
carriage with the transparent lid lifted. 

Closing the lid and pushing the address button, in any order, initiates 
the transmission to a particular receiver. 

A reproduction of the subject material is displayed for a short time 
on the picture monitor. 

After the 5 seconds required for transmission, the carriage auto- 

Fig. 14 — Transmitter unit, showing monitoring tube assembly. 
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matically returns to its "unloading" position, where the card holder 
can be easily removed. 

A second loaded card holder can be inserted immediately for trans- 
mission of another message to another teller. 

V. RECEIVER 

It has been pointed out that the receiver for this experimental system 
should have several unusual characteristics. The selection of only one 
of a group of receivers, through the use of a burst of tone of a particu- 
lar frequency at the onset of a transmission, does not present any very 
difficult problems. However, our desire to present the received picture 
in nonpermanent form is a different matter. Here the problem is that 
of displaying a picture for possibly as long as a few minutes from a single 
transmission lasting only 5 seconds. Obviously, storage of some form is 
required. 

5.1 Storage Devices 

A study of several storage devices was made to determine their rela- 
tive ability to convert the electrically stored signal into a visual form. 
Magnetic storage drums were discarded because of circuit complexity 
required to avoid display flicker. The transmitted signal could be re- 
corded on a magnetic drum turning one. revolution in 5 seconds and 
reproduced at the same speed repetitively for display on a long-persis- 
tence-phosphor kinescope. However, it was found that the intense 
writing beam of such a kinescope is distracting to the viewer. Familiarity 
with this type of presentation does enable some persons to disregard 
the beam's presence, but others always find it annoying. The signal 
might be recorded on a drum rotating at | rps and reproduced at CO 
rps for flickerless display, but the accelerating time of the drum would 
have to lie added to the file-search and transmission time. Existing 
sampling techniques could enable the magnetic drum to run continuously 
at the high speed but at the expense of added circuit complexity. 

Elcctric-to-electric or signal-converter storage tubes, and elcctric-to- 
visual or direct-view storage tubes were investigated. The electric-to- 
electric variety of tube has little to recommend it over the electric-to- 
visual model as to relative performance in this application, and the 
direct-view type requires much simpler circuitry. 

Tallying the advantages and disadvantages of these forms of storage, 
it appeared that, if large enough direct-view storage tubes could be made 
to accommodate a full-size presentation of the If- byo-in. scanning field, 
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such tubes would permit the simplest form of receiver. The bright-trace 
form of direct-view storage tubes available at the outset were 5 in. in 
size. These tubes have a working diameter of 3.5 in., and, for full-scale 
reproduction of the scanned area, we required 5.2 in. Both the Radio 
Corporation of America and the Farnsworth Electronics Company- 
agreed to supply experimental quantities of 7 in. tubes with a working 
diameter of 5.5 in. The literature should be consulted for descriptions of 
the functioning of this tube.6-6 

A second form of electric-to-visual storage tube, best known as a 
dark-trace cathode ray tube, has been produced in 7-in. diameter models 
by the Skiatron Corporation and its licensees.7 

AH these storage tubes have their relative merits and faults, but very 
little comparative data arc available. In order to ascertain the opera- 
tional characteristics of the tubes that were — or could become — 
available, it was determined to construct three separate display units. 
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Fig, 15 — Common equipment block diagram. 

5.2 Receiving Equipment 

Since there may be several teller's display units at a single terminal 
location, it was logical to split the receiving equipment into two units. 
One unit consists of the equipment common to all of the receiving instal- 
lation, in which the incoming signal is partially processed and then 
distributed to the several display units. This common-equipment unit 
is shown in Fig. 15. An isolating transformer feeds filters which complete 
the vestigial-sideband spectrum shaping and eliminate power frequency 
harmonics. The signal is then amplified for distribution. The individual 
display units comprise the remaining portion of the equipment. 

A block diagram of the control units for each display tube is shown 
in Fig. 16. The received signal is processed in three branches to achieve 
the required functions. The first branch includes a narrow band-pass 
amplifier for display unit selection. The tone burst at the beginning of a 
message intended for this station is passed through this amplifier to 
initiate the vertical deflection and simultaneously open a gate in the 
picture signal branch. The tone burst for other display units will be 
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rejected by the selectivity of the narrow band-pass amplifier. Conse- 
quently, the only display unit responding to a transmission is the one 
to which it is addressed. 

The second branch processes the received signal to provide a highly 
stable, continuous, horizontal sweep. The signal is envelope-detected 
to regain baseband, and the horizontal sync pulse is separated and 
stabilized by standard television methods. The stabilized sync pulse 
drives the horizontal sweep for the display tube. 

The third branch processes the picture signal. The received signal is 
translated to a higher-frequency region, for more accurate envelope 
detection. This is accomplished by a single modulation and band-pass 
filtering. After suitable amplification, the high-frequency signal is limited 
to three levels. This limiting offcctively removes the central signal por- 
tion corresponding to the bank card background, and peak-limits the 
signal levels denoting the pen strokes of the signature or the typed 
account information. The signal at the ouput of the sliccr is a high-fre- 
quency carrier modulated with the picture signal. Therefore, it may be 
coupled easily to the writing grid of the direct,-\dew storage tube, which 
is at high do potential. The curvature of the grid characteristic of the 
storage tube is sufficient for demodulation of the signal. An identical 
sheer is used in the circuits for the dark-trace cathode ray tube. How- 
ever, an additional rectifier is provided at the grid of the tube in order 
to gain the greater writing beam currents required by this tube for 
acceptable contrast of the display. 
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Fig. 1C — Teller's control and display unit block diagram. 
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Fig. 17 — Amplitude and phase characteristics of high-pass filter of common 
equipment unit. 

Circuits are provided to protect the storage tubes against loss of 
deflection voltages. 

5.3 Common Receiving Equipment 

The incoming program line is terminated in the common receiving 
equipment unit. This unit is intended to be installed in a location con- 
venient to a building's telephone-distribution terminal. The received 
composite signals are Altered by a 400-cps high-pass filter to remove 
the induced 60-cps power frequency and its first six harmonics. The 
amplitude and phase characteristics of this filter are shown in Fig. 17. 
A vestigial sideband "half-filter" completes the vestigial sideband shap- 
ing and also acts to reduce noise outside the useful frequency band. 
The over-all characteristics of the two parts of the vestigial sideband 
filter (one part is included in the transmitting equipment) are shown in 
Fig. 18. 

The filtered signal is amplified. Provision is made at the ouput of 
the distribution amplifier to feed as many as four balanced 600-ohm 
lines to as many teller's display units. 

The tones for selection of a teller's display unit can be located every 
75 cps from 400 to 775 cps. The principal picture sideband is 0.84 
to 3.84 kc and the vestigial sideband extends to nearly 5 kc. 
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Fig. 18 — Amplitude and phase characteristics of vestigial sideband shaping 
in the system. 

5.4 Teller's Display Unit 

The signal from the common receiving equipment is applied to several 
teller's display units. The circuits for carrying out the necessary switch- 
ing, writing, and display operations are described in the following para- 
graphs. 

5.4.1 Frame Start and Address Tone Identification 

The line-isolation transformer of Fig. 16 delivers the composite 
picture signal to a sharply tuned active filter. This filter will respond 
only to the 50-milliseeond address-tone burst of the proper frequency. 
At the start of a transmission, the appropriate tone burst is superim- 
posed on the composite picture signal. This address tone, as amplified 
and filtered, is used to trigger a single-shot vertical sweep generator and 
a gating circuit. 

5.4.2 Vertical Sweep Generation 

The address tone is detected by a voltage-doubler circuit but no smooth- 
ing is employed. The detected burst triggers a conventional, monostable, 
screen-coupled phantastron8 (Miller run-down). The plate output of 
this circuit is a linearly decreasing voltage, which is an ideal generator 
source for a vertical deflection circuit. 
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5.4.3 Gate Control of Picture Signal 

Two or more teller's display units may be used in a single installation. 
It is desirable, therefore, to disconnect the picture signal from all but 
the display tube for which the message is intended. Also, such switching 
avoids any possibility of damage to the storage surfaces of vertically 
undeflected display tubes. A suitable gating pulse is found in the screen- 
grid circuit of the phantastron vertical-sweep generator tube. This is a 
positive pulse of the same duration as the sweep voltage. The details 
of the gating circuit making use of this pulse are described in Section 
5.4.6. 

5.4.4 Translation of Received Picture Signal from 3.84 kc to 26.88 kc 

The vestigial-sideband composite picture signal at the input of the 
receiver may be envelope-detected to regain the baseband frequencies; 
however, this will result in distortion of the high-frequency components 
of the picture signal, since accurate resolution of the envelope is imprac- 
tical at these frequencies. In addition, the writing grid of the direct- 
view storage tubes is operated at a high dc potential, requiring the 
application of signals through a capacitor. This capacitive coupling 
would produce distortion of the reproduced picture if the baseband 
picture signal were transmitted through it. These limitations are avoided 
by translating the carrier before detection or display to a frequency 
considerably greater than the highest baseband frequency. 

The picture signal is modulated on a 23.04-kc carrier in a balanced 
modulator to produce a double-sideband, suppressed-carrier output. 
The upper sideband produced by this modulation is transmitted and 
the lower sideband is rejected by a bandpass filter. The picture carrier 
at 3.84 kc is translated in frequency to 26.88 kc by this modulation 
process. 

5.4.5 Three-Level Limiting of the 26.88-kc Carrier Picture Signal 

In order to realize the advantages of binary transmission, it is ad- 
vantageous to insert a threshold detector in the signal path. This slicer 
separates the signal from average-level noise and also reduces signal 
distortions caused by delay distortion. The additional requirement for 
high-frequency coupling to the grid of the direct-view storage tubes 
led to the adaptation of a slicer which would operate at the 26.88-kc 
carrier frequency and not contain baseband signal components in its 
output. Such a slicer circuit is shown in Fig. 19. Both positive and 
negative alternations of the input signal are sliced at discrete levels 
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between black and white. Fixed-amplitude square waves are produced 
at the output. The only signal-level values permitted are positive 
maxima, zero and negative maxima. The ternary-valued output is a 
completely modulated carrier. This output is suitably amplified and 
capacitively coupled to the control grid of the display tube. The cutoff 
characteristic of the grid effects half-wave envelope detection. 

5.4.0 Vertical Sweep-Period Gating of Picture Signal 

To insure no response in the unselccted teller's display units, as 
mentioned earlier, the picture signal circuits must be gated. 

During the vertical sweep period, the gating pulse available at the 
screen-grid of the phantastron circuit is applied to adjust the bias of 
tube VI in Fig. 19, for proper slicing action. This bias value is such that, 
with zero signal level input, diodes D1 and D4 are conducting. The 
voltage difference between the anodes of Dl and D3 is set so that the 
input signal level corresponding to background is not sufficient to cause 
D3 to conduct or Dl to cease conduction. The signal level corresponding 
to signature information is sufficient to cause D3 to conduct on the 
positive peaks and Dl to cease conduction on the negative peaks. This 
gives rise to an output waveform at V2 restricted to positive and nega- 
tive peaks and zero. 
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Fig. 19 — Three-level limiter schematic. 
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Upon completion of the vertical sweep, cessation of the positive 
pulse reduces the bias on Vl to a negative value and signals are unable 
to influence further the output of V2. 

5.4.7 Horizontal Sync Pulse Separation 

The composite picture signal, after frequency translation, is envelope- 
detected and the horizontal sync pulse is derived from the picture signal 
by the familiar amplitude-separation technique of broadcast television. 
After separation, the sync pulse is amplitude-limited to remove ampli- 
tude components of the transmission-line noise. 

5.4.s Horizontal Sync Pulse Stabilization 

The limiting of the horizontal sync pulse results in a pulse with fast 
rise and decay times, but the timing of the leading and trailing edges is 
perturbed by noise. A further refinement is necessary to minimize the 
disturbance to sweep timing arising from this cause. The clipped hori- 
zontal sync pulses are phase-detected against locally generated pulses 
and the time difference between these two signals results in an error 
signal whose value is a function of such difference. This error signal is 
integrated and applied as a correcting voltage to change the phase of 
the local pulse source. These locally generated pulses drive the horizontal 
sweep generator. Therefore, short-term errors, such as are representative 
of noise, cause only minor perturbations of the horizontal sweep. 

5.4.9 Horizontal Sweep Generation 

The stabilized horizontal sync pulses trigger a saw-tooth generator 
which, in turn, drives a deflection amplifier. The average voltage with 
respect to the cathode ray tube gun at the output of both the horizontal 
and vertical deflection amplifiers is adjustable for optimum focusing of 
the storage tube displays. Adjustments are also provided for centering 
the sweeps in the display. 

5.5 Features of the Teller's Display Units 

Three separate display units were constructed for study of the different 
storage tubes. Each unit provides physical mounting for the tube, and 
for its operating potential supplies as well as switching and protection 
circuits. 
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Fig. 20 — Direct-view storage tubes. 

5.5.1 Direct-View Storage Tubes 

Fig. 20 is a photograph of the direct-view storage tubes as manu- 
factured by (from left to right) the Farnsworth Electronics Company, 
the Radio Corporation of America and the National Union Electric 
Corporation, as a licensee of Skiatron Corporation. Fig. 21 shows a 
representative tube mounted in its housing. These frameworks are 
designed for mounting in a teller's desk. For demonstration purposes, 
they are fitted with covers and mounted on mobile carts. 

5.5.2 Switching Circuits 

Switching circuits are required for properly cycling the operations of 
the direct-view storage tubes. Some means must bo provided to main- 
tain these tubes in a state of readiness to store an incoming signal. This 
is achieved by maintaining the storage mesh at erase potential during 
any period when there is no signal stored and being viewed. Additional 
switching disables the phosphor-screen high voltage during all but the 
viewing period. One further switching circuit is provided to permit either 
manual erasure of the stored information or automatic erasure after a 
total viewing time of two minutes. The automatic feature is provided 
to insure readiness to store new information in the event of a teller's 
failure to erase a previous message. 

The switching functions required for the dark-trace cathode ray tubes 
are somewhat different. Upon completion of the short cycle of erasure 
performed by heating the scotophor with an internal filament and then 
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permitting the surface to cool, this tube is in a condition to record another 
message, and will continue in such a state indefinitely without further 
manipulation. In order to conserve power, the high voltage supply is 
enabled only during the writing process, as it is only during this period 
that the electron gun of the tube is active. Again, both manual and 
automatic erasure are provided. 

The erasure filament must be maintained at high voltage (13 kv) 
during the writing cycle for proper beam focus. Consequently, erasure 
is carried out by disconnecting the high voltage from the erasure fila- 
ment before the heating power is applied to it. Vacuum switches were 
used in this equipment, but the need for switching would be eliminated 
if a suitable isolation transformer were used for the heating power. 

5.5.3 Tube Protection Circuits 

A circuit is provided to protect the storage tubes against excessive 
beam current density in the event of a horizontal sweep failure. This 

Fig. 21 — Display unit employing a Farnsworth Electronics Company 7-in. 
direct-view storage tube. 
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circuit is also self-protecting against the most common types of vacuum 
tube failures. 

5.5.4 Operating JPotentials for Display Devices 

Potentials for the critical anodes of the direct-view storage tubes are 
provided through cathode followers to improve the voltage regulation. 
The writing gun and screen voltages are provided by separate supplies 
for independent operation and switching. 

The dark-trace cathode ray tube may have all required potentials 
supplied by a single 15-kv high-voltage power pack. Separate anode 
potentials are derived from taps on a resistive voltage divider. 

VI. EXPERIMENTAL RESULTS 

By constructing separate receivers for each of the three storage tubes 
subjective evaluation was accomplished. All throe tubes performed 
adequately to accomplish the desired purpose and, fortunately, there 
is no need to designate a "best" tube, since this equipment was not 
intended for Bell System manufacture. 

Graphic presentation of the over-all results in the form of photographs 
of the storage tube viewing screens is given in Fig. 22. The signals 
shown stored in these photographs were transmitted over a 40-mile 
loop of a ii-kc program channel. It is evident from Fig. 22 that the system 
design produced the desired results. It is also evident that all elements 
of the system have been taxed to their limits of performance. If the time- 
bandwidth product were appreciably increased the available storage 
tubes could not adequately display the increased information. Similarly, 
if the quality of the storage tubes were significantly better only marginal 
improvement of the system would result. Only an increase in both the 
lime-bandwidth product — by appropriate changes in the transmitting 
equipment — and an improvement in the rosolutioii and quality of the 
storage tube can improve the not results. 

The most serious distortion of the transmitted signal resulting from 
transmission was found to be delay distortion. The delays encountered, 
however, were well within tolerable limits for program use. Noise intro- 
duced by typical long circuits was found to have little effect on the pie- 
lure in the presence of the larger distortions produced by delay distor- 
tion. A series of tests was run to show the transmission distance limit 
of some representative forms to Bell System 5-kc program circuits 
without additional delay equalization. 

Fig. 23(a) shows the output of the transmitter to the program line 
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after the half-filter has partially shaped the vestigial sideband. Fig. 23(b) 
shows the same signal after transmission from Murray Hill to Phila- 
delphia via New York and return over a 5-kc program circuit on an 
audio-frequency cable system. Fig. 23(c) shows the same signal after 
frequency translation and limiting. It is seen that the limiting process 
was capable of separating the delay distortion components from the 
desired signal. Fig. 23(d) is a storage-tube viewing screen photograph 
of a sample transmission. 

Similar data also are shown in Fig. 23 for various other loops. An 
audio-frequency cable channel to Washington, D. C,, and return showed 
no loss in picture detail. The doublet and triplet output of the three- 
level limiter resulting from circuits with large amounts of delay dis- 
tortion produce unusable results at some threshold level. All lines with 
less distortion produce no visible distortion in the display. 
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Fig. 22 — Photographs of storage tube viewing screens with stored signal. 
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VII. CONCLUSIONS 

It lias been shown that it is indeed feasible to build a visual communi- 
cation system combining to advantage features of television and fac- 
simile. While the results represent a solution of a particular communi- 
cation problem, it is apparent that the techniques used may be applied 
to many similar problems in the business field. It should be obvious 
that the physical form of equipment for use in any specific application 
would differ in many details from that used in our experiment. 

In considering the results of this experiment, the reader must keep 
our goals in mind. One aim was to demonstrate the use of a system 
intermediate between facsimile and television and providing features of 
both types of visual cominimication facility. Another aim was to demon- 
strate that, for some purposes, the product of transmission bandwidth 
and time could be reduced to a minimum without impairing the read- 
ability of the reproduced image. It is obvious that the resulting images 
have very little esthetic appeal; the use of a larger over-all time- 
bandwidth product coupled with display devices capable of increased 
resolution would result in more pleasing images. 
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The Z Transformation 

By II. A. HELM 

(Manuscript received April 15, 193S) 

The Siielljes integral is vscii fo develop a rigorous derivation of the z 
trans form. Sufficient properties of the transfurmaiinn. are included to form 
a reasonably complete basis for the operational solution of constant coeffi- 
cient, linear, finite difference equations. 

I. INTRODUCTION' 

The desire to use digital computers in automatic control loops created 
the need for methods with which to analyze systems that are partly 
continuous and partly discrete. Since the methods of network theory 
could be applied to the analysis of the continuous part of such a hybrid 
system, it was natural that such methods should be extended to in- 
clude the discrete case. This resulted in the z transform introduced by 
Kaggazini and Zadeh.1 There is today an extensive literature devoted 
to the 2 transform.2,3'4 However, the fundamental assumption of the 2 
transform derivation is that the process of instantaneous sampling is 
equivalent to the amplitude modulation of a train of unit impulses by 
the "sampled" function. But the unit impulse as commonly defined has 
infinite height and zero width, and the process of amplitude modulating 
such a function is not intuitively clear. While it is true that such a 
process may be considered as an approximation to the behavior of a 
linear network with an amplifier and sampling switch, "impulse sam- 
pling" bears no simple relation to the manner in which the digital com- 
puter operates. The digital computer, in the type of real time operation 
typical of control system applications, works with sequences of numbers 
which represent a continuous function evaluated at particular instance 
of time. Since these numbers must of necessity be finite, "impulse sam- 
pling" is not an obvious mathematical model for describing the working 
of the computer. It is the intention of this paper to define the problem 
from the point of view of operations within the computer and to develop 
a rigorous and appealing derivation of the 2 transform. 

In place of impulse modulation, the alternate approach is taken 
177 
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of generalizing the definition of the Laplace transformation by means of 
the Stieltjes integral. This approach has the advantage of rigor and of 
more closely relating the operational solutions of continuous and dis- 
crete systems. As developed below, only rational transforms are con- 
sidered. Also, in general, functions involving derivatives of impulses can- 
not be represented by the Stieltjes integral. Practically, these restrictions 
do not limit the applications greatly. Derivation of the principal proper- 
ties of the z transform, based upon the Stieltjes integral definition, are 
given in the Appendix. 

II. THE LAPLACE-STIELTJES TRANSFORMATION 

The Stieltjes integral has the important property of including both 
sums and limits of sums (integrals). For the reader's convenience the 
definition of the Stieltjes integral as given in Widdcr5 is repeated. 

Lot an interval (a, h) be divided into sub-intervals in the following 
manner: 

and let A equal the largest of these subintcrvals. Then the Stieltjes in- 
tegral of f(x) with respect to a(.r) from a to 5 is 

where ^ T* = • The left-hand side of (1) is the usual notation for 
a Stieltjes integral. The integral itself is defined only when the limit on 
the right exists. It can be shown5 that the integral exists if f(x) is con- 
tinuous and if a(.t) is monotonic but not necessarily continuous, i.e., 
nonin creasing or nondecreasing. We shall assume that both these condi- 
tions apply to all functions to be considered. However, these conditions 
are quite strong and will be somewhat relaxed subsequently. 

It is now possible to generalize the Laplace transformation by making 
the defining integral a Stieltjes integral. Thus, 

a = .To < .1*1 < 1*2 < ■ ■ • < Xn = h 

/ fix) da(x) = lim S/(fOWi*) - "Uv-i)], (0 

(2) 

where 

S = (T + jw. 

It is assumed that (2) is subject to all the above restrictions. As defined 
by (2) the Laplace-Stieltjes transformation actually defines a different 
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transformation for each differont selection of the function «(/-). If a{t) — t, 
(2) reduces to the usual definition of the Laplace transform. If a(l) is 
continuous and has a continuous derivative, (2) reduces to the Laplace 
transform of a'(l)f(t), which may he handled by the usual theorems of 
the Laplace transform. However, if a{t) is not continuous a new class 
of transformations results. For the purpose of this paper, the func- 
tion a{() will be defined as the "staircase" function which increases by 
unity at integral multiples of T but remains constant between such 
points. This function is shown in Fig. 1. The constant T is equivalent 
to the sampling period of modulation theory. From this point on, the 
function a(t) will be assumed to be that of Fig. 1. Thus, (2) may be 
evaluated for this a{() by means of (1) as 

f me-" Mi) = Z finT)e-nT' = F{cbT), (3) 
Jo »=o 

where a(0 is given by Fig. 1, s = a + joi and f(nT) is the function /(/) 
evaluated at t = nT. Since «(0 is monotonic, and we have restricted 
f{() to continuous functions, (2) clearly exists. This does not imply that 
the series on the right converges or diverges. Since no part of f(l) he- 

5 
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2 

a(t) 
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-5 

Fig. 1 — "Staircase" function n(L). 
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tween multiples of T affects (8), f(i) need only be continuous and well 
defined in the neighborhood of the points t — n'T; i.e., have no discon- 
tinuities or "jumps" at multiples of T. 

A simple change of variable in (3) introduces the z transform. Let 
z — esT and substitute in (3): 

L.\m = f S(i)z-"T MD = t = f(z). (4) JO n=0 

The expression (4) emphasizes the power series nature of the z transform. 
Since the functions with which we shall deal are convergent, they can 
almost always be written in closed form. In fact, to allow the order of 
certain limit functions to be interchanged in the development of various 
theorems, absolute convergence of (4) will be assumed. That is, 

E [f(nT)z-" I S M, (5) n=0 

where M is finite although possibly very large. The magnitude of z is 
e~"7V

; and if (5) holds for some a, say oo, it will obviously hold for any 
a > <70. In the following sections, the functions f{t) are now restricted to 
those functions for which (5) holds. Rewriting (5) as a Stieltjes integral 
leads to: 

[ {f(t)\e-"da{t) £ M, (5a) 
Jo 

which holds for the Laplace transform when a(l) — I.6 The restriction of 
absolute convergence has little practical effect upon the utility of the 
transform. 

III. THE INVERSE TRANSFORM 

Au inverse transform is necessary for operational completeness. The 
derivation is straightforward, making use of Cunchy's method for evalu- 
ating the coefficients of a power series.7 The proof proceeds from the 
definition of the z transform in (4): 

/.liwi = E .f(nr)z- = F(z). 71=0 

Expanding, 

fiz) = no) + f{T)z-1 + • • • + f{nT - T)*-'"-0 + f{nT)Z~n 

+ f(nT + T)z-("+l) + • • • , 
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whicli is jibsolutely convergent for | 2 | ^ e*r■ Since F{z) is a. power 
series, absolute convergence also implies uniform convergence within 
the radius of convergence. Hence, (0) may he integrated term by term 
along a contour such that I 2 ( > c""7. Multiplying by z"'1 and so inte- 
grating gives: 

|r z'-'F(z) cif J= /r/(oy~l dz + jjmz-2 dz+ ■■■ 

+ J^fOiT - T) ih + l/OiT)?-' dz+ ■■■ (7) 

+ fjiu'l' + mT)z-im+l' ■■■, 

where m = 1, 2, • • • and, T ti\e contour of integration, is a circle en- 
closing the origin of the z plane and whose radius is greater than c"*1. 

It is obvious that all integrals except J f(nT)z 1 dz either have no singu- 

larity within the contour of integration, and hence arc zero, or else have 
a pole at the origin of order greater than unity, and hence also arc zero. 
Therefore, (7) reduces to 

£ z'-'Fiz) dz - I(nT) ^ 2'1 dz, (8) 

>:'mcef{nT) is the function/(0 evaluated at ( — nT, and hence a constant- 
Thus, the inversion formula becomes 

KnT) d (y) 
Jr 

It is necessary to add a word of caution here. Equation ((J) only gives 
the value of the function at one point, i = nT. Obviously, by assigning 
any given integer to n the value at any point may be obtained and, 
usually, this is sufficient. However, in the case of certain summations 
this will lead to a very confusing notation. To avoid this, we introduce 
the notation 

\finr)\m 

to indicate the sequence 

m,f{T),f{2T) ,JinT), ■■■ 

Omission of the subscript m will denote an infinite sequence. 
It is now possible to summarize the Laplace-Stieltjes pairs: 
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wm = f fiDc-" dad) = F{e'T) 
Jo 

(3) 

or 

^f/a)] = f f{t)z-"T da(t) = Fiz), Jo 

L.-'lF(z)] = J-.( z-'m dz = /(nT). 
~T{] Jr 

(3a) 

(9) 

A closer inspection of the above pairs indicates a very interesting prop- 
erty of the Laplace-Stieltjes transformation. A continuous function f(f) 
is transformed and then the inverse operation performed. However, the 
function is then only defined at integral multiples of 21, i.e., at / = ?iT. 
This is exactly equivalent to "sampling"; that is, the computer, by 
means of some encoding device, evaluates instantly a continuous func- 
tion of time (commonly represented by voltages, shaft positions, etc.) 
at periodic intervals. The Ls transformation is a mathematical model or 
abstraction which represents this process. It is very often the case that 
the function which is to be sampled (a voltage, for instance) is applied 
to a linear network and then sampled, and it would be very convenient 
to be able to analyze the system directly from the Laplace transform. 
Such results follow from the relationships between the Laplace and 
Laplace-Stieltjes transforms which we develop below. 

IV. THE RELATIONSHIP BETWEEN THE LAPLACE AND LAPLACE-STIELTJES 
TRANSFORMATIONS 

The transform pairs (3) or (3a) and (9) arc sufficient to derive opera- 
tional methods for discrete linear systems which are similar to those of 
continuous linear systems. However, there are several reasons for ex- 
amining the relationship between the two transforms. In the first place, 
many of the most interesting problems arise from the analysis of systems 
which are partly continuous and partly discrete. Also, the relationship 
between the Laplace-Stieltjes and Laplace transforms may be expressed 
as a convolution integral, which historically was used first in the study 
of these systems and which is still a very handy computational formula. 

Returning to (4), we have 

The inverse of the normal Laplace transform, with the simple change of 
variable I = nT and using p in place of the usual s, is 

Lsf/(0] = r finT)e-nTt. (4) 
71=0 
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j{nT) = J—. f F(p)e"'T dp, (10) 
2,irj Jr 

where T, the i-ontour of integration, encloses the poles of F(p), which is 
assumed rational. Substitution of (10) into (4) gives 

nm = i: f 
do 

= f F(P)e"-"'r dp. -vj n=o Jr iirj 

Since the series (4) and the integral are both uniformly convergent, the 
order of summation and integration may be interchanged: 

U/(')l f F(.p)t dp. (12) 
STTJ Jr n=0 

If | e*""'*3' | < 1, we may sum the geometric scries in (12) to 

y (ji-s)nr =  1  Q3) 
h, i - c<"-8)r' 

where the condition that this summation be valid is that Re p < Re s. 
Thus, (12) becomes 

uf(oi = ^/rIT;,U^ 

The contour of integration, r, is the usual one parallel to the imaginary 
axis extending from to to include all possible poles. However, 
since we do not wish to exclude functions which do not vanish as s(or p) 
approaches infinity [in particular, F(p) = constant] the contour is closed 
by an infinite semicircle to the left from ^ to —j™- The requirement 
that Re p < Re s is equivalent to stating that T shall include the poles 
fo /*'(/>) but exclude the poles of 

| _ ,,(/'-«)r" 

If the inverse Laplace transform of 

! 
I'is) - 1 - c-87" 

be interpreted as the sum of a sequence of unit impulses, 5r(0, a distance 
T apart, then the amplitude modulation of 57{l) by some function /(/) 
may he found, from the complex convolution formula of Laplace trans- 
form theory, to be: 
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UfitM)] = ^ 

which is, of course, the Laplace-Stieltjes transform of /(/.) as given by 
(14). Hence, the Laplacc-Stieltjes transform is formally equivalent to 
the results of impulse modulation in the sense that both lead to the same 
transform. However, the definition of the Laplace-Stieltjes transform 
is rigorous and it directly relates discrete and continuous systems. In- 
tuitively, one would expect that, as the interval between samples ap- 
proaches zero, the Laplace-Stieltjes transform should approach the 
Laplace; i.e., the discrete system should look more like the continuous. 
This follows from the definition of the Laplace-Stieltjes transform. 
Note that, for the a{t) of Fig. 1, 

which is the desired relation, the Laplace-Stieltjes transformation ap- 
proaching the Laplace in the same manner as the staircase distribution 
function Ta(l) approaches the straight line I. 

Equation (14) is a very useful computational tool and can be used to 
prepare a table of Laplace-Stieltjes transforms from the common tables 
of Laplace transforms. Some elementary functions are given in Table I, 
where a direct comparison between the two transforms can be made, 
the Laplace-Stieltjes transform being written in the e8r form. Such a 
comparison is interesting, but the relationship between the two trans- 
forms can be better shown by a closer examination of the transforms of 
some elementary functions. Consider first /(/) = e~al: 

lim Tail) = l. 

Thus, 

Uc-) = —^ = FU), (15) 
S -f- or 

= neT). e*T — e aT (16) 

The single pole at s = —or of F{s) is shown in Fig. 2(a) in the usual man- 
ner. However, F{eT) has an infinite number of singularities occurring at 
s = —« ± 2Trn/T{n = 0, 1, 2, • • • )■ Thus, the effect of sampling is to 
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multiply the single real pole of the L transform into an infinite number of 
complex poles as shown in Fig. 2(b). The case of imaginary roots in the s 
plane is even more interesting. Let j{l) = sin 

L[sin ,?(] = -i— = F(S), (17) 
S- + p- 

r r ■ e7 sin 8T /,0v /yjsin /3/j =  o . 07"4_ 7 • 
e-aT — 2e8T cos pi -j- 1 

The singularities of F{s) arc shown in Fig. 3(a) and those of F{e*T) in 
Fig. 3(1)). Here, the sampling multiplies the original pair of poles into 
an infinite nnmber of such pairs. The center of each pair is separated from 
the next by a dislanee of 2jr T. The distance or period T may he identi- 
fied with a radian sampling frequency oj* = 2t/T. From Fig. 3(b) it is 
apparent that, if 0 F aa/2, the pairs of poles overlap each other and form 
a now configuration which is indistinguishable from a configuration 
resulting from some function of radian frequency less than a),/2. This 
result also follows from Shannon's sampling theorem which, in effect, 
states that, if the original signal is to he recovered after sampling, then 
the sampling frequency must be greater than twice the highest frequency 
sampled. 

Jf the /; transformation of a function has a singularity in the right half 
of the s plane, the L* transformation will have an infinite number in the 
right half plane. 

Table I 

f'l) F(s) J{»T) F<rT) 

IIU) 
I 
« 

u(nT) 
C'T 

c.r _ ! 

C "1 1 C~a" T 
C'T 

s + <* C'T - C'T 

sin 01 a sin 0iiT 
r'T sin 0T 

,S-2 + (32 e-'T — 2c'7" cos 0T + 1 

p'a' sin 01 0 sin 0iiT 
c(«+o)T sin 07' 

(.s + «)2 + V1 em+a)T _ 2c"^>r cos 0T + 1 

cos 01 
s i ~a"T cos 0/)T 

(e(»40)r _ cos 0'rw+a)r 

(« + «)•- + 0- e-H'->o)T _ 2c<"+0>7' CDS 0T + 1 
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Fig. 2— (a) Single S plane pole of F{s) — l/(s -f- a); (b) infinite number of 
complex S plane poles of F{e'T) = eeT/(B'T — e~aT). 
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The change of variable, z = e8'', which introduces the z transform, 
simplifies the above mappings. It is well known that the transformation, 
z = eT, maps the imaginary axis of the complex s plane into the unit 
circle about the origin in the z plane. The left half of the s plane maps 
wholely within the unit circle, the right half maps exterior to it. Since 
the z plane mapping is repetitive for multiples of 2tt/T. the infinite num- 
ber of roots and root-pairs in the s plane map into single roots and root- 
pairs in the 3 plane. 

V. APPLICATION OF THE X8 TRANSFORMATION TO THE SOLUTION OF 
FINITE DIFFERENCE EQUATIONS 

Many of the concepts of sampling can be applied to the solution of 
linear finile difference equations, with constant coefficients. These equa- 
tions are simply linear combinations of sequences of numbers shifted 
forward and backward in time by integral multiples of some fixed inter- 
val. In the case of a digital computer operating in a control loop, the 
sequences are actually generated by sampling some continuous function 
of time. If the assumption is made that all the sequences in a finite dif- 
ference equation result from such sampling, then the L, transformation 
offers a very useful method for the operational solution of such an equa- 
tion. The resulting solution is the "smooth" curve which, when sampled, 
will give the sequence satisfying the difference equation. 

A finite difference may be defined in either of two ways. One could be 
called a backward difference, defined as 

^\y{nT)] - {y{nT)} - \iAnT - T)]. (19) 

That is, the backward difference is simply the difference of two sequences, 
one of which is the other shifted backward one interval in time. Since 
there is no possibility of ambiguity, the braces may he omitted and (19) 
written in the more usual form 

AbUnT = l/nT — !JiiT-T • (19) 

In similar fashion, the forward difference may be written as: 

A/VnT — JnT+T — IJilT ■ (20) 

Higher differences of course are formed by taking "differences of differ- 
ences." That is, 

i\h" j/nT — iii" ly„T ~ &b //n T—T 

or 

A/ y„T — A/' ynT+r — A/ ynT ■ 
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In order to eliminate possible confusion between differences, a difference 
equation can always be expanded and written in the ordinate form: 

n in 
S bjl/nT+jT O'iUnT-iT — %nT • j=l i=0 

If the assumption is made that the sequences {y{nT)}, {x(nT)} re- 
sult from a sampling of some continuous function which has an L3 trans- 
form, then the finite difference equations of the above form are readily 
solved by the Ls transformation. This follows from the results of Prop- 
erty I of the Ls transform, which is proved in the Appendix. The property 
is repeated below without proof. 

Properly I: If Ls[f{t)] = F{z) and a is a nonncgative integer, then: 

Ls[f{t - aT)] = LX\f{nT - aT)}] 

= z " Ity) + E/UmTV 
L «i=i 

(21) 

and 

LXf{t + aT)! = LX[fhiT + aT)|] 

F{z) - llf{mT)z~ — z 
(22) 

Application of (21) to the backward difference equation (14) leads to 

Ljtyi = YU) - y(-T) (23) 
z 

and to the forward difference 

Ls[A,Lr] = (z- 1) Y(z) - zyiO). (24) 

The terms 7/(0) in (28) and y{ — T) in (24) are the usual initial condi- 
tions, and allow the specification of arbitrary boundary conditions in a 
manner completely analogous to the insertion of initial conditions in the 
solution of differential equations. However, for simplicity, zero initial 
conditions will be assumed in the problem below. 

As an example, the above can he applied to the simultaneous difference 
equations: 

0.25yn-i + wn = xn , 
(25) 

— 1.0//,, — 0.25//,+ iv,, + O.Sw,,-! = 0, 

with T taken as unity for convenience. Letting 
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TO) - U[]jn\, 

W{z) = Ls[wn], 

X(z) = Ux..], 

and performing the indicated operation on (25) leads to; 

0.25 F (2) + zW(z) = zX{2), 
(20) 

-{z + 0.25) l'(z) + (2 + 0.5)ir(z) = 0, 

whence 

Tjr/ X ^ + 0.2o)A(2) 
11 (2) - —1 A z- + 0.02 + 0.12o 

As a "test function" let x{n) be the unit sample defined as unity for 
n ■ ■ 0 and zero elsewhere. The L, transform ot x,, is then fja\Xn\ — 1, 
and it follows that 

Wiz) =  + 0-2o)  (28) K * [{z + 0.25)- + .00251 

By the application of (9), 

Wn = •1(0.35)"+1 sin (» + l) '^ + (0.35)" sin n . (29) 

In a similar manner ?e„(or ?/,,) may be determined for any function x,, 
which is Le-transformable. 

In electrical network theory based upon the Laplace transform, the 
weighting function of a network is the time response of that network to a 
unit impulse. The analogy to the above response of a difference equation 
to a unit sample is clear. The fact that the difference equations could 
describe the operation of a digital computer performing linear operations 
in real time lends physical reality to the analogy and introduces the con- 
cept of a digital network. The designer of a servomeehanism or feedback 
amplifier is concerned that his device shall he stable. The designer of a 
program for a digital computer is likewise concerned that his machine 
behave in a stable manner. Here, stability is defined in the sense of the 
electronic network designer that, for any hounded input, the output shall 
not continually increase. This is more elegantly and precisely stated in 
terms of the complex s plane. Here, the criterion for stability is that the 
characteristic equation have no roots in the right half of the s plane. 
Since the defining transformation z = esT of the z plane maps the right 
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Fig. 4 — Nyqnist plot of z2 + 0.5z + 0.125. 

half of the s piano onto the exterior of the unit circle, the criterion for 
stability of finite difference equations is that the characteristic equation 
shall have no roots exterior to the unit circle in the z plane. Intuitively, 
it would seem that Nyquist's criterion could be applied in one form or 
another directly in the z plane to determine stability. However, the ap- 
plication is not as attractive as in the continuous case. The finite differ- 
ence equations (25) will be used to illustrate the point. As above, the 
roots of the denominator of (27), the LK transformation of (25), determine 
the stability of the difference equations. Since all roots do indeed lie 
within the unit circle, as 2 takes on values along the unit circle in the 
positive sense, the plot of z'1 -f- 0.52 + 0.125 will encircle the origin in 
the positive sense a number of times equal to the number of zeros of the 
polynomial which lie within the unit circle (two in this case). Fig. 4 is 
such a plot and it is readily apparent that there are two encirclements. 
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In principle, the method can be extended to a polynomial of any order. 
As a practical matter, counting the number of encirclements from a poly- 
nomial of high order without making a mistake would be difficult. How- 
ever, this is not the most important point. One of the great attractions 
of the Nyquist criterion to the practical designer of feedback devices is 
that not only does it determine stability but it also indicates at a glance 
the margins against instability. To know the allowable variation in the 
gain of an amplifier, as a specific example, is of great value to the de- 
signer (and manufacturer} of a feedback amplifier. Unfortunately, in 
the discrete case no such information is apparent and the indication is 
simply one of "go" or "no go". 

If the change of variable w = z ^ = a sT is made, the right half of the 
s plane is now mapped into the interior of the unit circle, and hence the 
criterion for stability becomes the more usual one of not enclosing the 
origin. Illustrating, the characteristic equation of (27) becomes; 

uT2 + O.SuT1 + 0.125. (30) 

As w takes on values on the unit circle in the positive sense, (30) has 
exactly the same values as shown in Fig. 4 with the exception that the 
curve now encloses the origin in the negative sense and, hence, stability 
depends also upon the sense of enclosure. The difficulties above will 
usually require that stability analysis still be made in the s plane. How- 
ever, some advantage can be taken of the angle preserving properties 
of the change of variable s = l/T In z. 

VI. CONCLUSION 

The Laplace-Stieltjcs derivation of the z transform is straightforward 
and rigorous. As a mathematical model of the sampling process it has 
the advantage of also describing some of the operations possible within 
the computer. In particular, since it can be used as a basis for the opera- 
tional solution of linear finite difference equations it closely relates the 
solution of discrete linear systems and continuous linear systems. It 
is of considerable advantage to he able to apply the methods of network 
analysis to this type of computer operation. The Laplace-Stieltjes trans- 
formation forms the connection in a very clear manner. 
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APPENDIX 

PROPERTIES OF THE L, TRANSFORMATION 

The utility of the LH transform is increased by various properties per- 
taining to its use. The more important of these properties are derived 
below with some discussion of the area of application. Such discussion 
must of necessity lie brief. 

Real Translaiion 

This property is the basis upon which the operational solution of linear 
finite difference equations is based. 

Property I: If L„[l{l)] = F{z) and a is a nonnegalwe integer, then: 

F{z) + Z) /(- wTV"J , 

Fit) - 

LsUU - aT)] = z-a 

and 

LA fit + aT)] = 2a 

The proof of the first part follows: 

By definition 

LAf(r)] = r.f(T)c-'T dair) = F{est). 
Jo 

Dividing the range of integration into two parts: 

W0= r f(r)e'er da(r) - f da{r). 
J-aT J-aT 

We now let r = i — aT in the first integral on the right-hand side: 

F{eT) = ^ f{t - aT)e~s(t~aT) da{l - aT) - f" /(r)^" dair). (31) 
^'fl J—oT 

From Fig. 1 it is apparent that 

da(t — aT) = da(t). 

Hence, 

F(c£7') - e"7" [ fit - aT)e~st dait) - f fir)e'8'dair). (32) 
■In J—aT 
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But the second integral may be evaluated as: 

/(r)e~'r da(T) = Z f{-mT)emT'. (33) 
J-aT m-1 

Substitution of (33) into (32) and rearrangement leads to 

e-"^(e") + = !"/(( - aT)e-"da(t). 

But the right-hand side of the above is by definition L3[f{l — aT)]. 
Making the usual substitution oi z = e'T now leads to the desired result: 

Lif{t - "T)] = ^(z) + S/(-mO^'"] ■ (34) 

We note in particular that, for a = 1, 

Ls[f(t - aT)] = z-'iFiz) + K-T)]. 

For proof of the second part, the range of integration is divided into 
two parts: 

,oo p (o—1) 7'+ 
L^fir)] = / Me"8* dair) + / /(r)e_<"' da(r). 

Jar— Jo 

Letting r = i! + aT in the first integral on the right-hand side, we have 
«(<j-i)ip+ 

W) = / /(f + aT)e-H'+aT) da{t + aT) + / /(r)r8r da{r). 
Jo- •'o 

Rearranging and substituting da{t + aT) = da(f), 

- I" "T+f{r)c -'da(t)j = !_/{( + aT)^"da(t). (155) 

The integral on the left is obviously 

[ S(T)r-'da(r) = E !(mT)e""T', 
Jo 171=0 

and substitution into (35) gives 

e-* jhc"-) - E J(mT)e = F3[f{t + aT)], 

whence 

L.lf(t + aT)] = z" [Vw - E/OiOr-J ■ (30) 

For the special case of a = 1, we have 
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Finite Differences 

An immediate consequence of the real translation property is that 
for finite differences. If finite differences are defined as in the text, we 
have: 

Property II: If the sequence {f{nT)} resulting from the sampling of the 
continuous function f{t) has the Ls transform F{z), then: 

LfArfnT) = z\F{z) - /{0)1 - F(z) = (z - XWiz) - ^(0). (ff'J) 

Finite S ummalion 

As integration is the inverse operation of differentiation, summation 
can be considered the inverse operation of taking differences. This is 
demonstrated more clearly in the property below. The process of finite 
summation is best demonstrated in the case of a computer operating 
in real time. The computer samples a function which is continuous and 
well defined at the sampling instants. At each sample the computer 
adds that sample to the sum of all preceding samples. If the result of 
this operation is a sequence \g{nC)}, we have as the value of g{nt) at any 
time nT\ 

Lm + T)\ = z{F{z) - /(0)1 = Lm + T)]. (37) 

(38) 

Again, by definition, 

fjai&ffnr) — DsifnT+T — fnr) 

and, by linearity of the transform and (37), 

n 
0(nT) = Zfik'T), 
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where {f(lcT)]k is the sequence of sampled inputs. The analogy to inte- 
gration with respect to time is clear. The La transform of such a summa- 
tion is given below. 

Property III: If [(/{nT)) is an infinite sequence such that each value of 
it is given by g{nT) = f(kT)i then G(z) = z/{z — l)F{z), where 
F(z) is the Lt transform of the sequence [finT) j. 

By definition: 

G(z) = E g{nT}z-. 
n-=0 

Substitution of the value for g{nT) gives 

G(z) = Ez-TE/ar)]. 
„=o LA==o J 

Since we are dealing with uniformly convergent series, the order of 
summations may be interchanged, provided a suitable change in the 
limits is made in a manner equivalent to the change in limits when the 
order of integration is interchanged in double integration. Thus, 

G(z) = E fikT) E 2^", 
k—H n—k 

which may be written as 

G(z) = t,f(kT)z~'' E z"". 
A-O n-0 

However, the scries in n may be summed as 1/(1 — z~J), and hence 

i=U \_z — IJ 

and hence 

G(z) = F(z). (40) 
2—1 

Complex il/uliiplicalion 

The superposition property of electrical networks is a very elegant 
and useful result of their linearity. For continuous linear networks, super- 
position is most concisely represented as a convolution integral, which 
has a particularly important Laplace transform. The same ideas also 
apply in the discrete case with the integral replaced by a summation. 

Properly IV: If fit) and iv{t) have the Ls transforms Fiz) and IF(z), then: 

>r(z)F(z) = L,[Ew(/.T)/(nr - ;.r) j. 

By definition, 



196 THE BELL SYSTEM TECHNICAL JOURNAL, JANUARY 1959 

W(z) = Z v}(kT)z-k
} 

k=0 

W{z)Fiz) = f: w{kT)z'kF{z), 

but 

z-kF{z) - Ufit - kT)] - LSfinT - kT)]]. 

Hence, 

W(z)F{e) = E - fcT1)] = E L,[vi{kT)S(l - kT)] i-mrt i-™n 
(41) 

= L 

At time t — nT we have 

W(z)F(z) = L. [g w(kT)f(nT - *3')] 

but f(i) = 0; i <0 and therefore 

W(,z)F(z) = L. |^E w(mfinT - /oT) J. (42) 

Scale Change 

Property V: If Ls\Jit)\ — F{z), then Ls[e~alf{t)\ = F{kz), where k = e+aT. 
From definition, 

L.[e-rf(t)] = f fit)e-l-w da(l) 
Jo 

= E/(»3')[e-V
T]", n=0 

Lie-'fU)] = E finnkz]- = F{kz). (43) 
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Radio Transmission into Buildings 

at 35 and 150 mc 

By L. P. RICE 

(Manuscript received April 29, 1958) 

Investigations of radio propagation at 85 and 150 mc into large city 
buildings have disclosed that, on ike average, a loss in the order of 20 to 25 
db may be encountered on the first floor. This loss, which represents the 
reduction from the median field in the city streets at the same distance from 
the transmitter, is known as building loss. Losses were found to be slightly 
smaller and more uniform at 150 mc than at 35 mc. Losses also wer: found 
to be appreciably less on higher floors in a building. 

, Ulethods of using this information for engineering radio systems to serve 
people in buildings arc described. Some sample problems demonstrate that, 
with equal receiver performance, the effective coverage range in buildings for 
a 160-mc system will be greater than that for a 35-mc system, 

l. INTHODUCTIOX 

i,i Background 

With the advent of mobile telephone service has come a considerable 
fund of information concerning the nature of vhp radio propagation in 
city and suburban streets.1 

Plans arc now being made to extend the use of the mobile land trans- 
mitters to provide one-way personal radio signaling services. In these 
services, the transmitter signals will be detected by small pocket-carried 
receivers issued to subscribers. Coverage will be desired not only in 
the streets but also in the various buildings and other structures which 
subscribers might normally be expected to frequent. 

The extent of useful coverage from a mobile land transmitter will be 
somewhat loss for personal signaling than it is for mobile voice trans- 
mission. This is primarily due to two factors: (1) the inherently poorer 
sensitivity of a pocket-carried receiver due to its small antenna and (2) 
the increase in path loss to a location inside a building in comparison with 

197 
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that to an outside location at the same distance from the transmitter. To 
offset this reduction in coverage, satellite transmitters will be required 
in large metropolitan areas to assure that reliable service is offered 
throughout. For a signaling system in which the receiver sensitivity is 
known, the spacing of the transmitters is largely a function of path loss. 

Estimates of path loss can be made using the results of the measure- 
ments made by W. R. Young, Jr.,1 if the additional losses in propagation 
caused by buildings are known. 

I.2 Scope of Study 

The losses encountered in propagating an rf field into a building were 
measured at eleven different locations in downtown New York City. Two 
of the mobile telephone channels, one in the 35-me highway band and 
the other in the 150-mc urban band, were chosen for these measure- 
ments. 

Most of the field-strength measurements were taken at various 
points on the main floor of each building. This was done because the 
first floor has been found to be the most difficult portion of a building 
to cover. The number of measurements taken varied from building to 
building, depending on the amount of floor space and the complexity of 
the floor plan. 

A number of measurements at each of the two frequencies were also 
made in the streets adjacent to each of the buildings. For a given dis- 
tance from the transmitter, the difference between the median field 
intensity in the streets and the field intensity at a location on the main 
floor of a building is defined as the building loss for that location. Thus, 
building loss is a factor which can be applied to the field intensity in the 
streets to assist in the prediction of the performance of a radio service in 
buildings. 

II. OBSERVATIONS 

The heterogeneous nature of the environment — both inside and out- 
side the buildings — has been found to create extensive and erratic 
space variations in the rf field; accordingly, the measurements of 
building loss are presented statistically. The fields in the upper stories 
of buildings were generally found to bo stronger than those near street 
level. Therefore, measurements made on the main floor of a building 
would give limiting values of building loss. 

Mi approximate relationship between the architectural characteristics 
of a building — e.g., the height of the ceilings or the area of external 
glass — appeared to exist in certain cases. 
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Fig. 1 — Over-all distribution of building losses at 35 and 160 me. 

The building losses at 35 and 150 me tended to follow a log-normal 
distribution (sec Tig. 1). At 35 me, the over-all average building loss 
was found to be about 24 db; at 150 me, it was found to be about 22 
db. 

Variations in signal at the lower frequency were found to he slightly 
greater than at the higher. Thus, the standard deviation of the building 
losses was found to lie about 14 db at 35 mc and about 12 db at 150 inc. 
These variations arc reversed from signal variations in the city streets, 
where the standard deviation of the field distributions appears to he 
about 7 db at 35 mc and 9 db at 150 me. 

A comparison of the useful ranges* in New York City, from trans- 
mitters of equal power to receivers of equal sensitivity, in terms of 
field strength in microvolts per meter, shows that the expected range of 
coverage into buildings is somewhat greater at 150 mc than at 35 mc. 
Expected ranges into buildings of almost one mile at 35 mc and almost 
one and one-half miles at 150 me appear reasonable between a 250-watt 
transmitlcr and a pocket-carried signaling receiver with a sensitivity of 
30 db greater than one microvolt per meter. In contrast, the useful range 
in city streets was found to be greater at 35 mc than at 150 mc. Service 
could bo provided in streets over a radius of about eight miles at 35 mo 
and four to five miles at 150 mc. 

J 

J50 MC 

35 MCV 

* Useful range is defined as the distance at which there is a certain specified 
probability, such as 99 per cent, of successful signaling. 
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III. DISCUSSION OF RESULTS 

3.1 Nature of mf Field in Buildings 

It became apparent as the rf field intensities were being measured 
that their geometry was exceedingly complex. Variations sometimes as 
great as 20 db were encountered between locations a few feet apart. Since 
it was apparent that a point-by-point display of the field intensities 
would be neither useful nor meaningful, a statistical analysis of these 
data has been carried out to emphasize then* trends. 

The wide variations in field intensity can be attributed to the nature 
of the physical surroundings. The rf field may enter the building directly 
from the transmitting antenna or may be bounced in off the many 
reflecting surfaces presented by the surrounding buildings. Once inside, 
the field encounters a heterogeneous array of objects, such as walls, 
ceilings, floors, furniture and equipment of many kinds. Such items 
present lossy, shielding or reflecting media to the rf field. As a result, 
the field not only encounters varying degrees of attenuation in reaching 
a specific location, but it also arrives over a multiplicity of paths with 
random phase and random polarization. 

Spot checks of polarization have been made by comparing the field 
measured at several points in a building with the antenna oriented 
vertically and horizontally. Differences of 10 db or more were found 
between the vertical and horizontal components of the field when 
compared on a point-by-point basis. However, when the median of the 
vertical components, measured at several locations, was compared with 
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pjg. 2 — Average building loss at 150 mc on various floors in a building (463 
West Street, New York City). 
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the median of the horizontal components, the difference was found 
to be negligible. This points to the interesting possibility that an omni- 
directional and nonpolarized antenna might be best for reception in 
buildings. 

Some preliminary measurements were made on various floors in a 
couple of buildings to determine what effect the height in a building 
might have on the field strength. It was found that the interference 
caused by adjacent structures diminished with increasing height so that 
the rf field was commensuratoly stronger on the upper floors (see Fig. 
2). Therefore, it was felt that concentration could be made on the first 
floors with confidence that, if an adequate radio field for a system 
existed there, coverage in the rest of the building would be generally 
assured. 

All the buildings surveyed were constructed of reinforced concrete or 
brick. Some had large window areas on the first floor. Some had large 
open corridors and vestibules with high ceilings. Others were more con- 
fined, with smaller external apertures on the first floor. These char- 
acteristics probably had a tendency to affect the field intensity inside 
the building. 

A thumbnail description of characteristics which might affect propaga- 
tion into each of the buildings is given in Table I, with arbitrary building 
identification numbers being used. 

Table I — Location and Architectural Characteristics of 
Buildings 

Building 
Number Location First Floor Characteristics 

10 
11 

463 West Street 

Broadway and Bowling 
Green 

140 West Street 
1 Peck Slip 

130 East Broadway 

395 Hudson Street 

432 East 14th Street 

40 Irving Place 

26 Cortlandt Street 

195 Broadway 
220 Church Street 

Low ceiling height, below average window 
area, many halls and partitions 

High ceilings, average window area, very 
thick walls 

High ceilings, above average window area 
High ceilings, large window area, large 

unobstructed areas 
High ceilings, average window area, large 

unobstructed areas 
Warehouse type building, medium celling 

height , small window area 
High ceilings, large window area, large un- 

obstructed open areas 
High ceilings, average window area, many 

halis 
High ceilings, large window area, large un- 

obstructed areas 
Very high ceilings, large window area 
Medium ceiling height and window area 
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Fig. 3 — Distribution of local building losses at 35 and 150 mc for eleven 
buildings. 

It was found that, in certain cases, a qualitative prediction might be 
made concerning the lossiness of a building based on the architectural 
characteristics just oitcd. For example, it may be seen from Fig. 3 that 
buildings 7, 9 and 10 were all found to have mean local building losses* 
below 20 db at both 35 mc and 150 mc. These three buildings all had 
high ceilings, large windows and large unobstructed areas on their main 
floors. Conversely, building 11, the only one found to have an average 
loss exceeding 30 db at both frequencies, has lower ceilings, smaller 
window area and an abundance of furniture. 

However, such guesses as these must necessarily be considered in- 
conclusive because other buildings have loss effects which appear to be 
in direct contradiction with this hypothesis. Building 4 is an example. 
This building was found to present a high loss at both frequencies. Yet 
it is characterized in the table as being a building in which the losses 
might be expected to be low. 

* Local building loss, distinct from the building loss defined on page 198, is de- 
fined as the difference between the median rf field in the streets adjacent to the 
individual building and the field intensity at a location on the main floor of the 
building. Building loss is n concept useful for the estimation of service range. 
Local building loss is a concept useful in evaluating the coverage of an individual 
building. As will be shown, the local building losses for all buildings measured to- 
gether with the known variations in path losses into the streets have been com- 
bined to provide an estimate of the over-all building loss. 
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3.2 Local Building Losses 

The local building losses at 150 mc were found to be somewhat lower 
than those at 35 mc. The average of these losses in the buildings ranged 
from 15 to 32 db at 150 mc, while at 35 mc the average ranged from 10 
to 45 db. The over-all average of the local losses for the 11 buildings 
was found to be about 20 db at 150 mc and 25 db at 35 mc. 

The distribution of the measurements at both frequencies was found 
to be roughly log-normal. The standard deviation in the various build- 
ings ranged from 2 (o 11 db at 150 mc and from 4 to 12 db at 35 mc. The 
combined standard deviation for the 11 buildings was found to be 
about 9 db at 150 mc and 14 db at 35 mc. Medians and standard devia- 
tions for the individual buildings are presented in Fig. 3. The distributions 
of local loss for the group as a whole are shown in Figs. 4 and 5. 

3.3 Determinaiion of Building Loss 

In the preceding section, the discussion has been confined to the local 
building loss — referred to the median field around the particular build- 
ing in question. However, a person who wishes to estimate the limiting 
range at which a given transmitter will propagate a field of a certain 
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Fig; 4 — Over-all (listribution of local building and street losses at 35 mc. 
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Fig. 5 — Over-all distribution of local building and street losses at 150 mc. 

minimum intensity with a certain degree of reliability is concerned with 
building loss on the over-all basis. He would be interested in the field 
intensities within the buildings on the periphery of a circle. The radius 
of this circle around the transmitter would be the useful range of the 
system. 

Each one of these buildings on the circle would have local building 
losses with respect to the median field in the streets adjacent to it. The 
variations in these local losses would differ from building to building. 
However, the variations in the local losses of a ''typical building" could 
be approximated by combining the measurements taken in the eleven 
buildings. This has been done graphically to obtain the lower curves in 
Fig. 4 for 35 mc and in Fig. 5 for 150 mc. It is possible to determine from 
these figures the probability that the field at any point on the main 
floor of any building in a heavily built-up metropolitan area will be equal 
to or greater than some given level with respect to the median field 
intensity in the streets adjacent to that building. So, if the median of 
the adjacent street field is known, the coverage in the building can be 
estimated. 

As a general rule, however, the median field in the streets adjacent to 
any particular building will not be known, whereas the over-all charac- 
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teristics of propagation into city streets have already been determined 
(see Figs. 6 and 7). The median field intensities in the streets adjacent 
to various buildings will vary from building to building, due to inter- 
ference caused by the local terrain and nearby structures. 

If the field intensities were measured in the streets adjacent to a 
large number of buildings, all equidistant from the transmitter, it is 
expected that the distribution of the medians of these groups of measure- 
ments would approach the distribution of all street measurements at 
that distance, i.e., the upper curves in Figs. 4 and 5. Now, if it is assumed 
that each of these many buildings is one of the "typical buildings" for 
which the local loss characteristics are shown in the lower curves of 
Figs. 4 and 5, it follows that the expected building losses for all the build- 
ings on the circle with respect, to the median field in streets at that dis- 
tance from the transmitter may be determined by statistically combining 
the two curves on each of these two figures. This was done graphically 
in Fig. 1 for each of the two frequencies. The percentage of locations 
within all buildings, on a circle of a given radius, in which the field in- 
tensity will not be lower than a given level with respect to the median 
street field at the same radius may be determined directly from this 
figure for cither frequency. 

A 
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Fig. 6 —• Measured path loss at 35 rac between half-wave dipoles in city streets 
in Manhattan. Antenna heights: transmitter—450 ft.; receiver—6 ft. 
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Fig. 7 — Measured path loss at 150 mc between a half-wave dipole and a 
quartor-wave whip in Manhattan and the Bronx and suburbs. Antenna heights: 
transmitter-450 ft.; receiver-6 ft. (All data except the 11 adjacent-street medi- 
ans taken with permission of W. R. Young, Jr. from Ref. 1), 

3.4 Test Equipment Arrangements 

The New York Telephone Company's mobile telephone facilities at 
32 Avenue of the Americas were used as a signal source for measuring 
building losses. 

The field measuring equipment for work in buildings had to meet 
three principal requirements: portability, stability and selectivity. The 
available commerioal field-intensity measuring apparatus was not 
selective enough to reject the adjacent mobile channels in New York 
City. Therefore, the limiter grid current in standard, battery-powered, 
crystal-controlled receivers was used as an indication of field strength. 
Provisions were made to insure that the battery aging did not upset the 
calibrations of the grid current meter. Prior to use, each receiver was 
equipped with the antenna to be used during the measurements and 
was calibrated in a known field by varying the field and noting the 
limiter current for each field intensity. The same receivers were used to 
measure the fields in the streets adjacent to the buildings. Antennas 
mounted on automobiles were connected to the receivers and the sets 
were recalibrated. 
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IV. APPLICATION TO THE ENGINEERING OF RADIO SYSTEMS 

Building loss can be utilized in the engineering of a radio system in 
much the same way as other propagation losses. One aspect of building 
loss — its amplitude distribution — has an important effect on the range 
of reliable coverage into buildings. Inasmuch as building loss has been 
defined as the difference between the levels of kf field in the building 
and the median field in the streets at a given range from the transmit- 
ter, the distribution of the field intensity in the buildings must be the 
same as the distribution of the building loss. 

The amount of building loss that can be tolerated by a system depends 
on the required degree of reliability. This reliability is numerically equal 
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Fig. 8 — Received power at 35 and 150 me versus received field intensity (Ref. 2). 
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to the percentage of the locations in the peripheral buildings in which the 
building loss must not exceed a certain threshold value. This threshold 
loss may be determined directly from the ordinate of Fig. X for any given 
per cent of reliability on the abscissa. When the maximum allowable 
path loss to the receiver and the threshold building loss are known, their 
difference represents the median path loss in streets that can be tolerated 
and still provide the minimum acceptable coverage in the buildings. 
The determination of such factors as required transmitter power or 
maximum range of coverage can be handled in any convenient manner, 
in terms of median losses to the adjacent streets. 

The following five steps describe one method for determining the 
service range of a transmitter in a large metropolitan area such as New 
York City. The procedure consists of the determination of first the maxi- 
mum allowable path loss and then the range at which this path loss is 
not exceeded for a given system reliability. 

1. Determine the minimum usable received power from a half-wave 

e 
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Fig. 9 — Path loss at 35 mc between half-wave dipoles into large city buildings. 
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A MEDIAN LOSS MEASURED IN THE 
BUILDINGS INDICATED 

So. 
Sr. So' 

V) 
So 

®0^ s.^ 
3-6 

\ 

0.1 0.2 0.3 0.4 0.5 0.6 O.S 1.0 2 3 4 5 6 
DISTANCE FROM TRANSMITTER IN MILES 

Fig. 10 — Path loss at 150 mc between a half-wave dipole and a quarter-wave 
whip into large city buildings. 

dipole (for 35 mc) or a quarter-wave whip (for 150 mc). Fig. 8 can be 
used for this purpose when receiver sensitivity is known in terms of 
minimum required field intensity. 

2. Subtract the minimum usable received power (in dbw) from the 
equivalent transmitted power from a half-wave dipole to determine the 
maximum allowable path loss between the two pairs of antenna terminals. 

3. Determine the building loss from the ordinate on Fig. 1 which 
corresponds to the required system reliability. (The system reliability 
in per cent is numerically equal to the scale on the abscissa of this figure.) 

4. Subtract the building loss from the maximum allowable path loss 
to determine the equivalent median loss in streets. 

5. Determine from Fig. 9 (for 35 mc) or 10 (for 150 mc) the range at 
which this median loss in streets occurs. Use the curve labeled "Median 
boss in Streets". This is the useful range of the system for coverage into 
buildings. 
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Table II •— Examples op Estimation of Range at Which Radio 
Service Can Be Offered in Metropolitan Buildings 

Assumptions: 
Receiver sensitivity — 30(11) > 1 microvolt per meter 
Effective racliatcfl power from dipole 450 ft above ground — 24 dbw (250 

watts) 
System reliability* — 90 per cent 

* This is the system reliability for a nonrepctitive system. Signals may be sent 
out more than once in a personal signaling system. If two signals are sent to a 
subscriber moving about in a marginal field, the system reliability for this problem 
wouhl he 99 per cent; if three signals are sent, 99.9 per cent. 

Step Number 

0) (2) (.') (4) (5) 
Frequency Receiver 

Sensi- 
tivity, in 

db < 1 jiv 
per meter 

Minimum Usable 
Received Power, 

in dbw 
(Fig. 

Radiated Power 
(Dipole). 
in dbw 

Maximum 
Allowable 
Path Loss in db 

Building 
Loss for' 0% 
Relia' ility, 

in db 
< Fig. 1) 

Equivalent 
Median 
Loss in 
Streets, 
in db 

Estimated 
Service 

Ranges in 
miles (Figs. 

9 & 10) 

35 mc 
150 mc 

30 
30 

—100 (dipole) 
-122 (whip) 

24 
24 

130 
146 

•14 
38 

S6 
IDS 

0.9 
1.3 

If only a rough estimate is required, steps 3 and 4 may be eliminated 
by interpolating between the 50 per cent, 90 per cent and 99 per cent 
curves on Figs. 9 and 10 and determining directly the range correspond- 
ing to the maximum allowable path loss found in step 2. Here again, the 
percentages arc numerically equal to the system reliability. 

Some numerical examples of range estimation are given in Table II 
in order to illustrate the use of this procedure. The step numbers cor- 
respond to those listed above. 

By comparison, for the conditions given in the table, the expected 
coverage in streets may be in the order of 8 miles at 35 mc and 4 to 5 
miles at 150 mc,* It is of interest to note that, while better coverage may 
be expected in streets at 35 mc than at 150 mc, the higher building losses 
at 35 mc attenuate the field so much that better coverage in buildings 
can be expected at 150 mc. 
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On Trunks with Negative Exponential 

Holding Times Serving a 

Renewal Process 
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A group of N trunks serves calls arriving in a renewal process, and lost 
ccdls are cleared. The number, N{k), of trunks found busy by the kth arriving 
customer is studied as a Markov process imbedded in a (usually) non-j\larkov 
process N(t), the number of trunks busy at t. Results of C. Palm and F. 
PoUaczek on the distribution of N{k) are generalized, and a study is made of 
hounds for, and approximations to, the probability of loss. The probability of 
loss is studied as a functional of the inter arrival distribution function, and 
certain extremal properties are proven. Formulas for the mean of N(k) and 
for the covariance function are given, together with equilibrium curves for 
the probability of loss, for the mean and variance of Ar(/c), and for the first 
four values of the covariance function. Some applications to switch counting 
are discussed. 

I. INTllODUCTION 

We shall study a mathematical model for the random behavior of the 
occupancy of trunk groups. The principal results are complete descrip- 
tions (in principle) of (a) the variations of the traffic in time, (b) the 
equilibrium probabilities and (c), the covariance function of the traffic 
found by arriving customers. These mathematical results have practical 
application in engineering trunk groups to have a given probability of 
loss, and in estimating the sampling error incurred in certain ways of 
measuring traffic. 

A "trunk group" is a set of transmission channels (trunks) between 
central offices. The trunks in a group are often equivalent in the sense 
that a call handled on one idle trunk could as well have been assigned 
another. A "holding time" of a trunk is a length of time during which it 
is continuously unavailable because it is being seized and used as a talk- 
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ing path. By "interarrival times" we mean the time intervals elapsing 
between successive epochs at which attempts are made to place a call on 
the trunk group. With these definitions in mind, the theoretical model 
we use to describe the trunk group involves four assumptions: 

i. The holding times of trunks are independent random quantities 
having a negative exponential distribution, with mean value, y~l (7 is 
the hang-up rate). This means that if a trunk is in use at time a;, the 
chance that it is still in use at (x + dx) is 1 — ydx — o{dx), o{dx) 
denoting a quantity of order smaller than dx, irrespective of how long 
the trunk has been in use. The probability that a holding time is less 
than i is then 1 — exp {—7^ for i ^ 0, and 0 otherwise. 

ii. The interarrival times of calls are independent positive variates; 
each has the general distribution A (?/.) , where A(w) is arbitrary except 
for the condition A (0) = 0. If 4 and 4+i are successive arrival times, then 

Pr|4+i — ik ^ u\ = ^(w), 

for all k, independently. This assumption covers Poisson (or completely 
random) arrivals as a special case. In accordance with the usage in the 
literature, we call a sequence of mutually independent, identically dis- 
tributed, positive variates, a "renewal process." The interarrival times 
in our model then form a renewal process. It has been shown by Palm1 

and noted by Feller2 that non-Poisson renewal processes arise in their 
own right in the study of overflow traffic from a trunk group, even when 
the original offered traffic is Poisson in character. 

iii. There are AT < 00 trunks in the group. 
iv. Calls which find all N trunks busy are lost, and are cleared from 

the system. 
A model like the above, but without the strong simplifying assump- 

tion of exponential holding time, was studied by Pollaczek.3 The model 
described in (i) through (iv) above has been considered by Palm,1 and 
also by Takacs,4 who used a functional equation. Takacs' paper was ap- 
parently written without knowledge of the prior work of Palm and Pol- 
laczek; in a recent paper,5 Takacs thanks R. Syski for calling his attention 
to Refs. 1 and 3. The same model has also been treated by Cohen.6 For 
convenience and unity of exposition, some of the results of these authors 
shall be rederived here, and attributed to the appropriate author as they 
arise. 

II. SUMMARY OF RESULTS 

It is natural to use the number N{t) of calls in progress on the trunk 
group at time t as an indicator of traffic; N{t) is a random step function, 
fluctuating in unit steps from 0 to N. 
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Unless the arrivals form a Poisson process; that is, unless 

A{u) = 1 - expf —u/txi] 

for 'ii ^ 0 and m > 0, N(l) is not a Markov process. However, let 4 be 
the epoch of the th arrival, and suppose that ^(4 — 0) is known. Thus, 
we know how many busy trunks were found by the kth call. Until the 
next call arrives at 4+i, the number of calls in progress forms essentially 
a simple death process, with death rate y per head of population. The 
conditional distribution of jV(4+i — 0), given iY(4 — 0), can then be 
calculated from the known transition probabilities of the death process 
(see Feller7). No additional knowledge of N(t) for i < 4 is of prognostic 
relevance to N{t) for t > tky when iV(4 — 0) is known. We define 

N(k) - N(tk - 0), 

where N(k) is the number of trunks found busy by the kth arriving call. 
The variates N(k) form a Markov chain imbedded in the non-Markov 
process N(t). This Markov chain is the basic random process considered 
in this paper. 

Let the numbers an ,n = 1, ■ • • , iY be defined by 

an = r e_"7!i dAiu), 
Jo 

so that an is the Laplace-Stieltjcs transform of the interarrival distribu- 
tion A(w), evaluated at the point wy, where y is the hangup rate. The 
principal theoretical result of this paper is Theorem 1 in Section IV. This 
result gives formulas for the generating functions 

tn{z) = 2 zk'Pr{N{k) = n} 
k^O 

for an arbitrary initial distribution of Ar(0). These formulas depend only 
on the numbers ai, ■ • ■ , alW defined previously, so the entire Markov 
process N{k) depends only on these numbers. Theorem 1 determines, in 
principle, the transition probabilities of N{k) purely in terms of 
a.v , and so provides a complete description of the statistical variations 
of the traffic found by arriving customers. For N(0) = 0, the formulas 
were obtained by Pollaczck;3 the formulas to bo given coincide with those 
of Pollaczek in this ease. 

In Section V the limiting probabilities 

Pn = lini VriNik) = ?i}, 
A*—•GO 

already considered h}- Palm, Pollaczek and Takacs, are briefly discussed. 
The quantity pn is the equilibrium chance that an arriving customer find 
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n trunks busy; in particular, jin is the probability of loss. It should be 
kept in mind that is not the probability that, if we inspect the trunk 
group at a random moment in equilibrium, we will find n trunks busy; 
the moments of inspection must be those immediately preceding arrivals. 
In Section V, also, various moments (such as the ordinary, binomial and 
factorial) and the variance of the limit distribution (pn} are presented. 
Curves of the probability of loss, the fraction of trunks found busy by 
an arrival and the variance of [pn] are plotted as functions of the offered 
erlangs for three choices of the interarrival distribution A (w). 

Sections VI and VII discuss bounds for, and approximations to, the 
probability p* of loss. The results of Section VI are general; those of 
Section VII are restricted to the case of regular arrivals. Consideration of 
the unrealistic (for telephone trunking) special case of regular arrivals is 
justified (in Section VIII) by the fact that regular arrivals form a limit- 
ing best case. 

In Section VIII we treat p# as a functional of the interarrival distribu- 
tion A ('«). The chief results can be summarized informally as follows; 

i. For a fixed mean interarrival time and a fixed hang-up rate, the 
minimum loss is achieved when arrivals are regular. 

ii. Arriving customers can, without changing either their mean ar- 
rival rate or their hang-up rate, still make the telephone company give 
them arbitrarily bad service (high loss) by a proper choice of A(u). 

iii. The maximum number of erlangs that A7 trunks can carry at a 
fixed loss probability p [the maximum being over A{u) that achieve p], 
is a number depending only on N and p. 

Section IX is a brief discussion of Vi-{N{k) = N}, the chance that the 
7cth arrival suffers loss, as a function of k. The case V = 2 is described 
in detail, and curves are included for one choice of A(u). 

Finally, Section X is devoted to the mean value E (N(/c)} of N(/c) as a 
function of k, and to the covariance function of N{k) defined as 

n{n) = lim E\N{k)N{k + n)| - ^2{V(/c)l. 
fc—»co 

General formulas for both E(V{k)} and R{n) are derived, together with 
a recurrence relation for the latter to facilitate computation. The chief 
practical application of the eovariance function is to theoretical estimates 
of sampling error in traffic measurement. Discussions of the use of our 
results to estimate sampling error in certain possible kinds of switch 
counting are given, together with some curves of the eovariance. We 
stress that our results are for a finite, not an infinite, number of trunks. 
In particular, we show that a natural exponential approximation to the 
eovariance, valid for N — qo , can be several times too large for small N. 
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III. SUMMARY OF PRINCIPAL NOTATIONS AND DEFINITIONS 
lE' is used to denote mathematical expectation 

Y = number of trunks in the group 

7 = hang-up rate = (mean holding time)-1 

.4 (h) = Prlinterarrival time ^ ?;•} 

Pi — fth ordinary moment of the interarrivul distri- 
bution -4 (h) 

an = r c-nyudA{i(), n =1,2,-- , N 
Jo 

N{() = number of trunks busy at t 

4 = epoch of the fcth arrival 

N(AO = N(lk — 0) = number of trunks found busy by 
the /uth arrival 

]}n — lim Pr{.¥(/.■) = n\ = ecpiilibrium probability 

of finding n trunks busy 

p.v = eciuilibrium probability of loss 

b,, = ( m) Vm = nth binomial moment of the 
vi= n \n / 

distribution 

Mi,= 2Z n(n — 1) ■ ■ ■ (a — m + l)pIH = nth fac- 
torial moment of jp,„| 

in,, — m" V>" = nth ordinary moment of (p,itJ >ri 

tr" = mi — mf = variance of [pw} 

PA*) = I + (x — l)e^a 

jV 
E\,rx(k)] = 53 Pr'/.th call find m trunks busy} 

OT=0 

= L/ra™! 
A- 

^,,(A = = «l 
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bniz) = 2 ( j tmiz) = (ra!)_1 X factorial moment 
ni "ti \1rl' / 

generating function 

kn = X) f™) Pr{iV(0) = to} = nth binomial mo- 
m=n Vn / 

ment of initial distribution 

D(ai, a*, ■ ■ • , a.v , z) =2 (1 — 2ai) ' *' (1 — ^««) «<+! • ■ ■ Oat ?Ar~t 

LkN) — 11 (1 — Cti- + Clk+m) 
m=i 

Uk^ — U (1 — ®A-+m + CUc+li) Vi—o 

R{n) = lim E{N{k)N(k + n)| — E2{N(k)] ~ covar- 
A—>oo 

iance function of N{k) 

Qk = mpm Pr{N{k) = N | N(Q) = m) 
711=0 

IV. DERIVATION OF GENERATING FUNCTIONS 

The behavior of a trunk group with (a) independent holding times, 
(h) independent interarrivals and (e) N trunks with lost calls cleared 
has been studied by Pollaczek3, who derived the generating functions 

y. zk Pr [ fcth arrival finds n trunks busy}, 
k 

on the condition that the first arrival found all trunks idle. 
Palm and Takacs derived the limit probabilities 

p,, = lim Pr{kth arrival finds n trunks busy} 
A:—»cO 

for the case of exponential holding times, to which we are also limiting 
ourselves here. Takacs used the equilibrium equations for the same 
Markov process N(k) as we have introduced. We shall show that his 
functional equation approach can be used to generalize Pollaczek's 
results, and to obtain further formulas of practical importance in traffic 
engineering. 
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We let P„{x) — 1 + (.r — Then, by the argument of Takacs,4 

Elx^^lNik)] - r [Pu{x)]l+N(k)-S™ik) dA{u), 
Jo 

with the 5 symbol indicating that lost calls are cleared. Hence 

-BaiUri = f [E Piiw.o = «(p„I+"a) Jo L'v 

+ FrlN(k) = 

Let 

= E /-BI-t™!, 

t.(z) = E z'Prl.Va) = n|, n = ,1V. le>0 

Then p satisfies the functional equation 

+ 0 f' 2lP,.(.C - - -P/Wlj dA(u). (1) 

This is a discrete time-dependent analog of Takacs' functional equation. 
To solve it, set x = I -{- w and define the functions bn by 

bs'(z) = S tM), n = 0,1, • • • , iV. 

Note that 

bni*)=Mz), (2) 

tp(x, z) = Xn\f/n{z). (3) n =0 

If we now equate coefficients of like powers of w in the functional equa- 
tion (1), we obtain the following recurrence for the functions bn{z): 

hn{z) = Zdn |^6n(s) + bn^iiz) - (^n ^ ^ Ya C^) j + kn , 71^1, (4) 

where 
N m 

m=it k.. =E Pr{A'(0) = m) , 

a,, = f e ny" dA(u). 
Jo 
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The terms I',, arc the binomial moments of the distribution of N(0), and 
represent initial conditions. Since 

E Pr{iV(/f) =n} = I 
fi=0 

for each k ^ 0, wo find 60(2) = (1 — 2) '• 
The solution of the recurrence (4) is 

h.u = n ^ 

za, 

where the first term of the products is always taken to be 1. From this 
and (2) one can determine 5,v(?) and hence all the The complete 
result is 

Theorem 1: The generating function f„{z) of PrjiY(/.") = n\, defined by 

l,(rf =E zkPriN(h) = «| A-an 

is given by the formula 

Uz) = g (- 

where the h„(z) arc solutions of (4). In particular, the generating f unction 
of the probabilities that (he I th arrival find all N trunks busy is 

Mz) = W*) = E z- Pr 1 jV(A-) = Ar| 

^v(l — 2)(1 ~ 2«i) 
, , fcl(l - g) I . . L ■ •• (1 - g^-») 

, •>—1 10 za\ zN Oia-i ■ ■ • as 

-0^—C)11 ZNa\ «2 ■ ■ ■ On 

This reduces to Pollaczek's result (Ref. 3, p. 1470) when the system 
starts empty with .V(0) - 0, since h = 1, and ^V(O) - 0 implies that 
hi — 0 for f > 0. Let us set 

Dn{xi , .r2, ■ ■ • Xs, 2) -- E (1 - z*\) ■ • • (1 - ■ ■ ■ .r;v2A' J. 
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In this notation we can write 

Z)a'(«i ,02, • • ■ On , z) = ditti ■ ■ ■ a^zN Idenominator of \^n{z)]. 

Lemma 1: The fufictions Dm{xi , an , • ■ • , xN , z) satisfy the recurrence 
relations 

Dx+iixk, ■ • • , x-k+N , z) = zxi, + hL)xtx/c , ' • • , Xk+N-i , z) 

-h (1 — zXk)Dff{Xk+i, • • * , X/;+n , z). 

Proof of this is from the formula 

NACH-.) 

V. TJHE STATIONARY DISTRIBUTION 

In the terminology of Feller,7 the variates N{k) form an aperiodic, 
irreducible Markov chain; hence the limits 

p„ = lim Pr{iV(fc) = n] 

exist, and can be evaluated from the generating functions ^niz) by Abel's 
theorem. The result is 

Theorem 2: The stationary distribution of N{k) is given by 

«-ri-u'CC 

with ho — 1, and 

k = fi we- (i - i: ( N ,) n , 0 1 — (Ij [ m=\ \ni 1/0 O,' J 

p.v = probability of loss = 
Dsfai, (32 , • ■ ■ , On , 1) 

(b) 

(7) 

Theorem 2, and the loss formula (7) are due to Palm1 and Pollaczck;3 

these results have been rederived independently by L. Takacs, H. Scarf, 
the present author — and doubtless many others. 

The quantities hlL of Theorem 2 are the binomial moments of {|, 
defined as 

K = t (m) 
m=n \n J 

V<n , 
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and they satisfy the recurrence 

b0 = 1, 

hn = an |^6„ + 6n_i - ^ , w > 0, 

which can be solved to give formulas (6) and (7). The factorial moments 
M („) are then given by 

JV 
M(n) = nlbn = 22 m(m — 1) (m — n -j- l)pm, 

m=n 

and they satisfy the recurrence 

1/(0) = 1, 

!/(„) = anlM(„) + — npffNiN — 1) • • • (N — 7i 2)], n ^ I. 

In Fig. 1, the probability px of loss has been plotted as a function of 
the average offered load, a, in erlangs, for three separate choices of the 
interarrival distribution A (u), for values of iV from 1 to 8. The choices 
have been intentionally made so that the crucial quantities an depend 
on 7 and A(u) only via the offered load, a. The choices are as follows: 

i. Poisson arrivals are represented in Fig. 1 by a dashed line. In this 
case, an = a/(a n). 

ii. Suppose that the times between successive arrivals are uniformly 
distributed in the interval (mx — h, pi A b) for 0 < 6 2s mi . The mean 
interarrival time is pi, and a simple calculation gives 

(8) 
sinh nyb 

nyb 

We choose b = pi; then depends only on ypi = a-1, and 

_„/a sinh n/a 
an = e  7 . 

n/a 

This choice of Ify) we shall call "uniformly distributed interarrivals;" 
it is represented in Fig. 1 by alternating long and short dashes. 

iii. Regular arrivals are represented in Fig. 1 by a solid line. For 
regular arrivals, an = e~nla, which is the limiting form of (8) as b tends 
to zero. 

The curve for regular arrivals (an = e~n,a) always falls below the curves 
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N= 1 N —2 on - a +n N= 0,70 
>3 / , 

p-"/3 sinh n/a / 
n/a v ry. 0.6 5 

0,60 -n/a = e 
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't 
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Fig. 1 — The probability of loss; (i) Poisson arrivals, an = o/(a + n), dashed 
line; (ii) uniformly distributed interarrivals, an = e~nl'1 (sinh n/a)/{n/d), long- 
and-short dashed line; (iii) regular arrivals, an = e~n'a, solid line. 

for the other two choices. This is a consequence of Theorem 9 of Section 
VIII, according to which regular arrivals form a limiting best case, for 
which pu assumes its lower bound for fixed offered traffic a. On the other 
hand, the curve for Poisson arrivals, although always above the curves 
for the other two choices in Pig. 1, is by no means the limiting worst 
case, since there is none. For Theorem 10 of Section VIII says that, for 
given e > 0 and offered traffic a, we can always find an interarrival 
distribution A(w) for which p.v > 1 — e. 

The differences in pN for the various choices of A (a) in Fig. 1 are pos- 
sibly explainable by considering the amount of mass that A{u) concen- 
trates in the neighborhood of 0. For regular arrivals there is no mass, 
so that the system always has a "breathing spell" before the next ar- 
rival. For uniformly distributed interarrivals, there is always mass in 
a neighborhood of zero, but the density at 0 is no larger than anywhere 
else. For Poisson arrivals, however, not only is there mass in any neigh- 
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Fig. 2 — The probability of loss as a function of load per trunk for Poisson 
arrivals, an = a/(a. + n). 

borhood of 0, but the density is a maximum at 0, so that the damaging 
short interarrivals are, in a sense, the most likely. 

From Theorem 13 and the Palm formula (7) it can be verified that, 
as a —> oo, the curves for the different choices of A(u) must approach 
each other and 1. But for small values of a there are substantial differ- 
ences among them. For this reason, they have been replotted in the 
separate Figs. 2, 3 and 4 as functions of a/N, the offered load per trunk. 

an — a+n 

N = l 
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Fig. 3 — The probability of loss as a function of load per trunk for uniformly 
disidlmted interarrivals, a„ = e~n/u (sinh n/a)/(n/a). 

The first two ordinary moments m-i and t/io of ) p,, \ are respectively 
given by 

ir » «i(I — Px) m\ — Mai — hi — 2^ nP" — —^i 
n=0 1 — Ql 

N 
Wo = d/(2) + iV(i) = 260 + hi = S 

(i 102(1 — px) 2aiNpx — Wi 
(1 - oi)(l - 02) 

== 01, for = 1. 

1 — Go 
for iV > 1, 
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The variance associated with is then 

a-2 = i?(0) = 1112 — nh — 2^2 bi — h*, 

where R{n) is the covariance function. 
Because of the bias introduced by defining N{k) to be the number of 

busy trunks found by the kth arriving customer, it is not in general 
true that Wi equals lim E{N(i)] as t tends to oo, even when this limit 
exists. In Fig. 5, the ratio 

/ 

— p-o/a an = e 

N = r 

'i 

0.7 O.B 0.9 0.5 0,6 0.3 0-4 
-A-. OFFERED TRAFFIC IN ERLANGS PER TRUNK N 
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^ = fraction trunks found busy 
N 

_ expected number found busy by an arrival 
number of trunks 

is plotted as a function of offered load a for Poisson arrivals. In Figs. 6 
and 7 the same ratio is plotted for uniformly distributed interarrivals, 
and regular arrivals, respectively. 

In Figs. 8, 9 and 10, the variance a of N{k) in equilibrium is shown 
plotted against the offered load a for Poisson arrivals, uniformly dis- 
tributed interarrivals and regular arrivals, respectively. The variance is 
also the value of the covariance function R(n) for n = 0. In all cases, 
as the load a increases, the variance increases to a unique maximum, 
and then decreases to zero. 

VI. BOUNDS FOR, AND APPROXIMATIONS TO, FOR GIVEN di, ■ ' CIN 

This section is devoted to inequalities which may be useful in esti- 
mating the loss probability jjy without too much computation. Since 
1 > ai > • ■ • > ftiv, we have 

1 — dn 1 — dn+l 
' ^ > 

dn Sn+l 

so that, from (7), we find 

This proves: v 

Theorem 3: The -probahilily Vs of loss satisfies (aN)N £ p* S (oi) • 
To obtain a sharper result, write 

Py~l — (dido • ■ • tt.v) 1 22 (1 — Gl) • ■ • (1 — ■ dfT ■ 

Then, in view of 1 > Oi > • • • > a*, 

E (J) (i - S g E (J) (i - avYM"". 

From this we conclude: 
Theorem 4: The probability pN of loss satisfies 

(1 - di + fljv) N S  —'  = (1 + ai — aN) N. ditti • • • ax 
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ON TRUNKS SERVING A RENEWAL PROCESS 227 

0.7 

0,6 

cr 
^ 0.5 
O 
(E uu 0.4 ffl 

an = e -n/a !  j 

^—-n 

N = i/y V V 5/ 1S 
/ / 

/ / / / / / / / 
// 
/ 

%//// 

v— 

1 

a, OFFERED TRAFFIC IN ERUANG5 

Fig, 7 — lim^oo JSlNityj/N ~ vii/N as a function of offered traffic a for regular 
arrivals. 

This result suggests that, if ai - aN is sufficiently small, then the prod- 
uct didi ■ a.v can serve as an approximation to pN . There are cases, 
to be exemplified later, in which this is a good approximation. However, 
the next theorem shows that the product aio* • • • aN always underesti- 
mates the loss. 

Theorem 5: For N — 1, pv = Ri ; for N 2, p# > ■* 
To prove this, we write pv in the notation of Lemma 1 as 

* ' " einr 
P-V = 

> , 1) ' 
• , a.v , 1) < 1. We shall actually 
• • , , I) < 1 for k ^ 1. 

Dff{ai, • • 

so that it suffices to prove that Dx{ai, 
prove the stronger result that DN{ak , 
First we note 

Doffl/.-, fffc+i, 1) = «fcaA-+i + 2(1 - + (1 — ak){l - ak+i) 

= 1 — dk + fliir+l < 1- 

Now, because 1 > or > ■ • • > a* > • • • , we find 

D/fjak , ■ ■ ■ , «r+A'-i, 1) ^ D.\{ak+i, • ■ ■ , RA-I .V , 1) 
OA-aA+l • " * QA+.V-I Ok+lOk+i • ' ■ OA). ,v 

* A. J. Goldstein has pointed out that Theorem 4 implies directly that pv > 
ctifls ■ • • (In for N ^ 2. 
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Fig. 9 — The variance a2 [= /i'(O)] of X(k) in equilibrium for uniformly dis- 
tributed intcrarrivals. 

Therefore, the recurrence of Lemma 1 gives, for z = 1, 

Dn+tidk , • • • , ttk+N , 1) < DN{ak+i , ' ' ' , flfc+Ar ,1) <1, 

and the result follows by induction. 
We now discuss the approximation pN ~ ciictz ■ • • aN . Since 1 > Gi > 

Uat , two cases in which Qi — an is small are as follows: (a) a-i is close to 
0 and pN is very small; (b) a,v is close to 1 and pn is very high. The quan- 
tity ai — as determines the excellence of the approximation, as meas- 
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ured by Theorem 4, The value of aj — aN may lie estimated from below 
in terms of «i alone by the inequality oi — a.v S «i — From Theo- 
rems 4 and 5 we sec that 

at v.v - " ' " O.v , , — Gi + aN) g: r =   < 1, 
PN 

and this inequality indicates the values of cq — aN for which px ~ 
«iG2 ■ • ■ ffw is justified. 

To put the matter more intuitively, we note that cq is the chance that 
a conversation, in progress at one arrival epoch, is still in progress at 
the next arrival epoch, i.e., 

ai = Pr{holding time > interarrival time}. 

an=e -n/a 

/ 

//^ 

N 

\ 
\ 

\ 

y. 

/ 

/ 
0 1 2345678 

3,OFFERED TRAFFIC IN ERLANGS 
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Similarly, if Ih , ■ ■ ■ , hN arc N (independent) holding times, 

ax = Prj!
,^,il,v hj > intcrarrival timej. 

So the approximation is likely to be good at least when the chance that 
one holding time exceeds an interamval time is not very different from 
the chance that each of N holding times exceeds an intcrarrival time 
(the same one for all N). As a tentative conclusion we may say that 
p.w ^ a in-i ■ ■ ■ «.v is good when the loss is very high or very low. 

The ratio r = «i«2 • • * n.v/p.v has been plotted as a function of the 
average offered traffic a in Figs, 11, 12 and 13 for Poisson arrivals, uni- 
formly distributed interarrivals and regular arrivals, respectively. The 
curves bear out the conclusions of the previous paragraph, that the 

i 
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N = 6 

1 i 0.21 l_   J       —      0 12 3 4 5 6 ? 
a 

Fife 11 — The ratio r = («i«2 • • • ox)/pn as u function of traffic a for Poisson 
arrivals. 
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approximation ^ • ttjv is good for low and high, traffic. Fig. 
14 shows a detail of r for very low traffic, for all cases at once. 

Lemma 2: For m, k ^ 1, Gi+] -fi Oi+m ^ ak + flA.+m+i . 
Proof: the case m = 1 holds by convexity; for the same reason, 

(f'k "t" Qk+z = 2ak+i. 

Assume that the lemma holds for a given m and all k ^ 1, Then 

i - dk 4" a-k+% _i_ „ «i-+2 i Gfc+I+m S   ^  ' dk+l+m j 

1  ^ „ .Ok — at+2 i „ 
(lk+1 ~r flA'+m+l = Clk+1 "T  2  I ak+m+2 ■ 

N —2 

N =6 
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N = 2 

N=6 

Fig. 13 — The ratio r = (010-2 ■ ■ • cin)/pn aa a function of traffic a for regular 
arxivala. 

But a4 + dk+z ^ 2fl,+i implies 

OA-h-I 
die — 0^4-2 
— 

so the lemma follows by induction. 
Theorem G: Let 

LkN) — XX [1 — O-k + ttA+m] , 
m=l 
X-l 

Vt"" = n [1 - o.t+i + aj+.l, 
J=0 
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Then 

Lkh 1) ^ Dxtyk , ■ ■ ■ , , 1) Ss Uk 

and, also, the chance of loss satisfies 

ttitti ■ • • ax < _  O1G2 • 1 1 Qn  fliCtz ■ • • a.v 
t/i^-D = ^ Dv{ai ,02, ■■■ ,aN ,1) = Lf"-" 

Proof: For N = 2, we have for k ^ 1: 

D2(ga- , Gfc+l , 1) = 1 — Ga- + Gfc+1 = Ukl) = Lkl)- 

Now, assume that for all k ^ 1 

Lt<A_1) ^ /^(a. , • • • , «t+iv-i, 1) ^ Uk
{*-]). 

Then, by Lemma 1, 

ak+NLk* ^ + (1 — Gfc)Lfc+i(A 0 ^ Z)w-+i(aA- , • • * > ga+at , 1) 

g a^u:"-" + (1 - 

By convexity and Lemma 2, 
r (A'-O T (//-I) At+1 S J-'k , 

Uk^ & 

Therefore 

LkN 1!(1 — Ok + Ok+y) ^ Dy+i{ak , • ■ • , Ok+N , 1) 

^ (1 — at + ak+yjUk+i* 1>' 

But 

(1 — flfc + ak+N)LkN 1) = LkN\ 
(A'-l) rr (AT) (1 - «A + aH,v)t/A+r"

u = U, 

so the theorem follows by induction. 

VII. BOUNDS AND APPROXIMATIONS WHEN ARRIVALS ARE REGULAR 

In telephony, it is unrealistic to expect regular arrivals. Nevertheless, 
the results of Section VIII indicate that regularity of arrivals represents 
in a definite sense a limiting best case, for which the loss assumes a lower 
bound. For this reason we devote some effort to approximating the loss 
pN in this case. 

For regular arrivals the loss p# is given by 

/ N\ 1 - a- 1 - r2 _ _ _ 1 - .ri 
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where x — exp( —(1/a)} and a = offered erlangs. A simple procedure 
for obtaining an upper bound on pN is as follows: we note that, since 
x < 1, 

(PnT1 = Z) (1 - ^)J(1 + + x-1 + x~2) ■ • • ^ 

The term on the right of the last inequality is seen to be the reciprocal 
of B[N, 1/(1 — x)], where B(c, a) is the classical Erlang B function; 
that is, 

c/N 

B(c a) = ^   K'> l-P(o+l,ay 
3=0 

where F(c, a) is the cumulative term ^ ane'aln\ of the Poisson dis- 
tribution. This proves: 

Theorem 7: If arrivals are regular and a erlangs are offered, then Pn ^ 
B{N, rj), where B is Erlang's function, and y = (1 — x)-1 = (1 — e_1/o)_1. 

From Theorem 9 of Section YIII we know that px ^ B{N, a); that 
is, we overestimate the loss for regular arrivals if we pretend that arrivals 
are Poisson. Let us therefore see whether the bound of Theorem 7 is 
better than B{N, a). Let a = (1 — f)-1, so that i? = (1 — ef_1) l. Now 
f is tangent to at f = 1, i.e., at a = <», and er_1 is convex; hence 
ef_I ^ f, and 1 — f ^ 1 — so that 

a = (1- f)"1 < (1 - e'-T1 = V 

for finite a. Since B is monotone increasing in the offered erlangs we 
conclude that B(N, a) < B(N, v). Thus the bound of Theorem 7 is 
nowhere as good as the overestimate B(N, a) for pN . 

However, there is a systematic way of obtaining a useful upper bound 
on Pn for regular arrivals. This bound again has the functional form of 
Erlang's formula B{N, tj). However, t?, instead of being chosen equal to 
a, is chosen to correspond to a Poisson process, which gives the right 
value of ai, exp{ —(1/a)), and involves fewer offered erlangs r\ < a. 
Now 

_ for regular arrivals at a erlangs 
ai \jj/(1 + rj) for Poisson arrivals at y erlangs. 
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So 1} erlangs will give the right value of ai if and only if 

?? = —^— for y = e_1/a. 
1 - y 

We first show that, if i? is defined in this way, then jj < a. For u > 0, 
we have w -f- 1 < e", so that for u = a"1 we find 

e'1"1 < a(l - e-1'0), 

y = —^— < a for y = e_1/a. 
i - y 

For this choice of y, then, B{N, y) < B{N, a). Now, from formula (7), 
it is apparent that if the a, are replaced term by term with quantities 
a/, with ai S the result will be ■ We choose 

.a/ = v/iv + i), i = 1,2, •••, N. 

The a/ correspond to Poisson arrivals with y erlangs offered. To obtain 
a bound it remains to be shown that, for i = 2, 3, • ■ ■ , iV, 

= p-i,a < ai = e ^ ai 
V + i' 

This is equivalent to 
r • ^ l—l r —lla y + i = ly ^ y , for y = c , 

which is seen to be true because y + i — iy is tangent to ?/' 1 at y = 1. 
The result of replacing a,- by the chosen a/ is just B{N, tj). This proves: 

Theorem 8: If arrivals are regular and a erlangs are offered, then 
p.v S B(N, y) < B(N, a), where B is Erlang's function, and 

(-Ha) 
y e 

V = i 1 - e(_1/a) ■ 

This result suggests use of B(N, rf) as an approximation to pN . Two 
numerical cases illustrate this approximation: 

i, N = 8, 8 erlangs are offered; then y — e"0,125 and i? = 0.747. We 
find pat = 0.17, B{iV, v) = 0.20, B(N, a) = 0.235. 

ii. N — 5, 8 erlangs are offered; again, y = 0.747, and p# — 0.437, 
fi(N, v) = 0.450, B{N, a) = 0.478. 

VIII. THE LOSS AS A FUNCTIONAL OF T(w) 

For each N, and each hang-up rate y, the loss p* can be regarded as 
a mapping from the set of distributions A(u) of positive variates to the 
interval (0, 1). We write in this section for the loss resulting from 
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the interarrival distribution A (u), and we study the loss as a functional 
of A (u). 

First, it is instructive to keep the mean interarrival time mi fixed and 
to vary the interarrival distribution A (it). Since e~n7" is convex in u, 
we find 

and hence 

^ r e-
n7U dA(u) = an , 

Jo 

1 - > 1 - an 

But for the case where arrivals are regular, and iui apart. 
This proves: 

Theorem Q: If y, are positive constants, then 

inf<pjv(A) j udA{u) = Ml 
A ^ 

is achieved for the unit step distribution 

A (it) = 1, w ^ Ml , 
0, it < mi • 

Thus, the probability of loss assumes a minimum, for fixed y and mi , 
when the arrivals are regularly spaced at epochs mi apart. 

We next show that, if the mean interarrival time mi and the hang-up 
rate y are kept fixed, then the probability of loss can still be made ar- 
bitrarily close to unity by a proper choice of A (it). 

Theorem 10; If y, mi are positive constants, then 

sup|pjv(A) | j udA(u) = mi| — 1. 

To prove this, let 1 > e > 0 be given, and consider those distributions 
which have a mass (1 — p) at i/o > 0, and a mass p at yi > 0. For such 
an A (it) we have 

an= a- p)e~nyvo + pe~n™\ 

Let q = (1 — p) exp{ — Nyyo}, so that, for each n, 

I — q > I — Qn 
q ~ On ' 
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Then, since aN < Oat-i < • • * < ai < 1, we find from Palm's fonnula 
(7) that 

"*(-4)=(i+vr 

We can now choose p and yo so small that p\{A) S 1 — c, independ- 
entlj' of iji , which can then he chosen to satisfy ai - .'/o(i — p) + fh'P- 
This proves the theorem. 

It is natural to use 

Mi I udA(u) 
Jo 

as a measure of the calling rate, and to use 

rA.(T) =   y^A'C-^) __ faction served times calling rate 
Mi 

as a measure of the rate of service, the rate at which calls are actually 
being completed. Suppose now that we arc willing to tolerate a probabil- 
ity p of loss. Can wc find an interarrival distribution A{n) which achieves 
p and for which the rate of service is a maximum for a given hang-up 
rate 7? To answer this question, define the function 

ju,■ ■■ 1 : {.) + ■ • ■ + —■ 

so that pyiA) = [/(ai ,02, ••• , g.v)]-1- 
Theorem 11: // 7 > 0 and 0 < p < 1, then 

sup {(.4) \ pAA) = p] = log^ , 

ivlicre x is the unique solution of the equation f(x, x\ ■ • ■ , .r*v) = p~l in 
the unit interval. The supmnnm is achieved by the unit step distribution 
A (u) defined by 

v«) = 0" ^ "0 !0!! ^ to) v [0, v < —7 log x. 

The function /(.r, a*2, • • • , a*A) is monotone, decreasing from 00 to 1 
in the unit interval. Since/ is continuous, and 0 < p < 1, there exists 
a solution a* of the equation/(a*, .r2, ■ • ■ , xN) = p~\ Obviously, for - !(«) 
defined by (9), we have p.vO'l) = P- Now let B{n) be any other inter- 
arrival distribution with a finite mean, so that the service rate rN{B) 
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exists. Suppose that B{u) achieves the probability p of loss; i.e., that 
= p. We show that 

f Jo 
v dB(u) ^ —7 1 log x. 

For, suppose the contrary and set 

y - expj- 7 ^ u d£(w)J ; 

then, by Theorem 9, [%, y2, ■ ■ • , ^ p, and 

11 dB(u) < —y~l log x 
I 

implies y > x, so that [/(x, .r2, • ■ ■ , x'v)] 1 < f/Cy, if, , i/)] 1 ^ p, 
which is impossible. This proves that 

inf iju dB(u) pN{B) = pj = -7 log ^ 

and also Theorem 11. Note that the suprcmum in Theorem 11 is a linear 
function of the hang-up rate, 7. 

Let N(t) be the number of trunks busy at time t, and let E{N(t) | 
be its average. It is not always true that lim E{N{t)} exists as t —> «. 
However, if A{u) is not a lattice distribution, then 

lim£?{N(0} = 1 ~ 
<-«> 7Mi 

where pi may be «>. This limit is the number of erlangs carried by the 
trunk group in equilibrium (see Takacs4). Now a lattice distribution 
can be approximated arbitrarily closely by absolutely continuous dis- 
tributions. Thus, an immediate consequence of Theorem 11 is: 

Theorem 12: 7/0 < p < 1, and x is as in Theorem 11, then 

suplim FMNU)} = 1^ . 
A (->«. —log X 

where the mpremum is taken over A{u) such that Pn(A) — p and such 
that lim E{N(t)) as i «> exists. 

This theorem means, intuitively, that the maximum number of er- 
langs that N trunks can carry at a fixed loss probability p [the maxi- 
mum being over the appropriate A (u) which achieve a loss p] is a number 
depending only 011 N and p. 
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It may also be of interest sometimes to know what is the least proba- 
bility of loss incurred by offering a traffic of a erlangs to N trunks, with 
A(w) being varied, and 7 as well. The answer is given by: 

Theorem 13: If a > 0, then 

inf |pv(A) | J yu dA(u) = a_1| = [/(x, x2, ■ ■ • , x'')]-1, 

where x = e~I/a, and the inf is achieved by any unit step distribution A (u) 
and 7 > 0 such that 

1,w ^ (ot)-1 

10, u < {ay)' 
A(.u) = ^ . 

The proof is essentially that of Theorem 9, and is omitted. 

IX. Pi1 {#(/>■) = N) AS A FUNCTION OF k 

The time-dependent behavior of the process N{k) is only touched on 
here, since a complete treatment requires the detailed investigation of 
the roots of the polynomial DN{ai, 02, ax, z) occurring in the 
generating function 1/^(2). Such a study is still incomplete. 

Nevertheless, some hints of the rate of approach to the limit can 
be obtained from Theorem 1 and $n{z) as they stand. For instance, if 
iVCO) = 0, then 

(l — 2)_1aia2 ■ ■ ■ aNzN 

^jvOO = 

J-o ^ _ aiZ^ " ' ^ - ai2:'lai"+1 ' " " 

From this it can be seen directly that 

Pr(iV(fc) - N 1 N{0) = 0)| - 

0 for k < N, 

ttiaz On for k = iV, (l®) 

ajfls ■ • ■ a,v j^l + S («/ — for — «. + 1. 

More terms may be computed from the generating function, but the 
labor involved increases rapidly. It is to be noted that (10), together 
with Theorem 5, suggests that the approach to /rv is monotone; also, 
the first nonzero term is the approximating product aph ■ ■ ■ aN discussed 
in Section YI. 
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For N — 2 trunks, it is possible to discuss Pr{iV(fc) = iV | iV(0)} in 
a particularly simple way. The results are given here, together with a 
numerical illustration, for the light they shed on the time development 
of the process. From Theorem 1 we find that 

E z Pr [Nik) - 2 | N(0) = 01 = 
k 

so that 

Pr \N{k) = 2 | MO) = 0} = 

didiZ 
(1 — 2:)(1 — Zfti + Zdz) ' 

0 
aia2 

1 — ax + 02 
[1 - (cti — dif '] 

for /c = 0,1 

for k > 2. 

Here pu is flifV'O — ox + a2), and is approached exponentially. 
Similarly, the generating function of Pr j AMO = 2 | iV(0) = 1} is 

didsz 
+ 

Zdz 
(1 — z)(l — zai + 202) 1 — zrii + za2' 

so that 

Pr (M/c) - 2 | MO) = 1} = 

0 

(12 

OiOs ^ __ __ _j_ a2(ai _ a2)i_1 for k ^ 2. 
1 — ax + di 

Finally, the generating function of Pr{A'(/c) = 2 | iY(0) = 2} is 

for k — 0 

for k = 1 

a1G2Z" 
+ 

202 
(1 — z)(l — zai + zai) 1 — zai H- zdi 

from which we find 

Pr {N(k) - 2 ) MO) = 2} = 

+ 1, 

1 

02 

I ~ «i + 02 
[1 - (ax - a2)

k ^ + a-iidi — 02)^ 

for k = 0 

for k = I 

for fc ^ 2. 
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K 

Fig. 15 — Pr|Ar(A) = 2lAr(0) = 0} for a = 1 erlang, N = 2 trunks and uni- 
formly distributed inter arrivals. 

This agrees with the previous conditional probability for k ^ 1, as it 
should. 

The three conditional probabilities Pr{iV(/iO = 2 | .¥(0) = m] for 
m -0,1,2 have been plotted as functions of k for uniformly distributed 
iuterarrivals in Figs. 15, 16 and 17, respectively. The probabilities have 
been drawn continuously, but of course the functions are only defined 
for integers k. The example chosen exhibits a very rapid approach to 
equilibrium in terms of numbers of arriving calls, since the third arriving 
call finds essentially the equilibrium situation. 

X. THE EXPECTATION OF N(k) AND THE COVARL\XCE 

The next result gives a formula for the mean value E ] N(k) j in terms 
of the initial value F{iV(0)}, and the probabilities Pr{IV(j) = for 
j 4 k - 1. 

Theorem 14: The mean value of N(k} is 

adl - af) 
E{N(k)} = 1 - Ql 

+ afElNm - E «ii+l Pr iMfc - i - 1) = N], 
1=0 
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Fig. 16 — Pr{iV(fc) = 2|Ar(0) = 1} for o = 1 erlang, iV = 2 trunks and uniformly 
distributed interarrivals. 
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Fig. 17 — Pr{iV(i) = 2]A^(0) — 2} for a = 1 erlang, N = 2 trunks and uniformly 
distributed interarrivals. 
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To prove this we first obtain the generating function 61(3), either by 
differentiation from (1) or directly from the recurrences (4). We find 

Z ^(MOl = /-.(.) = W(i-z)--^)] + ^M0)l, Ic^o i — ZUi 

and this gives Theorem 14 upon expansion in powers of z. 
We define the covariance function R(n) of the random process iV"(/v:) 

by 

R{n) = \\mE\N{k)N(k + n)\ - E2{N{k)\. 
r—•!» 

From Theorem 14 we can derive a formula for the covariance function 
R{n). 

Theorem 15: // ^n.siz) is yps{z) for the initial condition W(0) = n, 
| 2 ( < 1, |p,„} is the stationary distribution of N{k), and m. = ^ m'pm 

for i = 1,2, then 

2^ z R{n) = 2. pmm\   —  
n^O m f 1 zal ) 

and 

Rin) - R(-n) = - «i + ) + _ m 2 
1 — Oj 

- X mP"> S «1J+1 Ev {N(n — j - 1) = N \ N{0) = m]. 
m 1=0 

Before developing the results of Theorem 15 into a form useful for 
computation, we shall sketch the reasons for interest in the covariance 
function R(n). The function expresses quantitatively the cohesiveness 
of the process, the extent to which At(7r + n) and N(k) are correlated. 
Besides this theoretical role, the covariance is involved in the practical 
matter of evaluating (theoretically) the sampling error in a certain kind 
of switch count (traffic measurement.) For a concrete example, suppose 
that 

S = t Wc) 1 

is used to estimate the average traffic encountered by arriving custom- 
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ers. Here n is the number of successive observations of the random 
process N{k). The variance of S is 

var|Sl = £ |E E WWATO)} - 

= EEcov|]V(A]V(j)| 
• 7 

= S S Rii - j) 
i 7 

= nR(0) + 2 £ (n — j)R(j), 
7=1 

where we have assumed that the observations began in a condition of 
equilibrium. Thus var{)S} can be expressed in terms of the covariance 
function R{n). 

The formula for R{n) can be made more useful for computation by 
turning it into a recurrence relation for successive values of a certain 
linear function of R(n). We define auxiliary quantities Qh by 

= E inpm FvlMk) = N | iV(0) = m| (11? 
m—0 

and note that 

n/ \ i 2 nilttl „ / \ „ ;+ln R{n) -f- mi - r   ai I -     1 - 2^ Qn-j-i ■ 
1 — ax \ 1 — Oi/ 3=0 

Hence also 

R(n + 1) + Wi2 — 1 liai 

1 — fix 

= ax jax" (im - - Qn - g aii+1Q»-/-i} (12) 

- ai |i?(n) + mi2 - Y^a ~ 

Thus, if the Qk are known, the R(n) may be calculated by a simple re- 
cursive procedure from R(0), which is the variance. The calculation of 
the Qk is simplified by the fact that, for small k, (a region of principal 
interest), many terms of the sum defining Qk are 0. For example, if 
0 m < N — k, the conditional probability Fr[N{~k) = iV" 1 iV(0) = 
m} is 0, since it is not possible for the kth man to find all trunks busy 
if the 0th man found fewer than N — k busy. The first few correction 
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Table I. — IT [N{k) = iV 1 N(0) = mj. 

k 
m 

0 I 2 3 

N 1 aN Na,\a\ .i — (Ar — l)fl.v5 

(A72 — A7 -f l)o.v3 

+ (n - 2;V2 + ^ 2" 
N(N — 1) -f A'aN-i2an + ^ dN-zdiv-iaN 

N-l 0 aw iVa/v-ia.v - (Ar — 1)«A'2 same as above 

N-2 0 0 a/f-iaN ajv_)[aAr-! T (A7 llfiAr-s — SA1)! 

A-3 0 0 0 a.v-2 OA-I ay 

terms Qk as defined above may be computed (by summation) for k = 
0, 1, 2, 3 from Table I, which shows FrlNik) — N ! iV(0) = m], valid 
for m T 0: 

Curves of the covariance function R(n) for n ~ 1,2 and 3 are plotted 
as functions of the offered traffic a for trunk group sizes N = 2, • ■ ■ , S, 
as follows: in Figs, 18 through 20 for Poisson arrivals; in Figs. 21 through 
23 for uniformly distributed interarrivals; and in Figs. 24 through 2G 
for regular arrivals. The curve for N = 1 is not shown in any of Figs. 
18 through 2G because, in this case, R{n) = 0 for j n [ > 0 (see below). 

The following conclusions seem to be reasonable after examination of 
the curves: 

i. R{n) is nonnegative and monotone decreasing in | n \. 
ii. For n and traffic a fixed, the covariance R(n) for Poisson arrivals 

exceeds the covariance R(n) for both the other two interarrival distri- 
butions (uniform and fixed) we have considered. Similarly, the covari- 
ance R{n) for regular arrivals falls below the value of R(n) for both 
Poisson arrivals and uniform interarrivals. We conjecture that R(n) for 
regular arrivals is less than or equal to R{n) for any other distribution 
of interarrivals, for the same traffic. 

A particularly simple but important case arises when N = 1] the case 
is simple because R{n) = 0 except for n = 0; the case is important, not 
because groups consisting of a single trunk are common (they are not), 
but because the case Ar = 1 corresponds to making a measurement only 
on the first trunk of a group (of arbitrary size) in which the trunks arc 
tried in a fixed order. For N ^ 1 it is easy to see (from Theorem 1) that 

Pr{Ar(fc) = 1 | Ar(0)| = -W for k = 0, 
= ai otherwise, 
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R( I) AS A FUNCTION OF 
TRAFFIC a FOR POISSON 

ARRIVALS 
Le. an = a/(a+n) 
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Fig. IS ~ The covariance value i2(l) as a function of traffic a for Poisson 
arrivals. 



ON TRUNKS SERVING A RENEWAL PROCESS 249 

2.4 

2.2 

2.0 

t.4 

R(2) 

0.6 

0.4 

R (2) AS A FUNCTION OF TRAFFIC a 
FOR POISSON ARRIVALS, 

ue., an = a/(a+n) 

^N=8 

/ 

/ 

/ / 

\ 

\ 

1/ 
\ 

/ 
^6 

\ 
\k 

T 
\ w      

\ 

\ 
v 

N = 2 

3 

01 23456 7 S 
3, OFFERED TRAFFIC IN ERLANGS 

Fig. 19 — The covariance value i2(2) as a function of traffic a for Poisson 
arrivals. 

so that N{k) is independent of N(0) for k > 0. Thus, in this case, 

72(0) = var {iY(fc)} = ai — a*, 

R{n) = 0, for n ^ 0, 

E[S/n] = ElNik)] = a:, 

var|»S/n} — fli ~ Qi 
n 

so that S/n is a consistent and unbiased estimator for Q\. It is to be 
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t.s 

1.6 

1.4 

1.2 

R(3) AS A FUNCTION OF TRAFFIC 3 
FOR POISSON ARRIVALS, I.e., an = a/(a + n)   
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Fig. 20 — The covarianee value S(3) as a function of traffic a for Poisaon 
arrivals. 

emphasized that in this case S is the sum of n independent identically 
distributed random variables, each equal to 1 with probability ai, and 
to 0 with probability 1 — «i. Thus, -S has a binomial distribution with 
"success" parameter ai. 

The method of traffic measurement (on a group) outlined in the pre- 
ceding paragraph has the disadvantage that it collects information very 
slowly. But it is relatively cheap, since all that has to be recorded is 
whether the first trunk is busy at arrival epochs or not, and it has the 
additional advantage that its statistical theory is relatively simple and 
has been well developed in the literature. It must be kept in mind that 
the sampling error estimates we develop are limited to measurements 
made at epochs just preceding arrivals. 

Often the traffic engineer needs to estimate the load offered to a group, 
rather than the load carried by it. The use of S to estimate Oi tells him 
what fraction of the time the first trunk is busy. However, there are 
cases in which the knowledge of aj determines the offered load. This 
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Fig. 21 — The covarinnce value i2(l) as a fimctiou of traffic a for uniformly 
distributed intcrarrivals. 

occurs, in fact, whenever (h is a monotone function of the offered load 
a only. For example, when arrivals are Poisson, we have ai = a/{l + a), 
so it is reasonable to use S/(n — S) as an estimator of the offered load 
a. When arrivals are regular, Oi — c"1'0, so a reasonable estimate of a 
is l/(log n — log »S). 

In the Poisson example, this method of estimating a can be evaluated 
readily if we estimate a-1 instead by means of {n -b 1)/(jS -p 1) — 1, 
whose stochastic limit is obviously a-1. 

R(l) AS A FUNCTION OF 
TRAFFIC 3 FOR UNIFORMLY 
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R (2) AS A FUNCTION OF TRAFFIC 3 FOR 
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Fig. 22 — The covariance value 12(2) as a function of traffic a for uniformly 
distributed mterarrivals. 
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Fig. 23 — The covariance value i?(3) as a function of traffic a for uniformly 
distributed interarrivala. 
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Fig. 24 — The covariance value 22(1) as a function of traffic a for regular 
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Fig. 25 — The covariance value Jf?(2) as a function of traffic a for regular 
arrivals. 
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Fig. 26 — The covariance value S(3) as a function of traffic a for regular 
arrivals. 

The generating function of S is 

E\xs\ = [1 + {x - Ca,]" = Z-^PrlS = i\. 
J=0 

Hence 

1 — (1 — Oi) n +1 

(o + 1 j ax 

There seems to be no simple formula for the second moment of this 
estimator, nor for that of n/S. However, noting that 

{n + I)2 < + I)2 

(8+ l)(S + 2) - OS + I)2' 

we can verify (by the same method as above) that 

^|(S= + 3S + 2)-'] = [' f E|Vi Jx iy = 

j-, j (71 + I)2 \ + 1 1 + ai(l — Gi)' 
JL 

{S + DiS + 2)J n + 2 ai2 
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Fig. 27 — R(n) and R{0)ai" as functions of traffic a for Poisson arrivals and 
N = 3 trunks. 

a id so conclude that 

jn + I A ^ n + 1 1 + «,(! - a,)"^ fl - (1 - ai)n+1]2 

Var \S+ 1 j - ft + 2 ad fla2 

This lower bound is likely to lie very close to the variance on the left 
for large n, so that, in this region, 

fn + 1 A (at + 2){1 - oi)n+1 - (1 - ai)2"+2 

V:ir\s+T - h a? ' 

It can easily bo shown (by the methods of Section IV) that, if iV = oo ; 
i.e., if the trunk group is unlimited in size, the covariance function is 
exponential in character: 

R{n) = R{0)ain. 
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This suggests that, in some cases, R{n) ^ R(0)ain is a good approxima- 
tion to the covariance for N < «. This approximation is equivalent to 
ignoring the correction terms Qk in the recurrence relation (12) for the 
covariance. Since the sign of the Qk in (12) is negative, it is clear that 
the approximation is an overestimate. 

The covariance R{n) for = 0, 1, 2, 3 and the overestimate i?(0)ai" 
for R{n) have been plotted together in Figs. 27, 28 and 29 for 3, 5 and 
8 trunks, respectively, and Poisson arrivals. The curves suggest the fol- 
lowing conclusions: 

i. The approximation R{n) ^ R{Q)ai is likely to be good if the load 
per trunk a/N is low. 

ii. If the load per trunk a/N is high, e.g., a/N = 1, the approxima- 
tion R{n) ~ i?(0)ai" may give a figure for the covariance (between 
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Fig. 28 — R{n) and ^(0)oin as functions of traffic a for Poisson arrivals and 
N ~ 5 trunks. 
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R(n) aod R(0} aV 
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Fig. 29 —li(n) and R(0)a\" as functions of traffic a for Poisson arrivals and 
N = 8 trunks. 

separate observations of N{k)) that is several times the actual value. 
This effect seems to increase with the separation, n. 

iii. Variances, such as that of 

S = SAW). 
1 

computed on the basis of the approximation R{n) ^ R(Q)'h" are overesti- 
mates, so that use of this approximation in estimating sampling error is 
conservative. 

iv. The value of a at which R{n) has its (apparently unique) maxi- 
mum seems to be the same for all n, depending only on N, the size of 
the group. 
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High-Frequency Gallium Arsenide 

Point-Contact Rectifiers 

By W. M. SHARPLESS 

(Manuscript received September 11, 195S) 

Gallium arsenide, one of the Group III—V interrnetaUic compounds, 
appears to he an excellent semiconductor for use in point-contact devices. 
This paper describes some recent work in which single-crystal gallium 
arsenide, with resistivity adjusted to fit the application, is used for point- 
contact rectifiers which operate efficiently as frequency converters at fre- 
quencies as high as 60 kmc, and for switching diodes which show no minority 
carrier storage effects for switching time of the order of 10~w seconds. 1 hese 
devices will operate over a considerable range in temperature. 

I. INTRODUCTION" 

Silicon and germanium semiconductor materials have been used in 
point-contact rectifiers for many years and numerous types of rectifiers 
employing these two materials are commercially available today. Techni- 
cal papers too numerous to mention have been published covering the 
important features of these Group IV semiconductor materials. 

More recently, there has been increased interest in some of the semi- 
conductor materials generally referred to as the interrnetaUic compounds. 
These are formed by a combination of some of the Group III and Group 
V elements and tend to possess some of the better properties of both 
silicon and germanium.* Due to the higher energy gaps, higher electron 
mobilities and, in some cases, the lower dielectric constants of some of 
those III-V compounds, theoretically they should make efficient high- 
I'requcucy rectifiers ami should be able to operate at higher tempera- 
tures than either silicon or germanium.f 

Gallium arsenide (GaAs), one of the III-V interrnetaUic compounds, 
appears to be very attractive for high-frequency point-contact rectifiers. 

* A good review of the work that has been done on the Group HI-V compounds 
appears in a recent book.1 i r r i 

t The importance of the semiconducting compounds was perhaps first discerned 
by 11. Welker in Germany early in the 1950's.2 
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In a recent paper, Jenny3 reports that GaAs point-contact rectifiers 
have operated efficiently as first detectors at frequencies as high as 6 
kmc. 

This paper describes some of the work on gallium arsenide point- 
contact rectifiers which is currently in progress at Bell Telephone 
Laboratories, Holmdel, N. J. By controlling the resistivity of the sin- 
gle-crystal gallium arsenide and by the selection of the proper point 
material and processing technique, rectifiers intended for either high- 
frequency first detectors or lower-frequency high-speed switching de- 
vices have been produced. Measurements have been made of conversion 
loss, output noise ratio and intermediate-frequency impedance of GaAs 
rectifiers operating as first detectors in the millimeter wave band (55 
kmc) and in the X-band (11 kmc). High-speed switching diodes have 
been made which showed no carrier storage effects for switching times of 
the order of 10-10 seconds. Rectifying characteristics have been taken 
on test diodes over a temperature range between —320° F and +237° F. 

II. GENERAL PROCESSING OF GaAs RECTIFIERS 

Some variations in the general processing techniques have been found 
necessary in order to produce the several different types of rectifiers 
desired. There are, however, several steps in the processing that are 
common to all types and these mil be discussed first. 

It is of prime importance to obtain a good ohmic back contact to the 
GaAs sample. Experience at our laboratory has indicated that one of 
the best ways to accomplish this is to deposit a thin tin-and-nickel 
coating on the flat, clean back surface of the GaAs. The sample is then 
heated in a vacuum furnace to a temperature at which the tin will start 
to diffuse into the GaAs. This forms an excellent ohmic back contact to 
the GaAs and leaves a tough nickel external surface which may be used 
for subsequent soldering. Back contacts made in this way are very 
uniformly adherent. This becomes most important when the samples 
are diced into miniature squares suitable for soldering to the small 
supporting structures needed in very high frequency devices. 

The surface of the sample which is later to be used for the point con- 
tact is finished either by grinding with M305 abrasive or by polishing to 
a smooth, mirror-like finish with a one-micron sapphire dust abrasive. 
We have found that the polished surface results in a more reproducible, 
lower-capacity point-contact area than any of the ground surfaces tested. 
In either case, just before the rectifiers are assembled, the GaAs contact 
surfaces are given a light chemical etch with a dilute solution of hydro- 
fluoric and nitric acids. 
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An exhaustive study of all the materials which might bo used for 
point-contact springs was not made, but, of the metals tested, our best 
results have been obtained with spring-tempered phosphor bronze 
wires. The "S" springs are welded to their supports and sharply pointed 
elcctrolytically. For very high frequency work the use of a very sharp 
point is desirable and the pressure applied to the contact area is kept 
small. For lower frequency and higher power switching applications, 
the strength of the springs is increased and the sharpness of the points 
becomes of lesser importance. 

When a metal point is brought into contact with a prepared semi- 
conductor surface, the initial rectification pattern is usually poor com- 
pared to the desired static characteristic but can be improved by further 
contact conditioning.* In the case of p-type silicon rectifiers, it has 
generally been found possible to bring about this improved rectification 
ratio by mechanically tapping the rectifier case. For n-type germanium 
rectifiers this conditioning or forming may be accomplished by applying 
electrical pulses directly to the rectifier terminals. 

N-typc GaAs responds to contact area forming in much the same way 
as do n-type germanium rectifiers. The forming technique consists of 
applying a series of fairly high-level pulses of energy to the rectifier 
terminals after point contact has been established. We have found that 
60-cycle sine-wave pulses are quite satisfactory for this forming, and the 
low-frequency static characteristic may be observed on an oscilloscope 
while the forming is taking place. Arrangements are provided for sepa- 
rately controlling the magnitude of the voltage applied in either the 
positive or negative direction, or both voltages may be applied simul- 
taneously. The resulting current is controlled by adjusting the value of a 
series resistor. A considerable amount of latitude in forming is thus 
provided. 

HI. CONTROLUED-RESISTIVITY GALLIUM ARSENIDE MATERIAL 

The rectifiers described in this paper have all been made from specially 
doped GaAs material obtained from single-crystal ingots prepared by 
J. M. Whelan of Bell Telephone Laboratories at Murray Hill, N. J. 
Preparation of the compound and growth of single crystals by the float- 
ing zone method have been previously described.4 In a private communi- 
cation, Whelan describes the method used to prepare single crystal 
GaAs of controlled resistivity as follows; Zone refining was used to 

* An exception is found for semiconductor materials which have had their 
surfaces previously conditioned by ionic bombardment. In such cases further 
surface conditioning is not necessary or, in general, desirable. 
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Fig. 1 — Typiciil static characteristics of GaAs point-contact rectifiers as a 
function of semiconductor resistivity. 

increase the resistivity of the GaAs above that required for diodes. 
The purified material was then doped to the desired resistivity, 0.002 
to 0.07 ohm-cm, by regrowing the crystal in an arsenic atmosphere 
containing one of the following donor impurities: sulphur, selenium or 
tellurium. Overdoping was corrected, when necessary, by subsequent 
floating zone passes in a "pure" arsenic atmosphere.5 

The effect of varying the resistivity of the GaAs material used in a 
point-contact rectifier is shown in Fig. 1. Typical static characteristics 
arc shown for rectifiers made from doped GaAs materials, ranging from 
0.0G5 ohm-cm for a lightly doped sample to 0.002 ohm-cm for heavily 
doped material. The data presented in Fig. 1 were obtained using the 
same size pointed phosphor bronze springs and the same contact pressure 
in each case. The contact surface preparations were also the same. The 
forming techniques were optimized insofar as possible for each rectifier, 
and thus the curves show the typical static characteristics that result 
when rectifiers are processed using different resistivity GaAs materials. 
Depending on the particular application intended, the spreading re- 
sistance and other characteristics of the rectifiers may thus bo varied 
over a considerable range by the selection of the properly doped ma- 
terial. Further, depending on the type of rectifier desired, the frequency 
characteristic and power handling capacity may be varied by control- 
ing the size of the point-contact area and the contact pressure. 
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3.1 Millimeter Wave Rectifiers 

As mentioned earlier, GaAs rectifiers have been prepared for use as 
first detectors in both the millimeter and X-haiid range. Measurements 
have been made of conversion loss, output noise ratios and if impedance 
for typical operating conditions. 

GaAs rectifiers intended for operation as first detectors at millimeter 
waves (50 to 90 kmc) are assembled in the wafer-type millimeter wave 
mounting shown in Fig. 2. For very high frequency first detector recti- 
fiers, it is important to keep the product of the barrier capacity and the 
spreading resistance as small as possible; thus, the lowest resistivity 
{p = 0.002 ohm-cm) material is selected for this application (see Fig. 1). 
A 0.001-in. diameter phosphor bronze wire spring is selected to give the 
low contact pressure desired and the wire is sharply pointed to give the 
small contact area needed. The rectifier is mechanically assembled in 
much the same way as are the silicon millimeter wave wafer rectifiers 
described in a previous paper.6 A light contact pressure is applied by 
advancing the point one-half mil after contact between the polished 
surface of the GaAs and the phosphor bronze point has been established. 
A low ac voltage (4-6 volts peak) is then applied for viewing the static 
characteristics on an oscilloscope. Arrangements are provided for 
limiting the voltage and current, as mentioned earlier. Rectifiers in- 
tended for operation at millimeter waves are given no contact forming 
other than that which takes place when the low-voltage ac is applied 
through a 1000-ohm scries resistor while the static characteristic is being 
viewed. 

Table I gives the measured performance figures for the best point- 
contact wafer-type millimeter wave rectifiers we have made using either 
silicon, germanium or gallium arsenide as semiconductor materials. 
Conditions of operation have been optimized for the best output, signal- 
to-noise ratio for each type of rectifier measured. Both the germanium 

DC AND IF 
OUTPUT 

WAVEGUIDE-' 

GALLIUM' - CONTACT SPRING 
ARSENIDE 

Fig. 2 — Millimeter-wave wafer unit using GaAs. 

"BRIGHT GOLD" 
STEEL WAFER 

2/J./J-F BYPASS 
CONDENSER 

O 
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Table I 

Rectifier Type Semiconductor Material Conversion 
Lobs, db 

Noise Ratio, 
Nn 

Z/p, ohms 
(60 mc) 

Wafer p-type silicon 6.4 1.6 260 
Wafer n-tvpe germanium 6.6 2.0 300 
Wafer n-type gallium arsenide 5.6 2,1 325 

and GaAs units were given a few tenths of a volt positive bias. Measure- 
ments were made at a frequency of 55.5 kmc using a 60-nic intermediate 
frequency. 

From the table it can be seen that the lowest first detector conversion 
loss figure measured at millimeter waves was obtained using a GaAs 
rectifier. One would expect low conversion losses for GaAs units due 
to the high mobility and low spreading resistance of the basic GaAs 
materials used, but the actual measurement of a conversion loss below 
G db at a frequency of 55 kmc is gratifying. The noise outputs from 
millimeter wave rectifiers all tend to be higher than those measured 
for similar types of rectifiers designed for and used at longer waves. It 
is believed that this is at least partly due to the lighter point-contact 
pressures that are required in these very high frequency units. Further 
experience may be helpful in reducing these noise ratios. 

3.2 Microwave Rectifiers 

GaAs rectifiers intended for operation in the microwave bands have 
been assembled in the small low-capacity cartridge case shown in Figs. 
3 and 4, These units use contact points and semiconductor wafers of 
approximately the same size as the millimeter wave units described 

THERMO-SETTING 
-RESIN BRIGHT GOLD FINISH 

STEEL CLEAR ..FUSED .QUARTZ 

N CKEL NICKEL 

W' ap i #'■ 

Ga AS SOLDER 
0-250 

Fig. 3 — Cross section of microwave low-reactance cartridge-type GaAs recti- 
fier holder. 
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"1 

Fig. 4 — Photograph of cart ridge-type GaAs rectifier holder, with pigtail 
leads for use at low frequencies (magnified 8 times). 

above, and since the inductance and capacity of the rectifier components 
are very small — as they must be for millimeter waves — the unit is 
easily adaptable to broadband designs in the kilomegacycle range. 

The cartridge rectifiers intended for operation at X-band (il kmc) 
are assembled by first pressing in the GaAs detail and then the phosphor 
bronze point detail until contact is established. The pointed wire "S" 
spring, approximately 0.002 in. in diameter, is then advanced seven- 
tenths of a mil and the contact area lightly formed in the same manner as 
for the millimeter wave first detectors. GaAs material in the low resis- 
tivity range between 0.002 and 0.004 ohm-cm is used for these rectifiers. 

In the microwave region, the cartridge-type rectifiers may be mounted 
directly in waveguides in the conventional manner. The cartridge, 
because of its small size, also adapts itself to special types of broadband 
arrangements such as those provided by coaxial lines or by ridged or 
stepped waveguides. Fig. 5 suggests one such possible microwave 
mounting arrangement, where the impedance of the regular waveguide 
is lowered by reducing the E-plane guide height until it presents an 
impedance the same as the resistive component of an average rectifier. 
The remaining reactance may be tuned out with a waveguide shorting 
section, which follows the rectifier. Since both ends of the cartridge arc 
the same physical size, the rectifiers may be turned end for end when a 
change in polarity is desired. 
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Fig. 5 — Broadband waveguide arrangement for use with cartridge-type 
rectifiers. 

Table II gives some measured broadband first detector performance 
figures for several point-contact cartridge-type rectifiers that we have 
made using samples of our best silicon and best gallium arsenide ma- 
terials. Conditions for operation were optimized insofar as possible for 
each group of rectifiers measured, with the GaAs units given a few tenths 
of a volt positive bias. Measurements were made at a frequency of 11 
kmc employing a 60-nic intermediate frequency. A beating oscillator 
drive of one milliwatt was used in all cases. 

From the table below it can he seen that the measured output noise 
ratios of GaAs point-contact rectifiers operating as first detectors at 
11 kmc are at least as good as those for similar units employing silicon 
as the semiconductor material. Further, the average conversion loss of 
the GaAs units is at least one db better than that of the silicon group 
measured, which would mean that, conservatively, the over-all noise 
figure of an 11-kmc receiver would be improved at least one db by using 
GaAs in place of the silicon. If we used a GaAs first detector having 
the best conversion loss and noise ratio in Table II together with an 
if amplifier having a noise figure of 1§ db, the resulting over-all receiver 
noise figure at 11 kmc would be 0,0 db. It appears that the reproduci- 
hility of the GaAs units is good and that the variation between one unit 
and the next will be small; this is evidenced by the small difference 
between the average and best conversion loss listed in Table II. 

Table II 

Conversion Loss, db Noise Ratio, Nr 
Semiconductor Material of Units 

Number Range of Zjf, 
ohms 

Average ' Best Average Best 

p-type silicon 
n-type gallium arsenide 

18 5.8 5.1 1.47 1.36 300-500 
8 4.2 4.0 1.35 1.20 275-580 
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IV. SWITCHING RECTIFIERS 

GaAs rectifiers intended for high-speed switching applications are 
assembled in much the same way as are the microwave diodes, using 
the same low-capacity case shown in Fig. 4. In general, these units 
operate at higher power levels and at frequencies in the lower kmc 
region; thus a heavier contact pressure may be applied, and a 0.003-in. 
diameter phosphor bronze wire spring is used with a spring advance 
after contact of up to one and one-half mils. These units are given a more 
intensive ac forming by increasing the peak driving voltage to about 20 
volts and reducing the value of the series current limiting resistor to 300 
ohms. 

GaAs material in the resistivity range from 0.02 to 0.04 ohm-cm is 
used for general-purpose switching rectifiers. It is obvious that, depend- 
ing on the exact requirements regarding forward and reverse impedances 
at a given driving voltage, one might use resistivity values different 
from the range mentioned above. In general, the GaAs material for 
switching applications is selected on the basis of using the lowest resistiv- 
ity material that will allow a satisfactory reverse characteristic (see 
Fig. 1). During the forming process, the forward resistance tends to 
decrease rapidly, as desired, but, at the same time, the contact area 
tends to increase, which is in the direction of limiting the efficiency of 
operation at the higher frequencies. Thus, as in all point-contact devices, 
several factors must be considered in the processing of the rectifiers 
and, in general, a compromise is adopted which will arrive at the best 
rectifier for a particular application. In the case of the switching recti- 
fiers, a resistivity of about 0.03 ohm-cm is used, together with a forming 
technique which gives a good compromise between low capacity, low 
forward resistance and very high back impedance up to, say, —10 
volts. Measurements made on switching rectifiers of this type show no 
minority carrier storage effects up to switching times of the order of 
]0^10 seconds, which is the limit of our present measuring equipment. 

V. TEMPERATURE EFFECTS 

Since GaAs possesses a relatively high energy gap (1.34 ev) it tends 
to lie more suitable for stable operation at higher temperatures than are 
possible for cither silicon or germanium. Fig. G is a multiple photograph 
of a cathode ray oscilloscope display showing the low-frequency static 
characteristic of a point-contact GaAs rectifier as the temperature was 
varied from —320° F to +237° F. It will be noticed that the static char- 
acteristics changed only slightly over this large temperature range, the 
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Fig. 6 — Effect of temperature variation on the static characteristic of a 
GaAs point-contact rectifier. 

principal change being in the location of the knee of the reverse current 
characteristic. It is obvious that the temperature limit for good rectifica- 
tion was not reached at either extreme of the range covered. Experimental 
evidence has been published1 which indicates that certain samples of 
n-type GaAs were found to show very small changes in Hall coefficient, 
resistivity or mobility up to a temperature near 600° F. This indicates 
that GaAs rectifiers would probably operate efficiently at temperatures 
this high if a temperature-stable mounting were provided. 

Groups of GaAs point-contact rectifiers have now been in storage 
at room temperature in our laboratory for periods of several months. 
There is no evidence to date that the normal changes in relative humidity 
and temperature experienced in the laboratory have had any effect on 
the rectifying properties of the units. 

VI. CONCLUDING REMARKS 

It appears that gallium arsenide semiconductor devices may well 
enjoy a very bright future. The relative insensitivity of gallium arsenide 
point-contact rectifiers to rather large changes in operating tempera- 

-E ' E 
VOLTS 
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tures will be important in many diode applications. Extensive bnni- 
out tests were not made, but gallium arsenide rectifiers appear to possess 
as good burn-out properties as similar types of rectifiers made with either 
silicon or germanium. Efficient operation of gallium arsenide rectifiers 
as first detectors at frequencies extending upward into the millimeter 
wave band has been demonstrated. Gallium arsenide high-speed switch- 
ing diodes have been made which show no carrier storage effects for 
switching times of the order of 10~10 seconds. 
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Paramagnetic Spectra of Substituted 

Sapphires—Part I: Ruby* 

By E. 0. SCHULZ-DU BOIS 
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The 'paramagnetic resonance properties of Cr+++ ions in Aly()s {rnbij) 
loere investigated theoretically and experimentally in order to obtain infor- 
mation necessary for the application of this material as active material in 
a three-level solid-state mascr (SLSSM). Numerically computed energy levels, 
together with their associated eigenvectors, are presented as a function of 
applied magnetic field for various orientations of the magnetic field with 
respect to the crystalline symmetry axis. A more detailed discussion is de- 
voted to energy levels, eigenvectors and transition probabilities at angles 0°, 
o4.740 and 90°, where certain simple relations and symmetries hold. Para- 
magnetic spectra for signal frequencies between 5 and 24 kmc are shown-, 
agreement between computed and measured resonance fields is satisfactory. 

I. INTRODUCTION 

Among the paramagnetic salts that have been used as active materials 
in three-level solid-state masers (3LSSM),1,2'3 ruby shows rather desir- 
able properties. While maser action of this material has been achieved 
at microwave signal frequencies of 3 to 10 kmc,4 it should be possible to 
cover more than the whole centimeter microwave range. Perhaps even 
more important from a practical point of view are the bulk physical 
properties. Extremely good heat conductivity at low temperatures allows 
handling of relatively high microwave power dissipation. Industrial 
growth of large single crystals by the flame fusion technique and ma- 
ehinability with diamond tools make it possible to fabricate long sections 
of ruby to very close tolerances, a necessity in travelling-wave maser 
(TWM) development. Also, ruby can be bonded to metals, thus allowing 
a high degree of versatility in maser structural design. While the use of 
ruby in SLSSM, in particular in nonreciprocal TWM, will be described 

* This work is partially supported bv the Signal Corps under Contract Number 
DA-36-039 sc-73224. 
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in forthcoming papers by members of Bell Telephone Laboratories, this 
paper is intended to give some background on paramagnetic resonance 
behavior of ruby. 

In general, the paramagnetic resonance properties of an ion in a crystal 
can be completely described by a spin Hamiltonian containing a relatively 
small number of constants. In the case of ruby, these include the spec- 
troscopic splitting factors parallel and perpendicular to the crystalline 
axis, .9|| and 9x, the total spin S = 3/2 and the sign and magnitude of 2D, 
the zero field splitting. Nuclear interactions can be neglected since the 
most abundant isotope, Cr'2, is nonmagnetic (/ = 0) whereas the mag- 
netic isotope, Cr53, (/ = 3/2) has small abundance (9.5 per cent) and 
leads to negligible line broadening only. Taking this into account, one 
can even predict on the basis of the total spin and the crystalline sym- 
metry surrounding the Cr+++ ion that no other terms can occur in the 
spin Hamiltonian. 

However, in order to predict operating conditions of this or other ma- 
terials in a 3LSSM, it is necessary to know the separation of energy 
levels for supplying the proper pump and signal frequencies, the order 
of magnitude of the associated transition probabilities and perhaps other 
circumstances, such as coincidence of transition frequencies, which, by 
spin-spin interaction, may lead to shortening of the associated relaxation 
times (self-doping condition). In this paper, this information is evaluated 
by the formalism of the spin Hamiltonian and, at least in part, compared 
with experiment. The data presented graphically are intended to form 
an "atlas" of the ruby paramagnetic resonance properties. In the paper 
which follows, some general viewpoints are presented on modes in which 
paramagnetic materials can be operated as active materials in a 3LSSM. 
In further papers, paramagnetic spectra of other aubstitutional ions such 
as Co++ and Fe+++ in sapphire will be presented in order to furnish suffi- 
cient information to find coincidences of transition frequencies of Cr+++ 

with Co++ or Te+++ lines resulting in reduced relaxation times (impurity- 
doping condition). 

For a derivation of the method of spin Hamiltonians, reference should 
be made to such review articles as those by Bleaney and Stevens5 and 
Bowers and Owen.6 Knowledge of the associated formalism is perhaps 
desirable but not necessary for utilization of the results reported in this 
paper. Briefly, the spin Hamiltonian describes the energy of a para- 
magnetic ion arising from interaction with host crystal environment and 
applied magnetic field. Obeying quantum laws, the ion can exist in one 
of several states associated with discrete energy levels. Transitions be- 
tween such states can occur if the energy balance A# is supplied to or 
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extracted from the ion. Given some probability for radiative transitions, 
these can be induced by applying a magnetic field of radio frequency 
v — AE/h (/i = Planck's constant). If there are more transitions to the 
higher state, net absorption will be observed such as is normally ob- 
served with a spectrometer. If there are more transitions to the lower 
state, stimulated emission of energy will be observed such as is utilized 
for amplification in a 3LSSM. 

II. THE SPIN HAMILTON1AN 

The spin Hamiltonian of Cr+++ in AI2O3 was first published by Manen- 
kov and Prokhorov7, and later by Geusic8 and Zaripov and Shamonin.9 

It was given in the form 

3C = g\\IIzSz + + HySy) + Z)[iS2' — ^S(S + 1)]. (1) 

The effective spin S = 3/2 is identical with the true spin. All Cr+++ ions 
in the crystal lattice show identical paramagnetic behavior, with the 
magnetic s-axis being the same as the trigonal symmetry axis of the 
crystal. The best values for the constants seem to be 

2D = -20' = —0.3831 ± 0.0002 cm-1 - -11.493 ± 0.006 kmc, 

A,, = 1.9840 ± 0.0000, 

g± = 1.9807 ± 0.0006. 

While it is customary in spectroscopy to express energy in units of cm 1 

omitting a factor he {h = Planck's constant, c — velocity of light), units 
of kmc are used simultaneously, omitting a factor of 109 h, because this 
allows direct interpretation in observed spectra. 

In particular, the negative sign of D was obtained by Geusic.8 He 
deduced this from the fact that ^ < g±, since in less than half-filled 
d-shell ions, such as Cr+++, the spin-orbit coupling term X is positive, 
and D is given by 2D = X((/: — g±). Sign and magnitude of D are in 
agreement, with results of low-temperature static susceptibility measure- 
ments by Bruger.10 In this work also, the negative sign of D was con- 
firmed by comparing the relative intensities of two lines at liquid nitrogen 
and helium temperatures. 

The spin Hamiltonian (1) can more conveniently be written in 
spherical coordinates: 

36 — g\\II cos 0(S, + ?g±H sin 6{e '*3+ + e^SE) 

- D'\S-- ±8(8 + 1)]. 
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Here S± = Sx dr iSy . In both representations (1) and (2) the crystalline 
axis was chosen to be the 2-axis. While the choice of reference system is 
immaterial to obtaining eigenvalues (energy levels)., this choice shows 
up in the associated eigenvectors. The eigenvectors have no direct phys- 
ical interpretation; they must be evaluated in order to obtain transition 
probabilities. The transition probabilities most naturally obtained from 
eigenvectors of the Hamiltonian (2) arc those which correspond to ex- 
citation by rf magnetic fields whose polarization is either linear and 
parallel to, or circular and perpendicular to, the crystalline axis. 

In 3LSSM design, however, it seems more appropriate to analyze the 
performance in terms of rp magnetic fields whose polarization is either 
linear and parallel to, or circular and perpendicular to, the applied field. 
The corresponding eigenvectors and transition probabilities can, of 
course, be obtained from those belonging to the Hamiltonian (2) by a 
4-by-4 transformation matrix. But it is more efficient to obtain them 
directly through a transformation of the original spin Hamiltonian (I) 
or (2) into a coordinate system with the 2-axis parallel to the applied 
field. The result of this transformation is 

3C = (</ii cos2 d + ffj. sin2 d)^HS2 

- D'(cos2 6 - | sin2 (9)[5/ - IS(S + 1)1 

- D'i cos 6 sin 0[cr%ShS'+ + S+S2) -b c'v(^5_ + S.Sfi] '(3) 

- D'l sin2 (?(<r2^+
2 + e2upSJ). 

III. ENERGY LEVELS AND EIGENVECTORS 

From the Hamiltonian 3C (3), its energy eigenvalues TF are found 
numerically by solving the fourth-order secular equation 

11 (n I 5C — TF I m) 11 = 0, (4) 
n,m = 3/2, 1/2, -1/2, -3/2. 

The eigenvalues TF are functions of H and 9, but not of tp since, because 
of the symmetry of the Hamiltonian, rotation about the 2-axis docs not 
change the physical situation. On the following plots (left-hand sections 
of Figs. 1 through 11) diagrams of energy levels TF (in units of kmc) are 
shown as a function of applied field H (in units of kilogauss). Plots are 
given for angles 6 from 0° to 90° in steps of 10° and, in addition, for 
54.74°. 

Also, by change of scales, dimensionless eigenvalues y — W/D' arc 
shown as functions of the dimensionless quantity x — G/D', where 

G = (r/|| cos2 6 g± sin2 9)0H. 
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This dimonsionless representation facilitates computations and reveals 
more clearly symmetries and singular relations in the energy level 
scheme. It also permits the use of the same diagrams for ions having the 
same Hamiltonian but different zero field splitting 2D. Similar energy 
level diagrams were computed by P. M. Parker11 for the case of nuclear 
spin resonance with nuclear quadrupole splitting present which is de- 
scribed by the same type of Hamiltonian. 

As a convenient way to identify the energy levels IF, a quantum num- 
ber yi ranging from —f to +|- is used in order of increasing energy. 
Thus 1F(—f) is the lowest, TF(f) the highest energy level. It is easily 
shown that, for all angles 6 and x = 0, y(—f) = y{—^) — — 1 and yfy) 

— ?/(!") = 1 • As a matter of mathematical curiosity, it may be mentioned 
that, irrespective of 6 at x — 1, ?/(5) = 1/2. 

The eigenstates j n) (using Dirac's "ket" notation) associated with 
energy levels W(n) can be expanded in the form 

3/2 
n) = «(";m) 

jn=—3/2 
m). (5) 

Here, | m) are eigenstates of a Zeeman Hamiltonian 3C — gfiHS.. The 
x{n; m) are amplitudes of eigenvector components or, more briefly, 
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eigenvectors rind form n normalized and orthogonal system of coefficients. 
With high applied magnetic field //, | ii) —> 1 n) and a{n-, ?i) —» 1; there- 
fore, | in) are termed high-field cigenstates and a(?7.; in) high-field eigen- 
vectors. 

Eigenvectors afn; in) arc obtained as solutions of linear homogeneous 
equation systems, the matrix of which forms the secular equation (4) 
with the particular eigenvalue TE(fi) inserted. Since this matrix depends 
on <p, the a{n; m) arc also functions of <p. The computations were carried 
out for ^ = 0, with 9 restricted to 0 < 0 < t/2 and negative sign of 
D =- -D'. 

This choice implies that the crystalline axis lies in the positive quad- 
rant of the x-z plane and it results in real eigenvectors «(?!; m). These 
are plotted in the right-hand sections of Figs, 1 through 11, adjacent to 
plots of the corresponding eigenvalues TF(?T). Negative «{«; in) are indi- 
cated by dashed lines. 

A nonzero <p would, in general, result in new complex eigenvectors 
a'{n; m) = [exp i(m — n)<p]a(n-, in). Taking ir/2 < 0 < tt or ^ = tt 
would change the sign of every second eigenvector, that is, of those with 
m = n ± 1 and m = n ± 3. The same is true for a change of sign of D, 
but then, in addition, every n and in and energy eigenvalue has to be 
replaced by its negative. It is obvious that such transformations do not 
change the physical situation as far as transition probabilities are con- 
cerned. 

IV. TRANSITION PROBABILITIES 

There are several ways in which transition probabilities could be 
evaluated and plotted. One way would be to consider transitions induced 
by radiation of given polarization. With eigenvectors belonging to the 
Hamiltonian (3), the obvious rf magnetic field polarizations to consider 
arc those with hf //-field linear and parallel to, or circular and per- 
pendicular to, the applied field. But transitions due to any other polariza- 
tion could he evaluated as well. Perhaps more natural from a theoretical 
point of view would be an evaluation of the maximum transition prob- 
ability. This requires a particular—in general—elliptical, polarization for 
excitation, which of course should be evaluated, too. All polarizations 
orthogonal to this (which in general are elliptical as well), and which 
describe a plane in space having complex components, are associated 
with zero transition probability. Taking into account these different 
viewpoints and the six transitions which are possible between four 
energy levels, it appears that an unrealistically high number of graphs 
would be necessary to describe the transition probabilities properly. 
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Furthermore, in maser design it is usually sufficient to know the order 
of magnitude of transition probabilities of particular lines, because often 
other factors may lie more important. Therefore, no plots of transition 
probabilities are presented. On the other hand, enough of the per- 
tinent formalism is given below so that any transition probability 
can be evaluated from the eigenvectors plotted. 

Following essentially Bloembcrgen, Purcell and Pound,12 with slight 
generalization, the transition probability w describing the rate of transi- 
tions per ion from a lower state il to a higher state fi' > n is given by 

4:=i (2^!)»(- - "•) i (''' i ^ i »> i2- o) 

Here Hi is the amplitude of the exciting be magnetic field, g{v — ru) is a 
normalized function describing the line shape Jgiv — vo) dv = 1, and S\ 
is a spin operator reflecting the polarization of the inducing up magnetic 
field. If the rp magnetic field is described by the real parts of 
Ux = Ihac™1, H,, = Hlhciu\ Hz = with "complex direction 
cosines" a, b, c accounting for elliptical polarization, 

a*a + b*b + c*c = 1, 

then 

•Si - a*S£ + b*Su + c*S,. (7) 

Matrix elements for Si occurring squared in (6) are linear combinations 
of the following three: 

+.■5/2 
(n | Sz) ft) = ^ ma{n ; m)(x{n; m), (8) 

>n——:i/2 

(n | | ii) = 
+1/2 (9) 
2 [S(S -F 1) — (m + l)wi]l/2Q!(?i'; m + l)a(?l; m), »n=—3/2 

{n | S~ 1 n) = 

+31"- (10) 
22 [.S'GS -pi) — (m — l)?n.],/2a(?7/; — l)a(/7; ??/). 

?«=—1 /2 

The square root in (9) and (10) takes on the values -y/S, 2 and \/3. 
For example, with linear polarization in the z-direction, Hz = Hi cos ut 
and S, — S,. For circular polarization perpendicular to the ^-direction. 
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//, = (1 /\/2)IIi cos lot, Hu = sin w/ and Si = (l/\/2).S± . 
For linear polarization in the x direction, Hx — H\ cos cot and -S] = Sx — 
^(.S'+ + .S*-). Similarly, in the ij direction U,, = Hi cos cot and Si = 
.s; = (i/2t)(.sv + si). 

The expression (7), or more correctly, the associated matrix element, 
can he interpreted as a scalar product of (a*, b*, c*) with {n' | S j n). 
It should be noted that, in general, all components can be complex. As 
a consequence of this interpretation, the maximum transition probability 
occurs if //rf or (o, h, c) is parallel in space and conjugate complex in 
phase to (nf 1 S | a). Since for real eigenvectors the matrices (8), (9), (10) 
are all real, it follows that (?T 1 Sx S n) and (n' | Sz j n) are real, whereas 
(n' | Sy j n) is imaginary. Thus, for all ruby lines, the polarization for 
maximum transition probability will be a linear combination of Hx and 
//. components with an Hv component in quadrature. In a similar fash- 
ion, a set of complex direction cosines can be found which causes the 
scalar product of (a*, h*, c*) with {iV | 5 | n>, and hence the transi- 
tion probability, to vanish. These vectors (a, b, c) describe a plane orthog- 
onal to the vector for maximum transition probability. 

It should be noted that frequently the complete formula (0) is not used 
to evaluate and compare transition probabilities. Instead, usually only 
the squared matrix element ] {n' \ Si \ n) |" is computed and this is then 
compared with a simple standard transition. The obvious standard is 
the transition -1/2-^ +1/2 of an S = 1/2 Zeeman doublet induced 
by circular polarization. This is described, in our notation, by 
| ( +1/2 | (1/V'2)'5+ I —1/2) I2 = 1 '2. Accordingly, transitions involv- 
ing a squared matrix element of order 1 or greater are considered strong, 
while perhaps 1/100 is typical of weak transitions. 

V. SPECIAL CASES 

5.1. 9 = 0°. 

The energy levels are parts of straight lines y = 1 ± %x, — 1 ± U 
with change of slope for some of them at x = 1 and 2. Eigenvectors 
arc ±1 and 0 only, again joined for some levels at x = J and 2. The 
minus sign of eigenvectors at 0° has no significance; it is only used to 
preserve continuity to neighboring angles. 

At 0 = 0° and x < 2, the labeling of energy levels by high field quan- 
tum numbers in order of increasing energy is perhaps not the usual one. 
In this paper, Imwever, it seems appropriate because, with this termi- 
nology, in going from 0 — 0° to other orientations, the notation of states 
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stays the same. It may be pointed out that energy levels defined in this 
fashion should be considered as continuous functions of applied field 
without cross-overs (see Fig. 1). The reason is that any off-diagonal 
perturbation will indeed prevent levels from intercepting by perturbation 
theory arguments. 

Only three transitions are allowed: 

0 < .r < 1: (-hi j S+ \ +4)' = 

(+1 | | —I)" = (+1 | S+ | —f>2 = 3, 

1 < x < 2: (+| J S+ | -if = 4 

(+1 1 S- | -Hf)~ = (-hi 1 S+ \ —I)" = 3, 

2 < x: -J)2 = 4 

(+1 I S+ | -bl)' = (—■11 £>+ | —1)' = 3, 

It is interesting to note that, for 0 < x < 2, one transition requires 
opposite polarization from the others. This was verified in an experi- 
ment. Resonance absorption was measured for this and another transi- 
tion in a propagating comb-type slow-wave structure having regions 
of predominantly circular polarization. Reversal of applied magnetic 
field results in drastic increase of one and reduction of the other line. 

5.2. e = 54.74°, cos1 e = i/s. 

For this angle, the fourth-order secular equation reduces to a bi- 
quadratic one. The four eigenvalues are y = ±[1 4- fx2 ± (3x2 + 
.-r4)1/2]1/2. This implies an up-down sj'mmetrj' y( — n) = —yin). The 
closest approach of the two middle eigenvalues is y(-{•?) — y(—i-) — 
1 at x = 1. A similar symmetry relation holds for eigenvectors 
a(~n; —m) — {nm/\ nm \)a{n; m). Asa consequence, some transition 
probabilities for linear polarization are identical, namely 

(-? [ & ( -I) = (+1 ( S31 -hi) 

and 

(+i 1 Sz | —f) = —(+11 S, | —J). 

The analogous is not true for other polarizations. 
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5.3. 9 = 90°. 

The secular equation can be factorized into two quadratic equations 
with the solutions 

?/(l) = | + (1 + rc + re2)1'2, 

yd)= -1+ (I - x + xT\ 

yi-v) = | - (i d- + x2)1'2, 

y(-l) = - (i - ^ + x2)m. 

Each state contains only two eigenvectors, namely a(n; n) and 
a(n; n ± 2). In addition, «(?!; n) = dz 2-,n ± 2) and Q!(fi; n ±2) ■= 
—a(n ± 2; w). As a result, transition probabilities between adjacent 
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levels n —»• n 1 contain only matrix elements of »S'+ and S- , the same 
being true for —f -> +1- Double jumps n 
nonvanishing elements of & only. 

n -f- 2 are described by 

VI. PARAMAGNETIC RESONANCE SPECTRA 

III Figs. 12 through 17 some resonance spectra are shown for signal 
frequencies of 5.18, 6.08, 0.30, 12.33, 18.2 and 23.9 kmc. The plots show 
resonance fields as functions of the angle between crystalline axis and 
applied field. Measurements have been carried out at all of these fre- 
quencies to varying extents, although measured values arc recorded only 
on Figs. 14 and 15. Generally, these spectra have been used in the lab- 
oratory to align ruby crystals by resonance for maser experiments. They 
have proved accurate to about ±50 gauss. 
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Measurements at 9.3 kmc are an extension of Geusic's work4 and con- 
firm his results. Results at 12.33 kmc show some discrepancy between 
theory and experiment, which, however, is believed to be caused by 
inadequate magnetic field measuring equipment used in an experiment 
designed for other purposes. As a general rule, the spectra show two 
looping lines if v < 2D. Lines marked "forbidden" are strictly forbidden 
at 0° only. Usually, however, they can be followed quite close to 0° by 
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use of more sensitivity in the spectrometer. An exception is the line 
shown on the graphs having the lowest resonance field at 0° if r < |/>'. 
It has the second lowest resonance field if |D' < v < |-D' and the third 
lowest if 17/ < v < 3i)'. It originates between —i and -ff cigenstates 
at 0° and is more strongly forbidden than the other forbidden lines; hence 
it usually ceases to be measurable at about 30°. 

For reasons of symmetry, all lines approach 0° and 90° with zero slope 
dH/dd. Experimentally, it has been found that most lines are rather 
narrow at 90° and similarly at 0°, whereas they broaden in proportion 
with dH/dd. This behavior is expected from crystalline imperfections if 
these can he interpreted as fluctuations throughout the crystal of the 
direction of the crystalline axis. 
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Paramagnetic Resonance Spectrum of 

Cr+++ in Emerald* 

By J. E. GEUSIC, MARTIN PETER and 
E. O. SCHULZ-DU BOIS 

(Manuscript received October 6, 1958) 

Paramagnetic resonance for the Cr+++ ion in emerald has been observed 
at X-band (8.2 to 124 kmc), K-hand {18 to 26.6 kmc) and M-band (50 to 
75 kmc). From spectra observed at these frequencies, the spectroscopic split- 
ting factors gu , gx and D have been determined. The large value of D ob- 
served suggests the possible use of emerald as an active material in relatively 
high microwave-frequmcy solid-state masers. 

I. INTRODUCTION 

Survey articles by Bleaney and Stevens1 and Bowers and Owens2 list 
paramagnetic resonance data for crystals containing ions of the transi- 
tion groups. A careful study of these tabulated data reveals that most of 
the crystals studied are hydrated or contain several magnetically non- 
equivalent ions and, therefore, discourages the use of many of these 
crystals in a practical three-level solid-state maser (3LSSM). 

The present stud}'" was undertaken with a view to investigating crystals 
doped with paramagnetic ions which possess good chemical stability 
and which might be expected to have energy-level schemes suitable for 
extending the design of solid-state masers to higher microwave frequen- 
cies. In this article, paramagnetic resonance spectra of emerald (It-doped 
beryl) are reported. The large zero field splitting observed for the Cr+++ 

ion in this crystal might suggest emerald as a possible material for use 
in the design of solid-state masers for high microwave-frequency applica- 
tions. 

II. CRYSTAL STRUCTURE AND SPIN HAMILTONIAN OF EMERALD 

The structure of beryl3, 5 is hexagonal with two molecules of 
(BesAbSifiOifi) per unit cell. In the crystal, SiCh tctrahedra share oxygens 

*This work is partially supported by the Signal Corps under Contract Num- 
ber DA 36-039 sc-73224. 
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to form SigOis rings, with each A1 linked to six SieOis rings. In the lattice, 
all A1 sites are identical and the symmetry at each A1 site includes a 
three-fold axis parallel to the hexagonal or c-axis of the crystal. In 
emerald, it is found that Cr substitutionally replaces Al in the beryl 
lattice and is present as Cr+++. 

For the Cr+++ ion in such a crystalline electric field of three-fold sym- 
metry, it is well known1 that the paramagnetic resonance spectrum is 
described by a spin Hamiltonian of the form 

3C = ^[g\\HzSs + gxiHxSx + HvSy)] + D[SZ' — ^S(S + 1)], (1) 

with S — |- and with the 2-axis taken parallel to the three-fold sym- 
metry axis which in emerald is the c-axis. In the preceding paper6 the 
energy levels of the spin Hamiltonian above were discussed for arbitrary 
values of the parameters ^ , gx and D and for arbitrary orientation of the 
magnetic field H with the 2-axis, The notation of the previous paper is 
adopted for labeling the energy levels of (1). The energy levels are 
labeled W(n) where n is used to enumerate the levels in order of their 
energy and is just the high magnetic field quantum number which takes 
on the values —f, • • ■ , +f. For example, IF(—f) represents the low- 
est energy level and W(f) represents the highest energy level. 

III. EXPERIMENTAL WORK 

Initial paramagnetic resonance measurements of CrT++ in a single 
emerald crystal were made at 9.309 kmc. The spectrometer used for 
these X-band measurements is similar in design to that described bj' 
Feher,7 At 9.309 kmc and magnetic fields which were available, the 
spectrum of Cr+++ in emerald consisted of a single anisotropic line. The 
effective 5-value, ge(6), of this line is plotted in Fig. 1 as a function of 0, 
where d is the angle between the magnetic field H and the c-axis of the 
crystal. The extreme values of (f at 9.309 kmc, are ^' (0°) = 1.973 ± 
0.002 and ge(90o) = 3.924 ± 0.004. This line was identified (taking the 
sign of D negative) as the transition W(^) —> IF(f). The fact that 
^(90°) ^ 4 suggests that at 9.309 kmc the frequency of observation 
is much less than the splitting of the energy levels of (1) in zero field. 
Under the condition that v, the frequency of observation, is small com- 
pared to the zero field splitting, a perturbation expression for the ge of 
the WQ-) —> W(|) transition is given by 

9" = tell2 + - ffn2) sin2 0]1/21^1 - § ^ 

where 

sin2 0 + 4- 

2 
(2) 
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Specialization of (3) to d = 0° and 6 — 90° gives 

??c(0o) = Vw, 

g'&O") = 29j. [l -i (^J]. 

from which it is seen that the zero field splitting | 2D \ can be computed 
from measurements of !?c(fi0o) at two frequencies small compared to 
[ 2D |. Measurements at 23.983 kmc gave <^{90°) — 3.814 dz 0.004. 
From the moasurcments of {/'(O0) and f?c(90o) at X-band and <?e(90o) at 
7a-band, the constants in (1) were found to be 

<71, = 1.973 ± 0.002, 

gx = 1.97 ± 0.01, 

2D = -52.0 ± 2.0 kmc. 

4,0 
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§ 
° 3.0 

l-|M 
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■u 2.6 

10 20 30 40 50 60 70 80 90 
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Fig. 1 — Variation of the effective j-value, ijc, of the IVQ) —> 1F(|) transition 
at 9.309 kmc. 
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In order to establish the sign of D, the intensity of the W{^) —> 
IF(|-) line of Cr+++ in emerald was compared at two temperatures with 
the intensity of the same line of Cr+++ in ruby. The measurements were 
carried out Math both crystals simultaneously mounted in the X-band 
spectrometer using temperatures of 780K and l.G0K, respectively. The 
variation of line intensity with temperature can be predicted from Boltz- 
mann statistics if the sign of D is known. Computations were carried out, 
therefore, on this variation, assuming positive and negative signs of D 
for both ruby and emerald. The results of these calculations and of the 
measurement are summarized in Table I. It thus can be concluded that 
the sign of D for both emerald and ruby is negative. 

In order to obtain 2D more accurately, measurements were made on 
O+++ in emerald at M-band. The millimeter wave paramagnetic res- 
onance spectrometer used was constructed by one of the authors (M. 
Peter); a block diagram is shown in Fig. 2. Microwave power for this 
spectrometer is generated by free-running backward wave oscillators 
(BWO's). Three such BWO's are used to cover the frequency range of 
48 to 82 kmc. No resonant cavity is employed in this spectrometer; 
instead, the sample is situated in "straight" waveguide so that the re- 
markably wide tuning range of the BWO's can be used. The sensitivity 
of this spectrometer is comparable to those at low microwave frequencies 
employing resonant cavities. This is because the loss of sensitivity due 
to the absence of a cavity is compensated for by higher microwave sus- 
ceptibility and higher filling factors at these frequencies. 

At M-band and for 9 — 0°, the two allowed transitions are, in our 
notation, IF(—4) —> TF(|) and IF(—I) —> IF(^); they are illus- 
trated in Fig. 3. Both these transitions merge at zero field with the 
transition frequency being | 2D |. Both transitions were studied as a 
function of magnetic field, as shown on Fig. 4. By following them to zero 
field, the value of the zero field splitting was determined to be | 2D | = 
53.6 zfc 0.1 kmc. From these X-baud, A-band and il/-band measure- 
ments, the best values for the constants in the spin Hamiltonian (1) for 

Table I 

Ratio R — 
/ruhy, 1 ■ 60K 
/rilby. 780K 

Computed with sign of D for 
Measured Sexp 

Emerald Ruby 

negative 
negative 
positive 
positive 

negative 
positive 
negative 
positive 

1.8 
2.6 
0.5 
0.7 

1.9 ± 0,1 
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Pig. 2 — Rloelc diagram of the M-hand spectrometer. 

Cr+++ in emerald are 
2D = -53.6 ± 0.1 kmc, 

ffll = 1.973 =b 0.002, 

<7x = 1.97 ± 0.01. 

This value of 2D for Cr+++ in emerald is, to date, the largest zero field 
splitting which lias been reported for the Cr+++ ion in any crystal. Meas- 
urements on spin lattice relaxation times in this crystal are planned. 

w(l) 

w y 

2D 

1 w - 

INCREASING 
MAGNETIC 
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Fig. 3 — Energy level diagram of Cr+++ in emerald with applied magnetic field 
parallel to crystalline axis. 
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Fig. 4 — Plot of frequencies associated with transitions 1F{—1) —> 1F(I) and 
U'(— |) —> IFQ) at low applied magnetic fields and 6 = 0°. 
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