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A class of three -stage connecting networks proven rearrangeable by D.
Slepian is considered. Bounds on the number of calls that must be moved are
obtained by some simple new methods.

I. INTRODUCTION

Most communications systems contain a connecting network as a basic
functional unit. A connecting network is an arrangement of switches and
transmission links through which certain terminals can be connected
together in many combinations.

The calls in progress in a connecting network do not usually arise in a
predetermined time sequence. Requests for connection (new calls) and
terminations of connection (hangups) occur more or less at random. For
this reason the performance of a connecting network when subjected to
random traffic is used as a figure of merit. This performance is measured,
for example, by the fraction of requested connections that cannot be
completed, or the probability of blocking.

The performance of a connecting network for a given level of offered
traffic is determined largely by its configuration or structure. This structure
may be described by stating what terminals have a switch placed be-
tween them, and can be connected together by closing the switch. The
structure of a connecting network determines what combinations of
terminals can be connected together simultaneously. If this structure is
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too simple, only a few calls can be in progress at the same time; if the
structure is extensive and complex, it may indeed provide for many large
groups of simultaneous calls in progress, but the network itself may be
expensive to build and difficult to control.

The structure of a connecting network also gives rise to various purely
combinatory properties that are useful in assessing performance. For
example, C. Clos' has exhibited a whole class of connecting networks that
are nonblocking: no matter in what state the network may be, it is always
possible to connect together an idle pair of terminals without disturbing
calls already in progress. We call such a network nonblocking in the strict
sense, because it has no blocking states whatever.

If a connecting network does have blocking states, it is nevertheless
possible that by suitably choosing routes for new calls one can confine
the trajectory of the operating system to nonblocking states. That is,
there may exist a rule whose use in putting up new calls results in avoid-
ing all the blocking states, so that the system is effectively nonblocking.
The rule only affects new calls that could be put into the network in more
than one way; no call already in progress is to be disturbed. Connecting
networks for which such a rule exists we call nonblocking in the wide sense.

In practice, the procedure of routing the calls through the network is

called "packing" (the calls), and the method used to choose the routes is
called a "packing rule." The use of the word "packing" in this context
was undoubtedly suggested by a natural analogy with packing objects
in a container. Virtually nothing rigorous is known about the effect of
packing rules on network performance.

Finally, a connecting network may or may not have the property of
being rearrangeable: given any set of calls in progress and any pair of idle
terminals, the existing calls can be reassigned new routes (if necessary)
so as to make it possible to connect the idle pair.

These three combinatory properties of connecting networks have been
given general topological characterizations in a previous paper.' In this
paper we consider the last property described, that of rearrangeability,
and we study the extent to which it applies to a specific class of connect-

ing networks.
Fig. 1 shows a typical member of an interesting and useful class of

connecting networks that has been suggested and studied by C. Clos.'
We refer to this class as that of three -stage Clos networks. Such a network
consists of two symmetrical outside stages of rectangular switches, with
an inner stage of square switches. It is completely determined by the
integer parameters m, n, r that give the switch dimensions. In one of the
few outstanding contributions to the theory of connecting networks,
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Fig. 1 - Three -stage Clos network N(m,n,r).
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Clos' showed that for m 2n - 1 the network is nonblocking in the
strict sense. The network defined by the parameters m, n, r will be de-
noted by N(m, n, r).

II. SUMMARY

The following two known results about rearranging three -stage Clos
connecting networks are discussed:

i. The Slepian-Duguid theorem, which states that the network
N(m, n, r) is rearrangeable if and only if m n.

ii. The theorem of M. C. Paull, which states that if m = n = r, then
at most n - 1 existing calls need be moved in N(n, n, n) in order to con-
nect an idle terminal pair.

The principal new result proven is a generalization (and possible im-
provement) of Paull's bound in (ii) for any m, n, r with m > n to r - 1.

The Slepian-Duguid theorem is proved in Section III by an inductive
method due to Duguid3 depending on the combinatory theorem of P.
Hall on distinct representatives of subsets. We discuss Paull's theorem
in Section IV, but defer our simple proof of it to Section VI, which
presents simple inductive proofs of various bounds on the number of calls
that must be moved. All the proofs to be given depend on a "canonical
reduction" procedure that consists in removing a middle switch from the
network and reducing the parameters m and n by unity.

HI. THE SLEPIAN-DUGUID THEOREM

The present paper is devoted to studying the property of rearrangea-
bility for three -stage Clos networks. We shall particularly be concerned
first with the possibility of rearranging calls, and later with the number
of calls that must be moved. Strictly nonblocking Clos networks will not
be considered except incidentally, in view of Clos's own definitive study
of them.'
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Our first result is due essentially to D. Slepian,4 and is
Theorem 1 (Slepian-Duguid): Every three -stage Clos network with m > n

is rearrangeable.
Proof: The proof to be given is due to A. M. Duguid." Slepian's proof

was stated for the case m = n = r, but actually gave an explicit procedure
for rearranging the existing calls so that the additional desired call could
be put up. He showed for this case that at most 2n - 2 calls must be dis-
turbed. This bound was subsequently improved to n - 1 by M. C.
Paull.5 (See Section IV.)

Duguid's proof depends on a combinatorial theorem of P. Hall, which
has recently come into prominence in studies of maximal flows in net-
works. (See D. Gale.6)

Hall's Theorem: Let A be any set, and let Al , A2 , , A,. be any r sub-

sets of A. A necessary and sufficient condition that there exist a set of distinct

representatives al , , a,. of Ai , , A,. , i.e., elements al , , a,. of A

such that
ai EAi i = 1,  ,r
ai a; for j

k in the range 1 < k < r, the union of any k
A1 , , A,. have at least k elements.

The condition given is obviously necessary. The interest of the
theorem, and our application of it, concern the sufficiency.

We proceed now to the proof of Theorem 1. It is obviously sufficient
to consider only the case m = n. Let the inlets to the network be denoted

by u1, , uN , where N = nr, and let the outlets be denoted by
v1 , , vN . It is sufficient to prove that every maximal assignment of
inlets to outlets can be realized by a state of the network. Here "maxi-
mal" means that each inlet is to be connected to exactly one outlet, and
vice versa. Such a maximal assignment is obviously equivalent to a per-
mutation on N objects. We let fi (i) , i = 1, , N} be such a
permutation; also we denote the jth inlet switch by I; and the jth outlet
switch by 0 . It is convenient to think of I; as the set of i for which ui
is on the jth inlet switch, and of 0; as the set of i for which vi is on the

jth outlet switch.
Let K be the set of integers {1, 2, , n} . We define the subsets

Ki , i = 1, , n} of K by the condition

Ki = {n .7r(m) e 0 for some m e Ii}.
* In a private communication from J. H. Dejean, the author has learned that

Theorem 1 was also proved by J. LeCorre in an unpublished memorandum dated
1959.
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Now let Ii(1) , , Ii(A) be any k of the inlet switches, and set

k

T = U Ki(,) .
J-1

Suppose that there are t distinct elements in T. Then all the kr inlets in
the set

are assigned by 7(  ) to outlets from t of the outlet switches, that is, to
outlets from a set of tr outlets. But two distinct inlets are not assigned
to one outlet, so t k. Thus any union of k sets among the Ki contains
at least k elements.

Hence by Hall's Theorem there is a set of distinct representatives
ik(i), i = 1, , n) with

k(i) e Ki i = 1, ,12,

k(i) k(j) for i j.

Since K contains n elements, it follows that {i, k(i), i = 1, , n} is
a permutation. However, the interpretation of the fact that k(i) 6 IC is
that

7(m) e Ok(i) for some ME1i.

In other words, to every inlet switch /i there corresponds a unique outlet
switch Ok(i) such that r() maps some inlet on Ii into some outlet on
Ok(i) . That is, there is a subassignment of 7(  ) that involves exactly one
terminal on every inlet and outlet switch.

It is evident that such a subassignment can always be satisfied on a
single middle switch (Fig. 1), say that numbered 1. If this subassignment
is completed, that one switch is filled to capacity, and the rest of the
network is essentially N(m - 1, n - 1, r), i.e., that of Fig. 1 with the
parameters m, n reduced by unity.

The theorem is clearly true for m = n = 1. As an hypothesis of induc-
tion assume that it is true for a given value of m - 1 ( = n - 1). The
argument given above proves that it is then also true for in (= n), for
the induction hypothesis implies that the remainder of the assignment
7(  ) that was not put up on the first switch is satisfiable in the subnet-
work, i.e., essentially in N(m - 1, n - 1, r). Hence 7(  ) is realizable,
and the theorem follows by induction on n.
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IV. THE NUMBER OF CALLS THAT MUST BE MOVED: PAULL'S THEOREM

In view of the result of Slepian and Duguid that every three -stage
Clos network with m n is rearrangeable, it is natural to ask, for a given
state x of such a network, how many calls of x need actually be changed
to new routes in order to put in a given call between idle terminals.
Slepian's original procedure was for the case m = n = r, and gave the
upper bound 2n - 2 (uniformly for all states) to the number of calls
that must be disturbed. That is, he showed that if m = n = r, then at
most 2n - 2 calls need be rearranged. By a similar but more complicated
method, M. C. Paull' halved this bound, proving

Theorem 2: Let N(n, n, n) be a three -stage Clos network with m = n = r.
Let x be an arbitrary state of this network. The largest number of calls in
progress in x that must be rerouted in order to connect an idle pair of terminals
is n - 1; there exist stales which achieve this bound.

Since Paull's proof was involved, we have looked for and found simpler
ways of proving and extending his result. In Section VI we give a simple
inductive proof ; the argument to be given, of course, also provides a
proof of the Slepian-Duguid theorem not depending on the Hall com-
binatorial result used in Section III.

V. SOME FORMAL PRELIMINARIES

In order to state and prove the rest of our results, it is useful, and in-
deed necessary, to introduce a systematic notation. Such a notation has
been described and used in a previous paper' by the author; the notation
to be used is a consistent extension of this.

The set of inlets of a network is denoted by I, and that of outlets by
O. The set of possible states of a connecting network is denoted by S.
For a three -stage Clos network, S consists of all the ways of connecting
a set of inlets to as many outlets by disjoint chains (paths) through an
inlet switch, a middle switch, and an outlet switch. (See Fig. 1.) States
of the network may then be thought of as sets of such chains. Variables

x, y, z, , at the end of the alphabet, range over states from S.
A terminal pair (u, v) e I X SZ (with u an inlet and v an outlet) is called

idle in state x if neither u nor v is an endpoint of a chain belonging to x.
A call c is a unit subset c = 1(u, v)) C I X SI; c is new in a state x if
(u, v) is idle in x. The assignment y(x) realized by x is the union of all
calls c = { (u, v) such that x contains a chain from u to v. If a is an
assignment, -y-'(a) is the set of all states realizing a. The cardinality of
a set X is denoted by X I . The states s e S are partially ordered by
inclusion < in a natural way.
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A distance between states can be defined as

S(x, y) = Irhyl,
= the number of calls that would have to be added, removed,

or rerouted to change x into y,

where A is symmetric difference. The distance of a state x from a set X
of states is defined in the usual way as

o(x, X) = min S(x, y).
ver

A call c new in a state x is blocked in x if there is no state y > x such
that y(y) = -y(x) U c. A state x is nonblocking if no call new in x is blocked
in x. The set of nonblocking states is denoted by B'. For any call c, the
set of states x in which c is both new and not blocked is designated Be'.

For a three -stage Clos network N(m, n, r) with m > n we define

cox(m, n, r) = max a(x, -y---J(y(x) U c)) - 1
cnewinx

max 5(x, 7-1(7(x)) n Bc')
c new in x

= max min 6(x, y)
x Ye7-1(7(x))11Bc'

= the maximum number of calls that must be re-
routed in order to put up a call c new in x.

We also set
w(m, n, r) = max cox(m, n, r).

xeS

In this last definition, it is assumed that S is the set of states determined
by the parameters m, n, r in Fig. 1.

In the notation introduced above, the Slepian-Duguid Theorem guar-
antees that for m > n and c new in x

71(7(x) U c) 0,

7-1(7(x)) n 0,

and Paull's Theorem may be cast as stating that

co(n, n, n) = n - 1.

VI. THE NUMBER OF CALLS THAT MUST BE MOVED: NEW RESULTS

We now present some new methods for studying the number of calls
that must be moved; these yield extensions of results of D. Slepian4 and
M. C. Pau11.5
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Theorem 3: 40(2, 2, r) S 2r - 2.
Proof: Suppose that a blocked new call between input switch /1 , and

output switch 01 is to be put in when the network is in a state x. Con-

sider any sequence c1 , , ck of existing calls of x with the properties
i. Either c1 is on II , c1 and c2 are the same outlet switch, ,

ci and ci+1 are on the same outlet switch, i odd, i < k
ci and ci+1 are on the same inlet switch, i even, i < k,

or c1 is on 01j c1 and c2 are on the same inlet switch, ,

ci and ci+1 are on the same inlet switch, i odd, i <
ci and ci+1 are on the same outlet switch, i even, i < k.

ck is the only call on some outer switch. Since neither II nor 01 is
full, the largest k for which such a sequence exists is 2r - 2. The reader
can verify that a possible strategy for rearranging existing calls of x so
as to put in an /1-01 call is to take each call of the sequence c1 , , ck

and reverse its route, i.e., make it go through the other middle switch
than the one it presently uses. Thus for all x

v=(2, 2, r) < 2 - 2.

Let x be a state of N(m, n, r), and let M be a particular middle switch.
A canonical reduction of x with respect to M will consist of

i. removing M,
ii. on each outer switch that has a call routed via M, removing the

link, crosspoints, and terminals associated with that call,
iii. on each outer switch that has an idle link to M, removing the

link, the crosspoints associated therewith, and one arbitrarily chosen idle

terminal.
It is easily seen that a canonical reduction of a state x of N(m, n, r)

leads to a state of N(m - 1, n - 1, r).
Theorem 4: c(n, n, r) < 2r - 2.
Proof: By Theorem 3, the result holds for n = 2, so assume it for a

given value of n - 1 > 2, and try to rearrange a given state x of

N(n, n, r) so as to put in a new blocked call from /1 to 01 .
Case 1: There is a middle switch M with both an II and an 01 call on it.

Perform a canonical reduction of the state x with respect to M. This
yields a state of N(n - 1, n - 1, r), for which the result holds.

Case 2: No middle switch has both an /1 and an 01 call on it. Since the
call to be put in is blocked, it must be true that

# (idle links out of 10 # (idle links out of 00 = n
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and hence

max { # (idle out of /1), # (idle out of 01) > 1.

Suppose that # (idle out of II) > 1. There is a middle switch M with an
idle link to II , and a busy link to 01 . Perform a canonical reduction of
x with respect to M, yielding a state of N(n - 1, n - 1, r) in which
each of II , 01 still has an idle terminal.

A refinement of this method suggested by M. C. Paull will halve the
last two bounds. We prove

Theorem 5: co(2, 2, r) < r - 1. (r ?= 2)
Proof: The result is true for r = 2, since in that case the network has

only one blocking state (see Fig. 2), and both blocked calls can be un-
blocked by changing the route of one (= r - 1) existing call.

Let us assume as an hypothesis of induction that the theorem holds
for some value of r - 1 > 2, and in N(2, 2, r) attempt to put up a
blocked new call c between input switch I, and output switch 01. Since
c is new and blocked, there must be an idle and a busy link on both of
and 01 , and each of the busy links must pass through a different middle
switch. Let c1 be the call on /1 , and c2 be the call on 01 . We may suppose
without loss of generality that c1 is a call from /1 to 02 , while c2 is a call
from /2 to 01 .

Case 1: 12 has only one call on it, viz., c2 . Move c2 to the other middle
switch (see Fig. 3).

Case 2: 12 has two calls on it. Remove both c1 and c2 , so that Il and 01
become empty. Consider now the state x of the subnetwork of parameter
r - 1 obtained by removing II and 01 and reducing the dimension of the
two square middle switches by unity to r - 1. Each of /2 and 02 has at
least one idle terminal in x, since c1 and c2 were removed. Hence by the
hypothesis of induction the subnetwork can be rearranged so as to put in
a call from /2 to 02 while disturbing at most r - 2 existing calls. If the
12-02 path thus provided is via M1 then c1 and c2 can be replaced as in

Fig. 2 - Network with only one blocking state (r = 2).
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IN PUT

Fig. 3 -12 with one call, c2 .

OUTPUT
0

Fig. 4. This leaves a path for the new 11-01 call c via M2 , and shows that
it was never necessary to move c2 , and that hence at most r - 1 calls
were disturbed. If the 12-02 path provided by rearranging the subnetwork
is via M2 then c1 and c2 can be replaced as in Fig. 5. This leaves a path
for c via M1 , and shows that c1 did not really have to be moved, so that
at most r - 1 calls were disturbed.

Theorem 6: co(n, n, r) :5_ r - 1.
Proof: The result is true for n = 2. Assume that the theorem is true

for a given value of n - 1 > 2, and seek to rearrange a state x of
N(n, n, r) so as to put in a new call blocked in x between II, and 01. The
theorem follows by induction on n by distinguishing two cases as in
Theorem 4, and using a canonical reduction of x.

Theorem 7: For m - 1 > n,

o(m, n, r) < co(m - 1, n, r).

Proof: This is almost obvious. Remove any middle switch M of
N(m, n, r) and make all terminals on which there were calls routed via
M idle. This gives a state of N(m - 1, n, r); in this state the desired call

INPUT

Fig. 4 - Calls c1 and c2 over path via MI

OUTPUT
0
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M
INPUT OUTPUT

0

Fig. 5 - Calls c1 and c2 over path via M2 .

1491

can be put in by rearranging at most co(m - 1, n, r) existing calls. Now
replace M and the calls that were routed through it.

M. C. Paull' has conjectured that if r = n, then

so(m, n, n) < 2n - 1 - m.
This bound agrees with Theorem 2 if m = n, and with Clos' results on
nonblocking networks if m = 2n - 1. Paull has proved the result for
m = 2n - 2. However, no proof of the full conjecture has been found.
It is tempting to try the stronger conjecture that

s0(m, n, r) < 2n - 1 -m
for any m, n, and r. This can be disproved by the counterexample shown
in Fig. 6. There is no way of connecting Il to 05 without moving a call

INPUT

n 3
r=s

2n -1-m=1

OUTPUT
0

Fig. 6 - Network showing that I, and 05 cannot be connected without moving
a call on one of II , 06 .
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on one of /1 , 05 . However, all possible alternative routes for these calls
are pre-empted, so at least two calls must be moved.
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A High -Precision Direct -Reading Loss
and Phase Measuring Set for Carrier

Frequencies

By J. S. ELLIOTT

(Manuscript received December 28, 1961)

A set has been developed to measure the parameters of insertion loss and
phase shift of communication systems components. The design effort has
been directed toward achieving laboratory precision in measurement and at
the same time maintaining the ease of use and speed necessary for a large
volume of measurements. Accuracies of ±0.002 db, ±0.02 degree and ±1
cycle have been attained over the frequency range from 10 to 300 kc. The en-
tire frequency range is covered without band switching by the use of a hetero-
dyne signal oscillator which provides frequency accuracy by locking to a
frequency standard. The principle of phase detection is based on measure-
ment of the time interval corresponding to the displacement of sine wave zero
crossings caused by the unknown. This method has the advantage of good
accuracy inherent in the measurement of time by counting techniques and
also the ease of automatic readout of phase shift by translation from time
units. In measuring loss, use of a rapid sampling technique to compare the
unknown with a standard eliminates errors caused by circuit drifts.

The ever increasing complexity of communication systems and the de-
mand for high -quality transmission have emphasized the need for close
control of system components such as filters, equalizers, and repeaters.
Precise instrumentation to measure the parameters of loss and phase
shift must be provided for use in both the development and production
areas of these components.

In the case of broadband carrier systems this need was met by develop-
ment of a 3.6 mc phase measuring set.' Later, the set was modified to
provide increases in maximum frequency from 3.6 to 20 mc, loss measure-
ment accuracy from ±0.05 to ±0.02 db and phase measurement ac-
curacy from ±0.25 to degree.

The need for instrumentation to control components in the case of
1493
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high-speed data systems has been met by the recent development of a
10 to 300 kc phase measuring set. This set will automatically measure
and read out insertion phase shift to an accuracy of 0.02 degree and will
measure insertion loss to an accuracy of 0.002 db.

The performance specifications of the new set are more completely
stated as follows:

Frequency: 10 to 300 kilocycles; maximum accuracy ± 1 cycle
Generator and network termination impedance: 75 ohms unbalanced
Test signal level: +6 dbm
Insertion loss range: 0 to 100 db, maximum accuracy ±0.002 db
Insertion phase shift range: 0 to 360°, maximum accuracy ±0.02°
The quantities measured are defined in Fig. 1. Conforming to these

definitions, the measuring system compares phase and amplitude of the
outputs of two transmission channels energized from the measurement
frequency source, one of which serves as a standard channel while the
other contains the apparatus under test. This is illustrated in the block
diagram of Fig. 2.

The measuring circuit uses the heterodyne principle,' which provides
the high degree of frequency discrimination required for precision meas-
urements and the ease of operation by self -tuning. Heterodyning also
translates the phase of the unknown from the variable frequency to a
constant low intermediate frequency at which phase shift can be ac-
curately detected. The principle of phase detection is based on measure-
ment of the time interval corresponding to the displacement of a sine -
wave zero crossing caused by the unknown, as discussed in more detail
in Section IV. This method has the advantage of good accuracy inherent
in the measurement of time by counting techniques and also the ease of
automatic readout of phase shift by translation from time units.

Z1

(a)

Z1

E IN (a) IS IDENTICAL TO E IN (b)

E,
INSERTION LOSS (DB) = 20 LOG

INSERTION PHASE SHIFT = LE2 - LEI

(b)

Fig. 1 - Definition of quantities measured.



LOSS AND PHASE MEASURING SET 149,5

INSERTION LOSS : S ADJUSTED FOR E3 = E2
THEREFORE X = S (DB)

INSERTION PHASE SHIFT OF S =
THEREFORE LE3 = LE, (FIG. I)

INSERTION PHASE SHIFT OF X = ZE2-LE3

Fig. 2- Basic block diagram.

Alternate connection of the loss detection circuit to the standard and
test channels2. a is made at a relatively rapid rate by the use of mercury
relays driven at 13 cycles per second. This fast switching method results
in minimizing errors caused by magnitude instabilities in the measure-
ment signal source which are prohibitive in manual switching methods.
In phase measurements, where magnitude changes are less critical, the
alternate connection of the phase detection circuit to the two channels
is made at a slower rate to allow for an accurate measure of time. The
overall circuit is illustrated in two sections by the block diagrams of
Figs. 3 and 4.

For loss measurements a single master switch sets up the connection
of Fig. 3 and the timed driving voltages for the switches. The signal at
frequency F is applied through both the standard and unknown channels
of the comparison unit, whose outputs are connected alternately to the
input of a wideband amplifier. Approximately equal detection sensitivity
for various values of loss of an unknown is attained automatically by
ganging the amplifier gain controls to the standard attenuator control
switches so that the level of the signals supplied to the detector is main-
tained constant to within 1 db. The loss detector then compares the
magnitudes of the two signals and indicates their inequality on its meter.
When the attenuator is adjusted for zero meter reading, the loss of the
unknown is read directly from the attenuator dials. Details of the loss de-
tection system are given in Section III.

For phase measurements, the master switch automatically connects
the constant phase attenuator in place of the loss attenuator, connects
the output signals of the two channels to the phase detector in place of
the loss detector, as shown in Fig. 4, and changes the timing of the circuit
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relays. The difference in phase of the two signals is now detected and
indicated on an in -line readout. The constant phase attenuator is com-
pensated so that at any setting it introduces phase shift in the standard
arm exactly equal to the phase shift in the unknown arm for "zero" set-
ting, i.e., with a patch cord inserted in place of the unknown. The indi-
cated phase is thereby the phase shift due to insertion of the unknown.
Ganging of the constant phase attenuator to the loss attenuator auto-
matically maintains the magnitude equality of the loss measurement and
thereby eliminates possible errors in phase detection due to unequal
signal magnitudes. The details of the phase -detection system are also
described below.

I. MEASURING SET DESIGN

The component chassis of the set are mounted in a console assembly
of three relay rack cabinets as shown in Fig. 5. Particular emphasis has
been placed on the arrangement of the chassis in the cabinets so that the
controls of oscillators Fl and F4 and of the comparison units, which are
the ones that are operated in the normal measurement procedure, are
within easy reach of a seated operator. The loss balance, phase, and level
indicators are also located for ease of viewing. Accessibility to chassis
maintenance test points and to components for replacement is provided
by mounting the most critical chassis on sliding and tilting chassis tracks.
Access to rigidly mounted chassis is permitted through rear cabinet
doors and in some instances through hinged front chassis covers.

The function of the individual units in relation to the overall circuit
and some of the significant design considerations are discussed under the
following headings:

II. STANDARD CONTROLLED HETERODYNE OSCILLATOR (SCHO)

III. LOSS DETECTOR
IV. PHASE DETECTOR
V. REVERSIBLE TIMER

VI. COMPARISON UNIT

II. STANDARD CONTROLLED HETERODYNE OSCILLATOR (SCHO)

The SCHO is the most complex part of the measuring set and includes

seven separate units. Six units occupy the complete upper part of the
left-hand bay and one unit is at the top of the central bay as shown in
Fig. 5



S
T

A
N

D
A

R
D

C
O

N
T

R
O

LL
E

D
H

E
T

E
R

O
D

Y
N

E
O

S
C

IL
LA

T
O

R
(F

IG
.6

)

O
S

C
IL

LA
T

O
R

F
6

M
O

D
 A

M
P

N
O

.1

M
O

D
 A

M
P

N
O

.2

A
F

C
C

O
N

T
R

O
L

A
N

D
 F

2

O
S

C
IL

LA
T

O
R

S
F

I,F
3 

&

O
S

C
IL

LA
T

O
R

F
4

P
O

W
E

R
S

U
P

P
LI

E
S

_
A

N
D

M
E

T
E

R
IN

G

LO
S

S
 B

A
LA

N
C

E
 A

N
D

P
H

A
S

E
 IN

D
IC

A
T

O
R

S

A
F

C
LO

S
S

M
O

N
IT

O
R

D
E

T
E

C
T

O
R

P
O

W
E

R
 C

O
N

T
R

O
L

A
N

D
 D

IS
T

R
IB

U
T

IO
N

P
O

W
E

R
S

U
P

P
LI

E
S

Fi
g.

 5
 -

 T
lie

 a
ss

em
bl

ed
 lo

ss
 a

nd
 p

ha
se

 m
ea

su
ri

ng
 s

et
.

M
A

IN
 P

O
W

E
R

C
O

N
T

R
O

L

P
H

A
S

E
D

E
T

E
C

T
O

R

LE
V

E
L

IN
D

IC
A

T
O

R

C
O

M
P

A
R

IS
O

N
 U

N
IT

S
(F

IG
S

 .9
 &

10
)

R
E

V
E

R
S

IB
LE

 T
IM

E
R

U
N

K
N

O
W

N
 U

N
D

E
R

T
E

S
T

D
IG

IT
A

L
T

R
A

N
S

LA
T

O
R

R
E

LA
Y

 T
IM

IN
G

D
R

IV
E

R



1500 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1962

It is found convenient to treat the discussion of the SCHO under the

following sub -headings:

2.1 General Description and Requirements of the SCHO
2.2 Functions of Automatic Frequency Control (AFC) Loops
2.3 Design Considerations of AFC Loops

2.1 General Description and Requirements of the SCHO

The need to accurately measure the characteristics of networks having
steep transmission and phase slopes prescribes stringent frequency ac-
curacy requirements on the oscillator. To obtain an accuracy of ±0.002
db in the presence of a 2 db per kilocycle slope, a frequency accuracy of

±1 cps must be maintained. To apply the heterodyne principle, the os-
cillator must provide dual output frequencies: the test frequency and a
slave or offset frequency equal to the test frequency minus a constant (A).

The design of the oscillator for this set is based on the principles of a
high frequency standard controlled heterodyne oscillator (SCHO) .4

While the SCHO is a complex structure, the setting of the test signal to
any desired frequency in the range of 10 to 300 kc accurate to ±1 cycle
is a simple process. The film scale is rotated to the 1 kc mark below the
desired frequency and the dials of the four decades of the interpolation
oscillator are set to the remaining digits of the desired frequency.

Essentially the oscillator employs local oscillators that can be set to
produce the desired test and offset frequencies. These are then auto-
matically and continuously maintained to the desired precision by ref-
erence to three standard frequency sources, two internal and one external,
as shown in Fig. 6. The output frequencies, F and F - A, are generated by
a variable oscillator, Fl, and .two controlled oscillators, F3 and F5. F
is the beat between Fl and F3 while F - A is the beat between Fl and F5.
These beats are produced in modulator amplifiers 1 and 2 respectively.

As explained below in more detail, the frequency of F is controlled to
a multiple of the external 1 kc standard through an intermediate con-
trolled oscillator, F2. The frequency of F is then shifted to the required
exact frequency by a variable interpolation oscillator, F4. Finally, the
offset frequency is produced by fixed oscillators, F6 or F6', of the ap-
propriate A frequency which control the frequency difference between
F3 and F5.

Fl is a stable tuned -grid oscillator' with a film scale 100 inches in
length calibrated in terms of F at every 10 kc and further subdivided

every 1 kc.
F2, F3 and F5 are tuned -grid reactance tube' controlled oscillators.
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F4 is a precision RC decade oscillator.
Oscillator F6 is a tuning fork oscillator, while F6' is a crystal type. The

need for the use of the two offset or A frequencies is discussed in Sections
III and IV.

2.2 Functions of Automatic Frequency Control (AFC) Loops

The discrete control loop I provides voltage to control the frequency
of oscillator F2 by using the 1 kc standard as a reference. F2 is controlled
so that the difference F2 - Fl is an exact multiple of 1 kc. As Fl is set
to within ±200 cps of any 1 kc multiple, as indicated by its calibrated
film scale, F2 is shifted in frequency and phase locked to Fl by loop I
as required.

The interpolation control loop II provides voltage to control the fre-
quency of oscillator F3 by using the interpolation oscillator F4 as a ref-
erence. F3 is controlled so that the difference (F3 - 1) is the chosen 1
kc multiple plus an amount 0 to 1 kc determined by the dial settings of
oscillator 1F'4.

The offset control loop III provides voltage to control the frequency
of oscillator F5 by using oscillator F6 or F6' as a reference. F5 is con-
trolled so that the difference F3 - F5 is equal to the frequency, A, of
the chosen reference oscillators: F6 = 277.78 cps or F6' = 2500 cps.
Since the offset output is F5 - Fl, it is equal to (F3 - A) - (F3 - F)
or F - A.

2.3 Design Considerations of AFC Loops

Modulation requirements of the SCHO oscillator are severe for both
loss and phase measurements. For loss measurement errors not to exceed
0.001 db, amplitude modulation must be held to -80 db. Frequency
modulation due to the operation of loop III introduces errors in phase
measurement in a more complex manner. Addition of sideband frequen-
cies to the F and F - 277.78 cycle signals fed to the modulators of the
phase detector (block diagram in Fig. 7) will introduce a spurious 277.78
cycle signal in the modulator outputs. This spurious signal produces
error by shifting the zero crossings, the error reaching a maximum for a
90° phase shift of the spurious component. To meet the circuit objective
of 0.01 degree, the level of this interference must be 75 db down.

One source of this interference may be by frequency modulation of F5
of Fig. 6 due to insufficient filtering in loop III. This would allow trans-
mission of frequencies A (277.78 cps) and 20 (555.56 cps) from the phase
detector of loop III, Fig. 6, to the grid of the reactance tube that controls
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oscillator F5. The maximum amplitude of this modulating voltage (v,,,)
must be less than 40 microvolts as shown in the Appendix. This low value
prescribes complete, high quality shielding between the components of
the frequency control circuitry of loop III and adequate filtering in the
loop without introducing excessive delay.

From the description of loop functions, it will be seen that F5 must
change in frequency by at least 1.5 kc, since it must compensate for fre-
quency drifts of the order of 0.5 kc in Fl, F2 and F3, as well as cover the
1 kc range of F4. In addition to this wide control range, the offset loop
III must maintain the phase difference between the test and offset sig-
nals to within 0.01 degree during the phase measurement time interval
to meet the objective of circuit accuracy.

The loop includes both frequency discriminating and phase detecting
circuits and the reactance tube control of F5. The desired control was
attained by careful design of the following factors: (a) the Q and thereby
the frequency slope of the discriminator is made as high as possible with
readily available components; (b) the reactance tube is operated at the
point in its characteristic which produces maximum change in its output
capacitance with a minimum change in grid voltage supplied by the
phase detector; and (c) added gain is kept at a minimum to prevent loop
sing but still sufficient to maintain control.

III. LOSS DETECTOR

The loss detector circuit is illustrated by the block diagram in Fig. 3.
The detector is a self -tuned null balance type which produces an output
proportional to the difference in loss of the standard and unknown
branches of the comparison unit in Fig. 3 with an unbalance sensitivity
of 0.001 db. The operation of the detector circuit will be described first
and then the factors governing the choice of constants will be considered.

3.1 Detector Operation

The envelope of the test signal varies rectangularly in level (a of Fig. 3)
as the comparison switch alternately connects the signal from the loss
attenuator and unknown branches of the comparison circuit to the loss
detector. The variable frequency signals are translated to a 2500 cps
fixed intermediate frequency (b of Fig. 3), amplified, and detected with
a parabolic detector. The output of the parabolic detector contains a
rectangular component (c of Fig. 3), corresponding to the rectangular
envelope of the carrier, and the much larger carrier component which is
minimized by filtering. The 2500 cps carrier component is about 80 db
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greater than the rectangular component produced by an 0.001 db in-
equality of the S and X signals.

Transients of variable magnitude are superimposed on the rectangular
signal (c of Fig. 3) when the comparison switch is closed. Therefore, for
true balance information, the output of the filter is sampled for a very
short interval (d of Fig. 3) near the end of the dwell time of the compari-
son switch on each side. The capacitor C8 in the sampling circuit now
contains a rectangular component2. 3 (e of Fig. 3) at the switching fre-
quency of 13 cycles. The amplitude of this component is proportional to
the amount of unbalance between the standard and unknown paths, and
the polarity with respect to the mean value is dependent on the sense of
unbalance. This signal is then amplified, (f of Fig. 3) rectified, and the
rectified voltage applied to a zero center dc meter. The meter deflection
is now proportional to the loss unbalance and its direction from mid -scale
indicates which of the two signals is the larger and thereby indicates
whether the loss of the standard must be increased or decreased to attain
balance of the signals. The balance indicator provides a relatively con-
stant deflection for the same loss unbalance in db, independent of the
absolute magnitude of loss, by maintaining the level of the input to the
detector relatively constant as discussed in Section VI.

3.2 Detector Constants and Design Considerations

The choice of intermediate frequency, bandwidth, switching frequency
and measurement period is based on the following considerations. The
demodulator is a square -law rectifier detector followed by a low pass
filter which must (1) transmit a rectangular envelope component, (2)
provide a high attenuation to the intermediate frequency, and (3) have
a rapidly decaying transient response.

The filter design problem becomes quite difficult for low values of in-
termediate frequency, so that a high frequency is desirable. However, if
a high frequency is chosen, its low order harmonics may fall within the
measurement band of 10 to 300 kc. It is difficult to provide sufficient iso-
lation to prevent pickup of these harmonics from the IF amplifiers of
the tuner through parasitic paths, such as power supplies or common
grounds, back to the wide band amplifiers of the comparison unit or to
units of the SCHO. Such pickup would result in measurement errors
since wanted and parasitic signals could add in one position of the switch
S1A of the comparison unit and subtract in the other position. An inter-
mediate frequency of 2.5 kc was selected as a compromise value. Since
only fourth and higher harmonics of 2.5 kc are in the measurement band,
sufficient filtering to remove interference is less difficult.
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The choice of bandwidth of the intermediate frequency is a compromise
between (1) a narrow bandwidth for a high degree of frequency dis-
crimination and thereby a high signal-to-noise ratio for good circuit
accuracy and (2) a wide bandwidth to allow a fast decay of switching
transients and thereby minimize their effect on circuit accuracy. To limit
measurement noise below 0.001 db, a signal-to-noise ratio of 80 db is
required. Bandwidth was fixed at 600 cps, which resulted in an 86 db
ratio at point b of Figure 3 and a decay time of approximately 20
seconds.

The choice of switching rate of 13 cps is a compromise between (1)
fast speed to minimize level changes of the signal source during compari-
son of the two paths and (2) slow speed to allow ample time for transient
decay and to relax the accuracy requirement of the sampling timing in
relation to the comparison time. In addition, the 13 cps rate was chosen
to minimize the effect of pickup that could occur at a submultiple of the
60 cps power frequency.

IV. PHASE DETECTOR

It is convenient to divide the discussion of the phase detector into four
categories: (a) General description of the principle of phase detection by
measurement of time intervals, (b) Operation of the phase detector, (c)
Timing of circuit measuring periods, (d) Design considerations and
choice of constants.

4.1 General Description

As stated in the introduction, the choice of phase detection by the
measurement of the time interval corresponding to the displacement of
a sine wave zero crossing was based on the inherent accuracy of time
measurement and the ease of automatic readout of phase by translation
from time units. The circuit of the detector is illustrated by the block
schematic of Fig. 7. The detector measures the phase difference between
the test and reference signals of Fig. 4.

The problem of phase measurement over a wide frequency range (see
Fig. 7) is simplified to the measurement at a fixed frequency by the
preservation of phase in a modulation process. The considerations in the
choice of 277.78 cps as the fixed frequency and the choice of a 1 mega-
cycle counting rate will be discussed later.

The time interval, beginning with the negative -going zero crossing of
the reference signal and ending with the corresponding negative -going
zero crossing of the test signal, is proportional to the phase difference
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between those two channels. Since the time for 360 degree difference
equals 1/277.78 second, then 1 microsecond = 0.1 degree and, at a 1
megacyle counting rate, 1 count = 0.1 degree.

Circuit zero errors, due to frequency -variable phase difference between
the unknown and reference paths of Fig. 4, are eliminated by the switch-
ing of S1 of Fig. 4. The circuit compares the phases of the unknown and
reference paths and then compares the phases of the attenuator and ref-
erence paths. Since the reference path is common to both comparisons,
the resulting measurement is the difference in phase between the un-
known and attenuator paths.

4.2 Description of Detector Operation

As discussed above, the detector must measure the time interval be-
tween negative -going zero crossings of two sine waves. The time of the
zero crossings is established by the generation of corresponding sharp
pulses at the instant of zero crossing and the time interval between pulses
is measured by a reversible timer which is described in Section V.

The IF sine wave of each channel (a of Fig. 7) is clipped and amplified
by three limiters in cascade which convert the signal to a fast -rise square
wave (b of Fig. 7). The shock -excited triode oscillator is driven to cutoff
by the fast negative -going square wave. Oscillations are produced in the
tank circuit coil together with its distributed capacitance and a shunt
diode damps out all but the first half sine wave. The resultant output
pulses (c of Fig. 7) are 0.5 ps wide, 35 volts in magnitude and have a rise
time of 0.2 As. A relay in the ON pulse branch is controlled so that it
closes approximately 0.2 second after the X -S switch of the comparison
unit closes, thereby closing only after the switching transients have dis-
sipated.

4.3 Timing of Circuit Measuring Periods

The direct reading of phase measurement is accomplished by the fol-
lowing sequence of automatic switching as illustrated by the diagram of
Fig. 8:

1. The comparison switch S1A of Fig. 4 is switched to X and the timer
is switched to "add" by switch S1B. No pulses reach the timer since
relay RL1 of Fig. 7 is open.

2. An interval of 0.2 second is allowed for decay of transients intro-
duced by closing S1A.

3. Relay RL1 is closed allowing transmission of pulses to the timer.
4. The timer measures the total time interval of 100 ON -OFF pulses
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S1A, FIG.4
CLOSE TO X

0.926 SECONDS
TOTAL COUNTING TIME -11

S1A, FIG.4
CLOSE TO S

RLI, FIG.7 RL1, FIG.7 RL1, FIG. 7
CLOSE OPEN CLOSE

TIME FOR
TRANSIENT

DECAY
100 PAIRS OF
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0.14
SEC

TRANSLATOR
SETTING

DISPLAYED

Fig. 8 - Time diagram of phase measurement circuit operation.

from the detector output. The timer gate opens at the 100th OFF pulse
and the count is stored. The maximum time (and count) is 0.36 second
corresponding to 360 degrees as discussed above.

5. Relay RL1 is again opened.
6. The comparison switch S1A of Fig. 4 is switched to S and the timer

is switched to "subtract" by switch S1B.
7. An interval of 0.2 second is allowed for decay of transients.
8. Relay RL1 is closed.
9. The timer measures the total time interval of 100 ON -OFF pulses

and subtracts it from the count stored in 4. The timer gate opens at the
100th OFF pulse and the remaining count is stored.

10. After 0.14 second, a relay in a digital translator is closed and the
translator setting, corresponding to the stored count of the timer, is dis-
played by an in -line numerical indicator.

11. After an interval of 2 to 10 seconds, as desired, the entire procedure
from 1 to 10 is repeated.

4.4 Design Considerations and Choice of Constants

To attain 0.01 degree accuracy of phase measurement, the choice of
IF frequency (A) in the phase detector, counting rate, and the number of
periods measured becomes highly critical because these factors are closely
interrelated and also because they are subject to the performance of the
SCHO oscillator.

As previously discussed, minimizing errors due to FM modulation
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makes the design of the AFC loop III of the SCHO particularly difficult
when 4 is small. However, since phase is to be measured by conversion
to time, a large A requires a high counting frequency (or rate) FR . Prob-
lems of circuit phase "zero," as previously described in Section 4.2,
prescribe a reversible counter which is increasingly difficult to design for
higher rates. To obtain direct reading phase measurements in decades
from 0 to 360 degrees, FR must be 10" where n is an integer and 4 =
FR/360. Based on the above considerations, the selected constants were :
F. = 1.0 me and 4 = 277.78 cps from which 1.0 degree = 10 microsec-
onds. Measurement to 0.01 degree, under the ideal condition of no phase
drift or phase jitter during the measurement time, requires the measure-
ment of 10 periods. In practice there is some phase jitter, of the F -4
signal in relation to the F signal, produced by the high gain of the AFC
loop III of the SCHO which in turn is needed to control frequency over
the prescribed range. To compensate for this jitter, 100 periods are
measured and the last digit (0.001°) is not displayed. In effect, the dis-
played value of phase is an average of 100 counts for measurements of
phase.

The IF bandwidth of the detector must be as narrow as possible to
discrimination same time

be wide enough so that switching transients decay rapidly. The choice of
30 cps bandwidth proved adequate to achieve the aim of 0.01° phase
accuracy and permits transients to decay within 0.1 second to a suffi-
ciently low magnitude that accuracy is not affected. As previously de-
scribed, 0.2 second in the switching time was allowed for transient decay
which resulted in a total measurement time of 0.926 second. As previ-
ously stated, the phase lock of the SCHO is held to better than 0.01 de-
gree shift in this total measurement time.

If the phase shift being measured is less than the phase shift through
the constant phase attenuator, the reverse count will exceed the forward
count and the difference will be negative. For a negative number n,
however, the timer will indicate 1000.00-n: thus, -15.37° is indicated
as 1000.00 - 15.37° or 984.63°. To avoid the necessity for arithmetic
subtraction by the operator, the lead -lag switch (Fig. 7) has been pro-
vided. The switch reverses the S -X and reference pulse generator inputs
to allow the count to appear as a positive number. The operator need
only record the indicated count with a change of sign.

If, relative to the reference channel, the total phase shift, through
standard or unknown path and through modulators and pulse generators,
lies in the neighborhood of 0 or 360 degrees, the phase measuring circuit
cannot operate properly. The difficulty is caused by the inability of the
timer to respond to pulse pairs having a short time separation. In such
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a case the phase circuit will either refuse to cycle or will give highly
erratic results. Operation of the zero shift switch (Fig. 7) adds approxi-
mately 180 degrees in the reference path. Effectively, then, 180 degrees
is added to both S and X measurements and the difference angle is un-
changed.

As discussed in Section 2.3, sidebands of 277.78 cps on the signal ap-
plied to the phase detector may cause phase measurement error. Simi-
larly, pickup in the detector of 277.78 cps and crosstalk between the two
channels in the detector can produce phase error. The components of
each channel were mounted in separate shielded compartments and at
each point of entry of a power lead into a compartment heavy bypass
capacitors were installed. The lead -lag switch required complete shield-
ing including shields between each switch section, grounding of inter-
connecting wires in their alternate position and the use of shielded cables
between the switch and the circuit connecting points.

V. REVERSIBLE TIMER

A block diagram of the reversible timer is shown in Fig. 4. The timer'
measures the time difference between interval X, the time separation of
input pulse pairs when the unknown network is in the measurement cir-
cuit, and interval S, the corresponding interval when the phase attenua-
tor is in the circuit.

Input ON and OFF pulses, appearing on the separate input leads from
the phase detector (Fig. 7), are applied to an electronic switch whose
output is a rectangular pedestal voltage with leading and trailing edges
coincident with the leading edges of the ON and OFF pulses. The pedes-
tal voltage is applied to a gate which opens during the pedestal interval
and transmits 1 me voltage to a group of six tandem reversible decades.
Reversal of the direction of count is accomplished by the use of interstage
gates within the decade counting units actuated from the S -X switch
S1B of Fig. 4. An auxiliary ÷ 100 counter controls the electronic switch
so that exactly 100 time intervals are measured for each direction of
count.

The above six counting decades, measuring for 100 periods, provide a
count to 0.001 degree phase. As described in Section 4.4, this last decade
may jitter at random so that the output of only the first five decades are
translated to decimal form and transmitted to an in -line readout display.

VI. COMPARISON UNIT

The comparison unit is designed around the parallel comparison type
circuit shown in Figs. 3 and 4. The method of detecting the equality in
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Fig. 9 - Comparison unit, showing the ganged level control.

INTERLOCKING
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Fig. 10 - Comparison unit, showing ganging of the loss and constant phase
attenuators.
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magnitude and the difference in phase of the signals from the two paths
was discussed in Sections III and IV. The construction used to attain the
circuit objectives is shown in Figs. 9 and 10 and some of the special fea-
tures are described below.

A constant sensitivity of 0.001 db when measuring losses in the range
from 0 to 70 db prescribes a constant signal level to the loss detector.
This is achieved by the use of step switch gain controls in the wideband
amplifier, ganged by chain and sprocket to the attenuator switch shafts,
as shown in Fig. 9. As the unknown loss and, therefore, the attenuator
loss increases in steps of 1 db and 10 db, the gain of the amplifier is cor-
respondingly increased over a 70 db range, thereby maintaining the level
to the detector constant within 1 db.

Measurement of 40 db loss to a sensitivity of 0.001 db corresponds to
0.44 microvolt difference of the signal input to the amplifier and pre-
scribes special precautions to minimize noise and pickup in the amplifier.
Power frequency pickup is minimized by operating all heaters on filtered
dc and by locating power supplies well away from areas sensitive to 60
cycle field. Microphonics are reduced by shock mounting both the mer-
cury relay S -X switch (S1 of Fig. 3) and the input preamplifier. Thorough
shielding and decoupling reduce high frequency crosstalk sufficiently to
attain the desired measurement accuracy.

To attain the circuit objectives, the standard attenuator must provide
insertion loss in the range of 2 to 122 db adjustable to within 0.001 db
for loss measurements and to within 0.1 db for phase measurements. The
insertion loss must meet accuracies to nominal of ±0.001 to 42 db;
±0.01 to 72 db and ±0.5 to 122 db at frequencies from 10 to 300 kc. In
addition, the insertion phase shift at any setting in the range of 2 to 42
db must be equal to the insertion phase shift at any other setting in that
range to within 0.01 degree at any frequency from 10 to 300 kc. The loss
accuracies are met with an attenuator embodying precisely adjusted,
stable wire -wound resistors; however, the phase shift of this type at-
tenuator varies with setting by as much as 0.5 degree. A second attenua-
tor is used embodying deposited carbon resistors in a semicoaxial struc-
ture. Adjustment of internal capacitor trimmers for each step attains the
required constant phase shift. The two attenuators are ganged, as shown
in Fig. 10, so that the equality in magnitude of the signals from the two
circuit arms attained in the loss measurement is held to within 0.1 db for
phase measurement and the signal level from either arm to the phase
detector is constant to within 1 db for loss of the unknown from 0 to
70 db.

Additional interlocking of the shafts of the 0 to 6 X 10 db and 0 to



LOSS AND PHASE MEASURING SET 1513

5 X 10 db switches (2 right-hand knobs in Fig. 10) is required to avoid
more complicated ganging to the amplifier gain controls. The interlock
prevents moving the right-hand knob until the second switch is in the
60 db position, thereby maintaining constant detector input level for
losses up to 70 db. Additional amplifier gain for the higher losses added
by the right-hand switch is not needed since sensitivity requirements are
comparably relaxed.

VII. ACCURACY OF MEASUREMENTS

7.1 Loss

The accuracy of loss measurements was verified by measuring a preci-
sion 75 ohm attenuator of 0.001 db accuracy. The accuracy of this check-
ing standard was established by first calibrating at dc by measurement
of voltage ratios with a precision potentiometer and then measuring the
loss change with frequency up to 20 mc using a circuit capable of 0.01 db
accuracy. Since for any value up to 40 db the loss change was less than
0.1 db from dc to 20 mc and was linear within the measurement accuracy,
by interpolation the loss change of the checking standard should be less
than 0.001 db from dc to 200 kc. A typical set of measurements of the
checking standard using the 300 kc set is given in Table I.

As shown by the table, the design objectives were met for the measure-
ment set of 0 to 40 db ±0.002 and 40 to 60 db ±0.02.

7.2 Phase

The accuracy of phase measurements was verified by comparing phase
shift of coaxial cable as measured on the set with values computed from
impedance measurements made on a precision bridge.

Western Electric 724 coaxial cable was found to have the necessary

TABLE

Attenuator
Setting (db)

Measured Loss (db) at

10 kc 35 kc 105 kc 200 kc 300 kc

14 14.001 14.000 14.000 13.999 13.999
24 23.998 23.998 23.998 23.998 23.998
34 34.000 33.999 33.998 33.998 33.998
44 43.999 43.999 43.998 43.997 43.997
54 54.001 54.001 54.000 53.998 53.996
64 64.002 64.001 63.999 63.993 63.991
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time and temperature stability. Open circuit and short circuit impedances
were measured on a 1200 foot length of cable. From the bridge measure-
ments input and output image impedances were computed using:

Z. = .

Image impedance rather than characteristic or iterative impedance
was used since the cable is not exactly symmetrical.

Insertion loss and phase shift between image impedance terminations
were computed as follows:

tanh 8 = -VZ., Zoe = U + jV

then the insertion loss is

a= tanh-1 [1 + U2 U2+ V2]

and the phase is

= 2 tanh-1
[ 2V

1 + U2 +

To avoid mismatch effects between cable and the measurement set,
L type matching pads were constructed for each calibration frequency.
The cable plus pads was measured and then the pads only with the cable
removed. The difference in measured values then was recorded as the
value of the cable.

A comparison of some measured and computed values is given in
Table II.

Some errors inherent in bridge measurement and in constructing im-
pedance matching pads may contribute as much as 0.01 degree of the
above 0.03 degree maximum differences. Allowing for this uncertainty,
the measurement accuracy of the circuit is considered to be ±0.02 degree
over the frequency range of 70 to 150 kc. Since bridge measurement ac-
curacies at frequencies above 150 kc do not provide sufficient accuracy
of calculated phase, further checks were made in the following manner.

TABLE II

Frequency (kc) Computed (Degrees) Measured (Degrees) Difference (Degrees)

70 58.94 58.91 -0.03
90 75.40 75.41 +0.01
120 99.92 99.91 -0.01

130 108.10 108.10 0.00

140 116.26 116.25 -0.01

150 124.30 124.33 +0.03
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Four lengths of cable totaling 897 feet were prepared with coaxial fit-
tings. Five impedance isolating pads were prepared each with coaxial
fittings such that the cables could be inserted directly between the pads
without additional fittings. Measurements of loss and phase were made
of the four cable sections in tandem isolated from each other and from
the set by pads and then only the pads in tandem were measured. The
difference then is the total loss and phase of the four cable sections.

Each individual cable section was measured when terminated with the
same pads that terminated the specific section when the tandem measure-
ment was made. Again the pads only were measured, the difference giving
the loss and phase of the individual sections.

Values of the measured sum compared to the calculated sum are given
in Table III.

The above differences are derived from the individual measurements
as outlined above and there is an uncertainty in each measurement of
0.001 db and 0.01 degree which may add in a random manner to 0.003 db
and 0.03 degree. Since the above calculated differences are no greater
than the random errors, the set capability for measuring a single value
is considered to be ±0.002 db and ±0.02 degree.

VIII. CONCLUSION

The design effort has been directed toward achieving laboratory pre-
cision in measurement and, at the same time, maintaining the ease of use
and speed necessary for a large volume of measurements. The entire
frequency range of the set described in this article is covered without
band switching by the use of a heterodyne signal oscillator which provides
good frequency accuracy by locking to a frequency standard. The need
for manual detector tuning is eliminated through the use of frequency
conversion employing a locked slave (or offset) frequency source to pro-
vide a constant detection frequency. The desired test frequency can be
set and read directly from the markings of a film scale type master os-
cillator and the dials of an interpolation oscillator. The insertion loss and

TABLE III

150 kc 300 kc

Loss Phase Loss Phase

Measured 0.872 79.46 1.179 156.67
Calculated 0.875 79.44 1.178 156.64

Difference. 0.003 c11) 0.02 deg. 0.001 db 0.03 deg.
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phase of an unknown may be read directly from the dials of an attenua-
tor and from an in -line digital readout, respectively, and since the system
zero is independent of test frequency, no circuit zero is required.
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APPENDIX

Limitations of Frequency Modulation in SCHO Oscillator

The introduction of errors in phase measurement by frequency modu-
lation of the F and F -A frequencies of Fig. 6 was discussed in Section 2.3.
The derivation of the limitation of the amplitude of a spurious modulat-
ing signal is as follows:

The output of a frequency -modulated oscillator of very low modula-
tion index (m1) contains only one pair of sidebands and is well known
(see Ref. 6 and similar texts) to be expressed as

e = Eo[Jo (6A:,) sin wt + Jlo) [sin (co p)t - sin (w - p)t]] (1)

where

Al = frequency deviation

= modulating frequency

J(Af = Bessel function of the first kind, order n.

AlfmFor - near zero (1) reduces to
fin

e = E0 (sin wt + g [sin (w p)t - sin (co - p)t)

The maximum phase modulation is then:

= Wm/A/



but
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= kvm

where

k = reactance tube oscillator sensitivity in cps per volt

= 2.3 X 103 cps/volt for F5 (Fig. 6)

vn. = amplitude of modulating voltage

thus

-A
fni

lk
1.2 X 103v..

For a phase error of 0.01 degree, 0 = 0.01 X (r/180) radians. Hence,
the ratio of carrier to sideband amplitude must be greater than

1 = 5.7 X 103 or 75 db

and for fm = 278 cps, the maximum allowable modulating voltage is

278
vm - - 40 microvolts.

1.2 X 103 X 5.7 X 103
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Thermoelastic Stresses in Balanced
and Unbalanced Seals
By T. D. RINEY and J. W. ELEK

(Manuscript received April 28, 1961)

This paper presents the results of a two-part analytical study of the
stresses produced when ceramic cylinders are butt sealed to metal washer
plates. Such stacked structures are of increasing importance in the fabrica-
tion of encapsulations for electron tubes and semiconductor devices.

Practical experience, rather than analysis, has shown the advantage of a
balanced seal and it is now in common usage in the electronic industry. In
some applications other requirements may prevent direct back-to-back balanc-
ing and the question arises as to how much the diameters of the opposing
seals may differ and still give the desired balanced effect. In Sections 3.1,
4.1, and 5.1 this question is considered and the concept of a balanced seal
is placed on a firmer basis. The results indicate that a small difference in
the radii is to be preferred.

The effect of the length of an intermediate cylinder on the stresses in a
three -cylinder stacked structure is considered in Sections 31, 41, and 51.

I. INTRODUCTION

In the electronic industry ceramic -to -metal seals are of increasing im-
portance in the fabrication of encapsulations for electron tubes and semi-
conductor devices. The most common method for sealing ceramics to
metals is to first "metallize" the ceramic by sintering onto it a thin coat-
ing of metallic powder; common brazing materials such as gold -copper
alloys, silver -copper alloys, etc. are then used to fasten the metallized
ceramic to the metal.

Temperatures in excess of 500°C are required for the brazing operation.
As the assembly cools from the set -point of the brazing material to room
temperature, thermoelastic stresses are induced in the bonded com-
ponents by the differences in their thermal contraction rates. These
stresses must be controlled if physical distortion and the resultant possi-
bility of bond failure or fracture of the metal or ceramic are to be avoided.

1519
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Their magnitude depends on the choice of metal, ceramic, and brazing
material as well as the applied heat treatment. If it is assumed that these
parameters are held fixed, the magnitude of the thermoelastic stresses
will still vary widely as a function of the structure geometry.

This paper presents the results of a two-part analytical study of the
stresses produced when ceramic cylinders are butt sealed to metal washer
plates. The problems considered are represented by the electron tube
envelope assembly depicted in Fig. 1. At position A the top ceramic
cylinder is used to balance the effect of the ceramic -metal seal on the
other side; it serves no other purpose. Practical experience, rather than
analysis, has shown the advantages of a balanced seal and it is now in
common usage in the industry. In some applications other requirements
may prevent direct back-to-back balancing (as at position C) and the
question arises as to how much the diameters of the opposing seals may
differ and still give the balanced effect. In the first part of the paper this
question is considered and the concept of a balanced seal is placed on a
firmer basis.

At position B the question arises as to the effect that the length of the
middle cylinder has on the stresses produced. This problem is treated

CERAMIC

I=SS3 METAL

Fig. 1 -A cross-sectional view of a representative ceramic -metal electron
tube envelope.
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in Sections 3.2, 4.2, and 5.2. A similar study of the effects of the inter-
mediate lengths in a graded cylindrical butt seal has been reported.' -1
Another related problem is a long pipe reinforced by rings and submitted
to the action of uniform internal pressure.5 The thread that holds to-
gether these problems and the problem considered in Sections 3.1, 4.1,
and 5.1 is that the stresses are produced by bonding together parts that
would ordinarily be discontinuous at the joints under the given condi-
tions. The continuity is produced by distributed forces and moments
acting on each component along the joint.

II. ASSUMPTIONS AND NOTATIONS

Discontinuity stresses are highly localized; they are attenuated rapidly
as the distance from the joint increases. Certain of the dimensions of the
structure may therefore be idealized as infinite in extent without signifi-
cantly affecting the stress distribution. The calculations are thereby
greatly simplified. The idealized configurations for the two parts of the
study are shown in Fig. 2.

The metal and ceramic bodies are imagined to be sealed together at a
temperature To , the temperature then lowered to room value, T. It
is assumed that no external restraining forces act on the structure dur-
ing the sealing and cooling. The distributed forces, Qi , and bending

(a) (b)

-A -

Fig. 2 - Cross-sectional view of the structures idealized to study: (a) the ef-
fects of a balanced seal; (b) the effect of varying 1.
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moments, Mi , required to maintain continuity at the joints of the
ceramic -metal seals arc depicted in the exploded diagrams of Fig. 3. The
positive direction for the deflections and displacements are also shown.

To evaluate the edge loadings it is expedient to refer to the literature
for the appropriate expressions for the deflections, displacements and
slopes. This will be done freely. The formulas are based on the membrane
theory of cylinders and plates, i.e., diameter to thickness ratio 5.

It is also assumed that the deflections are small enough that the radial
loads on the plates have negligible bending effects. In using these ex-
pressions the following notations will be employed:

ED - che' D - EPh3
Dc 12(1 - pc2) P 12(1 7,2)

4 Eche 4 Eche
= '32 =

4a2D, 4b2Dc

where E is the elastic modulus; v Poisson's ratio, and the subscripts c
and p indicate cylinder and plate, respectively.

Once the edge loadings have been calculated the results will then be
used to evaluate the stresses that they produce in the ceramic cylinders.
The notations used for the stresses are illustrated in Fig. 4. In calculating
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Q 412ZZ2223)Qo
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Fig. 3 - Exploded views showing the notations used for the moments and de-
flections.
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the stress values the literature on cylindrical shell theory uses the fol-
lowing standard notation:

= e-I3r(cos (3x sin fix) e = cos fix

11/ = e-13r(cos fix - sin flx) = sin fix
(2)

and

cosh 131 + cos (31
xi (01) -

sinh (31 sin
sinh 01 - sin 131

x2(01) - sinh 01 + sin /31

X3(31)
cosh (31 - cos (31
sinh 01 + sin (31

III. FORMULATION OF PROBLEMS

(3)

The problem considered in the first part of this and the following two
sections is essentially the effect of radial unbalance in butt seals. The
second is concerned with an axial unbalance resulting from the finite
length of the intermediate cylinder. At this point it seems desirable to
treat the problems separately.

3.1 Radial Unbalance

Static equilibrium at the joint r = b, Fig. 3(a), requires that

Q2 = Q1 + Q3 M2 = L111 - 111 3

TX z

Fig. 4 - Cylindrical element showing stress directions.

(4)
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and the quantities to be determined are reduced to six: Qo , 121 G i-M0 ,
Ml , M3 . These will be evaluated by using the boundary conditions that
at the juncture of the cylinders and plate the radial displacements are
the same and the plate remains perpendicular to the cylinders. The fol-
lowing six conditions are obtained:

(a) The radial displacement of cylinder # 1 and plate # 1 are equal
along the junction at r = a.

(b) The radial displacement of the two plates is the same at r = b.
(c) The radial displacement of cylinder # 2 and plate # 2 are equal

along the junction at r = b.
(d) Cylinder # 1 and plate #1 remain at right angles at their junc-

ture.
(e) The slope of the two plates is the same at r = b.
(f) Cylinder # 2 and plate # 2 remain at right angles at their junc-

ture.
The radial displacement of each part consists of a term due to the

temperature change and a term due to the constraint forces resulting
from the temperature change. Using the standard notations for displace-
ments as depicted in Fig. 3(a), the first three conditions may be ex-
pressed symbolically as follows:

- (wc1)1=0 aa,(T - To) = aap( - To)

(ui),=b bcx,(71 - To) = (u2)r-b bap (T - To) (5)

-(wc2).-0 + bay( - To) = (u2)r-b bap( T - T o)

From the sketches in Fig. 5(a) it may be seen that the last three condi-
tions yield the following relationships:

=
(C/Wc1 (dWp) -- (dWpi (dWp27a

d2 z=0

)
cid9'ybr=a di' r=b dr r=b

(dwc) dwp2- = dx x) = dr 7=b 

(6)

It is now required to express the deflections and their derivatives ap-
pearing in (5) and (6) in terms of the unknown quantities Qo , Q1 ,

, M3 . From Timoshenko (see Ref. 5, p. 393) it is found that

1 r.,
(Wc1)x=0 =

2
0 -I- WOJ Wc2/\ x3

21323 1 )
cis8 2111 3 + G1

13 D,3,
( dwc) 1

y31.--1--

(dw,2

dx x=o 2012 Del -2131111' Q°1 ds x=o 2022 De
[21321113

(7)
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Fig. 5 - Exaggerated picture of deflections produced by discontinuity forces
0 Till moments acting at joints.

The forces Qo and Q1 , acting on plate # 1 produce radial displacement
and normal loading given bye

Ar B 11= Ar -r Qpi = EpliP[1 - v 1 ± r21P 13

Here the constants A and B may be determined from the conditions
that Qpi attains the value Qo and Q1 at r = a and r = b respectively.
If this is done and the values are substituted into the above expression
for up1 , one finds

a
a2/b2) { 2Q1 - Qo[(1 - vp)a2/b2 + (1 + vp)1}

(8)

(u1) r=b Eph,(1 a2/b2) I Qi[ (1 - vp) + (1 + vp)a2/b21 - 2Qoa2/b2)-
If a --> b, b , Qo ----> Q2 , Q1 0, then the first of these gives

b(1 -I-vP) b(1 pp)
(u2) , --b = I I h, Q2 - L, (Q1 ± (23). (9)

The bending moments along the edges of plate § 1 produce slopes
(see Ref. 5, p. 63)
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( &DA a
dr 14(1 - a2/b2)

i L
Mo

r a2/b2 1 1

L1 + 1,, - pp l+ 1 -

dr r=b - a2/b2)

vp
'

a2/b2 a2/b2 -Mo3/ r 1 a2/b2
1 + vp 1 - Ppj L + y ' 1 - vp

If we let a b, b 00, Mo -4 M2 , 1111 0, then the first of these yields

(dwp) bM2 _ b

dr r-1, D, (1 - v) Dp (1 - vp)
((MI - . (11)

The required six equations relating Qo , , M3 may now be obtained
by substituting expressions (7) through (11) into conditions (5) and
(6). The resulting equations are simplified and only negligible error
introduced if one sets

Pp = = 3.

Then

DC =
3Echc3 D1) -

3EPhP'
1314 =

8
P 24 -

8

32 ' 32 ' 3a2 hc2 3b2 142

and the six equations reduce to

[1/8/3 R 2 + al Qo R Qi VP Mo _ 1

13111c2
+ 3hp 1 - a2/b2 A hp(1 -a2/b2)-I-A hc2 A

-c-!2- 99 + 9J + `2 (1 - a2/b2) 92 = 0
b2 A A 3 A

2 R Q1 I- 2 R -N/8/1 (23 1/8/3 M3
76 L3 IT; 13211c2 j 162 A

2 Qo r 4 3Rh: 2 a2/b21 Mo 9R11,3 - 0 (12)
al312 A Lai% 3 1 - a2/b2 j A - hp3(1 - a2/b2) A

a2 Mo Hi 2. 3/3=
0- - ( 1 - a 2/0)

b2 A A 3 A

1 Qa 3Rh,3 [ 2 3Rh, 31 311

/422 0 113 A b132 hp3
0 = 0.
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3.2 Axial Unbalance

Static equilibrium at the joint r = a, Fig. 3(b), requires that

Qi = Qo + Q2 M1 = MO - 1112 (13)

and only the quantities Qo , Q2 MO M2 remain to be determined. The
four conditions to be satisfied are:

(a) The radial displacement of cylinder #1 and the plate are equal
along the junction at r = a.

(b) The radial displacement of cylinder # 2 and the plate are equal
at r = a.

(c) Cylinder #1 and the plate remain at right angles along the junc-
tion.

(d) Cylinder # 2 and the plate remain at right angles along the junc-
tion.

If we use the notations as defined in Fig. 3(b) the symbolic form of
conditions (a) and (b) become

- (wci).0 (Lae( T - To) = (up)r, aap(T - To)

- (wc2).-o aa(T - To) - (up). + aap(T - To).
(14)

From the sketch shown in Fig. 5(b) we see that the conditions (c)
and (d) yield the relations

idtvci\ (dtv) (ChDeA (dtV1)
dx \ dr r=a dx b=0 \ dr (15)

The deflections and their derivatives may be written in terms of the
unknown quantities Qo , Q2 , Mo , M2 as follows (see Ref. 5, p. 403):

20A./a2
(wci).-o = - [GX1(,31) 010X2031 )1

CIIVC

(16)
(chvci\ 20

c2 1Q0X203/ 2/3M0X3 (MAdx Eh2ae

where the notations in (3) are used.
From equations (9) and (11) it is found that in the infinite plate the

following relations hold

a(1 pp)(u), -a = - EA,
(dw) a

dr r Dp(1 - pp)

a(1 v)- (Qo + Q2)E ph,

M1 - a (AI - M2).D(1 - vp)

(17)
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Finally, the cylinder distortions are given by (see Ref. 5, p. 393)

(wc2).=.0 = - 1203D, [8M2 + Q2]

(dW,2) 1

dx ,o 2132D,
[20M2 Q2].

(18)

The required four equations to determine the unknowns 0 Q2 /V- - 0

M2 may now be found by substituting expressions (16), (17) and (18)
into conditions (14) and (15). If we again set vp = vc = then

4 80 - 3a2hc2

and the four equations reduce to

at3[ 10 2R Q2
h7e- xi(01)

cp2R

J 3hp 142
x2(01) =

2

2R Q0
+

F2R Q2 V8/3
3h, A L3h, )3142 j A /42 A -2

/11
V8/3 hoc20/) +[2V8/3 hOx3(0/) + 8R he °,

- 8R h: 11/12 = 0
ii -733 76:

1 4 ± 6R h311/12 = 0.
La13 hp' j A83 h

A
2 Q2 - 6R Mo .

IV. SOLUTION OF PROBLEMS

(19)

Once the edge loadings are known, the unit stresses in the ceramic
cylinders may be calculated. Shell theory assumes that the normal
stresses, az and a, , vary linearly through the thickness of the shell from
a maximum value at one surface to a minimum value at the other sur-
face. The shearing stress, T = rxz , is assumed to vary across the thick-
ness of the shell according to a parabolic law with a maximum at the
center. The variation of these limiting values as a function of distance
from the joint is given by (see Ref. 5, pp. 45 and 88)
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( C r A= ± th , = ±11.e2 - -a x

( Ec
(crip)z-±i he = Pcax - Tt we z=± he

3 Qz
Tmax

2 14

(20)

where Qz , .11, and wcx are the force, moment, and deflection in the
cylinder at a distance x from the joint.

4.1 Radial Unbalance

Of interest here is the magnitude and distribution of the stresses pro-
duced in the cylinders as the radius of cylinder 2 is increased (Fig.
3a). The cylinders are infinitely long; the expressions for the required
quantities are (see Ref. 5, p. 393)

1
iMzi= - b3Mose(13ix) Q0';(0ix )1

loci = -20i3D, [P,MoIPOix) Qo9(13ix)]
(21)

Q.: = -2thMor(Pis) Qc#(9ix),

for i = 1, 2. Here x is the axial displacement from the cylinder -plate
joint.

4.2 Axial Unbalance

The effect that varying the length of the middle cylinder has on the
stresses in both cylinders # 1 and # 2 is of interest (see Fig. 3b). Cylin-
der § 1 is infinitely long and, corresponding to (21), the required ex-
pressions are

= -[0312c,(0x) + Q2 -(0x)1

1 (22)
we].

2433Dc
[13/1i20(fix) Q20(13x)]

Qx,= -2(3M2r(i3x) + (224,(ax).

Cylinder #2 is finite in length and the expressions for the required quan-
tities are
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2
M.2 = -

13
[A cos QE cosh fit - 0 sin BE sinh i E1

1
wc2 = - [A sin

D133
fit sinh fit + 0 cos fit cosh fit]

Qx2 = -2(A + 0) sin (3 cosh fit + 2(A - SZ) cos fit sinh fit

where t = x 1/2 is the axial displacement measured from the center
of the short cylinder and

Qo sin
0/0/ si

131nh - fiMo (sin 131- cosh + cos 81 sinh
all

A= sinh j31 + sin 0/

131 131 Ql
Qo cos 2

- cosh
2
- fl/lio cos(

2
sinh

2
Si sin

0/ Si)- cosh -
2 2

sinh ft/ + sin /3/

These results are obtained by superposing the solution for the case of
bending by uniformly distributed shearing forces Qo and the solution for
the case of bending by moments Mo distributed at the ends (see Ref. 5,
p. 403).

V. STRESS DISTRIBUTIONS AND MAGNITUDES

Calculations were carried out on an electronic computer to demon-

strate the effects of the two types of unbalance. It was decided to use
the value R = 2.1 for the ratio of elastic moduli corresponding to the
Diamonite ceramic cylinders and the Kovar plates employed in the
particular tube structure illustrated in Fig. 1. Here A is a positive quan-

tity since a,, > ac and To > T. The dimensions of the tube were also
chosen to correspond to this practical geometry and the plate thickness

was varied.

he = 0.04 in., a = 0.22 in., h,, = 0.01, 0.02, 0.04 in.

Of interest are the stress distributions in the cylinders, especially the
values attained at the seal junctions. These have been obtained for both
radial and axial unbalanced seals for the three plate thicknesses.

5.1 Radial Unbalance

The stresses in the two cylinders at the cylinder -plate junctions are
depicted in Fig. 6. The first graph shows the longitudinal stress at the
outer wall of each cylinder; an equal tensile stress occurs at the inner
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wall. The circumferential stresses are compressive all across the wall
thickness; the maximum numerical values are attained at the outer wall
and these are shown in the second graph of Fig. 6. The maximum shear
stress acting on the plane of the cylinder -plate junctions is shown in the
third graph.

It is seen that as the amount of the unbalance is increased, i.e., b is
increased, the junction stresses in the smaller cylinder all decrease. In the
larger cylinder the longitudinal stress at the junction decreases, but the
circumferential and shear stresses increase. This trend actually continues
until the radius of the larger cylinder is several times that of the smaller.

The variation of the stresses as a function of distance from the junc-
tion is shown in Fig. 7. It is of special interest to compare the results for
completely balanced seal, Fig. 7(a), with those of a completely unbal-
anced seal, Fig. 7(c).

5.2 Axial Unbalance

Figure 8 shows that as the amount of axial unbalance is decreased, i.e.,
1 is increased, the junction stresses in the long cylinder decrease and then
increase again to a limiting value. The stresses in the short cylinder are
practically the same as those in the long cylinder with the exception of
the shearing stresses. The shearing stress in the short cylinder increases
with decreasing unbalance to a limiting value. From the standpoint of
both cylinders the optimum length for the intermediate or short cylinder
appears to be about 0.125 in. The somewhat larger stresses correspond-
ing to the perfectly balanced configuration are attained for 1 greater than
approximately 0.3 in.

If 1 is allowed to tend to zero the configuration reduces to a perfectly
balanced seal with a plate of twice the original thickness. The stresses
for a given plate thickness at 1 = 0 must therefore equal the stresses
produced in a structure using plates of twice the thickness at very large
values of 1, say 1 = 0.4. Figure 8 shows this very well.

Figure 9 illustrates the variations in the stress distributions for several
lengths of the intermediate cylinder.

VI. DISCUSSION

Practical experience has shown the balanced seal to be stronger than
the completely unbalanced seal (i) under routine handling conditions,
and (ii) under thermal shock in subsequent welding operations. In the
former case the unbalanced seal is more susceptible to a failure of the
bond between the cylinder and plate; in the latter case the weakness is
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Fig. 7 - Stress distributions showing the effects of various conditions of radial
unbalance; (a) completely balanced, (b) slightly unbalanced, (c) completely un-
balanced seals.
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manifested by longitudinal cracks in the unbalanced ceramic cylinder.
It is of interest to interpret these facts in the light of the calculated
stresses presented above.

Since type (i) failures clearly cannot result from compressive circum-
ferential stresses and the longitudinal junction stress is essentially zero
for the unbalanced seal, Fig. 7(c), the culprit must be the shear stress
at the junction, i.e., the metallized interface fails in shear. Comparison
of Tmax for the two structures, Fig. 7(a) with Fig. 7(c), shows that indeed
its value is about 30 per cent greater for the unbalanced seal than for
the perfectly balanced seal.

Type (ii) failures occur when the metal plate is raised to a higher tem-
perature than the ceramic cylinder by uneven heating. This introduces
tensile circumferential stress in the cylinder which results in longitudinal
cracks if the temperature difference is great enough for the residual com-
pressive stress to be sufficiently exceeded. A first approximation to the
relative values of these transient stresses is obtained by merely reversing
the sign of A in the calculations presented. Comparison of Fig. 7(a) and
Fig. 7(c) then shows that a much larger circumferential tensile stress
would be expected in the unbalanced seal under such a thermal gradient.

If these explanations are valid it may be concluded from Fig. 6 that
the balancing cylinder (radius b) is even more effective for b > a. For,
the magnitudes of the shear and circumferential stresses in the smaller
(and more crucial) cylinder decrease as b is increased. The unbalance
cannot be made too great, however, as the corresponding stresses in the
larger cylinder increase.

In the case of axial unbalance it is clear (Fig. 8) that the intermediate
cylinder must have length 1 > 0.125 if the presence of seal at the opposite
end is to be negligible. If this inequality is satisfied the susceptibility to
failure of either type (i) or type (ii) is greatly reduced.
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The Tunnel Diode as a Linear
Network Element

By I. W. SANDBERG

(Manuscript received April 3, 1962)

Theorems are proved which completely characterize in an explicit manner
the class of immittance matrices realizable with lossless reciprocal elements
and a tunnel diode represented by the three -parameter "LC, -R" model.
Techniques are presented for the synthesis of any immittance matrix within
this class.

Considered first, from a scattering matrix viewpoint, are the so-called
degenerate cases in which the immittance matrices of the lossless network
do not exist. Throughout the remainder of the discussion it is assumed that
the lossless network possesses an immittance matrix. Necessary and suf-
ficient conditions, involving in a complicated manner the existence of a
certain strict Hurwitz polynomial, are derived for realization with a wide
class of terminations. A study of the existence of this polynomial for the
particular terminations of interest leads to explicit realizability conditions.

I. INTRODUCTION

The small signal "C , -R" model of the tunnel diode (Fig. 1) provides
a fairly good representation over a wide range of frequencies, and is

much simpler to use in a general study of network properties than the
"LC, -R" model (Fig. 2) which includes, in addition, the series in-
ductor. The simpler model has been used extensively by network theo-
rists.1-1°

The primary purpose of this paper is to define in an explicit manner
the class of n X n open -circuit impedance and short-circuit admittance
matrices that are realizable with lossless reciprocal elements and a
tunnel diode characterized by the "LC , - R" model. The results con-
stitute an extension of the theory presented in Ref. 10* for the "C , -
R" model. The main interest in this problem to date relates to the

* Although the present paper is self-contained, some familiarity with the earlier
work would be of assistance to the reader.
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0

C

-R

Fig. 1 - "C, -R" model of the tunnel diode.

special case n = 2. From a practical viewpoint our results anticipate
the development of approximation techniques that lead to the specifica-
tion of lossless-network tunnel -diode substructures which are to operate
between prescribed sources and loads. Indeed an objective of this paper
is to encourage research in this direction by presenting a complete solu-
tion to the realization problem.

The basic structure under consideration is shown in Fig. 3 in which
the (n 1) -port network is assumed to be a lossless reciprocal configura-
tion containing inductors, capacitors, and ideal transformers. While we
shall be particularly concerned with the case in which port (n 1) is
terminated with the "LC , - R" model of the tunnel diode, many of
the arguments to be presented are applicable to a much wider class of
terminations. The overall network is assumed to possess either a short-
circuit admittance matrix Y(s) or an open -circuit impedance matrix
Z (s) relating currents and voltages at the ports (1, 2, , n).

The realizability study is initiated in the following section where we
discuss the cases in which the immittance matrices of the lossless net-
work fail to exist. Throughout the remainder of the paper we consider
the realizability of Z(s) and assume that the (n 1) -port lossless
network possesses an open -circuit impedance matrix Z(s). This involves
no loss of generality, of course, since results for the short-circuit admit-
tance matrix Y(s) are identical with those for the open -circuit impedance
matrix with the termination replaced with its reciprocal. In Section III
necessary and sufficient conditions are presented, in terms of an unknown
strict Hurwitz polynomial, for the realization of Z(s) with a wide class
of terminations. The following sections utilize these results to obtain
explicit realizability conditions for the particular termination of interest.

C

-R

0

Fig. 2 - "LC, -R" model of the tunnel diode.
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Fig. 3 - Most general structure defining Z(s) and Y(s).

In an an interesting recent paper,'' Schoeffler considers a problem similar
to that discussed in Section III for the special case n = 1 under an
assumption equivalent to supposing that the unknown polynomial is
unity. In order to obtain explicit conditions, he further assumes that
both Z(s) and the termination are regular at infinity and that Z(s) has
no singularities on the entire jw-axis. Of course, for our purposes, these
assumptions cannot be made. Indeed, for the particular problem con-
sidered here, the most interesting realizability conditions arise from a
possible pole at infinity of the termination and from the influence of
the unknown strict Hurwitz polynomial.

II. REALIZABILITY CONDITIONS WHEN THE IMMITTANCE MATRIX OF THE

LOSSLESS NETWORK DOES NOT EXIST

The (n 1) -port lossless network in Fig. 3 invariably possesses a
symmetric regular para-unitary scattering matrixn which we shall denote
by §(s). However, the corresponding short-circuit admittance matrix
Y(s) exists if and only if* det[ln+i §(s)] does not vanish identically
in s. Similarly Z(s) exists if and only if det[ln+i - § (s)] does not vanish
identically in s. In this section the following theorem is proved which
completely characterizes Y or Z in the event that fc or Z fails to exist.

Theorem 1: Y [Z] in Fig. 3 exists with port (n 1) terminated with an
admittance y [impedance z] but Y [Z] does not exist, Y = yC Y' [Z =

* The identity matrix of order (n + 1) is denoted by 1,1 .
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zC Z'] where C is a nonnegative definite symmetric real matrix of con-
stants of rank not exceeding unity and Y' [r] is the short-circuit admit-
tance matrix [open -circuit impedance matrix] of a lossless reciprocal net-
work.

The proof is based on the following lemma which is adapted from a
result of Youla et al.12

Lemma 1: Let A(s) be a regular symmetric para-unitary scattering matrix
of order (n 1) such that the normal ranks of [1+1 A(s)] and [1n+1 -
S(s)] are r and r' respectively. Then there exist two orthogonal constant
matrices T and T' such that*

- 1n -1-1-r 0
g(s) T =

0 Sr

0
T" g(s) T' =

0 Sr, j

where Sr and Sr- are symmetric regular para-unitary scattering matrices
of orders r and r' respectively. Moreover det[lr Sr] and det[lr, - ge]
do not vanish identically in s.

Suppose now that Y(s) in Fig. 3 exists but that Y does not exist.
Then the normal rank of [1.7,14 §(s)] is r < (n 1). Equation (1)
can be interpreted as a realization of g(s) in terms of a (2n 2) -port
ideal transformer network, n 1 - r short-circuits, and a reactance
r -port possessing a short-circuit admittance matrix Yr = [ir + -
Sr], as shown in Fig. 4.

Since Eb = T'Ea , where Ebt = [ebi , eb2 , , eb(n+1)] and Eat =
[ea, , ea2 , , ea(7,+0], the number of independent linear relations among
the components of Ea is equal to the number of zero components of
Eb . However, since Y exists but Y does not exist, this number is equal
to unity (r = n), and the resulting single linear constraint is

n+1

E tjleaj = 0,
5=1

t(n+1)1 0 0

(1)

(2)

(3)

in which the t5, are the elements in the first column of T. As a conse-
quence, it is a simple matter to show that we may construct an (n
1) X n matrix of real constants A such that

Eb = Ata

Atib = L
* The superscript t denotes matrix transposition.

(4)
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/ Lal

eat

Lae

eat

La(n+i)

+ea(n-t-t)

IDEAL
TRANSFORMERS

TIb = Ia

Eb = TtEa

obi

ebi

Lb2

- n+1 -r

eb(n+i)

A

Fig. 4 - Realization of S(s) when the normal rank of [1.N+1+ g(s)] is r.

where

Ebt = [ea(n+1) eb2 eb3 , , eb(n+i)]

lb = Va(n-1-1) , 42 43 , 2b(n-1-1)]

tEa = [ea' ea2 , earl]

Li = [ial , ' , jani

But
ry 0 it,b

LO Yr

which, together with (4), yields

=
[Y ° At .

0 Yr

Thus,

Y =

[y 0
1A = 1313y ± Vir,D

0 Yr

= Cy 4- Y'

(5)

(6)

(7)
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where is the n -vector of elements in the first column of A' and D is
the matrix of elements in the last n rows and columns of A.

A very similar argument suffices to establish the result for the case
in which 2 fails to exist.

III. REALIZABILITY OF Z(s) WHEN 2 EXISTS

Throughout the remainder of the paper we consider specifically the
realizability of Z(8) under the assumption that 2(8) exists. As men-
tioned earlier, this is equivalent to assuming that '2 exists and that the
termination is replaced with its reciprocal in order to study the prop-
erties of Y (s).

We shall suppose that the impedance terminating port (n 1) is the
positive -real function z(s) = ab-1, where a and b are Hurwitz poly-
nomials. Of course the impedance of the LC , -R model is not a posi-
tive -real function. However, it is convenient to replace the negative
resistor with a positive one of equal magnitude so that we may state
that Z(s) is a positive -real matrix, with the understanding that Z(s) =
-Z( - s) where Z( s) is the impedance matrix of the n -port with the
resistor negative." Further, it is sufficient to assume that the LC , R
termination comprises an inductor of value a Henries in series with a
parallel combination of a unit resistor and unit capacitor, for any other
values can be accommodated by impedance and frequency scaling. Thus,
we shall be particularly interested in the results for z(s) = (as2
as + 1) (s , (a > 0). However in this section we shall merely
require that*

aebe - clobeze - (8)
be2 - be2 '

the even part of z, have no zeros on the finite jw-axis and that b(s) is a
strict Hurwitz polynomial.

It is well known that
1

= Z11 - Z12Z121
.622 Z

(9)

where the submatrices in (9) are defined by the following partition of
2(s):

2(s)

* Throughout the paper we shall denote by the subscripts o and e respectively
the odd and even parts of polynomials or matrices. Thus, for example, A, =
EA(s) + A(-s)], A, = EA(s) - A(-s)].

n 1

Zit Z12 n
= (10)

Z12t Z22 1
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The arguments to be presented center about a study of Z. , the even
part of the matrix Z. This matrix is given by

Z. = -2[z(s) z( -s)1Z12Z12t
[Z22 zl[Z22(1 z(-s)}

(11)

It is convenient to introduce the notation 7,22 = d -1n22 , Z12 = cr1N12
where d is an even polynomial, n22 is an odd polynomial and N12 is an
n -vector of odd polynomials, with the understanding that d, n22 , and
every element of N12 may have a common simple zero at the origin.*
In this way it is unnecessary to treat separately the cases in which d is
even or d is odd.

Accordingly,

Z. = - (cal, - a.b.)N12Ni2i

1
(12)

[bn22 acl][b(-s)n22(-s) a(-s)d(-s)]
Note that the assumptions regarding z, n22 , and d require that the poly-
nomial [bn22 + ad] be strictly Hurwitz except possibly for a simple
zero at the origin. Also, as one would expect,11 the zeros of [bn22 ad]
cannot coincide with any of those of (aebe - a.b.). This follows from
the fact that the existence of a nontrivial solution for a and b satisfying
bn22 ad = 0 and (act), - a b0) = Eab(- s) ba(- s)] = 0 at some
point s = sl requires that sl satisfy b(- si)n22(- sl) a(- si)d(-
31) = 0, which contradicts the fact that the zeros of bn22 + ad are re-
stricted to a half -plane.

It is convenient to state the following
Definition: The matrix Z, is said to be in standard form if and only if

Z. = - (a.b. - a.b.)UTJ, 1

v(s)v( -s)
where v(s) is a positive coefficient polynomial which is strictly Hurwitz
except possibly for a simple zero at the origin and II' , u2 , - , unj

is a row matrix of odd real polynomials with the property that there is no
factor n(s)n(- s) common to all the ui such that n2(s) divides v(s) where
n(s) is a strict Hurwitz polynomial. Further, v(s) and (aebe - a.b.) are
relatively prime.

In Section 3.1 the following result is proved.t

Theorem 2: Denote by z(s) the two -terminal positive -real impedance z(s) =
ab-1, with b a strict Hurwitz polynomial and ze having no zeros on the

* With this exception, n22 and d are assumed to be relatively prime.
f We shall use the notation lira [] = [-Le throughout.

8-3.00
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finite jw-axis. Then the rational positive -real open -circuit impedance matrix
Z(s) is realizable as shown in Fig. 3, with the understanding that the lossless
reciprocal network possesses an open -circuit impedance matrix 2(s), if
and only if Ze can be expressed in standard form and there exists a strict
Hurwitz polynomial n(s) defining

X = ±Un(s)n(- s), w = vn2(s)

such that

(i) (wea. - woae) (wobo - webe) -' is a reactance function, the de-
generate case in which (wobo - webe) = 0 not permitted.

(ii)
[X b°a° - baeI

exists, and
wcao - woae ce

1
a(we - wo)(iii)[- Z] - [Z, . is nonnegative definite when the

s co s(aow, - adv.)
reactance function in (i) has a pole at infinity.

Further, any Z(s) satisfying these conditions can be realized as shown in
Fig. 3 with Z(s) given by

2(s) =

xxt b(aobo - acba) (aobo - aebo)
(bowo - bcw,)w (bow. - bewe)

xt (aobo - aeb.) (acme - aewo)
(bow - /we) (bow. - bcwe)

3.1 Proof of Theorem 2

It is evident that a prescribed Z, can be expressed in standard form
if Z is realizable.* Suppose that Z and Z, in standard form are given
and consider the problem of determining d, n22 , N12 , and Z11 . In partic-
ular, let us consider identifying d, n22 , and N12 by equating the standard
form expression for Z, with the right-hand side of (12). A common
factor may have been cancelled in the expression for Ze and hence an
unknown factor must be reinserted before we can proceed. However, the
unknown factor must be of the form f2(s) = g(s)g(-s) where g(s) is a
strict Hurwitz polynomial. Therefore f (s) = n(s)n( -s) where n(s) is a
strict Hurwitz polynomial. It follows that the most general expression
for Z, of the form:

Z, = - (aebe - c/o/0XX' w(s)w( - s)
1

* The problem of factoring Ze into this form is discussed elsewhere.,,

(13)
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in which
1. w(s) is a positive coefficient polynomial which is strictly Hurwitz

except possibly for a simple zero at the origin, and
2. Xe is a row matrix of real odd polynomials

is expressible in terms of the standard form expression with

X = f Un(s)n(-s) (14)

w = vn2(s) (15)

where n(s) is an arbitrary real strict Hurwitz polynomial.
Thus if Z is realizable, X = N12 and w = bn22 + ad for some X and w

generated by (14) and (15) with n22 and d respectively odd and even
polynomials that are relatively prime, except possibly for a common
simple zero at the origin, such that n22d-1 is a reactance function. Equat-
ing the even and odd parts of w and bfi,22 + ad yields:

= (bow. - bewe) (b.a. -bea.)-1 (16)

. n22 = (aowe -aewo) boao beae)-1. (17)

Suppose now that 77.22a-' is a reactance function. Then the two func-
tions:

n22 -z
w(aobo - aebe)

d b(bowo - kwe)

and

(18)

d _1 w(aobe - ache)
z - (19)

1122 a(a.we - aewo)

are required to be positive -real. Since the even polynomial (chi). -ca..)
is either a constant or has zeros in the right -half plane, it is evident from
(18) and (19) that (16) and (17) are polynomials. Furthermore in
view of the positive -real property of (18) and (19) and the fact (16)
and (17) are respectively even and odd polynomials, it follows that the
zeros of (16) and (17) are restricted to the jw-axis and that these zeros
are simple, except possibly for a double zero of d at the origin which
can occur when v and hence w has a simple zero at the origin. With this
single permissible exception, it is also the case that (16) and (17) are
relatively prime, for the condition that there exists a nontrivial solution
for we and wo in

bowo = 0

-aewo aowe = 0
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is (cat, -aebe) = 0, which, by assumption, is not satisfied for pure
imaginary values of s. Thus, if ft,22d-1 is a reactance function,
w = bn,22 + ad with n22 = fi22 and d = d where, as required, n22 and d
are relatively prime polynomials except possibly for a common simple
zero at the origin.

Next consider the determination of the submatrices Z12 and Z11 . For
d = a given by (16),

Z = xcri = x (b°6° - becte)
(2o)

(bowo - kwe) 

Using (9), z(s) = ab-1, d = d, n22 = 77,22 , and (20), we find

b(a.b. - a.b.)Z = Z XX` (21)
(bow. - bewe)w 

By substituting Z = Z. + Ze in (21) with Z. given by (13), it is easy
to show that (21) is a matrix of odd functions, as it should be. Further-
more, since (bewe -bewe) = d(aebe -aebe), it is evident from (21) that
Z11 is regular in the entire finite strict left -half plane and consequently
has finite poles only on the jco-axis.

now the realizability of

xxt b(a.b. - aebe) (a.b. - aebe)
(bow. - ihwe)w (bowo - bewc) I

2(s) = (22)

L

xe (aebe - aebe) (a.w. - aewo)
(bwo - bew,) (bowo - bewe)

We require the following lemma."'

Lemma 2: The symmetric matrix of real constants

A,
A=

A121

A121

Anj'
A22 > 0

partitioned as in (10) is nonnegative definite if and only if All -
Al2AntA22-1 is nonnegative definite.

Let ti denote the residue matrix at a pole of 2(s) which arises from
a zero of (bow. - bewe) at say s = jwi , and let the residue matrix of Z at
that pole be Ki . Then,*

* When w = su = s[ue uo], where u is a strict Hurwitz polynomial, it is neces-
sary to replace w w0 and X respectively with u0 , ue and the n -vector of even
polynomials s -1X before this argument is applied to verify the nonnegative defi-
niteness of the matrix of residues associated with the pole at the origin.
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xxt b(a0b0 - O.) (a0b0 - aebe)
qw

(aobo - aebe) aowe - aewo
4 4 8=itai
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(23)

where q is the derivative of (bwo -bpwe) with respect to s. Since
(q)- (aowe-a,,wo) evaluated at s = jcoi is positive, It is nonnegative
definite if and only if

Ki '
(a0b0b - aobe)

XX
qw R -=.11,0y

(a0b0 - aebe)2 yyt 4(4)' ( a wao_w e __e o) s-i.

Ki xxt (a b0- aebe)a(bewe b0w0)1

w(aowe - aewo)

(24)

is nonnegative definite, a condition which is clearly satisfied since
(kw, - bowo) vanishes at s = jwi

Finally, we require that Z have at most a simple pole at infinity and
that It. = [(0)2]. be nonnegative definite. It is clearly necessary
that the limit

[Z22 1Z12] = [X
(ab - aebe) (25)
(aowe - aewo) .

exist. When [Z221Z12]. does exist with Z22 a reactance function, it fol-
lows from (9) that Z11 has at most a simple pole at infinity, since Z is
assumed to possess this property, and consequently that Z has at most
a simple pole at infinity.

Suppose now that Z22 has a pole at infinity. According to Lemma 2
and (22), K. is nonnegative definite if and only if the following matrix
of constants is nonnegative definite:

+ ri xx, b(a0b0 - aebe) Fi ((Lobo - aebe)

L8 (bwo - bewe)wl, Ls (b0w0 - bewe)

Pxi (a0b0 - aebe) F1 (adve -aew0)1-1
LS ( boWo beWe) oo s (b0w0 beWe) Joo

Some manipulation shows that (26) can be rewritten as simply

a(we - wo)K- [Z,
s(aowe - aewo)].

(26)

(27)
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If Z22 does not have a pole at infinity, ko, is nonnegative definite if
and only if Z12 does not have a pole at infinity and [(1/s)Z11],0 is non -
negative definite. The first of these requirements is contained in the
condition that (25) exist, while the second follows from the assumed
positive -real property of Z, for in this case R 1 /s)Zbe = [(1/s)Zil

This proves Theorem 2.

3.2 Remarks Concerning Theorem 2

Consider first the conditions under which the degenerate situation
(bawd -bewe) = 0 can arise. Assume that both bo and be do not vanish
identically in s. Note that a strict Hurwitz w cannot satisfy the equation,
for b is assumed to be strictly Hurwitz and hence if w is also strictly
Hurwitz bwe vanishes at the origin while bewe does not. The alternative
possibility is that w = su where u is a strict Hurwitz polynomial. In
this event we have ("Lebo -uobe) = 0 and therefore* u = b. This leads
to the following expression for Ze :

Ze = - (ctebe - aebe)XX` [s(b, + b)][1 s(be - b.)]

Since each element in the matrix Ze must approach zero at least
as fast as ze , which is obvious from ( II ), the degree of each polynomial
in the n -vector of odd polynomials X is at most unity. Thus X contains
no non-jw-axis factors that can be cancelled and consequently (bow. -
bewe) = 0 implies that 772 is a constant, say unity, and w = s(be + b.)
or, equivalently, (boo -beve) = 0. However given (bovo -beve) = 0, it is
not clear that a nonconstant choice of n2 could not render c/-17722 real-
izable as a reactance function. To resolve this question assume that w =
n2s(be +bo) and consider z r1n,22 which must be a positive -real func-
tion if a-'7122 is realizable. Some algebra yields

2

Z ii -11722 = Ze n (28)
2neno 

It is clear that (28) is not a positive real function for any choice of n
when be , bo 0 because of the right -half plane poles of ze . Thus,

Lemma 8: When be, bo 0, condition (i) can be replaced with the statement:
(wea. -wecte)(wob. -webe)-' is a reactance function and (bovo -beve) 0 0.

The discussion relating to the realization of Z when z = (s + 1)
shows that the assumption be , bo 0 0 is necessary.

* We are ignoring a trivial constant multiplicative factor.
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We wish to show now that condition (iii) is invariably satisfied when
z is regular at infinity. This occurs because the limit

cz
a(we - wo)

s(aowe - ctewo)].
(29)

vanishes when z is regular at infinity. To prove this it is sufficient to
consider the limit obtained by evaluating (29) with Ze replaced with
ze . Using w = bn22 + ad to compute we and w. , we find

[
5

a(we - tv.) -1z [ ae-ao-
1e -

S(aoWe - arWo) S 7722 \b, - b./

from which our assertion is obvious.* Thus,

Lemma 4: Condition (iii) is satisfied when z(s) is regular at infinity.
In the following sections we shall use Theorem 2 and Lemmas 3 and

4 to obtain explicit realizability conditions for z(s) or z -1(s) = (s 1)-1

(as2 as + 1). We assume throughout that Z (s) is known to be a rational
symmetric n X n positive -real matrix, and that Z. in standard form is
given byt

1
Ze = (30)v(s)v(-s)

To further avoid repetition, the term "realizable with an impedance z(s)"
is to be understood to refer to the realizability of the multiport matrix as a
structure shown in Fig. 3 with the provision that Z(s) exists. It is convenient
to treat separately the cases in which a = 0, and a > 0.

IV. EXPLICIT REALIZABILITY CONDITIONS WHEN Z = (S WI AND Z =
+ 1)

When z(s) (s 1)-', conditions (i) and (ii) reduce to

(i) tvo(wo -stvo)-I must be a reactance function and ve svo (see
Lemma 3).

(ii) [X(1/w0)]0 must exist.

According to Lemma 4 condition (iii) is satisfied.

* This result can be established in a more direct fashion by observing that the
nonnegative definiteness of is implied by Lemma 2 and expression (9) when
z(s) is regular at infinity in view of the positive -real property of Z(s). Neverthe-
less, it is instructive to consider this matter from the viewpoint presented above.

t Here (ad!), - aob.) = 1.
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Condition (i) requires that [(1/s)(wWw.)]. > 1. Observe that w
must be of even degree and that [(1/8)(tve/w.)].. is simply the reciprocal
of the negative of the sum of the zeros of the polynomial w(s). It follows
at once that (i) is satisfied for some n(8) if and only if [(1/s)(v./v.)]..

1. Requirement (ii) is satisfied without additional restrictions on
Z(s), for (i) implies that

1
[ZeL [ w(s) w(-s) XX' = 0 (31)

since X is an n -vector of odd polynomials and Z, is bounded at infinity.
This proves

Theorem 3:*

The matrix Z is realizable with an impedance (s + 1)-1 if and only if
v.

v. 0 sv. and[-] 1.
8V.

4.1 z(s) = (s -I- 1)

In this more interesting caset the three conditions become

(i) (wo -sw.) (we) -1 must be a reactance function and we 0 0.

(ii) [X (w. -sive)-iko must exist.

(s 1) (we - w)(iii) Z] -[Z, must be nonnegative definite
s s(sw, - wo)

when (w -swe) (we)-' has a pole at infinity.

From (i), k' = [Ivo/ swe], 1. Since

1= - XX'
w(s) w( -8)

and (i) requires that w(s) be of odd degree, (ii) is satisfied for k' > 1.
However if k' = 1, (ii) is satisfied if and only if [Zeb. = 0. In terms of
k', condition (iii) is equivalent to the statement

[1
k'k 1[Z.]e°

(32)

must, be nonnegative definite when k' > 1.
* This result was stated without proof in Ref. 10.A
t This case together with the situation in which Z does not exist is treated in

detail from a somewhat different viewpoint in Ref. 10. It is included here pri-
marily to illustrate the application of Theorem 2.
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Consider now the influence of the strict Hurwitz polynomial n(s).
Note first that Z. may be a matrix of constants; that is, v(s) may be
equal to Ts where 7 is a positive constant. Let 1 be the reciprocal of the
negative of the sum of the zeros of n( s). In this case k' = 13 and 13 can
he chosen arbitrarily large to minimize k'(k' - 1)-1. Therefore when Z.
is a matrix of constants, (i), (ii), and (iii) reduce to the requirement
that

[i Z] - (1 + e) [Ze]

be nonnegative definite for some* e > 0.
When Z. is not a matrix of constants, the most favorable choice of

n(s) is simply a constant, for then k' is maximized and k'(k' - 1)-' is
minimized. Thus,

Theorem 4: The matrix Z is realizable with an impedance z = (s 1) if
and only if

1. When Ze is a matrix of constants, [(1/ 8)Z]. - (1 + e) [Ze] is non -
negative definite for some e > 0.

2. If Ze is not a matrix of constants, k = [ve/ sve]. > 1; if k = 1, [Ze]a, =
0; if k > 1, [(1/ 8)Z]. - [k/ (k - 1)][Ze]. is nonnegative definite.

V. EXPLICIT REALIZAIIILITY CONDITIONS WHEN Z(S) OR Z-1 (s) = (a82
as + 1) (s + 1)-1, a > 0

In these cases, as will become clear, the polynomial 0(8) plays a
central role in determining the realizability conditions. We shall con-
sider first the case: z(s) = (as2 + as + 1) (s 1)-'. Here condition (i)
requires that

(i)
aSWe - We(aS2 + 1) - as ± Wo

SWo We we - 8Wo

must be a reactance function and, using Lemma 3, svo ve .

It is clearly necessary that [we/swo]oo = 1. Thus we may assume that v
and w are of even degree. Let

2m

V(8) = E vok
Ic1)

(33)

* If the lossless network is not required to possess an open -circuit impedance
matrix, e can be taken to be zero."
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w(s) = n2(s)v(s) =
2p

E wks
k=0

(34)

where p = m (degree of n). Then, since the reactance function must
have a nonnegative "residue" at infinity,

w?,_1(w2p_2 - w2,3)-1 a

or since W2p-1 = W2p

1 - a(e2p_2 - w'2,3) >= 0 (35)

where wk' = wk(w2p)-1.
Condition (ii) reads:

s2 (as2 ) -1(ii) [X a - X
aswa - (as 2 1)w

[
aS M. - SW0) - W co

must exist.

Assume first that (35) holds with strict inequality in which case (ii)
becomes

[X a (W2p-2 - W2p-3) S2P-1 - W2p 82P-1 co

(36 )

must exist. But [X( i/s2P)]. = 0, since w is of even degree, and therefore
the limit (36) does indeed exist. Suppose now that (35) holds with the
equal sign. Then (ii) requires that

[x

-1

-1

1a (W2p-4 - W2p-5) 52P-3 - w2p, s2P-3 00

(37)

exist.* Hence the degree of X must be (2p - 3) at most. Since the degree
of w is 2p, (37) will exist if and only if

[s2Ze]. = 0

Consider now condition (iii) which requires that

F-1 z-1 + Es2zej.
a

(39)
Ls ja - a(wf2,2 - w'2p-3)

be nonnegative definite when (35) is satisfied with strict inequality.

From the form of conditions (35) and (39), it is clear that the most
favorable realizability conditions for a given Z(s) are obtained when

(38)

* It can easily be shown that the reactance function property of the expression
in (i) implies that the denominator in (37) does not vanish identically in s when
(35) is satisfied with equality.
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n(s) is chosen to satisfy [we/(swo)].. = 1 and to simultaneously mMi-
mize* (w'2,2 - wi2p-3).

This obviously requires that [ve/(svo)], 1. We wish to establish

Lemma 5: The minimum value of w(,--'2p-2 -Ir'2-3 ) is

3V2m-1
[1 - (--) 1 V2m-3- r2m-11[V2m-2 1 - r2m-1

13

Sel = -1
3

-
12

1

V2m V2m V2m /12m v2m

V2m-1 5and is attained when n(s) = xs ± 1(1 - ) whereX is a positive
v2m

constant and

= 1,

= 0,

V2m

r2m-1 = 1.
V2m

5.1 Proof of Lemma 5

Denote by s1 ,52 52p the a result" due to
Newton, we find that

2 p

E = 04-1)3 + 3 (10' 2p-1) (11? 2P-2) 3(w'2p--3)
k=1

Recalling that here w'2p_1 = 1,
2p

=I2p-2 lil2p-3 1
3

W ± E Sk,
k=1

= a + s E sic3 ± E sk3

(40)

(41)

where E and E denote respectively sums taken only over those in-
.

dices corresponding to zeros of the polynomials v and n. Hence our
problem reduces to determining the strict Hurwitz n(s) such that E sk3

1/

is minimized subject to

E [V2m-1 11 <_0.
V2m

Of course when E sk = 0, n is simply a constant. Assume then that

* Note that (s2Z,I is nonpositive definite.
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E sk < 0. First observe that the real -part of ( - g jh)3 (g, h real

constants; g positive), exceeds - g3 for all h 0. Hence the optimum
n has only real zeros. Next note that E s,3 > [ E sk]3 when each

sk is a negative constant. Thus the optimum n is a single linear factor

A
(1 V2m-1)1

V2m

in which X is a positive -real constant and the corresponding minimum
value of (w'22,2 - w'2p-3) is col , where

1 1 x--% 3 1=3 - Sk 12(1
11) m -1) 3- -

1I2 ni

(42)

Expression (42) can be written in the more convenient form given in
Lemma 5 by using (40).

The results of this section can be summarized as follows.

Theorem 5: The matrix Z(8) is realizable with an impedance z(s) = (as2
as + 1) (s + 1)-', where a > 0, if and only if

1.
[ve 112", > 1) Ve no

8V0 ii2m -1

2. 1 - cap' 0

3. If 1 - acl = 0, [s2Ze]. = 0

4. If 1 -avi> 0,[(1/s)Z]oo-1- [s2Ze],,,[a/(1 - avi)]

must be nonnegative definite, where

1
col = - V2 -1 3rn

V2m
-r

3 1 [ n) [ 02m-11

12 P2rn

and the vk are defined by v(s) = Er_no vksk

.

Further, if Z satisfies these conditions, 2(s) given by (22) is realizable
with n = 1 when (v2m)(v2,_1)-1 = 1 and with

S
V2m-1)

V2m

when (v2m)(v2.-1)-1 > 1.
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5.2 Realizability with z(s) = ± 1) (as2 + as ± 1)-1
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Here condition (i) requires that

SWe Wo We[,
aSW0 - (as2 + 1) We

as
Wo

must be a reactance

ttv[
sw

function and asv - (as2 + 1)v, 0. Thus,

= 1, and 1 -a (w'21 - w'2,-.2) 0, (43)

where w = EIL40.1wksk and wk' = wk(w2H-1)-1.

Condition (ii) requires that

[ 1
X

1
X -[w - swel ( tv2_1 - tV2p-2) 82P-1 oo

exist, which is valid if and only if [s4Z,], exists. According to Lemma 4,
condition (iii) is satisfied.

A moments reflection, in view of the two expressions in (43), will
show that the determination of the polynomial n(s) which leads to the
weakest realizability conditions on Z(s) is essentially the same problem
considered in the last section. The final result reads

Theorem 6:

The matrix Z is realizable with an impedance z(s) = (s 1) (as2
as + 1)-', where a > 0, if and only if

1.
[v] = v2m+1 1, aSA, - (t1S2 + 1)V, 0

SV e oo V2m

2. [stele. exists

3. 1 -av2>>=0

where

1 V2m )31 V2.-2 [ V2m V2m-1 1 p2n,

V2m+13 V2m+1 V2m+1 V2m+1 19 [ v2,+1

and v(8) = Erz-V vksk.
Further, if Z satisfies these conditions, the corresponding 2 is realizable

with n(s) = 1 when (v2.44 (v2m)-' = 1 and with

n(s) = s 4[1

when (v2,±1)(v2,)-1 > 1.

V2m

V2m+1
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VI. CONCLUDING OBSERVATION

It is of interest to note that the conditions presented in Theorem 5
[z = (as2 , as + 1)(8 1 )-1] reduce to those of Theorem
3 [z = ( s 1)-1 as a approaches zero. However, a similar situation
does not occur with respect to Theorems 4 and 6, for here the behavior of
the matrix of even -parts at infinity is critically dependent upon whether
a = 0 or a > 0.
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Stimulated Emission of Brernsstrahlung
By D. MARCUSE

(Manuscript received May 31, 1962)

A formula for the probability of stimulated emission of Bremsstrahlung
is derived. It is shown that stimulated emission occurs if the incident elec-
trons travel in a direction roughly parallel to the electric field vector of the
wave stimulating the emission.

Emission from free electrons is used in electron tube devices. The purpose
of this paper is to show that stimulated emission occurs already in the
elementary process of the encounter of one electron and one nucleus or ion.
There is no need for a slow -wave structure or elaborate electron bunching
and no need to consider phase relationships. This elementary effect of
stimulated emission should lead to a type of oscillator and broadband am-
plifier working without slow -wave structures or need for the close mechanical
tolerances of high frequency klystrons. A device of this kind may be noisier
than a conventional maser.

It may be that the effect discussed in this paper is responsible for some
of the hitherto unexplained semiconductor diode oscillations which have
been reported in the literature.

I. INTRODUCTION

Stimulated emission of radiation from atoms or molecules is the
process by which a maser operates. All masers use the trail sitions between
bound states for their operation.

However, it is also well known that radiation can be emitted from a
free electron in the presence of a static electric or magnetic field. The
presence of this static field-for example the field of a nucleus-is
necessary to simultaneously conserve energy and momentum during the
emission or absorption process. Free electrons far from any other field
can neither emit nor absorb photons of an infinitely extending radiation
field because if they did, conservation of energy and momentum would
be violated, as can easily be shown. Free electrons can only scatter
photons, a phenomenon known as the Compton effect.

The emission of radiation from an electron passing by a nucleus is
1557
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known as Bremsstrahlung. It will be shown ill this paper that stimulated
emission of Bremsstrahlung is possible if the incident electron travels
more or less parallel to the electric field vector of the stimulating radia-
tion field. The electron absorbs radiation if it travels more or less per-
pendicular to the electric field vector of the stimulating field.

Since stimulated emission of Bremsstrahlung exists, amplifiers and
oscillators may be constructed using this effect. Stimulated emission
of Bremsstrahlung does not require any bunched electron beams or
observation of phase relationships. Moreover, it works better with slow
than with fast electrons, and no traveling -wave structure is required
since the fields for the stimulation process can be confined in a cavity.

II. STIMULATED EMISSION OF BREMSSTRAHLUNG

The theoretical principles required to derive the probabilities for
stimulated emission or absorption from free electrons in the presence of
a Coulomb field can be found in the textbook by Heitler.' We limit
ourselves to nonrelativistic electron velocities and derive the probability
for transitions between the following two states. The initial state consists
of a free electron represented by a plane wave existing in the presence
of a Coulomb and a radiation field with a certain number n of photons
in a particular mode, while all other modes are empty. The final state
consists of the same electron with different energy and momentum and
with a number of n 1 photons in the case of stimulated emission, or
n - 1 photons in the case of absorption.

The transition probability per unit time is given by'

2r
w = -I KF,0 12 PP (1)*

with ft = 1.05 X 10-27 erg  sec

VF/I-1/0 H,nVuoKF.0 = E {E. E,,} (2)

Eo is the initial energy of the whole system, while E' and E" are the
energies of the system in the intermediate virtual states. In the transi-
tions to the intermediate states, energy need not be conserved. However,
energy conservation is certainly required between the initial and final
states of the whole system.

2

Eo = nlico
2m

* A list of symbols is given below in Section VII.

(3)
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/2

=
2m

(n ± 1)f

,,2

E" =
2m

ntiw.
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(4)

(5)

The (+) or ( - ) signs in (4) refer to emission and absorption respec-
tively. p = my is the momentum of the electron and w is the angular
frequency of the electromagnetic field.

The summation in (2) extends over all possible intermediate states.
The matrix elements of the interaction Hamiltonian are given by3*

1 e V2irit {Vn + 1} 1 f e-ik' .r eTi g. r eile r dr

TEA m (70 Nrn L3 J
1-110 =

Hpfl =

m 0.)

Skx",kxF±fix 65141ff,ki,F±#, Okzff,kzF±13,

The Vs are the Kronecker 8 -symbols. The k's and O's can assume only
values of the form 2irn'/L with integer n' as a result of box normaliza-
tion. e and m are the charge and mass of the electron, n is the number of
photons in a large box of volume L3 (box normalization). The upper
values V'n + 1 and ( - ) signs belong to the emission case, while the
lower values Vn and (+) signs belong to the case of absorption, g is
the propagation vector of the plane electromagnetic wave with # =

g = w/c, k is the propagation vector of the plane electron wave with
fi I k I = my, and pe is the component of the momentum operator of the
electron in the direction of the electric field vector of the radiation field.
We choose as z -direction the direction of propagation of the stimulating
light wave

(6)

_ CM T 0.) e /2rit {Vn -I- 1}
N/L3 m iy . vi,, ukii 'k''TS.  akii'.ky*Tily  Sk,' ,k20Tfl,

I e /7r11 V n + 1"S1 f e-ik A' .,
,

VE3 Nrn j L' i pc ei5. r ie. r dal.

mil w

h(k:T(3x) e // 277 -ti f N/ n +1}

g = (0,0,6). (8)

The direction of polarization (direction of electric field vector) is taken
to be the x -direction so that

* Electrostatic c.g.s. units will be used throughout this paper.
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Pe = ax
(9)

In comparing the matrix elements (6) and (7) with Heitler's formulas,
it has to be remembered that Heitler writes all momenta multiplied by

the velocity of light c. He also drops the normalization factor L3 taking
his box as being of unit volume. The integration extends over the box of

volume L3.
The matrix elements of the Coulomb potential are given by

1 e-ik".r  eile'r Ze2 47
L"

= Ze2 f
I r - r,I d

L3 k. - k"r - (10)

tkP-r ik' r1 2fe C d3r - Ze2 4r
Vp,r = zie r - re I L3 I k' - kF 12

The result of the integration holds in the limit L -> co and can be found
in Ref. 4. Z is the number of charges of the nucleus, and r - r, is the
distance between the point of integration and the nucleus. The factor
pp in (1) is the number of final states per unit energy range of the electron
after scattering. It is

???,/AF
dsZPF h2(2r)3

(12)

with file = mvF the momentum of the electron after scattering and

c/S1 = sin# d da (13)

the element of solid angle of the electron scattered in the direction & and
a. The relative orientations of and a and the angles 0 and 90 of the
incident electron are shown in Fig. 1.

The form of the matrix elements (6) and (7) contains a physical
approximation. We have limited ourselves to an expansion of the electron
wave function in terms of plane electron waves, as is apparent from the
factors ell"- appearing under the integrals. Using plane waves to de-
scribe the electron corresponds to the Born approximation, which holds if

2

by2r <<1.

Our probability function w, of (1), describes the differential probability
per unit time that an electron incident with angles 0 and 90 emits (or
absorbs) a photon into the existing plane wave carrying n photons, and
that the electron is found with energy

inw; = my 2 flu) (14)
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Fig. 1 - Relative orientation of the incident and scattered electron with
respect to the direction of propagation and the electric vector of the radiation
field.

traveling within the solid angle dS2 in the direction Ca. To obtain the
total probability W per unit time regardless of the direction of the scat-
tered electron, we have to integrate w over all directions of scattering.

Before proceeding further, we have to discuss the influence of the box
normalization. The size of the box is arbitrary. The results become
independent of the box if its sides L become infinitely long. It is ap-
parent that as L--4 co we get w 0. To avoid this difficulty we consider
that for a box of finite size we get as the number of emitted (or absorbed)
photons per second

AN = WNe"

if Ne" electrons are present in the box. Introducing the number Ne'
of electrons per unit volume we get

AN = WL3Ne'.

Calling Ne the number of incident electrons which per second fly through
the unit area at speed ye , we obtain

AN = W - Ne = 0- Ne. (15)
ve

The quantity a defined by (15) is the scattering or interaction cross
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section. This name is justified by the observation that a has the dimen-
sion of an area.

The scattering cross section is, according to (15), defined by 0- =
W(V/vo). If we use the differential probability w of (1) inst ead of IV,
we obtain the differential scattering cross section

do- = w - . (16)

Using all the equations from (1) to (15), we obtain from (16) the dif-
ferential cross section

8ire6Z2NkFdS2da - kz°

moo° /2

± hull Lict -k
2111

1 2
kx"

+ 2 2

LI" 2-nn [k" -k"121.

(17)

The summation over all energy states reduces to one term because of the
symbols in (6) and (7). We have taken

N = n (18)

with N being the number of photons per unit volume. The normalization
factor L has been eliminated from (17) and we can safely let L --> oo .
We see that the two factors (n 1)//2 for the emission case and 702
for the absorption case become identical as L oo . The term 1 in
n 1 is related to the spontaneous emission of radiation. Since we
calculate the transition probability (or scattering cross section) for
emission of radiation into one well defined mode, without allowing for
a spread in frequency or into several closely spaced modes traveling
within a certain element of solid angle, the probability for spontaneous
emission must be zero as L 00.*

Only those terms give a contribution to the summation (2) for which

k' = g or p' = hg (19)

and

k" kF g or p" = pF hg. (20)

* If the radiation is confined to a cavity, L3 is the volume of the cavity and the
factor 1/L3 does not go to zero. The 1 in (n 1)/L,' gives rise to spontaneous
emission of noise.
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These relations, which follow from the 5 -symbols in (6) and (7), mean
that conservation of momentum is required even for the virtual states.
We obtain with (19) and (20)

k' - kF = k° - k" = - kF ± [3. (21)

With the help of Fig. 1 the following relation can he derived

[k° - kF k02
+ 132 2143 cos 0 + 21i7F cos

- 2/,;')/,;F(cos 0 cos & + sin 0 sin cos a).

Using (14) and (19) through (22) we obtain by integrating (20)

v° -
a

2/rnze8Z2N fT
dIk

vow132k3h4 o

da sin ViT2cu
-7r

7r [ sin cos co

a -cos 0±i -e

V1T2a sin cos (co + cy)12
(23)T2a  cos - a±le J

[1Ta1-1,2TEcos ± e -V12ae cos
- V1±2a (cos 0 cost/. + sin 0 sin cos «)]-2.

The upper subscript e of a indicates emission and corresponds to the
upper (+) or ( - ) signs in the equation. Conversely, the lower subscript
a relates to absorption and corresponds to the lower signs.

We have used the abbreviations

# Xee = _ _
k° X

(22)

(24)

with X. = 271-/k° being the wavelength of the electron wave and X =
2703 the wavelength of the electromagnetic radiation.

lia = -c and ae 2

w
(25)

v. Imv2 

In going from emission to absorption, all we have to change is the sign
of E.

In order to decide if emission or absorption of radiation will actually
occur, we have to take the difference

(TT = (re as (26)

between the cross sections for emission and absorption.
We do not have to evaluate the integral (23) exactly. In the range

of physical interest we will always have e<< 1 and also ae << 1 but a >> 1
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for nonrelativistic velocities. We limit ourselves to the case a = c/v > 1
and obtain approximately*

2irme6Nge - n da
a (.0132k3n4c2 .0

fo 1" sin 1,/, T2ae [sin 0 cos go (27)

- .V1T2a sin 1// cos (a + go)12
[1 Taf - :lac (cos 0 cos 4 + sin 0 sin' cos ce)]2

The double integral can be solved. The solutions have been expanded in
terms of ae, and the difference between Cr e and ea has been taken.

We obtain to the lowest nonvanishing order of a = hf/mv2

=aT

4e6NZ2 [(3
cost sin2 0 - 1) 1n2mv2 2 cost sin2 0] . (28)

m3v42 hf -
If go = 0 or it and if 0 = 7/2, the cross section UT assumes its largest

positive value

8e8NZ2 2m V2

m3v4f2
In 1 (29)

The direction of the incident electron defined by go = 0, 7r, and 0 = it/2
is parallel to the electric vector of the radiation field (Fig. 1). Electron
incidence parallel to the electric vector of the radiation field gives rise
to stimulated emission of radiation.

Equation (28) shows that Cr < 0 if ip = 7/2. The electron is incident
perpendicular to the radiation field and absorbs power from the field.

Let us take another look at (28) and determine the directions of
incidence for which stimulated emission rather than absorption results.

Since an exact solution is hard to give, we will assume that the log-
arithmic factor in (28) is considerably larger than the remaining factor
in the bracket consistent with the assumption mv2ilif >> 1.

We can then give approximate angles for which UT = 0.

If we let co = 0, we obtain

2 2

0.236
0 = 0.9,54 -

mv2 .
In hf

The angle 0.954 in radians corresponds to 54.6°.

(30)

* Terms with e (not ae) and terms of order 1/a are neglected. Terms with ae
have to be kept because the difference a, - ca is proportional to ae.
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If we let 0 = 7/2 we obtain

0.236= 0.954 - (31)
In

2mv2 .

hf

All electrons incident on the ion within a cone with a cone angle of
approximately 108°, whose axis is parallel to the electric vector of the
stimulating radiation field, contribute to stimulated emission.

The number AN of emitted photons per second is obtained if we mul-
tiply al, by the number N, of electrons which per second penetrate the
unit area containing the nucleus with the charge Ze. If there is more than
one nucleus interacting with the electron stream, we obtain the total
number of emitted photons per second by multiplying the total number
of nuclei N with the electron flux density N. which per second interacts
with them, provided the density of nuclei is low. For electrons incident
parallel to the electric field vector go = 0 or r, and 0 = r/2 we obtain
from (29)

AN 8a2N.N [hi2mv2 11.
m31)12 hf

III. DISCUSSION

(32)

Equation (32) shows that the ratio of emitted photons per second to
the stimulating photon density decreases rapidly as the electron velocity
v increases. Within the limits set by (mv2/hf) >> 1 and by 27(Ze2/fiv) << 1
we obtain more emission with slower electrons. The number of emitted
photons increases also with decreasing frequency.

It may be useful to remark on the coherence of the process. We have
to keep in mind that (32) gives the number of photons added precisely
to the radiation mode which stimulates the emission. Let us assume that
all other possible radiation modes are empty, N = 0. If we ask for the
number of photons emitted into one of the empty modes, our results
would be proportional to 1/L3, but it is proportional to (hf/mv2)  (n/L3)
in case of emission into the radiation mode filled with n photons. (Re-
member the remark about (n 1)//2 following (18). The factor hf/mv2
arises by taking the difference a, - a . The zero -order term drops out
and the result is proportional to ae = hf /me.) The radiation from the
electron occurs preferentially into the occupied mode with a probability
ratio equal to [(hf) (mv2)1n (n is a big number even for moderate power).
The power added to the occupied radiation mode is coherent with the
radiation present in that mode because each photon adds precisely the



1566 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1962

energy hf. We have here the same situation which exists for stimulated
emission from bound states, with the difference that the spontaneous
emission of bound electrons has a well defined frequency while the free
electron radiates into a very wide frequency band. Because of the ratio
of spontaneous to stimulated emission, we would assume that the process
discussed here is inherently noisier than stimulated emission from bound
states. For the latter, the ratio of stimulated to spontaneous emission
into the occupied mode is n while it is only [(hf)/(mv2)]n hi our case.
Apparently we get better results for slow electrons.

We want to state the oscillating condition for achieving self -sustained
oscillation if the radiation is confined in a cavity. The cavity has a
loaded Q defined by

NVhf wNV
QL = w (33)

n'hf n'

with cavity volume V, photon density N, and n' dissipated photons
per second. The cavity oscillates if n' = N. With the help of (32), this
leads to an expression for the minimum product necessary to achieve
oscillation if we assume again that the electrons are incident parallel to
the E -vector.

N,Nn-
3 4 3

'WM V f V

Cliff22Lle'Z'QL hf ) 1]

(34)

The oscillating frequency is determined only by the cavity. If many
cavity modes can exist, oscillation will start in the mode with the smallest
value of f/QL

For use as an amplifier the bandwidth could be much larger than the
bandwidth of conventional masers because there is no built-in resonance
in this process to limit the frequency.

To build an amplifier or oscillator using stimulated emission from free
electrons, we want to shoot dense electron beams of low energy through
as dense an ensemble of ions as possible. This can be done by using ion
beams rather than ions in a plasma because in a plasma scattering of the
thermal plasma electrons by the plasma ions would have an adverse
effect.

It is also possible to use electron scattering due to ionized impurities
in a crystal to obtain stimulated emission. To apply our theory to
electrons moving in conduction bands of crystals, we have to replace
the electron mass m by the effective mass meff of the electron in the
crystal. Furthermore, we have to multiply the scattering cross section
a by 1/e8 with e being the dielectric constant of the crystal.
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Experimentally, one has to take care that the conduction electrons
move predominantly in the direction of the electric vector of the radia-
tion field. This is achieved, for example, by lifting electrons into the
conduction band with the help of the photoelectric effect using a crystal
which in the dark is an insulator. The electrons will move predominantly
in the direction of the electric vector of the pump light provided that
this is polarized.

Another way of generating electrons moving in preferred directions
is by the use of de electric fields which exceed the breakdown voltage
of an insulating or poorly conducting crystal.

The crystal will have to be cooled to increase the collision time for
electron collisions with the vibrating lattice which have an adverse
effect on the ordered electron motion and may not give rise to stimulated
emission.*

Another way to achieve stimulated emission of Bremsstrahlung is the
use of crossed electron and ion beams. These two beams can be made to
cross in a capacitor which is part of an LC resonant circuit. The use of
beams in vacuum will limit the application of our effect to low -frequency
amplifiers and oscillators because of the limitation in available ion densi-
ties.

Equation (34) can be applied to the case of an LC circuit. In this
case, V is the volume of the capacitor and QL the loaded Q of the LC
circuit. An independent calculation has shown that (34) can be obtained
if the voltage and current in the LC circuit rather than the electric and
magnetic field in the capacitor are quantized. The photons in this case
are the units of energy hf which are stored in the resonant circuit.

IV. NUMERICAL EXAMPLES

i. We assume an LC circuit with QL = 30 tuned to 70 mc, a capacitor
volume V = 12.5 cm3. The electrons are assumed to be accelerated by a
potential of 10 volts, corresponding to a velocity of 2 X 108 cm/sec and
to drift through the capacitor plates, which are made out of a wire mesh.
To obtain oscillations, we obtain from (34) (Z = 1 is assumed)

NeN, = 4.6 X 1029 sec -1 cm -2.

If we assume that an electron beam with 10 ma/em2 current density,
corresponding to N 1616 -1 cm 2, is employed, N = 7.3 X
1012 ions are needed in the interaction region to make the circuit oscillate.

* So far we have studied stimulated emission in the presence of Coulomb
potentials. Whether other scattering potentials can be used will have to be de-
termined by another study.
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Assuming that the capacitor is made of a mesh of 5 X 5 cm2 with a
spacing of 0.5 cm, and assuming further that the ions are accelerated by
a 10 -volt potential, we find that the ion current of 54 ma has to pass
through the capacitor (Cs ions assumed) in order to provide Nn =
7.3 X le ions in the capacitor at any instant of time.

ii. We consider a solid with a dielectric constant e = 10, an effective
electron mass meff = 0.1 m and assume that the material is contained in
a cavity with volume V = 20 cm3 which is resonant at 10 kmc with a
QL = 10,000. The electron velocity is assumed to be v = 107 cm/sec.
We obtain, taking Z = 1,

NeNn = 2.8 X 1088 sec -1 cm 2.

If we take the electron current density equal to the one used in the
first example, N. = 6.3 X 1016 sec -1 cm -2, we obtain as the number of
ions in the interaction region necessary to sustain oscillations, Nn =
4.45 X 1018 or a density of 2.2 X 1017 ions/cm3.

The frequency could be increased further if it were possible to increase
the ion and electron densities. Increasing the frequency to 100 kmc
increases the product NeNn by a factor of 1000. It may be possible to
increase N . as well as N. by a factor of 30 and push the operating
frequency to 100 kmc. Increasing the Q of the cavity would also help.

V. A COMPARISON WITH CLASSICAL THEORY

It is interesting to assume that electrons are incident from all possible
directions with a uniform distribution over all angles of incidence.

We obtain from (28)
r

e = fsin 0 de i 2

dioo-r =
32re6N Z2 (35)

o o
3m3of2

Electrons incident with a random distribution over all directions lead
to a net absorption of radiation. This absorption process gives rise to
attenuation of waves traveling through plasmas or semiconductors.
However, in a semiconductor our process gives only the contribution
of impurity scattering but not of lattice scattering. Equation (35) does
not contain h any more and must be equivalent to classical theories.

Equation (35) could be used to derive an expression for the attenua-
tion constant a in an ionized gas. However, the approximations implied
in this work do not allow the electron velocity to become arbitrarily
small. We will, nevertheless, use (35) to derive the attenuation constant
per centimeter of a plane wave in a plasma with electron density ne and
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ion density ni with the assumption that the electrons obey the Maxwell -
Boltzmann velocity distribution.

It is

f(v) = 47i-v2[ m - my

2irkT
exp (2)

2k T

ANa= -
Nc

(36)

(37)

where AN is the number of photons created per centimeter per second,
c is the velocity of light, and N is the photon density.

We obtain with

AN = n2-4-4r f vf (v) o dv (38)
o

from (37) with the help of (35), (36) and (38)

4 27 1 ninee6Z2 41/5a = {5
3 (kT)3/2 mmf2c 27

1 2 7

x
- e x ax. (39)

r
The integral in (39) cannot be evaluated since it requires an integration
over

/X = v
V 2k71

starting from zero. The integral is logarithmically divergent. However,
our theory does not allow us to apply (35) for arbitrarily small electron
velocities. Nevertheless, it is interesting to note that the part of (39)
inside the brackets equals exactly equation (5-48) of Ref. 5 if we follow
Spitzer's indication and multiply his formula with

h/ hf1 - ekr
kT

to take stimulated emission into account. The divergent factor outside
the brackets should be one. We cannot derive its value because of the
limitations of our approximation.

VI. SUMMARY

We have presented an approximate theory of stimulated emission of
Bremsstrahl wig. The theory considers the process of stimulated emission
which occurs if a stream of electrons is scattered by one individual ion
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or nucleus in the presence of a radiation field. The approximations require
that

2

v>> 1 , my
-hf 1, and 27Ze << 1 .

We have found that stimulated emission occurs if the directions of the
incident electrons lie within a cone whose axis is parallel to the electric
vector of the stimulating radiation and whose cone angle is approximately
108°.

The effect is fairly weak, so that rather high ion and electron densities
are required to achieve substantial amplification or oscillation.

It is predicted that the effect will work best in a solid when the conduc-
tion electrons are scattered by ionized impurities.

It may be that this effect is responsible for the recently reported
oscillations which were obtained with the use of semiconductor diodes
and which seem presently to be unexplained.678

It is possible that other scattering potentials may lead to stimulated
emission. We have restricted ourselves to Coulomb scattering. It may
be worthwhile to study other scattering potentials, for example electron
scattering by the vibrating lattice in semiconductors.

VII. LIST OF SYMBOLS

a used as azimuth of the scattered electron
relative to the incident electron; also at-
tenuation constant

= co/c propagation constant of electromagnetic
wave

c phase velocity of electromagnetic wave
e = 4.803 X 10-10 e.s.u. charge of the electron
f frequency of the electromagnetic wave
(00

azimuth of the incident electron
h = 6.624 X 10-27 erg  sec. Planck's constant
ft = 11/27 = 1.054 X 10-27 erg  sec.
H10 matrix element of radiation field

propagation constant of electron wave; also
Boltzmann's constant = 1.38 X 10-16
erg  degree -1 (appears only in the combin-
ation kT)

L length of fictitious box used for box nor-
malization
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in = 9.107 X 10-28 gram mass of the electron
n, ion density

electron density
Are number of electrons penetrating the unit

area per unit time
N,, number of ions or nuclei
N photon density

solid angle
w = 27rf angular frequency of the electromagnetic

wave
p = irk momentum of the electron

polar angle of the scattered electron
(1/, loaded Q of the resonant cavity
PF density of physical states per unit energy

interaction cross section
T absolute temperature
0 polar angle of the incident electron
v electron velocity
VFO matrix element of the Coulomb potential
10 differential transition probability per unit

time
TV transition probability per unit time
Z number of elementary charges of the ion.
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Diffusion Length Measurement by Means
of Ionizing Radiation

By W. ROSENZWEIG

(Manuscript received June 6, 1962)

Penetrating radiation in the form of high-energy electrons, heavy par-
ticles, and gamma rays may be used to determine minority -carrier diffusion
lengths in semiconductor materials containing junctions by measuring the
radiation -induced short circuit current. The electron -beam method yields an
accurate absolute determination of diffusion length once the carrier -genera-
tion rate as a function of depth in the material has been measured.' A series
of such experiments is described for silicon solar cells utilizing electrons
ranging in energy from 0.61 Mev to 1.16 Mev. A resultant maximum
generation rate of 2.25 X 106 ± 5 per cent carriers/cm per incident 1 Mev
electron is obtained at a depth of 0.096 gm/cm2. Measurements with 16.8
Mev and 130 Mev protons, and Co6° gamma rays are found to be in good
agreement with the electron -beam measurements. An experimental ar-
rangement is described which yields rapid and accurate diffusion -length
measurements of solar cells under conditions in which radiation damage is
negligible.

I. INTRODUCTION

The minority -carrier diffusion length is an important quantity char-
acterizing the properties of a semiconductor material or device, par-
ticularly in any situation involving the transport of charge by minority
carriers. It is related to the steady-state minority carrier lifetime through
the expression L = DT, in which D is the diffusion coefficient and T
is the lifetime. A variety of methods have been employed to measure
diffusion length in the steady state, or lifetime under transient condi-
tions and are reviewed by Bemski.' The steady-state methods have a
particular advantage in that the measurement is uncomplicated by
trapping effects. One particular steady-state method suggested by
Gremmelmaier2 involves the use of gamma radiation to generate excess
carriers at a known rate in a pn junction device. The radiation -generated
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short-circuit current may then be used to calculate diffusion lengths
when the device geometry is known.

It is the purpose of this paper to discuss, more generally, the use of
penetrating ionizing radiations for diffusion -length measurement. Ex-
perimental results will be presented for energetic electrons and protons
as well as gamma rays. It will be shown that of the three, electrons lend
themselves readily to an accurate absolute determination, with an ac-
curacy of ±5 per cent having been achieved. Even though the method
is quite general it will be treated in terms of one device, the silicon solar
cell. It is the radiation damage study of this device which led to the
development of the technique.

In the text which follows, Section II will be devoted to the theoretical
background for the diffusion -length determination. Section III will be a
description of the energetic electron measurements and the analysis
which yields the absolute calibration. Sections IV and V will deal with
protons and gamma rays, respectively, and give experimental results
which are compared with the electron beam measurements. A brief
discussion of the radiation damage problem will be given in Section VI
along with some quantitative information which shows that measure-
ments can be made in most practical cases with negligible damage.

II. THEORY

Radiation incident on the surface of a material having a shallow
diffused junction, such as a solar cell shown schematically in Fig. 1,
will generate excess carriers at a rate which is a function of the depth
from the surface. The function depends on the nature of the radiation.
That portion of the carriers which is produced deep in the bulk of the
material can be collected only if the carriers diffuse to the junction.
Thus, for deeply generated carriers, the bulk diffusion length is of
primary importance in determining the collection efficiency. In fact,
because of the very shallow junction in solar cells, the diffusion length
is the only parameter which governs the collection efficiency for pene-
trating radiation, the front layer becoming important only for non -
penetrating radiation. For the case in which excess carriers are gen-
erated uniformly throughout the material at a rate of go carriers per
cm3 per second, the collected current density, J8, , under short circuit
conditions is given by

= egoL (1)

where e is the electronic charge. (Derivation can be found in the Ap-
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Fig. 1 - Schematic representation of the silicon solar cell.

pendix.) Equation (1) indicates that the quantitative determination of L
requires a measurement of current, under short circuit conditions, when
a known area of the device is "illuminated" with radiation which is
capable of producing excess carriers uniformly throughout the bulk of
the material and at a known rate. Light which has been filtered with
material which is identical to that of which the cell is made (silicon in
this instance) would satisfy the requirement of uniform generation rate.
However, the requirement of knowing quantitatively the generation
rate is difficult to meet, because the amount of reflection of the incident
light depends on the condition of the surface, and the generation rate
due to the transmitted beam depends strongly on the exact width of
the energy band gap of the filter relative to that of the device.

The types of radiation which satisfy both needs are energetic nuclear
particles, electrons, and gamma rays. As these radiations penetrate the
material, a major portion of their energy is spent in causing transitions
of valence electrons to the conduction band, i.e., the generation of hole -
electron pairs. A small fraction of the energy produces damage by
creating lattice vacancies and interstitials through nuclear collisions
resulting in a reduction of carrier lifetime and change in carrier con-
centration and mobility. The rate at which silicon is damaged by the
various types of radiation will be briefly discussed in Section VI with
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the conditions necessary to produce negligible damage during a meas-
urement of diffusion length.

The average amount of energy required to produce a hole -electron
pair in silicon has been measured to be 3.6 ev, a number which appears
to hold well over a wide range of particle energy and types.' The de-
termination of go for a particular case thus requires a knowledge of the
rate at which energy is given up to the material. Moreover, to assure
oneself of the uniformity of the generation rate, it is also necessary to
know its rate of change with depth into the material. If the latter
quantity be designated by g1 , then it is shown in the Appendix that the
nonuniformity can be neglected to the extent that (g1/go)L is small
compared to one.

For the cases of the charged particles it is convenient to introduce
one other quantity, the average specific ionization, which is the average
spatial rate of hole -electron pair production per incident particle. If the
generation rate, at some depth in the material, is g, due to N charged
particles normally incident per second per cm2 of surface, then the
average specific ionization, S, at that depth is given by

S = pairs/cm. (2)

For the situation of uniform carrier generation, (1) may be rewritten in
the form

J8, = JSoL (3)

where J is the incident current density for singly charged particles, and
So is the uniform specific ionization.

III. ELECTRONS

Of the charged particle radiations, electrons can be handled most
easily experimentally. This is due to the fact that accelerators for 1
Mev electrons, which are sufficiently penetrating for the purpose at
hand, are relatively simple in design and can be operated quite reliably.
Beam intensity calibrations can be carried out accurately, for electrons,
with Faraday cups of not too complicated design. This situation is in
contrast to heavy particle accelerators which are large and complex
installations.

The theoretical calculation of the average specific ionization as a
function of depth per incident electron is difficult.' However, it is easy
to evaluate this function experimentally, as was done, in the following
way: A pre -bombarded silicon solar cell was exposed to a broad beam of
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monoenergetic electrons normally incident to its surface. The reason for
the pre -bombardment was two -fold: (i) the diffusion length of the
minority carriers was reduced to only a few microns so that the spatial
variation of ionization in the sensitive layer was negligible, and (ii)
the diffusion length did not change appreciably during the measure-
ments. The solar cell short-circuit current density, J 8c , was measured
and the electron beam calibrated to obtain the incident electron current
density, Je . By forming the ratio J/Je one has determined the average
ionization per incident electron in the spatial interval a distance L from
the junction. This quantity was then obtained as a function of depth by
placing absorbers, approximately equivalent in atomic number to the
cell material, on top of the cell and measuring the resultant short circuit
current. The placing of the absorbers on the cell was equivalent to mov-
ing the sensitive layer, in which the ionization was measured, through
the volume of the material. Care was taken in this procedure that the
absorbers overlapped the edges of the cell sufficiently so that electrons
scattered out at the periphery of the cell were compensated by equivalent
electrons scattered in.

The results of a series of such experiments are shown in Figs. 2-5 for
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Fig. 2 - Ratio of collected current density to incident electron current density
vs depth for 1.16 Mev electrons in a silicon solar cell of 8.75 p diffusion length.
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Fig. 3 - Ratio of collected current density to incident electron current density
vs depth for 0.98 Mev electrons in a silicon solar cell of 8.75 p. diffusion length.

incident electrons of 1.16 Mev, 0.98 Mev, 0.80 Mev and 0.61 Mev
energies respectively. They are plots of the ratio JS./J. versus depth in
silicon. (The actual absorbers used were made of aluminum, which is
sufficiently close in atomic number to silicon to require only a density
correction to yield equivalent thickness of silicon.) Since the integral
over-all depths of the average specific ionization, So , per incident electron
is equal to the total ionization which the electron produces in the silicon,
then by means of (3) one gets the following result:

1 .1**

J.L
fo- se dx = - dx = - (4)

0

where E is the average energy absorbed in the silicon per incident elec-

tron and E = 3.6 ev/pair.
This average absorbed energy is very nearly equal to the energy of

the incident electron. The latter quantity was measured with a com-
bination vacuum Faraday cup -calorimeter, under scattering conditions
of 2 mils of aluminum and 2 inches of air. The absorption measurements
were made with additional scattering of 3.5 mils of aluminum and 3
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Fig. 4 - Ratio of collected current density to incident electron current density
vs depth for 0.80 Mev electrons in a silicon solar cell of 8.75 A diffusion length.

inches of air. The extrapolated ranges obtained from these curves, when
corrected for the additional air and aluminum, give initial electron
energies, through the range -energy relationship,' which agree with the
calorimeter measurements within 3 per cent. Using the energies ob-
tained by the extrapolated ranges and evaluating the integrals under
the smooth curves, one obtains a set. of L values for the cell used in
these measurements as in Table I under the heading Uncorrected values.
One observes that the calculated L values decrease with decreasing
energy. The cause for this is not clearly understood, but it is possible to

TABLE I - DIFFUSION LENGTH VALUES COMPUTED FROM ABSORPTION
CURVES FOR ELECTRONS OF VARIOUS ENERGIES

Electron Energy (Mev) Uncorrected L(A)

1.16
0.98
0.80
0.61

8.34
8.25
7.84
7.64

Backscatter Corrected L(u)

8.54
8.48
8.15
8.04
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Fig. 5 - Ratio of collected current density to incident electron current density
vs depth for 0.61 Mev electrons in a silicon solar cell of 8.75 g diffusion length.

enumerate two contributing factors. The average energy of the incident
electrons is less than that determined by the calorimeter under less
severe scattering conditions. Similarly, the extrapolated range is only a
measure of the range of the most energetic components, the less energetic
ones manifesting themselves only in the shallower portion of the ab-
sorption curve. Secondly, a certain fraction of the incident energy flux
is reflected back by way of secondary electron emission. The latter
effect can be taken into account quantitatively by making use of some
recently published data by Wright and Trump.6 They give curves for
the fraction of the incident electron beam energy which is scattered
backward as a function of energy. When one makes use of the curve
for aluminum, one arrives at L values shown in Table I under the head-
ing Backscatter Corrected values. The variation with energy has been
reduced but the trend still remains. If one makes the assumption that
the correct L value is approached as the electron energy goes to infinity
then one can attempt to obtain this value by plotting L against the
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reciprocal of the energy and extrapolating to zero. Such an extrapolation
yields L = 9.0 1.4 which is about 5 per cent higher than the value at
0.98 Mev. If one now takes a value halfway between these two, namely
8.75 A, any remaining uncertainty will introduce errors of less than ±3
per cent.

With the L value of the experimental cell thus determined, it is
possible to normalize the ordinates of the curves in Figs. 2-5 to give
the average specific ionization as a function of depth for the various
initial electron energies. For example, 0.98 Mev electrons have a maxi-
mum average specific ionization in silicon of 225 pairs/A and, for the
scattering conditions of this experiment, have a surface ionization of
152 pairs/A. The initial slope of the curve is 2.85 pairs/A2 so that for a
cell of 100 1.1, diffusion length, giL/go = 0.3 (see Appendix).

The above nonuniformity in the carrier generation rate is large
enough to make it desirable to make diffusion length measurements in
the vicinity of the maximum where the variation in the generation rate
is less than 2 per cent over a range of 250 AL An experimental arrange-
ment for readily doing this has been developed and takes the form of a
double -aperture Faraday cup, which is shown schematically in Fig. 6.
The cup is placed in the 1 Mev electron beam in a position such that
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Fig. 6 - Schematic representation of the double -aperture vacuum Faraday
cup for measuring Jicae .
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equal electron fluxes enter both apertures. This is assured by making
repeat measurements with the cup rotated 180° around its own axis.
Under one aperture is a 12 mil aluminum foil, bringing the carrier
generation rate near the maximum in silicon, which is followed by the
cell whose diffusion length is to be measured. The beam entering the
other aperture is collected in a Faraday cup. The ratio of the cell short
circuit current to the cup current when divided by 225 will give the
diffusion length in microns. Such measurements are carried out with suf-
ficiently sensitive amplifiers so that an L determination can be made
with an exposure of 1010 electrons/cm2. The ratio is formed electroni-
cally and is displayed in digital form. The measurements are reproduc-
ible to within ±3 per cent.

1V. HEAVY PARTICLES

For the case of energetic protons, deuterons, and alpha particles the
situation is fairly simple. Since the particle mass is much greater than
the electron mass, the incident particle passes through the material
with only negligible deflection except for the extremely rare instance in
which it undergoes a large angle nuclear collision. At any depth in the
material, the specific ionization may be obtained by dividing the rate
of energy loss, dE/dx, by the average energy required to produce a pair;
i.e., 3.6 ev for silicon.

As an example, Fig. 7 is a plot of the specific ionization and its spatial
rate of change in silicon as a function of proton energy. The values were
computed from a tabulation of dE/dx versus energy in aluminum as
given by Sternheimer.7 These curves show that for minority carrier
diffusion lengths of the order of 100 microns, a proton of initial energy
greater than about 18 Mev will generate carriers uniformly to within
2 per cent in a depth of one diffusion length from the surface. This im-
plies a 2 per cent accuracy in (1) when a uniform generation rate of go
is used. The uniformity of carrier generation is improved with increased
proton energy.

Similar considerations may be applied to other heavy nuclear par-
ticles. For quantitative information on dE/dx and range -energy rela-
tionships, references such as Bethe and Ashkin8 or Allison and Warshaw'
are useful.

Diffusion length measurements were made with 16.8 Mev protons
(Princeton Cyclotron) and 130 Mev protons (Harvard Cyclotron). The
ionization currents were measured on cells of 1 cm2 area and the beam
current densities measured with Faraday cups available at each of the
two installations. When (3) is solved for L with So = 1.46 X 107 pairs/
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Fig. 7 - Specific ionization and its spatial rate of change vs energy for protons
in silicon.

cm at 16.8 Mev and So = 3.03 X 106 pairs/cm at 130 Mcv, the results
in Table II are obtained. For comparison, the table also contains the
diffusion length measurements obtained with the electron beam. As
may be seen, agreement is obtained between the two methods for a
large range of diffusion length values for both conductivity types and
at two greatly different proton energies.

V. GAMMA- AND X-RAYS

Measurement with this type of radiation is discussed in the previously
mentioned article by Gremmelmaier.2 He shows that to a good degree of
approximation,

go = N,K -
E

where

N7 = incident radiation flux in quanta per cm2-sec,
K = the absorption coefficient,
E = the average electron energy per absorbed quantum,
e = average energy per pair (3.6 ev for silicon).

( 5 )
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TABLE II - DIFFUSION LENGTH MEASUREMENTS OBTAINED BY MEANS
OF PROTONS COMPARED WITH 1 MEV ELECTRON MEASUREMENTS

Cell Type Cell No. Proton Energy
(Mev)

L(p)
by Protons

LW
by Electrons

n on p 211 16.8 21.0 21.5

n on p 622 16.8 86.0 88.0

n on p 1112 16.8 29.3 32.5

n on p 1021 16.8 13.8 11.5

p on n 5011 16.8 5.2 4.8

p on n 5021 16.8 22.4 19.5

p on n 280R 16.8 8.7 7.9

p on n 283R 16.8 5.6 3.9

n on p 8112 130 5.4 5.5

n on p 10802 130 5.4 5.35

n on p 11-1 16.8 41.2 40.4

n on p 6112 16.8 12.0 11.5

n on p C-2 16.8 20.4 21.2

n on p D-2 16.8 8.2 7.8

n on p 7112 16.8 2.3 2.3

n on p 7111 16.8 2.14 2.36

n on p 6911 16.8 2.2 2.4

n on p 7012 16.8 2.5 2.4

For a given quantum energy, K and E can be calculated from tabulated
absorption and scattering cross sections." However, the determination
of N.r for a given source and particular geometry is quite difficult.

The use of this radiation does offer definite advantages. The rate of

degradation by the radiation is substantially lower than for the case of
energetic particles since the, secondary electron flux is weighted toward
the low energy end, with a sizable portion below the damage threshold
energy. It is highly penetrating, so that measurements can be made
through appreciable thicknesses of absorber. For the same reason, the
carrier generation rate is uniform to great depth. The advantages of a
gamma- or X-ray source can be utilized without the evaluation of the
various constants in (5) by calibrating with a cell of known diffusion
length, the latter quantity having been determined with electrons.

Solar cell short circuit currents were measured in a 10 kilocurie Co6°

source. The radiation level within the source was about 0.87 X 108 r/
hr. A number of cells whose diffusion lengths had previously been de-
termined using the electron beam were placed inside the source and
their short circuit currents measured. The ratio of current to diffusion
length for each of the cells is shown in Table III. As may be seen, the
ratio undergoes variations up to 20 per cent. This is caused primarily
because the cells did not occupy positions of equal intensity in the 7 -ray
source. It is thus reasonable to conclude that there is good agreement
between a diffusion length measurement in the 7 -ray source and under
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TABLE III - GAMMA RADIATION INDUCED SHORT CIRCUIT CURRENT
NORMALIZED TO 1 MEV ELECTRON BEAM DETERMINED

DIFFUSION LENGTH

Cell Type Cell No. L(p) lirc/L
(WA)

n on p 2A 18.6 .174
n on p 2B 19.0 .159
n on p 3A 17.7 .141
n on p 3B 17.9 .154
p on n 5A 4.3 .176
p on n 5B 4.4 .171
p on n 6A 7.0 .163
p on n 6B 5.2 .170

the electron beam, regardless of whether the minority carriers are holes
or electrons. Since the area of each of the cells used was 1 cm2, the average
value of the ratio gives a calibration for the particular -y-ray source of
0.162 µa/µ-cm2. This number may be converted to an absorbed dose
rate" and yields 0.88 X 106 rad/hr. By means of the definition of the
rad and the roentgen, and using the mass stopping power of air relative
to silicon one can convert this number to correspond to 0.81 X 106 r/hr
which is in reasonable agreement with the existing calibration.

VI. RADIATION DAMAGE

The damage produced by energetic radiation causes the minority
carrier diffusion length to decrease in a well defined way. Fig. 8 gives
the experimental results for the measured diffusion length as a function
of 1 Mev electron flux for an n -diffused, p -type 1 fl -cm base silicon solar
cell. The solid curve is a plot of the theoretical formula

1 1-= Kc
L2 Le

(6)

in which L is the diffusion length after some bombardment flux (1), and
Lo the initial diffusion length, with Lo = 140 µ and K = 1.8 X 10-10.

The value of K depends on many parameters such as the energy and
type of bombarding particle, the resistivity and conductivity type of
the material, the temperature, and the impurity concentration. The
variation of K with particle type and energy will be the subject of other
papers. Table IV summarizes some of the results for the radiations
mentioned in this paper and for silicon solar cells made from pulled
crystals and irradiated at room temperature.

From this one can determine, for example, the per cent change in
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diffusion length of an n -type base solar cell (1 St cm) during a measure-
ment with 1 Mev electrons for an exposure of 1010 cm -2 when the initial
L value is 100 A. Differentiation of (6) yields

dL K
= 2 L2 (7)

which gives, for the above case, a change of less than 0.2 per cent.

VII. CONCLUSION

It has been demonstrated that the method for measuring diffusion
length by means of ionizing radiations is particularly suitable for the
case of the solar cell and is expected to be useful for devices of similar
geometry. Measurements with three types of radiations-electrons, pro -

TABLE IV - RADIATION DAMAGE PARAMETER K = (d/d(1)(1/L2) FOR
SOME RADIATIONS AND CONDUCTIVITY TYPES IN SILICON

Base Conductivity Type
and Resistivity

1 Mev
Electrons

16.8 Mev
Protons

130 Mev
Protons Co'° 7 -rays

p -type 1S2cm 1.8 X 10-10 8.3 X 10-7 3.3 X 10-7 2.6 X 10-3r-lcm-2
p -type
n -type

10 S2 cm
1S2cm

5.8 X 10-n
2.6 X 10-9 5.1 X 10-6 2.0 X 10-6 4.0 X 10-2r-icm-2 .
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tons and gamma rays-are shown to give consistent results over a wide
range of diffusion lengths and for both conductivity types in silicon.
The electron beam technique is shown to lend itself most readily to an
absolute calibration and to routine measurements of diffusion length.
By this technique the average specific ionization of electrons as a func-
tion of penetration depth is measured. For 0.98 Mev electrons in silicon
this ionization reaches a maximum value of 225 pairshi d 5 per cent
at a depth of 0.096 gm/cm2.

The consistency found among the various types of radiation allows
one to reverse the argument and suggest that calibrated solar cells be
used as solid-state ionization chambers for measuring radiation intensity.
A range of 103 rad/hr to 109 rad/hr should be achievable.
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APPENDIX

For a solar cell of the type shown in Fig. 1, for which the junction
depth is much smaller than the diffusion length of the minority carriers,
one needs to solve the diffusion equation only in the semi -infinite region
beyond the junction for the case of penetrating radiation. If the junction
is assumed to be located at x = 0 and the carrier generation rate as a
function of distance from the junction to be given by g(x), then the
steady-state excess carrier concentration will be given by the solution
of the equation :

d272D -
dx2

- - = -g(x)

where

(8)

D = minority carrier diffusion coefficient,
T = minority carrier lifetime,
n = excess minority carrier concentration.

Under short circuit condition, i.e., zero bias on the junction, the equa-
tion is solved with boundary conditions n = 0, x = 0, and dn/dx = 0,
x = 00 . If the carrier generation rate is reasonably uniform within a
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diffusion length, L = V-157-, of the junction, then g(x) may be repre-
sented by the first two terms of its Taylor series expansion as follows:

g(x) = go + (9)

The solution to (8) with g(x) given by (9) under the above boundary
conditions is given by:

n(x) = gor(1 - gixT (10)

which yields for the magnitude of the short circuit current density:

Jsc = egoL + .

g0

(11)

From (11) it may be seen that under strictly uniform carrier generation,
i.e., g1 m 0, the short circuit current density is given by Jac = egoL.

This magnitude is increased or diminished in the nonuniform case by

an amount eg1L depending on whether the generation rate increases or
diminishes with depth in the material, i.e., depending on whether g1 is
positive or negative.

REFERENCES

1. Bemski, Proc. I.R.E., 46, June, 1958, p. 990.
2. Gremmelmaier, Proc. I.R.E., 46, June, 1958, p. 1045.
3. Chynoweth, A. G., private communication.
4. Spencer, L. V. S., Phys. Rev., 98, June 15, 1955, p. 1597.
5. Katz, L., and Penfold, A. S., Rev. Mod. Phys., 24, Jan., 1952, p. 28.
6. Wright, K. A., and Trump, J. G., J. Appl. Phys., 33, Feb., 1962, p. 687.
7. Sternheimer, R. M., Phys. Rev., 115, July 1, 1959, p. 137.
8. Bethe, H. A., and Ashkin, J., Experimental Nuclear Physics, I, New York,

John Wiley & Sons, 1953.
9. Allison, S. K., and Warshaw, S. D., Rev. Mod. Phys., 25, Oct., 1953, p. 779.

10. Grodstein, G. W., National Bureau of Standards Circular 583 (1957), and
Supplement (1959).

11. Rosenzweig, W., Rev. Sci. Inst., 33, March, 1962, p. 379.



Imperfections in Lined Waveguide

By H. L. KREIPE and H. G. UNGER*
(Manuscript received May 11, 1962)

Thickness variations of the lining and deformations of the cross-section cou-
ple circular electric waves to unwanted modes and degrade transmission char-
acteristics. Generalized telegraphist's equations for lined waveguide with
these imperfections are found. The most critical interaction is caused by
lining variations of circular symmetry between TE01 and higher circular
electric waves. Because of such interaction the average TElen loss is increased
and signal transmission is distorted. More serious than signal distortion
is the increase in average loss. In 2" I.D. copper waveguide with a 0.01"
lining, the rms of a typical thickness variation should stay below 0.002" for
the TEoi loss at 55.5 kmc not to be raised more than 10 per cent. Cross-sec-
tional deformations in lined waveguide cause nearly the same increase in
loss and signal distortion as in plain waveguide. Tolerances for such defor-
mations should therefore be the same as in plain waveguide.

I. INTRODUCTION

Lined waveguide shows promise as a communication medium.' Cir-
cular electric wave loss in bends is reduced by a low -loss lining. A lossy
lining reduces the degrading effects of mode conversion and reconver-
sion.

In straight circular waveguide with a perfectly uniform lining, circu-
lar electric waves will only suffer a slight increase in attenuation due to
the loss factor of the lining and the slightly increased wall currents.
Also, the phase constant will be only slightly shifted. Otherwise the
transmission characteristics will remain smooth and undistorted.

A perfect waveguide with a perfectly uniform lining, however, can-
not be realized in practice. The waveguide will be slightly deformed,
and any lining as it is applied by spraying, dipping, or other methods,
will show variations in thickness along the circumference as well as
longitudinally. These variations will, in general, be distributed ran-
domly.

* Technische Hochschule Braunschweig; work done under letter contract.
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Deformations of the cross section or an imperfect lining couple the
circular electric wave to other unwanted modes and by mode conversion
and reconversion further increase the loss and otherwise degrade the
transmission characteristics. To keep these degrading effects small, the
waveguide has to be made sufficiently round and straight and the lining
uniform. In order to specify tolerances, a theory is needed of circular
electric wave propagation in a deformed waveguide with varying thick-
ness of the lining.

Attempts at such a theory have been made elsewhere, but they were
limited to a first -order approximation2'3'4. These approximations are
by far not adequate to describe the cases of practical interest.

Imperfect lining in a perfect waveguide will be analyzed first. Subse-
quently, the effects of cross-sectional deformations will be taken into
account.

II. GENERALIZED TELEGRAPHIST'S EQUATIONS FOR A WAVEGUIDE WITH

IMPERFECT LINING

The lined waveguide, Fig. 1, will be considered in cylindrical coordi-
nates (r, co, z). The thickness t of the lining will for the moment be as-
sumed a function of co only. Any such function, being periodic in co, may
be expanded into a Fourier series

t = t1(1 p, cos q(p). (1)

The sine terms have been omitted in (1) ; they would only add terms of
orthogonal polarization. t1 is the nominal thickness of the lining.

Fig. 1 - Round waveguide with lining of varying thickness.
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The relative permittivity will he written

El + E2

where ei is the relative permittivity of the waveguide with a perfectly
uniform lining. 2 takes into account the actual permittivity distribution
in a waveguide with varying thickness of the lining.

More specifically:

1. = 1 0 < r < ao
Ei = Er ao < r < b

where er is the relative permittivity of the lining. Moreover,

El E2 = Er ; E2 = Er - 1 in areas A (Fig. 1)

+ E = 1 ; E2 = 1 - Er in areas B.

In other cross-sectional areas 2 = 0. Only the thickness of the lining
varies; the permittivity is assumed to be constant.

The electromagnetic field in the waveguide is described in terms of
normal modes of the round waveguide with a perfectly uniform lining.
These modes are derived from two sets of scalar functions T. and T.'
given by (6.1) and (6.2).*

The transverse field components are written in terms of the follow-
ing wave functions:

(2)

(3)

= T-71

[.a aT'l
raco

aT (9T:1- d
rthp (3r

(4)
Hr = In

07n - -7-1h2
1k2

1 E1
raco Or

2H, = in
aT n[- hn aTnii

do El or e1k2 rOyon

The individual terms in (4) represent normal modes of the lined wave-

guide when do is chosen according to (6.26). k = co -V moo is the free -
space wave number; hn is the axial propagation constant; and

k. = xnao = ao(k2 - hn2)1 (5)

is the radial propagation constant of the mode n.

* These equations are listed in Ref. 6; the terminology (6.1) refers to Ref. 6
equation (1), (6.2) to Ref, 6 equation (2), etc.
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In Maxwell's equations the distribution of permittivity ,Ei 4- E2/

must be taken into account:

-1 [ke (E.) - rE,) = (6)

[--(9- (Er) - (Er) = (7)
az ar

1

agoar
(rEp) - (Er)] = -jcsolloHz

(8)

[a
ago az

- - (r1-1,0) 1= 2)e0Er (9)

[8-az (Hr) -
a
-ar (FL)] = jw(Ei

[ a
ar

(rH,) -app (Hz)] = jw (1

± 2)0E,

 E2)E0Ez 

(10)

Substituting for the transverse field components from (4) into (8) and
(11) and taking advantage of (6.3), the longitudinal field components
are obtained:

2

Hz = jwo Z V.4 XII T,,' (12)

2

XnHz = jwyo E In T. .
+ 2 k2

(13)

To find relations for the current and voltage coefficients, the series
representations (4) and (12) and (13) for the field components are sub-
stituted into Maxwell's equations. Then by multiplying with orthogo-
nal field functions, combining some of these equations, and integrating
over the cross section, generalized telegraphist's equations are obtained.

For example,

(aT h 2 aT
\racod eile2 or

is added to

el times (6)

(a T, dmhz2 aT,Z)
ei times (7)

1k2 racy

and the result is integrated over the total cross section. Using the or-
thonormality condition (6.29)° and the wave equation (6.3), one obtains:
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2d. , . .3 - = 2, In
dz WE

S

Similarly,

is added to

2 202 Xn Xm dS. (14)
1 E2 k2

aT aT ')+ times (9)
ar rav

_(aT,n dmaTin'\
raspOr

and the result is integrated over the cross section

d.
jcoeoVm

dz

times (10)

lanT aT1[. 4011,11
(l 5= f 2

n s ar racp

dnaTn'iraT, (imaT,'T
L ray rar L raco ar

Equations (14) and (15) are generalized telegraphist's equations for
round waveguide with imperfect lining.

Introducing traveling waves,

V. = //Tn.(am + bin)

1
I. = (a. - b.)

with the characteristic impedance

h.m= - ,
coeo

(16)

(17)

the more convenient form of generalized telegraphist's equations in
terms of amplitudes of forward (am) and backward (b,) traveling waves
is obtained:

dam

dz

db.
dz Julnunz = [cm.+1). cm-

a]Tt

The coupling coefficients in (18) are

(18)
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Crnn =
k

f
2

2 Vh,h s ± E2 k2
f 2 2

ElE2 Xn Xm T dS

-Vh,h r ir a Tn °Lir- 371,n+ aTnil
2 Js ar raspj L arracp

arn
d-r- [w,7 - n

(371Z1 PT. aT,n11}
dS.

ar L rasp
-dmar j

To analyze circular electric wave propagation, it is sufficient to con-
sider only coupling between circular electric and other waves. Let m
denote the TEom wave, then

Tin = 0

and

(19)

E = H,. = 0.
In this case the coupling coefficients reduce to

f dnaTni
emn E2 dS. (20)

2 s row ar ar

Also the generalized telegraphist's equations may now be written
shorter:

damdz jhmam = j cnin(an bn)

db,n
= J c,nn(an bn)

dz

To find the z -dependence of the wave amplitudes am and bm for cer-
tain initial conditions requires the solution of the generalized teleg-
raphist's equations (18) or (21). They are a system of simultaneous
first -order and linear differential equations and can be solved by stand-
ard methods.

III. COUPLING COEFFICIENTS FOR LINING IMPERFECTIONS

(21)

First of all, the coupling coefficients have to be evaluated. Under prac-
tical conditions certain approximations may be made. The maximum
deviation of the lining from its nominal thickness or also any of its
Fourier components are assumed to be small compared to the nominal
thickness:

P, << 1. (22)
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A first approximation is obtained by substituting for the wave func-
tions T and T ' in the range of thickness deviations their values at
the nominal boundary r = ao . Thus the integration in (20) is facilitated.
E2 is different from zero only in regions A and B of Fig. 1, and in these
regions the integrand is assumed independent of r.

According to the boundary condition at r = ao for the internal and
external field components

Sort 5=rn
= EcneE,:

and consequently, because of (4):

aTnilaT," _ aT,e daTclaT,"
rasp ar ar L racy Or Or

The various terms of the integrand in (20) are:
Arp i

N.Jp(kn) 12- cos pp
ra(p ao

OT
= A rnx.J; (k.) cos Pp

Or

alma'
- Nn,XmJO (km).

ar

(23)

(24)

Introducing these terms into (20) and using (23), the coupling co-
effiicients are:

Cran± = i Vhmh dmArmNnknri(km)Jp(kn)(p--(11.,,2 Lin)

 (Et -1)
21-

cos pp drchp
a° 0 .o

(25)

where yn (kn) (26)
p(k.)

Integrating over the radial coordinate r, the upper limit b - t is a
function of go. According to (1)

b - t = ao - ti E vg cos q(p. (27)

Integrating in (25) over r and co the contributions from all Fourier
components of (27) disappear except those with q = p. One obtains for
the coupling coefficients:

c, = -; 01,--nhp dmN.NnkmJi(k.)Jp(kn) (p - dnkn2yn)

-(Er - 1)(livp
(28)
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where for the nominal thickness the relative measure

61 =
11
-ao (29)

has been introduced.
For a thickness deviation described by a single coefficient pi, , there is

only coupling between circular electric waves and waves of circumferen-
tial order p = q.

For the term corresponding to q = 0 the integration results in

cm,, = kmk 1(k.)(1.1.(kn) (r - 1) 6,vo. (30)

This uniform thickness deviation only causes mutual coupling between
circular electric waves.

For a very thin lining, the modes of lined waveguide may be considered
perturbed modes of plain waveguide. It has been found elsewhere'
that a first -order perturbation of this kind is a good approximation
only in a very limited range. Nevertheless it will be quite informative
to study the approximations for the various expressions when this
first -order perturbation is introduced.

The asymmetric modes are either perturbed TE or perturbed TM
modes. The coupling coefficient between circular electric and perturbed
TE modes reduces to

Cmn

2

pklc)1,',)[1
Eriti
,

n0- .02
2 2 kne

n (1 k2b2(er - 1)1_

1/2hmOhno 4/1 - ,n2

knot

(er - 1 )(513I'p
(31)

where the second subscript 0 indicates the value of the corresponding
quantity in plain metallic waveguide.

The coupling coefficient between circular electric and perturbed TM
modes reduces to

h Er - 1 .3
2h Er

Cmn = kkmop ol Pp .
mo

(32)

The uniform thickness deviation causes coupling only between circular
electric waves. For a very thin lining the corresponding coupling co-
efficients (30) reduce to

k2kmOknO

Cmn (Er - 1)0513vo .

amonn0
(33)
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In all approximate expressions (31) to (33) the coupling coeffi-
cients vary with the third power of the relative thickness (51 of the lining
and are proportional to the relative deviation v of the thickness.

To evaluate the exact expressions (28) and (30) for the coupling co-
efficients as well as the approximate expressions (31) to (33), the prop-
agation characteristics of the coupled modes must be known first. The
characteristic equation for the normal modes in lined waveguide of
perfect geometry has been solved numerically by an iterative procedure.
The evaluation was programmed for automatic execution on a digital
computer.

Also included in this program was an evaluation of the exact formula
(28) for coupling between TE01 and any asymmetric mode.

For the typical values b/X = 4.70 and 7.62 corresponding to 2" I.D.
waveguide at 55.5 kmc and 90 kmc, and for a permittivity Er = 2.5, the
phase constants of a number of modes are plotted versus the relative
thickness of the lining in Figs. 2 to 5.

The lining changes phase constants most effectively for TE7,1 modes
and all TM modes. All TE, modes with n > 1 show very little
change for a thin lining. First -order approximations for the phase con-
stants in case of very thin lining would be represented in these plots
by straight lines tangent to the curves at öi = 0. Note that these first -
order approximations are gravely in error for most modes and any sub-
stantial thickness of the lining.

Some of the coupling coefficients for thickness deviations have been
plotted in Figs. 6 to 9 as a function of the thickness of the lining.
In the log -log plot of these figures the first -order approximations for
thin lining appear as straight lines with slope 3. Note that these straight
lines are fairly good approximations for coupling between TE01 and

modes with n > 1 and a relative thickness of the lining smaller
than 1 per cent. For coupling between TE01 and all other modes, how-
ever, these approximations are again seriously in error.

Note also that coupling between TE01 and TE modes is always
larger than coupling between TE01 and TM,, modes. Furthermore,
coupling between TE01 and TE,, increases with increasing order n of
the radial dependence of coupled modes, while it decreases in case of
TM modes.

In Fig. 10 the coefficients of coupling between TE01 and higher circular
electric waves for circular symmetric components of lining imperfection
corresponding to p = 0 have been plotted. First -order approximations
for thin linings are shown in this diagram only. They are adequate for
the entire thickness range to be considered. As in the general case of
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coupling to TE, the coupling coefficient increases with the radial order
n of the higher circular electric modes.

IV. MODE CONVERSION AT IMPERFECT LININGS OF VARIOUS PERMITTIVI-
TIES AND AT VARIOUS FREQUENCIES

Lined waveguide will he used for circular electric wave transmission
over wide frequency hands extending up to 100 kmc and more. In
addition, for technological reasons the lining might he made of materials
of various permittivities.



0.6

0.4

0.2

-0.2

uj3 -0 4
1-

O

-0.6

z
3 -0.8w

0_ -1.0
z

-1.6

- 1 8

-2 0

-2 2

IMPERFECTIONS IN LINED WAVEGUIDE

0 05 1.0 1.5 2.0 25 3.0 35
THICKNESS OF LINING IN PER CENT OF RADIUS

1599

Fig. 3 - Phase constants of TE2 and TM28 modes in lined waveguide. b/1 =
4.70, er = 2.5.

A first indication as to how the coupling coefficients depend on fre-
quency and permittivity of the lining is obtained from the approximate
formulae (31), (32) and (33) for coefficients of coupling at lining imper-
fections.

For interaction between waves which are sufficiently far from cutoff
we have
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hmo k

and

(e,. - 1)k2a2 >> kno2

so that for interaction between TEN. and TE (31) may be replaced by
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cm n =

2

-
knokmo erk202

k(er - 1)(313vp. (34)
'/ - P

kO2)

Equation (32) for interaction between TE07 and TMp may be replaced
by

P Er - 1 3

11
/:,n0%' 01 VP.

Er
(35)

Equation (33) for interaction between circular electric waves may be
replaced by

C,,,,1 = klak nOk (E r 1)b13110. (36)

These approximate expressions indicate a linear dependence on fre-
quency of all coupling coefficients. As functions of the permittivity the
coupling coefficients are proportional to (Er - WE,. for interaction be-
tween TE0, and TM, waves, but nearly proportional to (Er - 1) for
interaction between TEom and all TE waves. The term p2/edc02 may for
most TE modes be neglected with respect to unity.

For substantial linings the normal modes cannot be regarded as per-
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Curbed modes of plain waveguide. In this case an indication of the
dependence of mode interaction on permittivity and frequency can be ob-
tained only by evaluating the exact expressions.

Comparing the curves of Figs. 6 and 9, it is found that the exact
values for coupling coefficients show nearly the same dependence on
frequency and permittivity as indicated by the approximations. Only
for interaction between TE01 and lower -order TM modes are the cou-
pling coefficients appreciably larger at higher frequencies even for thin
linings.
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All these characteristics of coupling due to imperfect linings will have
to be considered when the coupled line equations are solved for TEN
propagation.

V. LINING TOLERANCES

In manufacturing lined waveguide, tolerances for irregularities must
be specified. These irregularities are randomly distributed, and at best
some of their statistical properties are known. By solving the generalized
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telegraphist's equations, statistics of the transmission characteristics
may be expressed in terms of the statistics of lining imperfections.

In particular, the average added loss for circular electric waves due
to mode conversion at lining imperfections is'

L

<Ace,> = 7 .1 R(z) (L - z) C,2 cos 413iz dz (37)
n 0

where

R(z) = <vp(zi) vp(zi z)>

is the covariance of a component vp(z) of thickness deviation. vp(z) is
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assumed to be a stationary random process in z. Cum is a coupling factor
defined according to

C m = C y, m Vp (Z)

L is the total length of the waveguide. 49, is the difference in phase
constant between the circular electric wave m and the mode n coupled
by enm to m. The difference in attenuation Actnn, between mode m and
n is assumed small enough so that

eAanmz

for all z for which R(z) has any substantial values.
The covariance will be assumed to drop off exponentially
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Izi

R(z) = <1/1,2> e-21rET (38)

where Lo is a correlation distance. Substituting (38) for R(z) into (37)
and performing the integration for Lo < L the average added loss is:

2

27C,2Lo
<Aant> = <vp> L. onm2L02 (39)

To evaluate (39) for the average added loss in the range of relative
thickness S to be considered here, coupling to all TE, which are propa-
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Fig. 10 - Coefficients cm. of coupling between TE01 and TE0 waves at lining
imperfections of circular symmetry. b/X = 4.70, er = 2.5.
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gating must be taken into account. Of the coupling to TM, modes
only lower -order modes with n < 4 need be taken into account. The
contribution of coupling to TM,,, modes with n > 4 to the average
added TE01 loss is small enough to be neglected.

For the coupling to TED modes, first -order approximations for phase
constants and coupling coefficients may be used in case of higher -order
modes with n >_ 4. The contributions from coupling to these higher -
order TED modes to the average TE01 loss is small enough so that small
errors in these approximations will cause no appreciable error in the
final result.

For a numerical evaluation of (39) the phase constants of Figs. 2, 3
and 4 and coupling coefficients of Figs. 6, 7, 8 and 10 have been used.
For higher -order TED modes the approximate expression (31) is ade-
quate. Interaction between circular electric waves at lining imperfections
with no circumferential dependence may be described for all modes by
approximation (33).

As a result of numerical evaluations, the diagrams in Figs. 11 and 12
have been drawn. They show as a function of the correlation distance
Lo the rms value of V, , the particular component of the thickness devia-
tion, which by itself would increase the average TE01 loss by 1 per cent
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1 per cent.
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in Fig. 11 and 0.1 per cent in Fig. 12 of its value in perfect copper wave -
guide.

All curves show a minimum. Among all the vP the strictest tolerance
is imposed on vo by the interaction between circular electric waves. In
this case for the critical correlation distance Lo = 0.6" the rms of thick-
ness deviations of a lining of (5 = 1 per cent should, according to Fig.
11, be less than 6 per cent. In absolute values the 0.01" thick lining

should be made uniform to ±0.0006".
When the lining is thinner, the tolerances are considerably eased. Ac-

cording to Fig. 12 and noting that the extra loss varies as the square of
the thickness deviations, a 0.005" thick lining needs only to be made
uniform to ±0.0025" for the circular electric wave interaction to in-
crease the average TEoi loss not more than by 1 per cent.

Mode interaction at lining imperfections not only increases the aver-
age TEoi loss, but also degrades the transmission characteristics which
in perfect waveguide would be smooth functions of frequency. Signals
transmitted through imperfect waveguide will suffer amplitude and

phase distortion.
A radio -frequency pulse of rectangular shape might be considered a

standard signal. Mode conversion -reconversion effects will cause recon-
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version forerunners to precede the output pulse and tails to follow it.8
If too large in amplitude, these forerunners and tails will in a PCM sys-
tem produce errors in regeneration.

The rms amplitude of the reconversion tail is largest after a long
signal pulse. Immediately after this pulse, the contribution to the rms
value by reconversion from one coupled mode is given by9

V14 I2=
cm: v(0-) 26,1"..,,,

(40)

In (40) Act, is the difference in attenuation constant between TE0m
and the coupled mode n. co is the spectral distribution of vv given in
terms of the covariance by

co(t) = f R(z)e-Itz dz.

For the exponential covariance of (38) the spectral distribution is

cow 2 4irLo
4,7,2 E2L02 

(41)

(42)

The contributions to the reconversion tail from different modes are
caused by components of the spectral distribution co (t) at the corre-
sponding t = 0,8, . From one coupled mode to the next these are quite
different spectral components. Their contributions might therefore be
assumed to be uncorrelated. Then the total contribution to the rms
value is obtained from the sum of the squares of each single contribu-
tion :

I qi 12 = Cmn4 i°2 (Minn L (43)

The most critical signal distortion will undoubtedly be caused by
circular electric wave interaction at lining imperfections of order p = 0.
Not only does this interaction increase the average TEoi loss most
strongly, but higher circular electric waves are also propagating with
extremely low loss. They will, therefore, contribute terms to the sum
of (43) which are large because the denominator dam. is small. Signal
distortion due to circular electric wave interaction should therefore be
considered first.

VI
In Fig. 13 the quantity

L has been plotted as a function of the

correlation distance Lo . Mode interaction between TE01 and TE02 con-
tributes most strongly to the reconversion tail. Therefore the curve has
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a maximum where the TE01 - TER term in (43) has its maximum value.
Since in (42) the spectral distribution assumes its largest value when

Lo = -27
, the terms in (43) will show their largest value when

27
biOnan

that is, when the correlation distance is equal to the beat wavelength
between the two coupled modes. In Fig. 13 the maximum occurs at the
beat wavelength between TEN and TEN .

For this most critical spectral distribution of random imperfections
the total reconversion tail is still quite small. For example, let ViT(72 =

0.2 be the rms of thickness deviations; then for a waveguide length of

L = 20 miles the rms of the reconversion tail amplitude is still more
than 30 db down compared to the signal pulse. Tolerances on lining im-

perfections, therefore, need not be as strict for signal distortion as
they must be for the increase in average TE01 loss. In the present ex-
ample the increase in average TEoi loss would be nearly 4 per cent.

At higher frequencies an increase of mode conversion is indicated by
the linear frequency dependence of coupling coefficients according to
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Fig. 13 - TE01 - pulse distortion in lined waveguide with random imperfec-
tions of the lining. Mode conversion causes a reconversion tail of rms amplitude

Nr=-I DI' to follow the pulse. b/i = 4.70, er = 2.5, 5 = 1 per cent.
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(34), (35) and (36). In addition the beat wavelength between coupled
modes increases linearly with frequency. The coupling coefficients will
also be larger for higher permittivities of the lining.

For operation at higher frequencies or with linings of larger per-
mittivities, tolerances will have to be chosen correspondingly tighter.

VI. GENERALIZED TELEGRAPHIST'S EQUATIONS FOR DEFORMED WAVEGUIDE

Cross-sectional deformations of the lined waveguide will couple cir-
cular electric waves to unwanted modes and like imperfections of the
lining degrade the transmission by mode conversion and reconversion.

To analyze wave propagation in deformed waveguide, a wall imped-
ance representation will be used to formulate the boundary conditions
at the surface of the lining.6 In perfectly normal waveguide the bound-
ary conditions of a perfectly uniform lining are

E, = -Z,H, (44)

= ZsoHz (45)

Small deformations cause the radius a of Fig. 14 to be a function of yo,

a = ao[1 0-(40)]. (46)

Any function a, being periodic in co, may be expanded into a Fourier
series:

a = ao[1 2,0-, cos qv]. (47)

Fig. 14 - Lined waveguide with cross-sectional deformation.
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Sine terms have been omitted; they would only add terms of orthogonal
polarization. The deformation is assumed to be small and smooth:

da
U << 1,

(19
-<< 1. (48)

For the deformed waveguide the boundary conditions will now have
to be satisfied at r = a and not at the nominal radius ao . In (44) and
(45) the tangential components of the magnetic field require the tan-
gential electric field to have a certain value. The magnetic field may be
considered to excite the electric field. In the deformed waveguide this
excitation stays nearly the same, but due to the slight displacement of
the wall it now occurs at r = a.

The electric field at r = a can by Taylor series expansion be written
in terms of the field at r = ao . Neglecting higher -order terms

E(a) = E(ao) a E(ao)
aoa. (49)

ar

and the boundary conditions are:

+ aEz(a0)Ez(ao)aoo = -Zz1-1(a0) (50)
ar

E(ao)oE(a0) aoo-
do.

Er(a0) = Z,Hz(a0). (51)
ar

Maxwell's equations for r < a are given by (6) to (11) with ei
2 = 1. Also, the representation of the transverse field components for
r < a in terms of normal modes of the perfect lined waveguide is
as in (4). Substituting for the transverse field components from (4) into
(11), the longitudinal electric field is obtained:

2
icomoz InXn T

X2 T.

The longitudinal magnetic field, however, cannot be obtained from (8)

since the series expression for E, in (4) is nonuniformly convergent and
must not be substituted for differentiation into (8). We only substitute
for Er from (4), multiply (8) by Tm', and integrate over the cross section.

After partial integration:
2 7r

jaY20 f dS = E,T,Zaodio
0

(52)

(53)

I
2 7r

- 1 [()Tv' - aT"
a() do TIndxn2 f Tn/ dS.

0 0 l'acp s
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To find relations for the current and voltage coefficients, substitute
(4) for the field components into Maxwell's equations. Then add

8T`
dm

k2

aTm'
times (6)rag k2 or

and

2aT, dmh,n aT,'
times (7)

k2 am

and integrate over the nominal cross section. The result is

2dV. .12. T

dz
Jomo - f (grad Ez) (grad Tm) dS

2
dmh (grad Ez) (flux Tm') dSk2

jWiL0 In
xn [ I (grad TO (grad Tm) dS
k2 s

2

+ dm - (grad TO (flux Tm') dS.k2

After partial integration on the right-hand side of (54),

dVm /17,i2
2 irj - = EzTm' +dm hm .97'2 '')ctothp

dz WE° 0 Or ao k2 0.

+ x.2 f EzTm as - [ f asT(n,
12 as m'

k2 0 ao k2

(54)

Xnz2 f T,' . (55)
8

In special cases when the lining is very thin or when there is no lining,
the individual terms for Ez in (52) are zero for r = ao , while Ez itself,
because of the boundary condition (50), is different from zero. Then
(50) is a nonuniformly convergent series, which describes Ez only in
the open interval 0 < r < ao . Term -by -term differentiation will make
the series diverge. Therefore the series had not been substituted for Ez
in (54). In (55) it may now be substituted in the integral over the cross
section. In the line integral, Ez from the boundary condition (.50) may
be substituted. Thus, instead of (55),

dV. h m2- r 2 aE, d h 2 aT
= jo aca ai (56)

dz we°
-1-"ithp.

ao k2 ago
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Similarly, add

(an, aTni')
ar r

(1
- dm

arrago ar

times (9)

times (10)

and integrate over the cross section. The result is
2adI , jw0V, = -ao

0

aT - (1, °IT-) (hp
dz rav ar

r
(1,0

2

d, f X ,21/,, Ti'd8 jc0e0Z V d
2

T, a T.'
T ' - d, ) - d, f x,2Tn'T,ZdS1.

rasp ar

(57)

The boundary condition E, = Lo/ -1. of the perfect waveguide may be

a iT - aT  i\ .

1nused for the normal mode term La
, (5.) and (57), and

o ar j
(53) may be substituted into (57). The result is

2

jc0 [
2 r

dz
e0V = -jc0e0aodmil

k2
[Es, - Z Hz] dco. (58)

Introducing the boundary condition (51) for E, we get instead of (58)
2 fin2rdI" + jc0(017 , = T Eao, + (11 Erithp . (59)

dz k2 ar dip

Partially integrating the last term under the integral
2r

Erdv -
0

7', + Er nZidio
ay, ago ay,

[and substituting for Er and E,, from (4) and for -1 19-714 -daT"' fromao alpav
the boundary condition in perfect waveguide, the other set of generalized
telegraphist's equations is obtained:

dd.':
ic06'+:0dm x,2 fo2 r Eraria'com' adv -jZ "V d d

7,

. n__ n__ .2

W/20a02

kn2km2

f21-

I'1 - 7 7`p T' d(p.
Jo

(60)
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The interest is limited here to propagation characteristics of circular
electric waves. Therefore, only terms that describe direct interaction
between circular electric and other waves need to be retained in (56)
and (60). When V. and I, are amplitudes of other modes, then B, ,

He and ET of circular electric waves are zero. Thus (56) and (60) reduce
to

dV, . h,2
-r 7 - m = 0

dz weo

2

dz
jum017, = -j Vdd,l n2k (1 -j GrT//

dio.
comoa0

1,/,

aroma) f
2 T

o

(61)

Introducing traveling waves as in (16) and (17), the more convenient
form (18) of generalized telegraphist's equations is obtained.

The coupling coefficients are

1 / 14214,2
Cnm± = V hnhno. nicAln

k2
-a Zo) f:: (TT si Tm (1 0 (62)

where z, = VE0/1.4, Z is the wall impedance with respect to free
space.

Substituting 1. m In ( 6. 1 ) for T  and 71,,' and from (47) for  (cp),

k

2a

2

C ,± = dwini n N.Nuelo(k.).4( ) ap (1 j . (63 )
10 kao

A component o,, causes coupling only between circular electric waves
and waves of circumferential order p.

The wall impedance in (63) may for all cases of present interest be
approximated by:

1z,= tan kaoVE, - 1 61. (64)
Ver - 1

For a very thin lining the expression (63) for the coupling coefficients
reduces to the coefficient for coupling at the corresponding deformation
in plain metallic waveguide. We obtain c, = 0 for interaction be-
tween TEom and TM,, . For interaction between TEcon and TE, the
coupling coefficients are

kmolcno kno
corn] [ pn I= 2_ini 1

.

ao zn,onno - (65)

The numerical evaluation of the general expression (63) has been in-
cluded in the program for automatic execution. Typical results have been
plotted in Fig. 15 for a waveguide with a continuous axial offset (p = 1),
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Fig. 15 - Coefficients cm. of coupling between TEN and rl'E, and TMI in
axially offset lined waveguide. b/X = 4.70, er = 2.5.

in Fig. 16 for elliptical deformation, and in Fig. 17 for trifoil deforma-

tion.
In all three cases the coupling coefficients have the following charac-

teristics in common: The coupling between TE01 and TM waves is
much weaker than the coupling between TE01 and TE waves even for a
substantial thickness of the lining. For a particular deformation the
coefficient of coupling between TE01 and TE waves increases with the
index n of the waves. Higher -order waves are coupled more strongly.
The relative change of coupling between TE01 and TE, with the thick-
ness of the lining is only slight in particular for coupling to higher -order
waves.

The most significant consequence of these general characteristics is
that mode conversion effects due to coupling at waveguide deformations
will be nearly the same in lined waveguide as they are in plain wave-
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guide. Lined waveguide should therefore be manufactured to the same
cross-sectional tolerances as is plain waveguide.

VII. CONCLUSIONS

TEoi transmission in lined waveguide is degraded by thickness varia-
tions of the lining and cross-sectional deformations. These imperfections
couple the TE01 wave to unwanted modes. The coupling to higher cir-
cular electric waves at thickness variations of circular symmetry is
strongest. Asymmetric thickness variations couple TE01 to the corre-
sponding asymmetric modes.

Random thickness variations increase the average TE01 loss and cause
signal distortion. The increase in loss is much more pronounced than
signal distortion. In a typical example of random thickness variations of
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a 0.01" lining of e = 2.5 in a 2" I.D. waveguide at 55.5 kmc, the rms of
the symmetric component of this variation should remain smaller than
0.002" for the average TE01 loss, not to be raised by more than 10 per
cent of its value in perfect copper pipe. Under these conditions a pulse
signal after traveling through 20 miles of this waveguide is distorted
only by a reconversion tail nearly 30 db smaller than the signal. The
signal distortion, being caused by circular electric wave interaction, can
not, however, be reduced by ordinary mode filters.

Cross-sectional deformations in lined waveguide cause nearly the
same interaction of TEN with unwanted modes as corresponding defor-
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mations in plain waveguide. Lined waveguide should be manufactured
to the same cross-sectional tolerances as plain waveguide.
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Characteristics of the Service Provided
by Communications Satellites in

Uncontrolled Orbits
By J. D. RINEHART and M. F. ROBBINS
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In a communications system which uses satellites in uncontrolled orbits,
there would be times when the communication between two stations would
be interrupted because no satellites would be in view. This paper provides
material which can be used to describe the service which a random system
of satellites would provide. An example system which could be used to pro-
vide initial world-wide service is also discussed. This system has certain
nonrandom characteristics, and the effect of these characteristics on the
service to various parts of the world is examined by computer simulation.
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I. INTRODUCTION

One of the several types of systems which have been proposed for
world-wide communications would use numerous satellites in circular
orbits 3000-8000 miles* above the earth's surface. The satellites would
contain active repeaters through which any pair of stations on earth
could communicate whenever a satellite is mutually visible to the sta-
tions. In this system, the satellites would move independently of each
other, and the motions of the satellites relative to the earth's rotation
would not be controlled. The manner in which the satellites are dis-

tributed about the earth at a time chosen at random would be much
the same as if the satellites were randomly placed into position at that
time.

Two ground stations will be able to communicate a large part of the
time if a random system of satellites is used, hut there will be times when

no satellites will be mutually visible. This paper describes the service
which satellites in random, or uncontrolled, orbits would provide. Serv-
ice, in this context, refers to the availability of satellites for communica-
tion and does not pertain to the type or subjective quality of communi-
cation. Some of the material in this paper is an extension of a study
reported earlier by Pierce and Kompfner.'

Sections II and III describe the geometrical properties of satellite
orbits and satellite visibility. Section IV presents some methods and
results which have been used to describe the service provided by a
random system. Section V discusses a particular system of satellites,
which approximates a random system, and describes the service which
would be furnished to points throughout the world. The nonrandom

* The nautical mile is used throughout this paper.
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characteristics which this system might have and the effect which these
characteristics would have on the service are studied in Section VI.

II. SATELLITE ORBITS

This section describes some basic geometrical properties of satellite
orbits. The discussions of service in later sections are based on the orbit
properties defined here.

2.1 Orbit Altitude

The general orbit of an earth satellite is an ellipse which has the
earth centered at one focus. Two quantities which are popularly used
to describe the altitude of the elliptical orbit are the height of perigee
and the height of apogee. As shown in Fig. 1, the perigee height is the
distance of closest approach to the earth's surface, and the apogee height
is the maximum altitude reached by the satellite. The circular orbit,
which is of prime interest here, is a special case in which the apogee and
perigee heights are equal. The circular -orbit altitude will be designated
by H.
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Fig. 1 - Elliptical and circular orbits.
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2.2 Satellite Period

The period of an earth satellite, i.e., the time required for a satellite
to move through 360° in its orbit, is given by

a3P=
MG

(1)

where M is the mass of the earth, G is the universal gravitational con-
stant, and a is the semimajor axis of the orbit. The period is plotted as
a function of H in Fig. 2.

2.3 Orientation of the Orbit Relative to the Earth

A satellite in an equatorial orbit moves in a plane which contains
the earth's equator, and the plane of a polar orbit contains the earth's
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Fig. 2 - Satellite period vs .circular orbit altitude. The period of elliptical
orbits is found by using a circular orbit altitude which is the average of the apogee
height and the perigee height of the elliptical orbit.
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rotation axis. The orientation of other orbits relative to the earth is
defined by the inclination angle between the equatorial plane and the
orbit plane.

As shown in Fig. 3, the inclination angle is measured counter -clock-
wise from the equatorial plane to the orbit plane. The direction of the
motion of the satellite is important, so the measurement is specified at
the point at which the satellite crosses the equator from south to north
(the ascending node). Satellites in orbits with inclinations less than 90°
move in the direction of the earth's rotation. These orbits are easier to
achieve than retrograde orbits (inclination larger than 90°) because of
the inertial velocity added by the rotation of the earth.

The plane which contains a satellite orbit remains fixed in space

EQUATORIAL
ORBIT

INCLINED
/."-- ORBIT

INCLINATION
ANGLE

ASCENDING
NODE

Fig. 3 - Polar, inclined, and equatorial orbits. The orientation of the orbit
plane relative to the earth is given by the inclination angle.
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while the earth rotates under the orbit.* The orientation with the earth's
axis is constant, but the orientation of the orbit relative to a point on
the earth continually changes.

2.4 Relative Orientation of Orbit Planes and Relative Positions of Satellites

The orientation of a system of several orbit planes is not adequately
described by the inclination angle, for the planes can have any relative
orientation around the earth's axis. This orientation will be specified by
giving the angular position of the ascending nodes. The angle is meas-
ured in the equatorial plane from an arbitrary reference. Thus, if the
ascending nodes of three polar orbits are at 0°, 120°, and 240°, the
planes are uniformly spaced.

The position of a satellite in its orbit at a particular time will be
given by a phase angle. This phase is the angular separation between
the ascending node and the satellite. The angle is measured at the center
of the orbit and is positive in the direction of satellite motion. A satel-
lite over the north pole would thus have a phase of 90°.

The relative positions of several satellites can be completely described
by giving an altitude, inclination, relative ascending node, and phase
for each satellite. In a random system, all satellites usually have the
same altitude, and one or several inclinations may be specified. At a
time chosen at random, all ascending nodes and phases would be equally
probable. In some systems one degree of randomness is removed by
specifying the relative ascending nodes. Also, several satellites with the
same inclination may have the same ascending node and would there-
fore be in the same plane.

III. SATELLITE VISIBILITY

Satellite communication can take place between two ground stations
only if a satellite is visible simultaneously from both stations. Thus,
mutual visibility conditions determine the service which a system of
satellites provides to the stations.

3.1 Visibility Geometry

A satellite is considered usable for communication if its elevation
angle above the theoretical horizon is larger than some specified a. t This

* This is true only for polar and equatorial orbits. The effect of the small motion
of inclined orbits will be taken up in Section VI.

t For convenience in terminology, the satellite will be said to be visible only
when this condition is met.
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angle limitation is influenced by local terrain, performance of the radio
system,' and considerations of interference with terrestrial systems? A
value of 7.5° will be used for a in the studies presented here, since this
value has been used in most previous discussions.

The angle a defines a cone of satellite visibility as shown in Fig. 4a.
The orbit of a satellite at altitude H intersects this cone in the two
points at which visibility begins and ends. If the orientation of the orbit
relative to the ground station is arbitrary, the locus of all possible ex-
tremes of visibility is a circle on the cone. Projecting these points radi-
ally onto the earth results in a circle with angular -great -circle radius 4,
as shown in Fig. 4b, where

1, = cos -1
R H

R cos a) - a ( 2 )

A station could see a satellite which is at an altitude H whenever it is
over this circular region. Two stations can communicate only if their
circles of visibility intersect and form a mutual visibility region.

Some mutual visibility regions for 6000 -mile orbits are shown in Fig.

CONE OF
IsieiuTY

SATELLITE:
ORBIT .,z

(a) (b)

Fig. 4 - Satellite visibility geometry: (a) Plane view of the cone of visibility
for a ground station at, A. a is the minimum usable elevation angle. (b) Circle of
visibility. A satellite of altitude H would be more than a degrees above the horizon
at the ground station whenever it is over this circular region centered on theground station.
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5. Because of the polar projection used, the parts of the regions which
are south of the equator are not shown. Satellites in polar orbits could
pass over any part of these regions, but those with lower inclinations
would not move further north than the latitude corresponding to the
inclination angle. Thus if the motion of the satellites is also considered,
the area of mutual visibility would be reduced for lower-inclined orbits,
and it would degenerate to a line for equatorial orbits.

Fig. 5 shows a region in which a satellite in a polar orbit could be

Fig. 5 - Mutual visibility regions for 6000 -mile polar orbits. a = 7.5°. Portions
of the visibility regions below the equator are not shown on this projection.
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seen simultaneously by all three pairs of stations. This region and the
other regions of overlap present a problem of competition for the use
of satellites which are over these regions. A discussion of this problem
is given in Section 4.1.3.

3.2 The Probability that a Satellite is Mutually Visible

The description of random -orbit service requires a knowledge of the
probability that a satellite in a particular orbit is mutually visible to
two stations at a randomly chosen time. A numerical method is used to
obtain an estimate of this probability, which will be designated as p.

3.2.1 Numerical Determination of p

Fig. 5 can be used to determine p for Seattle and Tokyo for 6000 -mile
polar orbits. The earth rotates under the orbit, so at a randomly -chosen
time the orbit plane can intersect the earth along any meridian. The
meridian lines in the figure thus represent a uniform sample of all orien-
tations of the plane. All phases are equally likely for the satellite at the
chosen time. For a particular orientation of the plane, the fraction of the
corresponding meridian line which is contained in the mutual visibility
region is the probability that the satellite can be seen. The average of
the fractions determined for all meridians in the sample is an estimate
of p.

For an equatorial orbit, p is simply the fraction of the earth's equator
which is contained in the visibility region. The value of p for the general
inclined orbit was determined by a computer program which uses a
method similar to the one described for polar orbits. A method which
uses numerical integration of an expression for p is given in Ref. 3.

3.2.2 Variations in p

For a given orbit altitude and inclination, p is a function of the lati-
tudes of the two ground stations and the distance between them. For
pairs of points whose mutual visibility regions include one of the earth's
poles, polar orbits provide a higher p than do other orbits. Regions which
are centered on the equator are best served by equatorial orbits. Inter-
mediate inclinations give the highest p for regions which are between
these extremes.

For a given pair of ground stations and a given inclination, p increases
with the altitude of the orbit. An example of the nature of this increase
is shown in Fig. 6 which gives p vs altitude for Maine-London for
polar orbits. The rate of increase of p with altitude begins to diminish
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Fig. 6 - Fraction of time (p) a satellite in a circular polar orbit of altitude If
is visible to Maine and London. a = 7.5°.

rapidly at altitudes above about 8000 miles. The reason for this is ap-
parent from (2). For high altitudes in this equation, the radius of the
visibility region is approaching (7/2) -a which is the maximum value
which can be attained, and the size of the visibility region directly in-
fluences the value of p. The maximum value of p for this pair of points
is 0.368.

Equation (2) shows that the size of the visibility circle is also influ-
enced by the value of a. Thus the minimum elevation angle affects the
value of p for a given orbit and a given pair of ground stations. Fig. 7
gives p vs a for Maine-London and 6000 -mile polar orbits. The
value of p is read from the left scale. If a is zero, i.e., if the satellite were
used whenever it was above the theoretical horizon, p would be 0.28.
An a of 20° would result in a p of about half of this maximum value.
So if a were 20°, the satellite could be used during only half of the time

it is visible. The use of an a of 7.5° results in about 82 per cent utiliza-
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Fig. 7.., The effect of the minimum elevation angle on the usefulness of a
satellite in a 6000 -mile polar orbit. Ground stations at Maine and London.

tion of the visible time, so there is something to be gained in reducing
this angle if it is possible.

3.2.3 A Partial Table of p

During the course of previous studies, values of p have been deter-
mined numerically for many ground -station locations, orbit altitudes,
and inclinations. These values are given in the table in the Appendix.
The table is by no means complete, but many of the pairs of points
which are of interest are included.*

The first two columns in the table are the colatitudes of the ground
stations. These numbers may be measured from the north pole or the
south pole of the earth as long as the same convention is used for both
points. The third column is the longitude separation of the two stations.

* Ref. 4 gives values of p in a more general form.
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The other columns are headed by altitudes and inclinations. Linear
interpolation may be used between successive altitudes and successive
inclinations with reasonable accuracy.

IV. SERVICE PROVIDED BY SATELLITES IN RANDOM ORBITS

4.1 Quality of Service, q

A random -orbit system will use a multiplicity of satellites to provide
service to many pairs of ground stations. For a particular pair of sta-
tions, the quality of service is defined as the fraction of time the re-
quired number of satellites is available for use. The symbol q is used to
denote the quality of service.

4.1.1 Satellites in Orbits of the Same Altitude and Inclination

(i) Single -Satellite Visibility

Since p is the probability that a satellite in a certain orbit will be
visible to a pair of ground stations at a time chosen at random, (1 - p)
is the probability that the satellite will not be visible at that time. If
there are n satellites with identical p's, and if the satellites have random
ascending nodes and phases, the probability that none of these satellites
would be useful at a random time is (1 - p)". The fraction of time at least
one satellite would be useful is then

qi = 1 - (1 - p)n (3)

Fig. 8 gives values of qi for a range of values of n and p. If p is known,
the number of satellites needed to furnish a certain quality of service
may be found. For example, for stations in Maine and London, and 6000 -
mile polar satellites, p = 0.23. For a quality of service of 0.999, Fig. 8
shows 27 satellites would be required. For qi = 0.99, n = 18; and for

q1= 0.90, n = 9.
Equation (3) may also be written

log (1 - qi)n - log (1 - p)
If n is changed to n', qi would change to qi', and the ratio of n'/n is
given by

n' log (1 - q11)
n log (1 - qi)

which is independent of p. This equation was used to derive a table (next
page) which contains the number of satellites needed for various qi rel-
ative to the number needed for q1 = 0.999.
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(ii) Multiple -Satellite Visibility

Some pairs of ground stations may require more than one satellite at
a time if the traffic between the two stations exceeds the capacity of one
satellite. If m ground antennas were used at each station, m communica-
tion paths could be established by way of separate satellites. The qual-
ity of service on path m, which is the fraction of time m or more satel-
lites are usable by the ground stations, is given by

.-1 (q, = 1 - E it pi (1 - p)n-i
i=o

(4)

Figure 9 gives values of qn, as a function* of qi . For a value of qi =
0.999 on the abscissa, the intersections of the ordinate line with the
curves give q2 = 0.991, q3 = 0.964, etc. qi , q2 , and qa would be the
qualities of service for three paths between Maine and London if the
paths were operated on a priority basis, i.e., if path 3 operated only
when three or more satellites were visible, path 2 only when two or
more were visible, and path 1 when one or more was visible. Figs. 8 and
9 may be used to determine the number of satellites needed for a par-
ticular q, . Suppose q2 = 0.98 is desired. From Fig. 9, qi = 0.9975. If
we again use the example of p = 0.23, Fig. 8 shows 23 satellites would
be needed.

Multiple paths between two points may be operated with equal pri-
ority simply by assigning periods of no service to the paths in turn. The
lengths of these periods are not equal, but over a long period of time
all paths would get equal qualities of service. Suppose there are three
paths (m = 3). One of the paths would he out of service whenever only
two satellites are visible, two would he out whenever only one satellite
is visible, and all would be out when no satellites are visible. The frac-
tions of these times for which a particular path would be out of service

are 1, 1, and 1 respectively. The general fraction is (m - i)/m, where m
is the number of paths and i is the number of satellites visible (i < m).
The average quality of service on each of m paths with equal priority is

q = 1 - 7" - (7A
i=0 M j P1(1 (5)

* This relationship varies slightly with p. The curves in Fig. 9 result from using
p = 0.18. The values of p which are of interest in this work range between 0.05
and 0.30. The changes in the curves of Fig. 9 for these extreme values of p would
be very small, so the curves can be used with reasonable accuracy for any p in
this range.
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path with priority no. The number of satellites needed to furnish is found by
entering Fig. 8 with q, and p.

Fig. 10 gives values q, as a function* of qi . For qi = 0.999, q2 =
0.995, 43 = 0.985, etc. A previous example showed 27 satellites in 6000 -

mile polar orbits would provide qi = 0.999 between Maine and London.
The above results show three equal -priority paths between these points
would have qualities of service of 0.985. If 0.999 service were desired
on each path, Fig. 10 shows qi = 0.99996, so 39 satellites would be
needed (Fig. 8 with p = 0.23 and qi = 0.99996). This procedure can be
used to determine the service from one point to several other points
when the mutual visibility regions are almost identical. For example,
stations in England, France, and Germany could be considered to be at
about the same latitude and longitude, so 39 satellites would provide a

* The previous comment on the effect of different values of p also applies here.
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qi of about, 0.999 to each of these points with a separate satellite for
each path.

4.1.2 Mixed Orbits

A previous section indicated that no single orbit inclination is best
for all pairs of stations. This may be verified by examination of the
table in the Appendix. Miami -Rio de Janeiro, for example, would have
a quality of service of only 0.80 if the 27 polar satellites discussed before
were used. Equatorial orbits are best for this pair of stations, but these
orbits provide little service to Maine -London. This implies that satellites
should be placed in both kinds of orbits if both pairs of stations are to
be served equally well. It is also possible that a single intermediate in-
clination would be best..

Suppose a system consists of a total of n satellites distributed in k
different orbits. Let the jth orbit contain n; satellites, and let p; be the
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fraction of time a satellite in this orbit is visible to a pair of stations.
The quality of service for a single satellite is then

= 1 - 11 (1 - AO"' (6)
P-1

where n = E ni
A solution of (6) for the above Miami-Rio de Janeiro example shows
that 22 satellites in 6000 -mile equatorial orbits would need to be added
to the polar satellites to make qi = 0.999. However, Maine-London also
gets some service from the equatorial satellite, so less than 27 polar
satellites are now required to give 0.999 service to this path. Thus the
solution must be adjusted until it converges to the point where 0.999
service results for both paths.

The problem of mixed orbits is concerned with the specification of
the number of satellites which should be placed in each of k different
orbits in order to satisfy the usability requirements of several ground
stations. If the satellite altitudes are the same, the best set of orbits
might be considered to be the one which requires the smallest number
of satellites.* The solution may be approximated by determining the
number of satellites in each orbit individually and in sequence as in the
above example. This method is difficult and time-consuming for complex
problems, and a more direct approach is to use a linear -programming
model. Such a model has been developed, but it is beyond the scope of
this paper.

A more general problem of mixed orbits involves the determination
of the set of satellites, in orbits of all possible altitudes and inclinations,
which will furnish required qualities of service for a minimum cost. The
linear -programming model represents a large step toward the solution
of this problem; however, other problems related to costs and functional
relationships between other system parameters must be thoroughly in-
vestigated before the problem can be solved.

4.1.3 The Effect of Overlap of Mutual Visibility Regions

In Fig. 5, nearly all of the mutual visibility region for Seattle-Tokyo
is contained within the regions for Maine-London and Seattle-Hawaii.
When a satellite is mutually visible to Seattle and Tokyo, this satellite

* This is really an oversimplification. Depending on the location of the launch-
ing sites, the payload which a given vehicle can put in orbit depends on the in-
clination angle. With the possibility of launching several satellites with a single
vehicle, minimizing the number of satellites does not necessarily minimize the
total cost.
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may already be in use by one of the other pairs of points. The previous
discussion on multiple -satellite visibility indicates the problem could
be solved most of the time by using other satellites which are also visi-
ble. The effect of this overlap on the qualities of service for each pair
of points will be determined to illustrate the magnitude of the problem.
For simplification, the overlap of the Seattle -Hawaii region with the
Maine -London region will be ignored.

The Seattle -Tokyo path would be out of service if either of the follow-
ing three conditions prevails:

(i) There is no satellite in the Seattle -Tokyo region. The fraction of
time this would occur is given by (1 - p.a.)n where the sub-
script identifies the region.

(ii) There is exactly one satellite in region A (the area common to
the Maine -London and Seattle -Tokyo regions) and there are no
satellites in the remainder of the Maine -London region and there
are no satellites in the remainder of the Seattle -Tokyo region.
The fraction of time the event occurs is

[nPA (1 - PA)n-1][1 - (PM -L - PA)i(n-"il - (Ps -T - PA)1(71-"

priority, Seattle -Tokyo the
satellite in one-half of the situations. Thus one-half of the above
expression is the fraction of time the path is out of service be-
cause of overlap with Maine -London.

(iii) Same as condition (ii) except region B (the area common to the
Seattle -Hawaii and Seattle -Tokyo regions) replaces region A
and the Seattle -Hawaii region replaces the Maine -London re-
gion.

As a numerical example, a system of 27 satellites in 6000 -mile polar
orbits was considered. Table I summarizes the effect of the overlap.

The effect of overlap is difficult to determine in a more complex
situation; but because the effect is small, one can usually account for
it by nominally reducing the quality of service or nominally increasing
the number of satellites. In this example, the addition of one satellite
would compensate for the overlap, i.e., qi for 28 satellites with overlap
considered would be as good as qi for 27 satellites with overlap not in -

TABLE I

Path qt if Overlap is not
Considered

qi including the
Effect of Overlap

Fraction of Service Lost
Because of Overlap

Seattle -Tokyo
Seattle -Hawaii
Maine -London

0.9876
0.9904
0.9991

0.9841
0.9874
0.9987

0.0035
0.0030
0.0004
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eluded. Complex overlap situations can better be evaluated by a com-
puter simulation which has been developed to describe the service fur-
nished by systems of satellites.

4.2 Description of the Periods of Service and No -Service by Simulation

Knowledge of the fraction of time a path is out of service is not suffi-
cient to evaluate the service provided by a system of satellites. The de-
scription of the length and frequency of these periods of no service is at
least equally important. For a given quality of service, the no -service
periods could be seconds long and occur frequently, or they could be
days long and occur only occasionally. Certainly the way the no -serv-
ice periods would be evaluated and administered would be different for
these two extremes.

To describe the periods of service and no service, a computer program
which simulates a world-wide satellite communications system was
used. The program assigns satellites to the several ground -station pairs
in a system in a way which maximizes the service on a priority basis (the
paths may have equal or ordered priority). The motions of the system
may l:e simulated for any length of time, and periods of several years
may be studied with modest, amounts of computer time. The periods of
no service are recorded for each ground -station pair, and a statistical
description of the service periods and periods of no service is provided.
Both random and nonrandom systems can be studied. The results pre-
sented in this section assume random ascending nodes and phases for
the satellites.

4.2.1 Description of Service for Various Qualities of Service

Fig. 11 displays the periods of no service on a path from Maine to
London for a system of 12 satellites in 6000 -mile random polar orbits (a
quality of service of 0.95). This figure covers a representative 30 -day
period from a one-year simulation. The darkened areas, which are
drawn to scale, represent the times when the path is out of service be-
cause no satellites are visible. The average length of the periods of no
service (to) and the average time between these periods (ti) are given
for the one-year period. Fig. 12 presents the periods of no service for
the Maine-London path if the 6000 -mile polar orbit system has 18
satellites (q = 0.99), and Fig. 13 gives the same information for a sys-
tem of 27 satellites (q = 0.999).

The communication system will probably need to be operated in such
a way that periods of no service do not interrupt communication which
is in progress. This would be accomplished by keeping new traffic off
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Fig. 11 - Maine -London service from 12 satellites in 6000 -mile polar orbits.

the system during a "guard interval" which precedes the no -service
period. The guard interval would be long enough to insure, with a
reasonable probability, that all customers would be finished by the time

the no -service period starts.
With this method of operation, the no -service periods can be inter-
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preted simply as delays in service to new customers. The periods are
predictable weeks in advance, and they are short; therefore, they are not
the same as catastrophic system failures such as cable breaks and re-
peater failures.* As far as ordinary toll customers are concerned, a short
no -service period is the same as a temporary saturation of the system
by heavy traffic. t In view of the above comments, the no -service periods,
which are popularly called "outages," might more appropriately be
called "service delays."

The daily period of heavy traffic between most countries is only
several hours long. The service delays which would occur during the
busy period would probably be of primary importance, and those out-
side this period would be secondary. As an example assume the busy
period is four hours long. Then, for the 0.99 service shown in Fig. 12,
there would be no days in which more than one service delay would
occur during the busy period. The absolute time in the figure is arbi-
trary, so the busy period could occur at any time. If all possible loca-
tions of the busy period are considered, the 30 -day period shown could
have as many as eight or as few as zero service delays during busy
periods. The maximum number for the 0.95 service shown in Fig. 11
would be between six and twenty for that 30 -day period, and the 0.999
service of Fig. 13 would have between zero and two delays during busy
periods. In comparing these three services, the numbers of satellites
needed in each case should also be considered since the cost of satellites
in orbit will be a large part of the total system cost.

4.2.2 The Effect of Orbit Altitude on the Service

Fig. 14 is a representative display of the delays which would occur on
the Maine-London path if a system of 18 satellites in 3000 -mile ran-
dom polar orbits were used. The quality of service is 0.9.5, which is the
same quality as that of Fig. 11. In the 3000 -mile system the service
delays would be more frequent but of shorter duration. These differences
are caused by the shorter orbital period and shorter visibility times of
the 3000 -mile satellites.

If the operational method discussed previously is used, a fixed guard
interval would be added to each of the delays in the figures. The length
of the guard interval is determined by lengths of te!ephone calls, so it
would be the same for all cases. It is apparent that the effect of adding

* There will also be repeater failures in satellites, but the effect of these fail-
ures is only to reduce the quality of service. For example, if a system started
with 27 satellites and 0.999 service (Fig. 13), failure of one-third of the satellites
would only reduce the service to 0.99 (Fig. 12).

t The effect may be more severe for private line customers who require a circuit
continuously.
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Fig. 12 - Maine -London service from 18 satellites in 6000 -mile polar orbits.

the guard interval to each of the delays in Fig. 14 would be more severe
than if it were added to the delays of Fig. 11.

Although it may appear that for a given quality of service a high
orbit would always give better service than a lower orbit, this is not
strictly true. As the satellite periods and visibility times become longer,
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the delays occur less frequently, but they also become longer. Even-
tually a point would be reached where the delays in service. would be
excessive and would approach the severity of catastrophic failures.

4.3 Analytical Description of Periods of Service and No -Service

A number of persons have made analytical studies of the lengths of
service delays (outages) and the time between these delays. Some of
these expressions are included here for completeness. Additional results
are given in a companion paper by S. 0. Rice5 who makes use of a traf-
fic model. The results predicted by the model compare favorably with
simulated results described in the previous section.

The average length of the service delays is given by

(1 - p)Tto - (7)

n and p have been defined previously, and T is the average time between
successive appearances of a particular satellite. If the visibility region
were circular and centered on the north pole, T for polar orbits would
be equal to the orbital period P, which is given in Fig. 2. For polar or-
bits, P is a good approximation for T for regions which include one of
the earth's poles such as the Maine-London region in Fig. 5. For other
regions, such as Seattle-Hawaii, only a fraction of all possible orienta-
tions of the orbit plane with the earth result in visibility, so there will
be some times longer than P between successive appearances. An ex-
pression for T for these cases has not been determined. For equatorial
orbits, T would equal P if the earth were not rotating. For the kind of
equatorial orbits assumed here, the satellite moves in the direction of
the earth's rotation, so the time between successive appearances above
a point on the earth is longer than P. In this case, the expression for T
is

T = P1 -
24

P

The average time between service delays is given by

(8)

t, -1-ql to. (9)

Some useful approximations for the distribution of the lengths of delays
and times between delays have also been given by Ref. 5. The fraction
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of delays which would be longer than t is approximately exp( -tit.), and
the fraction of delays which are separated by a time longer than t is
approximately exp(- t/ti).

Equations (7) and (9) and the exponential approximations for the
distributions have been compared with many simulated results, and the
agreement testifies favorably for the usefulness of these expressions in
describing random -orbit service analytically.

V. AN EXAMPLE OF A WORLD-WIDE SYSTEM

The material given in the previous sections discusses techniques which
can be used to describe the service provided by a set of satellites. The
application of these techniques is illustrated in this section by describing
the world-wide service which would be provided by a particular system
of satellites in 6000 -mile orbits. This example system provides essen-
tially uniform service throughout the world with a modest number of
satellites.

5.1 Description of the Orbits

This system would consist of 24
It is assumed that four satellites would be placed into orbit with a
single rocket, so each plane would contain four satellites. Three of these
planes would be polar, and three would have an inclination of 28°.*
The three planes in each group would be uniformly spaced (their ascend-
ing nodes would be 120° apart) as shown in Fig. 15. The lines on the
figure represent the intersections of the orbit planes with the surface of
the earth at an arbitrary time. A discussion of the motion of the orbit
planes and its effect on service is given in Section VI. A possible scheme
for effecting the separation of the multiply -launched satellites is also
discussed in Section VI. For the present, it is assumed that the 24
satellites are randomly phased.

5.2 Service from the United States

Fig. 16 shows the qualities of service which would be provided by
the system of 24 satellites if stations were placed in Maine, Seattle,
Puerto Rico, and Guam. A point within the 0.99 contour would be able

* Equatorial orbits would be more useful in this system than 28° orbits; how-
ever, a rocket launched from Cape Canaveral must use difficult, power -consuming
maneuvers to achieve an equatorial orbit. It is shown in Ref. 6 that the Atlas
Agena can place about 1300 pounds into a 6000 -mile, 28° orbit but can place only
about 200 pounds into an equatorial orbit of the same altitude. About 1000 pounds
can be placed into a 6000 -mile polar orbit from the Pacific Missile Range.
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6471

Fig. 15 - Orientation of the orbit planes of the 24 -satellite system. The dotted
lines are the intersections of the polar planes with the surface of the earth, and
the solid lines are the intersections of the 28° planes with the earth's surface.
The planes are numbered at the ascending nodes of the orbits.

to communicate with one of these stations more than 0.99 of the time.
A point north of the 0.95 contour would have service with one of the
stations more than 0.95 of the time, etc. These contours were deter-
mined by using (6) in Section 4.1.2 for values of p from the table in the
Appendix. The location of the ground stations in the figure were chosen
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in an attempt to reach as much of the world as possible from points in
the United States and its outlying territories.

In order to be useful, the stations in Puerto Rico and Guam would
have to be connected to circuits in the United States. For Puerto Rico,
this connection could be made with Maine by way of a satellite or with
Florida by submarine cable. The length of the path through a single
satellite link, i.e., the distance from one ground station through the
satellite to another ground station, can be as much as 17,000 miles for
certain positions of a satellite at a 6000 -mile altitude. Thus a circuit
from South America to Maine consisting of two satellite links in tandem
could be as long as 34,000 miles. It is well known that the performance
of telephone circuits is adversely affected by the time delay associated
with long path lengths, and ideally the path should be as short as possi-
ble. Thus for telephone communication with South America and Africa
by way of Puerto Rico, the cable connection from Puerto Rico to Florida
would probably be more desirable than a satellite connection with
Maine; however, both alternatives may be desirable to provide diver-
sity.

Guam could be connected to the United States by using a satellite
link from Guam to Hawaii and another satellite link from Hawaii to
Seattle. Circuits from Asia to the United States would then consist of
three satellite links in tandem which could be as much as 50,000 miles
long. A submarine cable which will connect Guam to the United States
is presently planned for service in 1964. This cable would probably be
a more attractive way of relaying telephone circuits to the United States
than would the two satellite links, but again it may be desirable to have
both means available.

The plan of Fig. 16 resulted from an attempt to reach as much of the
world as possible through facilities under control of the United States.
Most of the world could be reached with reasonably good qualities of
service, but the service to Africa is probably not adequate. A plan which
results in better service to this area will be given in Section 5.4.

5.3 Service from Europe

Fig. 17 shows contours of constant qi from an arbitrary point in west-
ern Europe. Much of the Pacific area cannot be reached from Europe
by a single satellite link because the two regions are on opposite sides
of the world. Africa could be served from Europe about as well as South
America could be served from the U. S., and Europe-South American
service would be limited to about the same extent as U. S.-African serv-
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ice. Service to all of these areas could, of course, be improved by estab-
lishing additional ground stations at appropriate points and using
multiple satellite links in tandem.

Other contours could be drawn with respect to other parts of the
world; however, the contours in Figs. 16 and 17 are probably adequate
to describe world-wide service. These contours can be moved in longi-
tude or they can be inverted and centered at the corresponding latitude
in the southern hemisphere. The next section presents a plan in which
consolidation of traffic could be used to provide more efficient communi-
cation between all parts of the world.

5.4 A Possible Method of Operation for World -Wide Service

North America has an extensive land -line network which would en-
able all points to communicate with overseas points through one of the
assumed ground stations in Fig. 16. Europe also has an extensive net-
work, but, land lines between countries on other continents are not as
well developed. Each of these countries would need a direct connection,
by way of a satellite, with a network through which other countries of
interest could be reached.

A possible scheme for world-wide communication is shown in Fig. 18.
In this plan, countries within the encircled regions would communicate
with stations in western Europe, Guam, Seattle, Maine, or Miami.*
Since these stations would be interconnected by submarine cables and
land lines, any of the encircled regions could be reached from any of
these stations by using cable facilities and one satellite link, e.g., U. S.-
African circuits could go by cable to Europe and then by satellite. to
Africa. Any two encircled regions could communicate by using two
satellite links which would be connected by cable facilities, e.g., circuits
from Asia to South America could go by satellite to Guam, then by
cable and land lines to Miami, and then by satellite to South America.

The ranges in quality of service shown for each path in the figure
assume that all countries within the encircled region could use the same
satellite. The South American service will be discussed to point out
some implications of this kind of operation. In Fig. 18, stations A, B,
and C in South America would always use the satellite which is mu-
tually visible to Miami and station A. If no satellite satisfied this con-
dition, station A would he out of service, and a satellite which was

* This plan does not require direct communication by satellite between the
U. S. and Africa, and the service to South America from a station in Puerto Rico
would not be greatly different than the service from Miami would be. For this
reason, Miami was chosen as the U. S. station for this part of the world.
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mutually visible to Miami and B would be used, etc. Thus stations close
to Miami would have high qualities of service and those further from
Miami would have lower qualities of service. As shown on the figure,
the range of q from Miami to countries in South America is 0.90-0.99.

Communication between countries in South America could also be
accomplished by way of the satellite which is used to reach Miami. The
quality of service between two countries would be approximately the
product of the qualities which the individual countries would have with
Miami. The service between these countries could be improved if they
also used mutually visible satellites which were not visible to Miami,
but this would require each country to have another ground antenna.

According to Fig. 18, South America and Africa would communicate
over a long network of land lines, cables, and two satellite links, but it
is apparent that direct communication by way of one satellite link be-
tween these regions would be possible. However, this direct communica-
tion would require all South American countries and all African coun-
tries to have another ground antenna specifically for this purpose. This
would not be true if each of these areas had a land -line network which
interconnected all countries. Direct communication between Europe

also be achieved if each
try had still another ground antenna. The discussion of South American
service can be extended to the other regions which are encircled in Fig.
18.

The method of operation illustrated in Fig. 18 minimizes the number
of ground antennas needed by individual countries by consolidating
traffic through central points which are interconnected by terrestrial
facilities. With this method, routes which are frequently used could be
served by single -satellite links, and other routes which are used less fre-
quently could be served by two satellite links in tandem.

5.5 Alternate Routing by Way of Two Satellite Links

During the times when no satellites are mutually visible to a pair of
stations, each station will often be able to see a satellite which is out of
view of the other station. If there were a relay point which could see
both of these satellites, a path with two satellite links could be estab-
lished by way of the relay station. For example, Anchorage, Alaska might
be a useful relay point for Maine and Europe. Figs. 16 and 17 give quali-
ties of service of about 0.95 and 0.90 for Maine -Anchorage and Anchor-
age -Europe respectively. Another location which is well -situated for
relays between Maine and Europe is the Cape Verde Islands off the
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west coast of Africa. This relay point could also provide an alternate
route for Miami-South America and Europe-Africa.

The 24 -satellite system was simulated for a four -month period in
order to obtain an appreciation for the usefulness of the alternate -rout-
ing concept. In this simulation the Maine-Europe path had 98 periods
during which a satellite was not mutually visible. During 53 of these
periods, satellites were mutually visible between Maine and Anchorage
and between Anchorage and Europe, so an alternate route could have
been established. A relay in the Cape Verde Islands would have been
useful during 31 of the remaining 45 periods. Thus about 86 per cent of

the service delays during this simulated period could have been avoided
by using these two relay points. Of course some penalty would remain,
during these periods, in the form of degraded communication perform-
ance, but it is possible that this degradation could be tolerated for the
short and infrequent intervals which would be involved.

5.6 System Growth and Service Improvement

It is expected that over a period of years an increase in demand and
a desire to improve qualities of service would require the expansion of
an initial system. The orbits in which satellites are added to the system
would depend on the global distribution of the increase in demand for
service. It is likely that polar satellites would be added at a faster rate
than would 28° satellites, and if this were the case, the shapes of the
contour lines would change from those given in Figs. 16 and 17. The
service improvement offered by increases in the number of satellites
will be illustrated by a simple example in which the satellites in each
orbit are increased by equal numbers.

As noted in Section 5.2, the contours of Figs. 16 and 17 represent
qualities of service for the 24 -satellite system determined by the equa-
tion

1 ql = p012 19012.

If the number of satellites in each of the two orbit inclinations is changed
to n, it follows that

qi')
qon/12,

where is the new quality of service for a contour line. Therefore,
these contours remain valid, with the appropriate changes in qi , for
different numbers of satellites in this type of system. The following
table presents the values of qi for each of the contour lines for several n.
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n = 12 16 20 24Inner contour = 0.99 0.998 0.9995 0.9999
Second contour = 0.95 0.982 0.9934 0.9975
Third contour .. 0.90 0.954 0.978 0.99
Outer contour = 0.75 0.842 0.901 0.937

An increase in qi which results from an expanded system may be con-
sidered solely as an improvement in service quality. However, this in-
crease $3,180 affects the number of paths which can be made available
between two points. For example, from the above table, for n = 20,
qi = 0.9995 for the inner contour. Inspection of Fig. 9 shows that 2
paths could be established with ordered priority with q2 = 0.995; simi-
larly, for three paths, q3 = 0.978 etc. From Fig. 10 similar information
may be obtained for paths with equal priority. For the above example
42 = 0.9973, qa = 0.9915, etc.

The communication scheme of Fig. 18 is also valid for an expanded
system of an equal number of satellites in 28° -inclined and polar orbits.
The qualities of service indicated would be changed by replacing them
by their corresponding values in the above table.

VI. SOME NONRANDOM CHARACTERISTICS AND THEIR EFFECT ON SERVICE

The system described in the previous section would be nonrandom in
two respects. In the first place, the four satellites in each plane are not
controlled in phase, so these satellites could bunch together. If this
should occur, the four satellites would be of little more use than a single
satellite. Secondly, the .orbit planes will rotate slowly about the earth's
axis at different rates, so the three orbit planes in each inclination could
coincide after a long period of time. Certain parts of the world could
then see the satellites only during parts of the day. This section dis-
cusses these two nonrandom characteristics and presents simulation
results which show their effect on service.

6.1 Relative Satellite Velocities and Phasing of Successive Launches

If several satellites were placed into the same orbit plane, the most
uniform coverage would result if the satellites were uniformly spaced.
However, even if uniform spacing could be achieved initially, it is not
possible to give all satellites exactly the same velocity. Thus the satel-
lites would drift from the desired relative positions, and to preserve the
uniform spacing, a propulsion system would be needed on each of the
satellites. This would probably represent a severe requirement on a
system which must have an appreciable lifetime.

Fig. 19 illustrates one method of separating four satellites in such a
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Fig. 19 - Geometry of satellite separation : (a) Incremental velocities relative
to satellite 'if 1. (b) Relative positions after 3 months in orbit.

way that the effect of future bunching of the satellites would be small.
In Fig. 19(a) the satellites initially would be moving counter -clockwise
with the same velocities (they would be placed into orbit as one pack-
age). Then the satellites would be separated by springs in order to give
three of them the indicated velocities relative to satellite number 1.
Figure 19(b) shows the relative directions of motion and the relative
positions after three months in orbit. A satellite which is given an in-
crease in velocity goes into a slightly higher elliptical orbit with a
slightly longer period, and its angular velocity therefore decreases. This
is the reason satellites 2 and 3 fall behind satellite 1 even though they
have higher velocities. The reverse is true of satellite 4.

The relative velocities were determined by a computer simulation.
Many combinations of velocities (all small enough to be within the
capability of springs and large enough to effect early separation) were
tried, and the relative positions of the satellites were followed for a
period of ten years. The set shown in Fig. 19 is the one which resulted
in the most uniform coverage over the study period; however, errors of
±3 per cent could be tolerated in each of these velocities without sig-
nificantly changing the coverage.

The three planes of satellites in each group would no doubt be
launched a month or so apart because of preparation time and availa-
bility of launch facilities. There is also a coverage advantage to be
gained from phasing the launchings. Some pairs of stations could see
all polar orbits at all times, and other pairs could see all 28° orbits at
all times. If the satellites in each of the planes were given the set of
velocities shown in Fig. 19 at different times (different launch dates),
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the satellites in one plane could be made to be well -spaced at times when
the satellites in another plane were bunched.

The desired intervals between launchings were also determined by
computer simulation. The first set of satellites was allowed to disperse
for one month, and then many combinations of second and third launch-
ing times over a six-month period were tried. For each combination, the
coverage was examined for a ten-year period. The best combination
which was found specified launching the second plane 1.5 months after
the first, and the third plane 4.5 months after the first. If either attempt
were to fail, there would be other times several weeks later which would
serve equally well. The two groups of planes would be handled separately
from different launching points, and no phasing between groups would
be attempted.

The above procedures are not necessarily optimum, but they do repre-
sent a way of achieving orbits which do not result in severe bunching of
the satellites within the planes.

6.2 Motion of the Orbit Planes

The plane of the orbit of an earth satellite will not in general maintain
a fixed orientation in inertial space. Instead, there will be a slow rotation
of the plane about the earth's axis. This rotation is caused by the non -
spherical shape of the earth, and for circular orbits the rate of rotation,
in radians per orbit, is given by'

27JR2 cos i-
(R H)2

where

R = radius of the earth

(4)

H = altitude of the satellite above the earth

J = 1.625 X 10-3, the first oblateness coefficients

i = inclination of the orbit plane.

The direction of the rotation of the plane is opposite to that of the
earth's rotation for inclinations less than 90°, and is in the same direc-
tion as the earth's rotation for inclinations greater than 90°. The rota-
tion vanishes for true polar orbits (cos i = 0), and a 6000 -mile, 28°
orbit rotates at a rate of about 100° per year.

In the system shown in Fig. 15, the three orbit planes in each group
would have no relative motion if each plane has the same inclination.
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Small errors in inclination can be expected, however, and the resultant
relative motions could cause the planes to hunch together after a num-
ber of years. The magnitudes and directions of the inclination errors
which are made will determine the extent of the bunching and the time
of its occurrence.

If it is assumed that, the accuracy of the inclination angle will be
within 5°, which is probably a pessimistic assumption, the most severe
bunching of the near -polar planes would result for inclinations of 85°,
90°, and 95° respectively for planes 1, 2, and 3 in Fig. 15. With these
inclinations, plane 2 would not rotate, plane 1 would rotate clockwise at
a rate of about 10° per year, and plane 3 would rotate counter -clockwise,
also at a rate of 10° per year. Thus the three planes would be nearly
coincident* after about 6 years.

The worst combination of inclination angles for planes 4, 5, and 6
would be 33°, 28°, and 23° respectively. All of these orbits would rotate
in a clockwise direction, but plane 4 would rotate about 5° per year
less than plane 5, and plane 6 would rotate about 5° per year more than
plane 5. The planes would be closest to coincidence when their ascend-
ing nodes were at the same position. Since the ascending nodes would
be 120° apart initially, nearest -coincidence of the three planes would
occur after 24 years.

The bunched system which will be discussed here is shown in Fig. 20.
The orbits have the inclinations discussed in the preceding paragraphs,
and the figure represents the orientation of the planes six years after
the satellites are placed into orbit. Note that the assumed inclinations
represent a rather pessimistic example since 5° errors would need to be

made in exactly the right combination. The maximum error may also
be pessimistic, and a maximum error of one-half this value would delay
this bunching until twelve years after the system was started.

Even if the original system bunched together in this way after six
years, it is quite likely the effect would not be severe if satellite failures
and system growth are considered. The logical way to replace satellites
which fail would be to establish a new plane with four satellites in it
rather than try to replace individuals in the original planes.t The new
plane could be placed in a gap which was caused by bunching. It is
quite likely that more than 24 satellites would be needed by this time
to improve the quality of service and to establish multiple paths be-
tween some stations. These additional satellites would provide another
way to fill gaps caused by bunching of planes. If one considers such

* The planes would not be exactly coincident because they would have different
inclinations.

t Assuming one rocket will place four satellites into orbit.
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Fig. 20 - Orientation of the orbit planes of the 24 -satellite system for a severe

case of plane bunching. This bunching would occur after six years if a certain
combination of 5° errors were made in the inclinations of four of the planes.

things as satellites failing at random, new satellites being added with
random errors in inclination, and motions of orbit planes in different
directions and at different rates, it is not difficult to postulate the evolu-
tion of a random system after a number of years.

6.3 A Study of the Effect of Plane Bunching

This section presents simulation results for three different systems of
satellites. The first of these is the uniformly spaced system represented
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by Fig. 15, the second is the bunched system of Fig. 20, and the third
is this same bunched system with four satellites added in another 28°
plane (the ascending node of the plane is 180° from that of plane 5).
The services each of these systems would furnish to Maine-London,
Seattle-Hawaii, and London-Johannesburg were simulated for six-

month periods.
In the uniform system, the phases of the satellites were specified by

using the relative velocities and phasings of successive launches dis-
cussed previously. The bunched system was described by advancing
these phases through six years and arranging the ascending nodes and
inclinations to correspond to those of Fig. 20.

6.3.1 Maine-London Service

Fig. 21 shows ten-day portions of the simulated services of the three
systems for the Maine-London path. Fig. 21(a) is a representative
ten-day period for the uniform system. The statistics ql , to , and ti (see
Section IV) are given for the ten days and for the six months to provide
a means of comparing the services quantitatively. It can be seen from
these statistics that the ten-day period shown for the uniform system
has longer periods of no service and longer times between these periods
than the averages for the six months.

Fig. 21(b) shows the poorest service which resulted for the bunched
system. The poorest ten days were chosen so that the effect of bunching
of satellites within the planes would also be included. Although this
group of days cannot be compared directly with the first group, the
six-month statistics can be compared. For the six-month periods, qi is
0.984 for both systems, and the periods of no service are longer but less
frequent for the bunched system than for the uniform system. The ten-
day statistics for the two systems differ by similar amounts from the
six-month statistics of the uniform system. From these comparisons, it
is difficult to say that one system is better than the other for this path.

It is not surprising that this path would be only slightly affected by
the bunching because most of the service is furnished by the near -polar
satellites and Maine and London always have mutual visibility of these
three orbits as shown in Fig. 5. Because the earth rotates under the or-
bits, there would be two times (12 hours apart) each day when the por-
tions of these orbits which could be seen by Maine and London would
be a minimum. The periods of no service would most likely occur during
these times, and a 12 -hour pattern in these periods would result. This
pattern is evident in Fig. 21(b).
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It will be shown later that the other two paths in the study would be
more seriously affected by the bunching, and the third system with 28
satellites will be studied as a means of relieving the effect of the bunch-
ing. This system was also simulated for the Maine-London path for
completeness, and the results are given in Fig. 21(c). The same ten-day
period is shown for Figs. 21(b) and 21(c), so a direct comparison can be
made. It is clear from this comparison that the four additional satellites
more than compensate for the possible, small effect of bunching on this
path.

6.3.2 Seattle-Hawaii Service

Fig. 22 gives similar ten-day displays for the Seattle-Hawaii path.
Comparison of the six-month statistics for the first two systems shows
the service to be affected considerably by the plane bunching. In Figure
22(b), the periods of no service tend to occur during the same part of
each day, and this again is caused by the rotation of the earth under the
orbits. Consideration of Fig. 20 and the visibility region of Fig. 5

shows there would be a part of each day for which only orbit plane 6
would be over the visibility region and it is during this time that the no -
service periods would most likely occur. Twelve hours later orbits 4 and
5 are over the visibility region but orbits 1, 2, and 3 are not; since the
service at this time is still rather good, it is apparent that the effect of
the bunching of the polar orbits is not large.

These characteristics suggest the addition of another 28° plane with
an ascending node 180° from that of plane 5, and the service which would
result from this system of 28 satellites is shown in Fig. 22(c). In this
figure the no -service periods are considerably reduced from those of
Fig. 22(b), and they occur during the two parts of the day when the
polar orbits are not visible. Comparison of the six-month statistics for
the 28 -satellite system with those of the uniform 24 -satellite system sug-
gests that both systems would provide about the same service to the
Seattle-Hawaii path. It might be said, then, that the four added satel-
lites represent the penalty of the bunching for this path.

6.3.3 London-Johannesburg Service

The service to the London-Johannesburg path is represented in Fig.
23. Comparison of the first two groups shows that a severe pattern in
the periods of no service is caused by the bunching of the planes, and
comparison of the six-month statistics shows a definite degradation in
the service to this path. The nature of the reduction in service is the
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same as it was for the Seattle-Hawaii path, and Fig. 23(c) shows that
the four additional satellites would be more than adequate to overcome
the effect. This statement is best supported by comparing the six-month
statistics for the three systems.

6.3.4 Summary

The service furnished to Maine-London by the bunched system of
Fig. 20 would be essentially the same as the service furnished by the
uniform system. The services furnished to the other two paths would
be degraded by the assumed bunching of planes, but this degradation
could be compensated by adding four satellites in a 28° orbit. Two of
the paths would have better service from this bunched system of 28
satellites than they would have from the uniform system of 24 satellites.
Thus the penalty of the bunching is less than four satellites.

The assumed bunching would result after six years if large (5°) errors
were made in the inclinations in exactly the right combination. A reduc-
tion of the error by a factor of two would double the time required for
bunching. Also, if errors in the range of 00-5° were made on a random
basis, the bunching after six years would not be as severe as that which
was assumed.

Satellite failures and system growth were not included in the study,
but they represent important factors in the control of bunching. If four
satellites were to fail from each group of twelve during the six years,
their replacements could easily fill in the gaps caused by the bunching.
These gaps could also be filled by satellites which might be added to
increase the qualities of service from their initial values. Because the
bunching is slow, the constant redistribution resulting from replacements
and additions would be expected to make the bunching of planes of
minor significance, and through these processes a random system would
no doubt evolve.

VII. CONCLUSION

The service which would be provided by satellites in uncontrolled
orbits has been described analytically and by simulation. Section IV
provides equations and graphical and tabular material which can be
used to describe the service of systems which are random, and the same
material can be used to estimate the service which would be provided by
systems which have certain nonrandom characteristics. Results of corn-
puter simulations of several systems have been presented to develop an
intuitive feeling for various qualities of service.
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The example system which was studied shows that rather good world-
wide service could be started with a modest number of satellites. The
usefulness of existing facilities in extending this service and in providing
for efficient consolidation of traffic has also been illustrated. A method of
improving the continuity of service by using alternate relay points has
been included.

The nonrandom characteristics of the example system were investi-
gated by computer simulation to determine their effect on service. A
method of phasing multiply -launched satellites was presented, and the
effect of bunching of orbit planes was studied. A severe case of bunching
was shown to degrade the service to some representative pairs of sta-
tions, but this degradation was shown to be more than compensated
by a small increase in the number of satellites. Since the bunching of
planes in ordered systems would occur at a slow rate, it is felt that re-
placements of satellites which fail and the additions of satellites for
growth would provide an adequate means of controlling the effect of
this bunching. It is also felt that these replacements and the additions
would result in the eventual evolution of a random system in which
significant bunching would be less probable.
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APPENDIX

Table II presents values of p X 10' for numerous ground station
locations, orbit altitudes and inclinations. The first three columns give
the co -latitudes of the ground stations and their longitude separation
in degrees. Because of symmetry with respect to the equator, two co-
latitudes may be measured from either the south pole or the north pole.
Some ground stations of interest are named next to their corresponding
locations. Where one station is paired with several others, the first
name is not repeated and the second is indented.

The other columns are headed by H, the circular orbit altitude and i,
the inclination. Linear interpolation may be used between successive
altitudes and inclinations with reasonable accuracy.
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Leopoldville 71 94 £41 070 102 045 120

71 100 56 078

71 120 36 079

71 130 0 079

71 150 0 050

Guam -
76 25 0 119

Bangkok 76 76 44 150 195 121 214

76 76 50 109

76 100 55 082

Sidney 76 123 7 169 223 099 259

76 130 0 088

90 90 33 205 099 233 129 256 151
I
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Intervals between Periods of No Service
in Certain Satellite Communication

Systems - Analogy with a
Traffic System

' By S. 0. RICE

(Manuscript received May 11, 1962)

In satellite systems in which the relative positions of satellites are al-
lowed to vary, there will be periods during which no service will be pro-
vided between given ground stations. Such periods are called "outages," and
the intervals between successive outages are called "innages." Here the
outage and innage time distributions are studied with the help of an anal-
ogy between a satellite system and a traffic system. The arrival of a cus-
tomer in the traffic system corresponds to a satellite coming into view, and
the service time of the customer corresponds to the time the satellite remains
in view. In particular, the methods of analysis developed for traffic systems
are applied to determine an approximation for the distribution of innage
lengths.

I. INTRODUCTION

Several types of communication systems have been proposed which
would use repeaters orbiting the earth as artificial satellites. The prob-
lem considered in this paper arises in systems employing a number of
satellites at altitudes of several thousand miles. Typically, the orbit
altitude might be of the order of r1000 miles with a period of revolution
of about 5 hours.

The companion paper by Rinehart and Robbins' discusses the condi-
tions under which a particular satellite will be visible to a given pair of
ground stations. For the orbit altitudes considered here, the satellite
will be visible intermittently. Conceivably the relative positions of the
satellites could be maintained so that at least one satellite is mutually
visible from the two ground stations at all times. However, at least for
some of the early systems proposed, it is of interest to consider the case

1671
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in which small differences in orbital period cause the relative positions
of the satellites to vary with time. Attention is therefore directed to the
statistical characteristics of satellite visibility.

We are especially interested in those periods during which no satellite
is available for communication between a given pair of ground stations.
For convenience these events are called outages although, as pointed out
by Rinehart and Robbins, these occurrences need not imply an inter-
ruption of calls in progress. By analogy the intervals between outages
are called innages.

For any particular system the most effective method of obtaining
outage information appears to be that of simulation. The course of the
system for a year or more is computed, with the help of a high-speed
digital computer, and the outages and innages recorded. [A method for
doing this and some sample results are presented in the paper by Rine-
hart and Robbins].

The present paper is concerned with determining the distribution of
outage and innage lengths. The theory of outage length distribution has
been studied by a number of people and some of their results, namely
those which are needed here, are summarized in Section II. The traffic
model is described in Section III. Sections IV and V contain results
predicted by the model. In Section VI the predicted results are com-
pared with those obtained by simulation. The work of Appendix B gives
the basis for a model which is simpler but less accurate than the one
described in Section III. The material in both appendices also appears
to be of interest from the standpoint of traffic theory.

The general conclusion is that, for the cases examined, both the out-
age and innage distributions are approximately exponential. Their aver-
ages are related by the rather simple equation (1).

II. PRELIMINARY RESULTS

First note that the average innage length ti and the average outage
length to ("i" for innage and "o" for outage) are connected by the re-
lation

ti -1qq (1)-
where q is the quality of service; i.e., the fraction of time transmission
is possible. This relation is always true and follows almost immediately
from the definition of q. Typical values are q = 0.99 and to = 0.25 hours;
and it follows that the corresponding average innage length is ti =
24.75 hours.
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Next, let k be the number of satellites in the system. Consider a
particular satellite. Every now and then it will pass over the region of
mutual visibility. Let

T = average length of time between its reappearances. For polar
orbits, T is the orbit time if the region of visibility includes
one of the poles.

b-1 = average length of time the satellite is visible during one pass.
The quantity b is a rate which occurs frequently in the analysis.

p fraction of time the satellite is visible. From these definitions
it follows that

PO) = [1 (1 - p)T1 '
0

<
t

<
(1 - p)71 (5)

where P(t) is the probability that the length of an outage will exceed t.
Also the expected number of satellites visible at a given time is kp.
These formulas are based upon the assumption that the phase angles of
the satellites are independent random variables and are distributed uni-
formly over the interval (0,27). Equation (3) is due to J. R. Pierce and
It. Kompfner.2 Equations (4) and (5) have been given by R. E. Mosher
and R. I. Wilkinson, respectively, in unpublished memoranda. For
values of t and k of interest, (5) may be approximated by

P(t) = exp (- t/t0) (6)

It will be observed that the constants of the satellite system enter the
right-hand sides of (3) to (5) only through the three parameters k,p,T.
Thus, as far as these formulas are concerned, the satellite system is
specified by k,p,T.

= pT. (2)

The satellite systems considered here are restricted to those for which
T and are almost the same for all k satellites.

With this notation we have

q = 1 - (1 - p)k (3)

= (1 - p) T/k, (4)
A-1

III. TRAFFIC SYSTEM MODEL

The satellite system will be represented by a traffic system model
which consists of k independent servers, each having an average service
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time and a service time distribution function B(t). Customers are
supplied to the servers by k independent Poisson sources, each producing
customers at an average rate a. When a source produces a customer, that
particular source is removed from the system while the customer is
being served. Thus, when n servers are busy serving n customers, the
average arrival rate is (k - n) a. This type of input is a special case of a
more general type (the limited source or "Engset input") which has
been studied in traffic theory.

The instant a satellite becomes visible from both the receiver and
transmitter corresponds to the arrival of a customer. The length of
time a satellite remains visible corresponds to the time required to serve
a customer. After a customer has been served he leaves the system. This
corresponds to the satellite leaving the region of mutual visibility. The
state in which n satellites are visible simultaneously (state n) corre-
sponds to the state in which n servers are busy serving n customers. An
outage corresponds to an idle period (state 0), i.e., a period during which
all servers are idle. An innage corresponds to a busy period, i.e., to a
period when one or more servers are busy.

Note that the constant orbit time of the satellite may introduce a
regularity in the satellite arrivals. The traffic model has the shortcoming
that there is no corresponding regularity in the customer arrivals.

The analogy between the satellite system and the model is established
by taking k and V' to have the same values in both and setting

a = 1/(1 - p)T. (7)

To justify this choice for a, note that if a particular satellite is not visible
at a time t selected at random, the chance that it will become visible in

t, t dt is dt/ (T - pT). Comparison with the corresponding proba-
bility a dt for the traffic system gives (7). When the three satellite sys-
tem parameters k,p,T are known, the three model parameters k, a
follow at once from (7) and 1)-' = pT.

IV. OUTAGE AND QUALITY OF SERVICE PREDICTED BY MODEL

The values of the quality of service q and average outage length lo
predicted by the model agree exactly with (3) and (4) while the pre-
dicted outage length distribution is the exponential approximation (6)
to Wilkinson's polynomial expression. A sketch of the proof of these
statements is given in the following paragraphs.

First assume the service distribution B(t) to be exponential, i.e.,

equal to 1 - e-be . Then since the sources are Poisson, the behavior of

the system is governed by the k 1 state equations (Ref. 3, p. 30)
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Po' = - kaPo bPi

P1' = kaPo - [(k - 1)a + 2bP2

P2' = ( k 1)aPi - [(k - 2)« + 24132 + 3bP3

P (k - 2)aP2 - - 3)a + 3/4/33 4bP4

P aPk_i - kbPk

(8)

where P = P (t)is the probability the system is in state n at time t
and primes denote time derivatives. The steady state probability p.
that exactly n customers are present at a time picked at random is

p = (k)(ab-1)npo, po = (1 ab-1)-k. (9)

This follows upon setting the derivatives in (8) to zero, taking Pn(t) =
p. , and solving the equations step by step. The expected number ft of
customers present is kab-1 / (1 + ab-i) and the average arrival rate is

a(k - n) = kal (1 + (10)

The quality of service is now

q = 1 - po (11)

and expression (3) for q may be obtained by using a = 1/(1 - p)T,
b--' = pT. Since, (i) an outage corresponds to state 0, (ii) state 0 can
end only through an arrival, and (iii) the arrivals in state 0 are Poisson
with rate ka, it follows that exp (- kat) is the probability (predicted by
the model) that the length of an outage will exceed t. This agrees with
the exponential approximation (6), and the average value to = 1/ (ka)
agrees with (4).

It is known that expression (9) for the steady state probability
p holds not only for exponential service but also for the general service
distribution B(t) (Ref. 3., p. 90). Hence the model predicts that expres-
sions (3), (4) and (6) still hold when the length of time a particular
satellite stays in view has an arbitrary distribution B(t).

V. INNAGE DISTRIBUTION PREDICTED BY MODEL

The average innage length (i.e., average busy period) predicted by
the model when the service distribution B(t) is arbitrary follows from
to = 1/ka and q = 1 - po:
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tt - 1 - = [(1 + ab-1)k - Wka.
po

This much is easy. It is much more difficult to get the complete distribu-
tion, as the following work shows.

When the service lengths are exponentially distributed, the busy
period distribution may be obtained by solving a "first passage" prob-
lem. State 0 is made absorbing and the system is started with an arrival
at time 0. Thus the system starts in state 1 at time 0 and jumps from
state to state in accordance with the arrivals and departures of custom-
ers. The system eventually lands in state 0 and stays there. This cor-
responds to the end of the busy period or innage.

When state 0 is made absorbing, the first two of the k 1 state equa-
tions (8) are replaced by

Po' = bPj.

Pi = - [(k - 1)a + b]P1 2bP2.

The modified equations (8) are to be solved subject to P1 = 1 and

Po , P2, , Pk = 0 at time 0. The probability that the length of an
innage will exceed the length t is

G(t) = 1 - Po . (13)

Step-by-step computation of the derivatives of Po at t = 0 from the
differential equations gives the power series

G(t) = 1 - bt [(k - 1),a + b]bt2

1! 2!

- 1)2 a2 + 4(k - 1) ab b2] be

3! (14)

[(k - 1)3 a3 (k - 1)(91e - 11) a2 b

+ 11(k - 1) ab2 b31 4bei

(12)

which is useful for small values of t.
Since Pi is determined by the last k differential equations of the

modified set, and since the coefficients in these equations are constants,
we may expect Pi [and hence G(t)] to be expressible as the sum of k
exponential terms. Indeed, when ion(s) is used to represent the Laplace
transform of P(t), the k differential equations for NO, , Pk(t) go
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into k linear equations for (Ms) , , cok(s). By introducing the genera-
ting function

(1)(x, s) = xvi(s) +  + xkiok(s)

in the usual way, the linear equations may be combined into

s))(x,bioi(s) - x = (1 - x)(b + ax)
494 - (s ak - akx)(1)(s,

ax

To obtain goi(s), rewrite this equation as

[1401(s) - 4(1 - xr-1(b ax) -z -k-1

(15)a= (1 - x)z(b ax)-z-kcp(x, s)

where z = s/ (a b). Assume Re (z) > 0 and integrate (15) from x = 0
to x = 1. The right-hand side vanishes because CO, s) is zero. Changing
the variable of integration on the left-hand side from x to y = - ti)/
(b ax) gives

&Ms)
1/b

yz-1(1 + aok f 1/b

( 1
yz-1 k-1

.) dy (16)0 0

Expanding (1 + ay)k and integrating termwise shows that the coefficient
of bvi(s) is b-Tk(z) where

r. k\ (ab-1)"
Fk(z) = E (17)-0 it) z n

When the integrand on the right-hand side of (16) is replaced by its
equivalent

[i z(a
ka k

±yz-1(1 ay)k -a b -d
u
4,Z(1 ay)k

a dy

(which is suggested by an integration by parts and adding and sub-
tracting various terms) we obtain

bvi(s)Fk(z) = (1 + .11) Fk(z) -Fa.b (1 + ab-1)k+1.

From Po = bP1 it follows that scoo(s) = bvi(s) and hence

1 1 b (1 + ab-1)k+1
coo(s) =

,

s ka- kasFk(z)

As s oc, Fk(z) tends to (1 + ab-i)k/z and coo(s) is 0(1/s). Writing
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vo(s) as the sum of partial fractions, inverting to obtain Po(t), and using
(13) gives the expression we seek:

k-1 b(1 ab-1)k+1 exp [(a b)zmt]G(t) = E (18)
.-o kaz,Fk'(z.)

where Fk'(z) = dFk(z)/dz and zo , zi , , zk_i are the zeros of Fk(z).
These zeros lie between the poles at 0, -1, -2, , -k. When t is
large G(t) is given, effectively, by the term corresponding to m = 0 in

(18). Usually zo is close to z = 0 and may be obtained by successive
approximations from Fk(z) = 0, i.e., from

1

z -i n z n

The foregoing method is the one originally used to obtain G(t) as the
sum of exponential terms. Subsequently, a more elegant method of ob-
taining (18) for G(t) was suggested by L. Takacs. His method removes
the restriction that the service time distribution be exponential.

Takacs' result is the following: Let 13(8), 7(8) be the Laplace trans-
forms of B' (0, - G' (t), the service time and busy period probability
densities, respectively. The equation to determine .y(8), given 13(0, is

00

1 - e-"[Paa(i)]k di (19)
8 + ka - Ica -y(8) 0

where Paa(t) has the Laplace transform Ms ± a - a13(8)]. It will appear
later that the subscript a refers to the idle state (state 0). The expres-
sion (18) for G(t) may be obtained from (19) by starting with a(s) =
b/ (8 b). It turns out that Paa(t) is given by [b a e-(a+bli(b + a)
so that the Laplace transform of [Paa(t)]k is not difficult to compute.

One way to establish (19) is to regard the model as composed of k
independent simple systems, each consisting of a source connected to a
server. Consider a simple system. The lengths of the idle and busy
periods have the respective probability densities a Cat, B'(t) with
Laplace transforms a/ (a s), gig).

From (26) of Appendix A, the probability Paa(t) that an idle period
will be in progress at time t, given that one is in progress at time 0, may
be determined by inverting its Laplace transform 1/[s + a - «13(8)].

The probability that all k servers are idle at time t, given that they are
idle at time 0, is [Paa(t)]k. Equation (19) now follows upon using (26)
again. This time the type (a) intervals correspond to the periods (out-
ages) during which all k servers are idle. The arrival rate is ak and pa(t)
is ak C.*" . The type (b) intervals correspond to the innages with
probability density - G' (t) and Laplace transform 7(8).
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VI. COMPARISON WITH SIMULATION

It is interesting to compare the results predicted by the model with
those obtained by simulation. As an example, we shall take results ob-
tained by Rinehart and Robbins for a Maine -Western Europe link. This
link was assumed to have 18 satellites in random polar orbits at a
height of 6,000 nautical miles.

The positions of the orbits, the locations of the receiver and trans-
mitter, and some computations involving a number of representative
passages over the region of mutual visibility lead to

1. the value T = 6.35 hours for the average interval between reap-
pearances of a particular satellite,

2. the distribution function B(t) for 1, the length of time it, is visible,

3. an average value of 1 equal to VI = 1.46 hours,

4. the value p = /77 = 0.230 for the fraction of time the satellite
is visible.

It turns out that the probability density B'(t) can be approximated by
the rectangle

0 , t < 0.86 hours

B'(t) = 0.833, 0.86 < t < 2.06 ( 20)

0 , 2.06 < t.

The system was required to furnish a quality of service close to 0.99.
This requirement together with the expression q = 1 - (1 - p)k and
the value p = 0.230 gives k = 18 and q = 0.99094. The model param-
eters are therefore taken to be

k = 18, b-'i = 1.46 hours, a - 1

(1 - p)T
1 -

(0.770)(6.35)
0.205

(21)

with the understanding that p = 0.230.
The values of q, to ,t, obtained by simulation are compared with those

predicted by the formulas of Section II (and also by the model) in
Table I.

The second column gives values obtained by Rinehart and Robbins
by a simulation which followed the system for 18 months. The third
column gives values computed from the model parameters (21). It is
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TABLE I

Quantity Simulation

0.9918
0.291 hours

35.1 hours

Model, p = 0.230

0.99094
1/ka = 0.271

q(1-q)-lie = 29.6
1.46 hours

Model, p = 0.234

0.9918
0.270

32.6
1.48

seen that the values of the average outage length to agree fairly well.
The discrepancy in ti reflects the shortcomings of the model. The last
column shows what happens when we hold k and T at their former values

of 18 and 6.35, and fudge the value of p so as to make q have the simula-
tion value 0.9918. This changes p from 0.230 to 0.234 and ti from 29.6

to 32.6. It is seen that the value of is very sensitive to such changes.
Fig. 1 shows three curves for the innage length distribution. The ordi-

nate is G(t), the probability that an innage length will exceed t. Curve A
is the curve predicted by the model assuming exponential service, and
is obtained by substituting the parameter values (21) in expressions (14)

and (18) for G(t). Curve B is the exponential approximation

G(t) = 1-1111 (22)

with ti equal to the simulation value 35.1 hours. Curve C is the result
obtained by simulation. During the 18 months simulated there were 122

innages, the longest lying between 250 and 260 hours, the next longest
between 190 and 200 hours, and so on. The average innage lengths cor-
responding to curves A and C are ti = 29.6 and ti = 35.1, respectively,
in agreement with the table above.

The curves shown in Fig. 1 agree moderately well. The agreement
would be improved if curve A could be shifted so as to give an average
value of 35.1 instead of 29.6. Some of the discrepancy between curves A
and C around I = 0 can be ascribed to the assumption of exponential
service. Better agreement in this region could be obtained by taking the
model to have the (almost) true service distribution (20). The proce-
dure for doing this is indicated by (19) but the task of carrying through the
work seems to be difficult. Again, it should be possible to use the "Erlang
service" approximation 4b2t exp ( -2bt) for B' (t) in (19) and also to
solve the corresponding first passage problem [i.e., solve the equations
corresponding to (8) and (12)]. However, this was not attempted.

Some idea of the change produced in G(t) when exponential service is

replaced by other kinds of service may be obtained from Fig. 2. The
curves of Fig. 2 show G(t) for the simplified model based upon the re-
sults of Appendix B. Exponential service (curve D) and constant service
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time (curve E) are assumed, and Poisson arrivals are taken for both
cases. The average arrival rate is a = IciT = 18/6.35 = 2.84 per hour
and the average service time is = 1.46 hours. Substitution of these
values in the expressions for G(t) given in examples (a) and (b) of
Appendix B give curves D and E, respectively.

The expanded scale at the top of Fig. 2 shows the behavior of G(t)
around t = 0. Both distributions predict the same average innage
length, namely

ti = [e b-'- 11a-1 = 22.0 hours (23)

which is (43) in Appendix B. The discrepancy between 22.0 and the
value ti = 29.6 given by the model of Section III shows the shortcomings
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Fig. 1 - Innage length distribution for 18 -satellite system with random polar
orbits (Maine -Western Europe).



1682 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1962

1.00

0.8

 0.08
I-
 0.06
ET3

4
O  0.04
cc
a.

II

0.02

001

2

TIME, t, IN HOURS

4 6 8 10 12w.
\

%

%

D

\
%

%

%

%

%

k

1 D-EXPONENTIAL

E-CONSTANT
TIMES

AVERAGE
= 2.84

AVERAGE
=1.46

SERVICE
IN VIEW

ARRIVAL
PER HR.
SERVICE

HRS

SERVICE

(ALL
= 1.46HRS)

RATE

TIME

1

1

A

1

E% D

1

1

1

1

1

1

1

1

0 50 100 150 200
TIME, t, IN HOURS

250

Fig. 2 - Innage length (list ri but ions.

300

of the simplified model. Nevertheless, it appears that the difference in
shape between curves D and E illustrates the change in G(t) produced
by the different kinds of service. Support for this belief comes from the
fact that curves A and D, both of which correspond to exponential
service, have the same shape.

In view of the inaccuracies of the models and of the relatively good
agreement shown by the curves B and C of Fig. 1, it seems that the
simple exponential approximation for G(t) is quite good.
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APPENDIX A

Probabilities Associated with Alternating Sequences

Expressions are recorded here for the Laplace transforms of two con-
ditional probabilities. These transforms are of use in establishing Takacs'
result (19).

Consider a sequence comprised of two kinds of intervals which alter-
nate with each other (for example, innages and outages). Let pa(t),
pb(t) be the probability densities for the lengths of the two types of
intervals, and let their respective Laplace transforms be a(s), gs).
Suppose that the interval lengths are independent, let an interval of
type (a) start at time 0, and let P.(1) be the probability that an interval
of type (a) is in progress at time t. Then the Laplace transform of
Paa(t) is

e-at Paa(t) dt - 1
0 s[1 - a(s)t)(8)1 (24)

Similarly, if an interval of type (b) starts at time 0, the Laplace
transform of the probability Pb(t) that an interval of type (a) is in
progress at time t is

[1 - a(8)]13(s)
8[1 - a(s)13(8)1.

These results are reminiscent of the relations between generating func-
tions in the theory of recurrent events (Ref. 4, ch. 12).

The expression (24) may be obtained by noting that

Paa(t) = Yr(ta > + Pr(t1 tbi + ta2 > t

and to + < t) + 
= 131.(ti > t) [Pr(tal tbi t02 >

- Pr(to. tbi > -I-

where tat , tbl , ta2 ,  are the lengths of the successive (a) and (b)
type intervals. The Laplace transforms of Pr(tai > t), Pr(t. -4- t, >

,  are [1 - a(s)]/s, [1 - a(s) #(8)1/s, , and summation gives
(24) when a(s) #(8) I < 1 (as it certainly is when Re(s) > 0). Expres-
sion (25) may be obtained in a similar fashion or by convoluting pb(t)
and Paa(t).

When pa(t) = a exp ( - at), the condition that a type (a) interval

(25)
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start at time 0 may be replaced by the condition that a type (a) interval
be in progress at time 0. In this case Paa(t) is also the probability that
a type (a) interval is in progress at time t, given that one was in progress
at time 0. From (24) and a(s) = a/ (a + s), the Laplace transform of
this probability is

1

s + a - afi(s)

APPENDIX B

(26)

Systems with an Infinite Number of Servers and Recurrent Inputs

This appendix will be concerned with systems containing an infinite
number of servers and a "recurrent" input, i.e., an input in which the
lengths of the intervals between successive arrivals are independent of

each other and of the state of the servers. In many respects these sys-
tems are simpler than the limited source input introduced in Section
III. Although they do not represent the satellite system as well, their
greater simplicity enables us to estimate the shape of the innage dis-
tribution for cases which are difficult to handle by Takacs' result (19).

In the following list of results, A (t) is the distribution function for
the distances between the arrivals of the recurrent input and B(t) is
the service time distribution for each one of the infinite number of
servers. The expected distance between arrivals is a1 and the expected
service time is b-1.

B.1 The Conditional Probability P10 (t)

Let all of the servers be idle at time -0 and let the first customer
arrive at time 0 making one server busy at +0. Denote by Pin (t) the
conditional probability that n servers are busy at time 1. Consideration
of the first arrival following time +0 leads to an integral equation
which (in theory) may, be solved for Pio(t), namely

Pio(1) = [1 - A(t)]B(t) B(t) f (t - v)P1o(v) dv, (27)

where A' (u) = dA (u) du. A corresponding equation for the generating
function for Pint) is given by (44).

Example (a). For Poisson input 1 - A(t) is exp (- at). This cor-
responds to an unlimited source input. Substituting in (27), multiplying
through by [exp (at)]/B(t), and differentiating with respect to t gives a
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differential equation for Plo(t). [sing the fact that Plo(t) -> B(t) as
t -> 0 to fix the constant of integration leads to

Pio(t) = B(t) exp [-a f [1 - B(r)] dri , (28)

a result given by Refs. 5 and 6. The work may be simplified by starting
with the assumption that Pio(t) is of the form B(t)P(t).

Example (b). For regularly spaced arrivals, A' (u) = 8(u - a-1) where
o(t) is the unit impulse. Equation (27) then gives

Plo(t) = B(t), 0 < t < a '

Plo(i) = B(t)Pio(t - a-1) 1 >
(29)

Plot) = B(t)B(t - < t < 2a-
Plo(t) = B(t)B(t - a')B(t - 2a-') < t <

and so on.
Example (c). The case when A(t) is arbitrary and 1 - B(t) =

exp (- 0 has been studied by Takitcs7 (see also Ref. 3, p. 33 et seq.).
Multiplying (27) by exp (- st), t from 00, and intro-
ducing the Laplace transforms a(s), 0(s) of A'(t), Pio(t) leads to a re-
currence relation between 0(s) and 0(s + 1) which in turn gives

1 1 as+1B(s) = - -
s (s 1) (1 - a.) ( s ± 2 ) ( 1 - ) ( 1 -a,+1)

a,+ias+2
- (s 3)(1 - a.) (1 - a.+1) (1 - «8+2) ± 

(30)

where as+ is written for a(s n). When 0(s) is known Pio(t) may be
obtained by inversion.

B.2 The Busy Period Distribution G(t) for Poisson Arrivals

Let -G'(t) be the probability density for the lengths of the busy
periods (corresponding to innages) and consider the case of Poisson
input and arbitrary service. The Laplace transform 7(s) of -G'(t) is
given by

7(0 - (s a)0(s)
1 ± a8(s)

where 0(s) is the Laplace transform of Plo(t).

(31)
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My original derivation of (31) was based on taking the Laplace trans-
form of

-G' (t) = f(t) - a f dsPio(t - s)f(s)

ri rs
ds Pio(t - s) dr Plo(s - 0.1.(r) - 

f(t) = Pio' (t) aPio(t),

)
(32)

(33)

where Plo(t) is given by (28) and f(t) dt is the probability that the
system will jump from state 1 to state 0 in (1, t + di), given an arrival
at time 0 which ends an idle period. The series (32) was obtained by
an application of the method of inclusion and exclusion. Subsequently,
Takacs obtained a formula equivalent to (31) by an elegant method based
upon results of the type stated in Appendix A. When this method is
applied to obtain (31) the type (a) intervals are taken to be idle periods
(outages) with pa(t) = a exp ( - at), a(s) = a/ (a -1- s). The type (b)
intervals become the busy periods so that pb(t), #(s) become -G1 (t),
-y(s), respectively; and Pba(t) goes into Pio( t). Expression (25) of
Appendix A then says that the Laplace transform of Pi0(t) is

0(s) 7(s)
s + a - cry(s)

(34)

from which (31) follows.
Example (a). For Poisson arrivals and exponential service with

B = 1 - e-bi, (28) becomes (Ref. 3, p. 26)

Pio(t) = (1 - Cm) exp [- p p Cm], p=air'.
The change of variable y = Cbt carries the integral for the Laplace
transform of Pio(t) into

b0(s) = F(z) - F(z 1), z = sty

where
1

F(z) = f
o

yz-i" dy

1 - P2

Z z(z + I) Z(Z + 1)(Z + 2)

p
ne- p

= 1-1[1 - pF(z + 1)] = E
n=0 + n)

(35)



PERIODS OF NO SERVICE IN SATELLITE COMMUNICATION 1687

The Laplace transform of G(t) may be shown to be

1 - 7(0 F(z + 1) 1 1

sF (z) azF (z) a

and inversion gives

(36)

ez,nbtG(t) = E p = ab-1 (37)
m=0 pzInfili (Zut)'

where F' (z) = dF(z)/dz. The zeros of F(z) are real and (a) occur at
zo , z1 , z2 , , (b) are such that - 1 < zo < 0, - 2 < z1 < -1, ,

etc. and hence lie between the poles of F(z) at 0, -1, -2, , (c) may
be computed by successive approximations with the help of the last
series for F(z) in (35).

A power series for G(t) may be obtained by expanding [1 - -y(8)1/8
in powers of 1/s and then replacing 8-n-1 by to/n!. The same series may
be obtained from the corresponding series (5.3) for the limited source
case by letting k -4 oo , a -+ 0 in such a way as to keep ka equal to a.
Replacing a by pb then gives

G(t) = 1 - bt (p 1)(bt)2 (p2 + 4p + 1)(bt)3
1! 2! 3!

(p3 -I- 9p2 + lip + 1)(bt4)
4!

(38)

Example (b). For Poisson arrivals and constant service time, B(t)
jumps from 0 to 1 at time t = Equation (28) shows that Pio(t)
jumps from 0 to exp ( - ab-I) at t The Laplace transforms are
readily computed and the one for G(t) gives

1 ri'D [1 - e-(°+8)b-lleaG(t) = - ds, c > 0. (39)
2/ri c -=a s + a e -(a

Taking c large enough, say c = b, to make I x I < 1 where x is as -1
exp [- (a + s) b-'] and expanding the denominator in powers of x leads
to

E ,e_pr(bt - n)n-1 (bt - n)n]. (40)
L (n - 1) !p n!

Here, as in example (a), p = ali-1 and the upper limit of summation is
determined from N < bt < N 1. In particular,
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G(0) = 1, G(1)-1 - 0) = 1, G(F1 ± 0) = 1 - e -P

G(2b-1) = 1 - (1 p)

G(311-1) = 1 - (1 + 2p) e -P p (1 + C.21).

For large values of t

(41)

G(t) CT°
+

p) e"bt (42)
p (1 + o )

where cro is the rightmost root of

a p CP-g = 0.

When p is large ao is approximately - p
The innages corresponding to examples (a) and (b) have the same

average length, namely

= [eb- - 1]/a. (43)

To see this, note that from traffic theory, or by letting t --+ co in (28),
the fraction of idle time is po = 1 - q = exp ( - 6-1). The average
outage time is to = 1/a, and (43) follows upon using the relation (1)
between ti , 70 , and q.

B.3 Miscellaneous Results for Recurrent Input

Except for the case in which arrivals occur at multiples of some fixed
spacing, Pw(t) approaches the steady state probability po as t co ,

and the Laplace transform 0(s) of Pw(t) has a simple pole at s = 0
with residue po .

If Pw(t) tends to a periodic function the residue gives its average
value. Application of this result to the case of regularly spaced arrivals
and exponential service with B(t) = 1 - C' leads to the rather curious
expansion

1 00II (1 -X -7-n) dT
0 n=0

= 1
1 [1 1 1

ln L 2(x - 1) 3(x- 1)(x2 - 1)

Both sides represent the average value of the periodic function to which
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Pro (t) tends as t --> co . The integral on the left (with x = exp a 1, x > 1)
is the average value as computed from (29), while the series on the right
is the residue of 0(s) at s = 0 obtained by setting a(s) = exp ( - sa-1)
in (30) and letting s 0.

The generating function

P1(x, = E Snlji(1)
n=0

for the conditional probability Pint) that state n exists at time t, given
that an arrival at time 0 ends an idle period, [see (27)] satisfies the
integral equation

P1(x, 1) = [x + (1 - x)B(t)]

[1 -A (t) ft A'(t - v)Pi(x,v) di)"

A formal step-by-step solution may be obtained by introducing the
binomial moments M (t)defined by

Pi(x, t) = E (x - i)nMn(07
n=0

Mn(t) = E (nk) Pik(t).

value of Mo(t) is one and the higher -order moments satisfy integral
equations obtainable from (44). When the Laplace transforms of
A'(t), Bi(t), Mn(t) are denoted by a(s), 13(s), 11(s) it is found that
the integral equations lead to

lio(s) = - 1 - 13(s)
s[1 - a(s)]

µn(s)= re' [1 13(s - z)] a(z)µn-i(z)
dz, > 1. (45)2r i s - 1 - a(s)

The singularities of a(z)An_1(z) are supposed to lie to the left and those
of [1 - 0(s - z)]/(s - z) to the right of the path of integration, s
being chosen so as to make this possible. In theory, the successive values
of µn (s) may be obtained step by step and thus ultimately lead to an
expression for P, (x, t). For exponential service the integrals in (45)
may be evaluated and lead to results given by Taketcs7 (see also Ref. 3,
p. 33).

(44)
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