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The usual design technique for waveguide band-rejection filters uses
narrow-band approximations and thus discrepancies generally exist be-
tween the designed and measured response, particularly in the fairly wide
passband. Nevertheless, this design technique has been wused because of
its simplicity and because the filter configurations oblained are relatively
simple. Lately, a new design lechnique using transmission line synthesis
became available which, theoretically, would yield the desired response.
However, the physical realization resulls in a complicated configuration
which leads to cerlain practical problems. This paper presenis a modified
technique which simplifies the structure without sacrificing performance.
With this modification the design procedure becomes very simple and many
of the practical problems can be avoided. This paper gives precise design
information and convenient design formulas. Furthermore, il shows that
excellent agreement between the designed and measured response can be
achieved.

I. INTRODUCTION

The microwave waveguide band-rejection filter (BRF) now used in
many radio systems has many undesirable features. The designer finds
that the actual bandwidth is consistently narrower than the designed
value, and that the filter has a unique passband VSWR behavior
which becomes worse as the frequency goes farther away from the
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stopband. This becomes quite a severe problem in filters designed
for the high frequency or low frequency channels of the band. (For
example, in the 4 GHz band,* the return loss of a filter with the stop-
band at 3710 MHz becomes progressively poorer as the frequency
approaches 4190 MHz, and vice versa). In addition, the midband
frequency of the VSWR curve and of the corresponding delay curve
is found to differ from the midband frequency of the insertion loss
curve at which the filter is tuned. The offset of a typical 3-cavity
maximally flat BRF at the 4 GHz band with 3 dB points at =17 MHz
can be as much as 2 MHz. Such an uncontrolled shift causes extreme
difficulties in the delay equalization of a radio system.

The present BRF design is based on the lumped-element low-pass
prototype filter design technique.r After making a proper frequency
transformation, the loaded @ of each cavity can be computed. The
cavities are then separated by waveguide lengths which give an ef-
fective spacing of an odd multiple of quarter wavelengths at the mid-
band frequency, which is a standard technique to realize ladder filters
in waveguide. It is desirable to keep the spacings as small as possible,
but, in order to avoid higher order mode coupling between cavities, it
has been determined that a three-quarter wavelength spacing is re-
quired.

In a recent investigation, it was determined that neglecting the
frequency-dependent phase shift of the connecting lines results in both
the narrower bandwidth and the problem of high VSWR in the pass-
band. A rigorous analysis was carried out for a three-cavity BRF.
The result shows that when the frequency dependence of the phase
shift of the connecting lines is accounted for, an exact control of band-
width is possible and the passband VSWR is improved; but the desired
characteristic of the passband VSWR cannot be obtained as long as
the present form of construction is retained.

Various techniques for the exact synthesis of transmission line filters
have been available for many years.®> However, they often are found
to be not too practical for the design of waveguide filters because of
the large number of changes of characteristic impedances usually re-
quired. There is already a sufficiently large number of discontinuities
in a waveguide filter which are necessary to form the cavities. Addi-
tional discontinuities with their associated fringing susceptances, such
as would be needed to change the characteristic impedance, would
aggravate the practical realization difficulties. If these problems

*3.7 GHz to 42 GHz
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could be overcome, the transmission line synthesis would offer the
advantage of being exact.

The possibility of constructing a waveguide BRF using transmis-
sion line synthesis was mentioned by Schiffman and Matthaei.® Un-
fortunately, the form they suggest involves three impedance changes
in each connecting line and therefore is not practical. This paper pre-
sents an improved form with only one impedance change in each
connecting line. The susceptance discontinuity present at each imped-
ance change is absorbed very naturally in the structure without caus-
ing any design difficulty. Design formulas for filters of up to five
cavities are given in a very convenient form,

The problem of the midband frequency shift between the VSWR
and the insertion loss was found to be the direct consequence of in-
accurate correction for the connecting lines. The precise design proce-
dure presented here guarantees the coincidence of the midband fre-
quency of the VSWR and insertion loss characteristic.

An experimental model was built and tested, and the measured
result agrees very well with the theoretical prediction. With this de-
sign technique, it is possible to achieve over 40 dB return loss across
the passband and to control the exact bandwidth and the midband
frequency. A pair of identical BRF were designed and in conjunction
with two hybrids, a constant resistance channel separation network
was built. Over 35 dB return loss across the band was observed; in
addition, the delay distortion of the dropped channel was symmetrical
with respect to the midband frequency. Channel separation networks
built with BRFs designed with the old techniques always had un-
symmetrical delay distortion for the dropped channel.

II. BRF CONFIGURATIONS OBTAINED BY TRANSMISSION LINE FILTER
SYNTHESIS

The easiest way to synthesize a transmission line filter is to use the
known low-pass prototype filters as done by Schiffman and Mat-
thaei.® The reactive elements of the prototype circuit are replaced by
their equivalent transmission line stubs (all of the same length I and
of the same propagation constant 2) using the frequency transforma-
tion:

w = A tan gl (1)

where o is the normalized frequency of the prototype circuit and A is
a constant that determines the bandwidth of the filter. For a BRF, I
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can be chosen to be any odd multiple of a quarter wavelength of the
midband frequency. Schiffman and Matthaei chose I = A /4. Then,
the shunt susceptances and series reactances of the prototype filter
transform as follows:

wC; = C.A tan (g i—) )
Ao .
wL; = L;A tan (g T) (3)

It is seen that the right side of (2) corresponds to the input suscep-
tance of an open-circuited stub of characteristic admittance

Y; — C.A

and that the right side of (3) corresponds to the input reactance of a
short-circuited stub of characteristic impedance

Z" = L,'A.

As shown in Fig. 1, a three-element low-pass prototype filter be-
comes a transmission line with three stubs using the transformation
(1). These stubs are connected to the main transmission line at the
same point, which would be impossible in a physical realization. To
solve this problem, connecting lines hetween stubs have to be inserted
by making use of Kuroda’s identity. This identity allows the inter-

: HO0
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Fig. 1— The 3 element low pass prototype filter and its corresponding BRF
with transmission line stubs.
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Fig. 2— Kuroda's identity in transmission line form.

change of a stub and a connecting line (both of the same length ) as
shown in Fig. 2. Adding a section of transmission line of appropriate
characteristic impedance on both ends of the filter (Fig. 1) as shown
in Fig. 3(a), the circuit retains its amplitude response. Applying
Kuroda's identity to the two shunt open-cireuited stubs, one gets the
desired form in Fig. 3(b). With a proper replacement of the three
series stubs by rejection cavities (only an approximation), Fig. 3(b)
forms three rejection cavities in cascade with quarter wavelength
lines separation between the cavities.

Tor the most commonly used aperture-coupled rejection cavity, a
quarter wavelength separation hetween the cavities would not be
enough because of strong coupling resulting from higher order modes
between the closely spaced discontinuities. It has been found, from
past experience, that a three-quarter wavelength separation is neces-
sary in most waveguide BRFs. For this reason, Schiffman and Mat-
thaei treated the case of three-quarter wavelength separation between
cavities. Following exactly the same technique as shown in Fig. 3,
one can add three pieces of quarter wavelength line on both sides of
the stubs, as seen. in Fig. 4(a), without changing the amplitude re-
sponse of the filter. Then, the final form of Fig. 4b is obtained by ap-
plying Kuroda’s identity three times on each side. The characteristic
impedances of the connecting line sections are tabulated for two and
three eavity BRF,® but no test result has been given in the same
reference.
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Fig. 3— Practical realization of 3 stub transmission line BRF.

To realize the configuration of Fig. 4(b) in waveguide form, one
would, usually, change the height to control the characteristic imped-
ance such that the propagation constant g remains unchanged. A
typical three cavity BRF would therefore assume the form shown in
Fig. 5. Theoretically, one may be able to compensate for the discon-
tinuity susceptances at each step by proper adjustment of the line
length of each section. This, however, complicates the design pro-
cedure unduly, and it is not sure how good the result may be. As
mentioned before, the higher order mode interaction between closely
spaced discontinuities may degrade the performance of the filter.
Since a better configuration, in every respect, is being proposed, no
attention was paid to the practical problems associated with this
suggested structure.

III. PROPOSED NEW BRF CONFIGURATION

The only restriction which must be fulfilled in presently-available
transmission line synthesis is that all the line sections must have the
same length I and the same propagation constant g so that the fre-
quency transformation (1) can be applied. To construct a BRF, one
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Tig. 4 — Suggested 3 stub transmission line BRF to be realized in waveguide
form.

may choose the length [ to be any odd number of quarter wavelength
of the midband frequency. For the waveguide BRF, it is convenient
to choose I = 3A,/4. Then the shunt susceptance and series reactance
of the filter become

wC; = ;A tan (Z;_vr :—:0) (4)
31 Nyo
wL,- = L;A ta.n (? :) (5)

and the equivalence between prototype circuit and the transmission
line stubs shown in Fig. 1 still holds except that the constant A is

-

Fig. 5— Complicated form of a 3 cavity waveguide BRF.
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changed due to the change of stub length I. The value of A may be
computed from the given band edge attenuation specification; for ex-
ample, from the 3 dB point for maximally flat filters or from the
cutoff frequency for equal ripple filters. Let o; be the edge frequency
of the prototype filter and A,; be the corresponding waveguide wave-
length, then

L ﬁh)
A = v, cot (2 » (6)

After obtaining the characteristic impedances of all the stubs, one
can apply Kuroda’s identity to get the same form as Fig. 3(b), of
course with I = 3A,0/4. This is almost the desired form for waveguide
BRT except that the series stubs have to be replaced by cavities with
the proper Q values. There are many ways to find the equivalence be-
tween stubs and cavities, all of which are approximations. Among
them, one method is found to be particularly convenient. The input
impedance of a short-circuited stub of 3A,0/4 length with characteris-
tic impedance Z, is

31 Ngo

Ziw = j4, tan (*2— X, ) (7)

By the well known partial [raction expansion of the tangent function,
one gets:

., 4 (3N = 1
Zin = i%0 p (3 pﬂ) E (8)

Ay k=1 @k — ])2 B (3%\&)2

In the vicinity of the resonance frequeney (A,/A, & 1), it is clear
that the & = 2 term dominates (8). Then:

;_iﬁ_MT .
Zin = i4, 3 [Rnn N\, + . @
Taking this approximation, it is clear that the equivalent cavity must
possess a loaded @) of

3
Quunaes = 37 (10)

This approximation is found to be sufficiently accurate for frequencies
close to the resonance frequency as is the case for most waveguide
filters.

Most of the advantages of this new configuration are obvious. As
seen in Fig. 6, a three-to-one reduction in the number of steps is
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Fig. 6 — Improved form of a 3 cavity waveguide BRF.

obtained, which makes the design procedure much simpler. In addi-
tion, the spacing between discontinuities has become large, hence, one
would expect less practical problems in realization (because of higher
order mode interaction). One rather subtle practical advantage of
this structure is that all the steps are located right under the center
of the coupling apertures. For all inductive coupling apertures (the
circular hole is one of them), a capacitive compensating stud is
always required at the location of the hole, which in this structure
happens to coincide with the loeation of the steps. Because of the
capacitive step susceptance, the size of the compensating studs just
has to be made slightly smaller. No additional compensation is
needed for all the step susceptances.

IV. DESIGN INFORMATION

A convenient table for filters with two to five cavities is presented
in this section which gives the @ values for each cavity and the char-
acteristic impedance for each connecting line. The following symbols
are used:

n = number of cavities
R, = normalized generator impedance
R; = normalized load impedance
@ = loaded @ value of 7th cavity
g: = normalized values of the low pass prototype filter
Z; o1 = normalized characteristic impedance of the connecting line
between the 7th and the (¢ + 1)th cavity

A = bandwidth constant defined in (6)
n=2
Q="i”a(1+ ! ) Ziy = R,(1 + Agog)™
'2R, Agog, ' ’ SHe
I g 1
0y = - =
& 2R, Ag, B * Gofa
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To construct connecting lines for a given characteristic impedance,
one may modify the heights b; of waveguides according to

Zy _ b,
Z, ~ b, (11)
Information on cavity design has been available for a long time.
A set of curves was plotted of loaded @ vs aperture size for different
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frequencies, of cavity length vs aperature size for different frequencies,
and of stud length vs aperture size for different frequencies. Such
frequencies were chosen that both the 4 GHz (3.7-4.2) and the 6 GHz
(5.925-6.425) bands are covered.

The equivalent circuit of a properly compensated cavity of Fig. 7(a)
is known (to the extent of the approximations used here) to be of
the form shown in Fig. 7(b) referred to the reference plane 7. Aside

N
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; STUD
!

i
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}

‘ /

‘ /z’ : l'q lz !
[ ! '
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| I
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Fig. 7 — Waveguide rejection cavity and its equivalent circuits.

from the resonance circuit, an additional piece of transmission line
of length ¢ must be added at each side, in order to make the connecting
line sections exactly 3\,,/4 and this line element must be taken into
account accurately. It was found that the unpredictable midband
frequency shift between VSWR and insertion loss response, which is
one of the major problems of the previously designed BRF, is the
direct consequence of an inaccurate correction for this line element.
A theoretical study showed that any inaccuracy in the length of the
connecting line may result in a shift in midband frequency of the
VSWR response with respect to the insertion loss response.* One
typical 3-cavity 4 GHz BRF with Afyys = +£17 MHz was found to
have a 2 MHz shift with a 35 mil error in each connecting line.
Because of its importance, an attempt was made to measure ac-
curately the values of [ for various sizes of coupling aperture. The first
set of data based on the symmetrical equivalent circuit (Fig. 7b) was
very disappointing since, for a simple measurement like this, the

* Dissipation must be taken into account since this phenomenon does not exist
in the lossless case.
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widely spread measurement data was unexpected. It was found later
that the symmetry of the structure is destroyed by the tuning serew
on one side of the cavity (Fig. 7a); consequently, the symmetrical
equivalent circuit 7(b) is no longer valid.

To make the equivalent cireuit unsymmetrical, the circuit in Fig. 7(c),
where the transmission lines on each side have different length, is
introduced. This does not solve the problem, however, because both
the length I, and [, depend strongly on the amount of tuning added
to the cavity. A simple plot of /, and I, does not make sense unless
one could specify a fixed amount of tuning. Fortunately, there is a
quantity, mainly I, + [, which is very insensitive to the amount
of tuning. As measured in the 4 GHz band, this quantity is accurate
within a variation of 2 mils for a quite large tuning range. It is believed
that this would be true for the other frequency bands, too. Hence,
plots of (I, + .)/2 vs hole diameter are presented in Figs. 8 and 9
for 4 and 6 GHz bands, respectively. For small tuning, it is true that
I, . = (I, + 1,)/2. Furthermore, it was found that I, , the length
on the tuning screw side, is always larger than ., and that the dif-
ference, [, — l., may vary from zero to 20 mils depending on the
tuning range for the sizes of apertures used in this study.

V. EXPERIMEN TAL RESULTS

To verify the theoretical work discussed above and the available
design data, a 3-cavity BRF was designed. Because of the approxima-

50 8 /
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i Fig. 8 — Measured information on waveguide rejection cavities in the 4 GHz
and.
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Fig. 9 — Measured information on waveguide rejection cavities in the 6 GHz
band.

tions involved in the equivalence between ecavity and stub line, there
might still be deviations from the expected performance at frequencies
well removed from the center frequency. Therefore, the filter was
purposely designed to operate in the highest frequency channel (4190
MHz) of the 4 GHz band. In this case, the passband extends almost
500 MHz below the midband frequency of the filter. Any severe dis-
crepancy caused by the approximation should show up in this extreme
case. The filter was designed to have a maximally flat response with
the 3 dB points at 417 MHz, neglecting intrinsic losses. In order to
convey some idea of the “‘exactness” of the filter performance, the
measured results are compared with the computed theoretical response.
This computed curve is the theoretical response of a transmission
line filter of Fig. 3(b) (I = 3\,,/4) with all line sections having an
attenuation constant:

a = 107" neper per inch.

As seen in Figs. 10 and 11, the filter shows lower VSWR value in
the vicinity of resonant frequency which is attributed to slightly
higher intrinsic loss than the theoretical estimated value. However,
over 40 dB return loss was obtained across the entire passband which
is in very good agreement with the computed results.

Measured data were also taken from a channel-separating net-
work constructed with two identical BRFs and two hybrid junctions.
The channel separating network has over 35 dB return loss across the
band. The delay distortion of the dropped channel was also measured,
and the result shows that the delay distortion vs Af curve is symmet-
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Fig. 10— Computed and measured stop band performance of a typical 3
cavity maximally flat BRF.
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Fig. 12— Measured delay distortion of a channel separation network using
present design techniques as compared with that using previous techniques.

rical with respect to the midband frequency. The measured data is
shown in Fig. 12 where the delay distortion curve of the present exist-
ing channel separating network is plotted for comparison.
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Speech Synthesis by Rule:
An Acoustic Domain Approach

By LAWRENCE RABINER

(Manuseript received August 30, 1967)

A new approach to speech synthesis by rule has been formulated and
evaluated. A discrete set of symbols (phonemes and stress marks) is con-
verted to a continuous acoustic waveform by a two-step itransformation.
The first step involves conversion from phonemes to control signals capable
of driving a terminal analog speech synthesizer. The second step s con-
version from control signals to the acoustic waveform.

This paper presents a design for the terminal analog synthesizer and
discusses the new features of this device. It discusses in detail the method
of converting from phonemes to conirol signals. It places primary emphasis
on determining the formant frequency control signals and the fundamental
Jrequency contour, and presenls models for determining these confours
from the input data. The paper includes an evperimental evaluation of
the entire technique in terms of word intelligibility scores and consonant
confusion maitrices.

I. INTRODUCTION

Speech synthesis by rule is the method of converting from a discrete
representation of speech in linguistic units, that is, phonemes and
stress marks, to a continuous acoustic waveform. Fig. 1 shows the
technique for carrying out this transformation. The figure shows that
the discrete input is converted to continuous control signals by the
synthesis strategy. The synthesis strategy contains stored informa-
tion about the phonemes and stored rules about the mutual effects of
adjacent phonemes. The stored rules operate on the input sequence
to produce the control signals for the synthesizer. The speech synthe-
sizer converts the control signals to continuous speech. The synthesizer
may be a terminal analog, a dynamic analog of the vocal tract, or a
combination.

17
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SPEECH CONTINUOUS
SYNTHESIZER SPEECH
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| DISCRETE PHONEMES

INPUT

Tig. 1 — Technique of Speech Synthesis.

During the past ten years there have been many attempts at syn-
thesis by rule. The primary goal of these attempts has been to produce
natural sounding, intelligible speech. Of secondary importance has
been the preservation, in some natural way, of the dynamics of speech
production by embodying in the scheme the constraints imposed by
the human vocal tract.

Previous methods of synthesis by rule are generally classified as
either articulatory or acoustic domain approaches. An articulatory
approach uses physiological parameters such as tongue-tip position,
and lip opening as the control signals for the synthesizer. The stored
data of the synthesis strategy are of the form of vocal tract configura-
tions. An acoustic domain approach uses parameters such as formant
values and fundamental frequency as control signals. The stored data
inelude such information as target positions of formants and relative
amplitudes of phonemes.

Articulatory domain approaches to synthesis by rule™? have been
most successful in modelling the dynamics of the speech producing
mechanism. Acoustic domain methods, such as the one presented here,
can impose the natural constraints of the vocal tract only indirectly,
that is, by rules which often lack a firm physiological basis. How-
ever, acoustic domain approaches have enjoyed the most success in
producing intelligible, high quality speech,® * % ¢ thus justifying and
motivating efforts along these lines. The technique for synthesis by
rule, described in this paper, is an acoustic domain approach.

The next section gives a general description of the synthesizer.
Terminal analog synthesizers of this type are common™®*® and we
discuss only the new features at any length.
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II. SYNTHESIZER

2.1 General Description

A terminal analog synthesizer models the speech-producing mecha-
nism, which includes the vocal tract, excitation sources, and radia-
tion impedance. The transfer function of the vocal tract can be re-
duced to either a cascade of complex conjugate pole and zero pair
networks, or a parallel addition of complex pole pair networks. The
cascade representation was used because it reduced the complexity
of the synthesis strategy by reducing the number of synthesizer con-
trol parameters.

Fig. 2 is a block diagram of the synthesizer used in this work. The
synthesizer was simulated on a computer at 20 kHz sampling fre-
quency. There are two sources of excitation, a pitch impulse genera-
tor, and a frication (noise) generator, To produce voiced speech
(vowels, nasals, voiced stops, and voiced {fricatives) the piteh im-
pulse generator output is gated by the switch to the upper arm of the
synthesizer. The nasal network is included in the upper arm only for
nasal consonants. To produce whispered or aspirated speech, the
frication generator is gated by the switch to the upper arm of the
synthesizer.

T M Vf Fl' FfFf (1-ANASAL)

PITCH HIGHER R
SHAPING FORMANT POLE ADIATION
GomERisE L | SWITCH == NeTwoRk [ NETWORK [ CORRECTION % NETWORK
NETWORK
AVOICING
NASAL X
POLE
AND ZERO
NETWORK
r T ANASAL
VOICED
(Joicen NPOL NZER
EXCITATION R SPEECH
NETWORK X (s
(2
AVB
FRICATIVE
FRICATION X ) FOLE AND SHAPING
GENERATOR ZERD NETWORK
NETWORK
AFRIC
FPOL FZER

Fig. 2 — Synthesis used by author.
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To produce a voiceless fricative or the unvoiced component of
voiced fricatives, the frication generator excites the lower arm of the
synthesizer. For a voiceless fricative, the output of the voiced fricative
excitation network is constant. For a voiced fricative the output of
the voiced fricative excitation network modulates the frication gen-
erator output. The details of this network are explained in Section 2.1
because this is an original design.

The higher pole correction network in the upper arm of the synthe-
sizer compensates for the missing higher order poles.”® A new design
for this network, based on the properties of sampled data systems, has
been formulated and is discussed in Gold and Rabiner’s paper.t

One last feature of the synthesizer is provision for generating a
voice bar, (A voice bar is the quasi-periodic low frequency energy
radiated from the region of the vocal cords during the closure inter-
val of voiced stop consonants. During this interval the vocal cords
are vibrating thus acting as the source of energy for the voice bar.)
To produce a voice bar, the middle arm of the synthesizer is used with
the switeh gating the pitch impulse generator output to the shaping
network. The voice bar has energy only at low frequency similar to
voice bars of natural speech,

The outputs of the three arms of the synthesizer are added to
produce the speech. The synthesizer control signals are indicated in
Fig. 2 by arrows. These include four amplitude controls (avoicing,
anasal, avb, afrie); a derived amplitude control (1-anasal); 14 pole-
zero controls (both center frequency and bandwidth of Fy, Fa, Fjg,
npol, nzer, fpol, fzer); a switeh control (va); and a fundamental
frequency control (Fy).

2.2 Voiced Fricative Excitation Nelwork

The network connecting the pitch impulse generator to the lower
arm of the synthesizer is used to provide the excitation for the un-
voiced component of voiced fricatives. Fig. 3 shows the relevant details
of this network. (For clarity, certain components of the synthesizer
have been omitted from Fig. 2.)

The ouput of the pulse generator is shaped to produce a suitable
pitch pulse. A complex conjugate pole pair resonator was used, but
any suitably chosen network could have been used. The pitch pulses
excite a resonator tuned to the first formant of the fricative sound.
A single resonance is the first order approximation to the transfer
function of volume velocity (the signal of interest in Fig. 3) from the
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Fig. 3 — Excitation network for voiced frieatives.

glottis through the point of constriction of the voeal tract. A threshold
level is subtracted from the output of the resonator and the result is
half-wave rectified. These operations model the physical situation
where turbulence is not produced until the volume veloeity of the air-
flow exceeds a threshold value. The output of the hali-wave rectifier
modulates the output of a noise generator, preducing a piteh syn-
chronous excitation for the unvoiced component of the fricative. The
final unvoiced component is produced by exciting the fricative net-
work by this excitation. The voiced component is produced in the
standard manner, that is, by exciting the formant network by the
pitch pulses.

Speetrograms of voiced fricatives produced by the above technique
are quite similar to spectrograms from natural speech. Experimental
evidence presented later shows that the synthetic fricatives are highly
intelligible.

ITL. SYNTHESIS STRATEGY

Since formant contours are crucial to speech intelligibility (see
pages 220-234 of Ref. 9), the first step in transforming a diserete set
of input symbols to the synthesizer control signals is to generate the
formant contours. The method is explained in Sections 3.1, 3.2, and 3.3.
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Once the formant contours are specified, the remaining control
parameter contours are determined by delimiting certain characteristic
times along the formant contours. At these times, motion of the other
parameters is initiated or terminated. The techniques for generating
these contours are discussed in Section 3 .4.

Part IV treats the generation of a fundamental frequency con-
tour. Table I shows international phonetic alphabet symbols and the
letter equivalents used in the following sections.

3.1 Static Phoneme Characterizaiions

In order to generate the formant contours from the phoneme input
sequence, certain information must be supplied. Corresponding to

TaBLE ] — LETTER EQUIVALENTS OF INTERNATIONAL
PHONETIC ALPHABET

Letter IPA
Symbol Symbol

1Y i
I I
B e
AE ae
UH A
A a
ow 2
U U
00 u
ER 2
W w
L I
R r
Y Y
B b
D d
a g
r P
T 4
K k
M m
N n
NG |
P !
TH (i)
s s
SH I
v v
THE o)
z z
ZH 3
CH tf
J d

w
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each possible phoneme there must be data on formant target positions.
These data, along with other data, are included in a phoneme char-
acterization table. Certain durational data are necessary, such as for
stressed vowels. Finally a technique for generating formant transi-
tions must be supplied.

Each phoneme has a characterization independent of adjacent
phonemes. The characterization includes formant information, source
characteristics in the production of the phoneme, a description of
whether it is nasal or fricative, and a set of frequency regions sur-
rounding the formant positions.

The formant information is a set of target positions for both center
frequency and bandwidth of formants one, two and three. The source
characteristics deseribe the condition of the vocal cords during the
production of the phoneme. If the vocal cords are vibrating the sound
is voiced. The frequency regions of a phoneme represent the degree
to which certain acoustic parameters must approximate the target
values of these parameters in the context of connected speech. In an
articulatory analog, the corresponding concept would be the extent
to which a given vocal tract configuration must approximate the
target configuration for the phoneme.

The frequency regions represent a compromise between choosing
a single characterization for a phoneme and considering it inviolate,
and the realization that there are many acceptable characterizations
for a phoneme—especially in the context of connected speech.

Table II shows the phoneme characterizations we have used. The
first three columns list the formant target positions of the phonemes.
The second three columns show the frequeney regions of the phonemes.
(The figures represent both + values.) The final three columns de-
scribe nasality, fricative, and voicing characteristics of the phonemes.
A + in any column indicates the presence of the feature and a —
indicates its absence. The voicing condition of the voiced fricatives z
and zH is & indicating the two sources used to produce these sounds
on the synthesizer. The bandwidths of F, and F; are held fixed at
100 Hz and 120 Hz for all phonemes. The bandwidth of F, is 60 Hz
except for nasals where it is 150 Hz. When a + appears in the nasality
or fricative columns, a table look-up procedure is used to specify
pole-zero locations.*

* All data referred to but not included in this paper are available in the au-
thor's Ph.D. thesis which is available from the MIT library. (See Ref. 12.)
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TaBLE II—PHoNEME CHARACTERIZATION

Phoneme F1 F2 F3 Al A2 A3 Nasal Fricative Voiced

270 2290 3010 75 75 150
390 1990 2550 75 75 110
530 1840 2480 75 80 110
660 1720 2410 75 75 110
520 1190 2390 75 75 76
730 1090 2440 37 75 115
570 840 2410 75 75 115
440 1020 2240 75 75 90
300 870 2240 75 80 90
490 1350 1690 75 80 100
300 610 2200 25 40 150
380 880 2575 25 80 150
420 1300 1600 30 80 100
300 2200 3065 25 110 200

0 800 1750 50 75 120

0 1700 2600 30 50 160

0 2350 2000 15 50 100
280 900 2200 17 17 40
280 1700 2600 17 17 100
280 2300 2750 17 17 100

0 800 1750 50 40 80

0 1700 2600 30 30 100

0 2350 2000 10 30 70
175 900 2400 30 50 120
200 1400 2200 30 40 100
200 1300 2500 30 40 70
175 1800 2000 30 100 150
175 1100 2400 30 50 120
200 1600 2200 30 40 100
200 1300 2500 30 40 70
ZH 175 1800 2000 30 100 150

a§<§mgmne—cgzgmcw-v::r'gggc%h-ggHH:
e L I T T B B o e

L A Y O = = N e Y A
++++++++0 0 e rrrrrrrrrrrrrnd

(The data for Al, A2, A3 were determined experimentally.)

3.2 Duration and Amplitude

Vowel duration is specified only for stressed vowels. The durations
of unstressed vowels are determined by the methods illustrated in Sec-
tion 3.3. The duration of a stressed vowel is modified by its following
phoneme. The longest vowels are those followed by voiced fricative
consonants; the shortest are followed by voiceless stop consonants*

For certain consonants maximum durations are specified. Conso-
nant duration (as measured from human speech) is not a fixed quan-
tity but is very dependent on context. (Four example, initial conso-
nants are much longer than medial consonants.) The synthesis
strategy generates consonants whose duration is variable within cer-
tain limits. Maximum durations are specified to prevent the consonant
from being unnaturally long, hence objectionable.
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Maximum stop gap durations are specified for stops; aspiration
duration, as a function of the succeeding phoneme, is specified for
voiceless stop consonants. Values of amplitude control signals are
specified for all phonemes. Rates of change of control signals are
specified for various phoneme classes (that is, vowels, nasals, frica-
tives, and stops).

3.3 Formant Motion

The technique for generating formant transitions (and hence for-
mant contours) is a new one. We present it in detail because the entire
synthesis strategy is built around it.

As we stated, the motion of formants is one of the most significant
factors contributing to the intelligibility of speech. Smooth, continuous
formant transitions are generally observed on spectrograms of real
speech. To mateh these characteristics, we used the solution to a
critically-damped second degree differential equation to deseribe the
transitions of formants. We chose a second degree equation because it
provided a good fit to data on formant transitions. We used a critically-
damped solution because it was completely specified from a single
time constant. Values of time constants were determined from examin-
ing formant transitions for real speech on spectrograms.

The input to the differential equation represents the formant target
position appropriate for the current phoneme. Since the current
phoneme changes its value diseretely, the input to the differential
equation changes in a steplike manner. The formant motion, in re-
sponse to this step input, is smooth and continuous. Thus motion
from steady state value A7 to target value Af, beginning at time £ =
0 is of the form:

x(t) = Af + (A — ANQA + t/7) exp (—t/7)

where = is the time constant of motion and 2 (¢) the formant position
at time ¢.

In general, motion between target positions does not proceed from a
steady state condition; that is, there are initial conditions. Motion to
a target whose formant value is Af from an initial formant position
A7 with an initial formant velocity Vi = dx/dt|s_ is of the form:

2(t) = Af + (A1 — Af) exp (—1/7)

+ [I'i + M]z exp(—t/7); t=0.
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At times when the input to the differential equation is changed dis-
cretely, both the output value and slope are continuous. Thus the
concept of smooth, continuous formant transitions is realized in all
cases.

The time constants of the differential equation are functions of the
individual formant and the pair of phonemes between which the
transition is being made. Hence, for each possible pair of phonemes,
and each formant, a time constant is specified. Certain simplifying
approximations reduce (by an order of magnitude) the number of
time constants that have to be specified.

The inputs to the differential equations change discretely in time in
a steplike manner. However, provision is made for delaying, to any
formant, the steplike change in formant target position. Thus, in the
most general case, formants move independently of each other with
unequal time constants of motion. This delay feature was found
necessary for only a few cases.

The phonemic goals change discretely in time. The decision of when
to make the diserete changes, that is, when to initiate motion to new
sets of formant targets, is based on the criterion that the formants
must first be within the phoneme frequency regions of the targets, and
then satisfy durational requirements of the phoneme, if there are any.

Formants, in general, are in motion towards target values ap-
propriate for the phonemes to be generated. Their motion is charac-
terized by the solution to a differential equation. The time constant of
motion is a function of the phoneme from which motion began and
the phoneme which is being generated. Each formant moves with its
own time constant and there is provision for delay in time of initiation
of the motion of formants. When all formants are within the fre-
quency regions of the target, a decision is made. If a stressed vowel
is being generated, then a table look-up procedure determines the
correct vowel duration and motion continues for the specified time.
Once a vowel of proper duration has been generated, motion towards
target positions characteristic of the next phoneme is begun. If the
current phoneme is not a stressed vowel, motion towards the new
phoneme targets is initiated as soon as all the formants are within
their specified frequency regions.

The decision to start motion to new target values results in three
separate operations. First, new time constants for each formant are
inserted into the respective difference equations. Second, the forcing
functions (input) to the difference equations are changed in a step-
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like manner indicating the changes in target positions. Finally, the
initial conditions of the difference equation are set to preserve con-
tinuity of formant values and formant velocities. If the motion of
any formant is to be delayed, the changes in the difference equation
for that formant are delayed appropriately.

Fig. 4 shows a typical cycle of events. Initially formants one and
two (we shall neglect formant three in this example) are at target
positions appropriate for phoneme 1. At time ¢, motion is initiated
to phoneme 2. Formants one and two begin motion simultaneously
(no delay is used here) with time constants 7!, and 7}, respectively.
71, 18 much smaller than 73, so formant one moves more rapidly to
its target value than formant two. Periodically the formant values
are tested to see whether they are within the specified frequency regions
of the targets. (The frequency regions are indicated by Al, A2 in
Fig. 4.) If they are not, the formants continue their motion, thus
moving closer to target. For the example in Fig. 4, formant one enters
its frequency region prior to formant two. Until formant two enters
its frequency region at time ¢, , formant one moves closer to its target
position. At time ¢, both formants are within the specified frequency
regions and so a check is made on whether phoneme 2 is a stressed
vowel or not. In this example phoneme 2 is not a stressed vowel, so
motion to phoneme 3 is initiated at ¢, . However, we now have the
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Fig. 4 — Simplified example of formant motion.
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case when the time of initiation of motion of formant one is delayed.
Hence at f, the target value and time constant for formant two is
changed, but formant one’s target is unchanged. At time ¢ the delay
is terminated and formant one begins its motion.

Phoneme 3 of Fig. 4 is a stressed vowel. So at time {;, when both
formants are within the frequency regions for phoneme 3, motion to
targets for phoneme 3 continues for the specified vowel duration.
At time #} , following the vowel duration, motion begins toward targets
for phoneme 4. New time constants and targets are again inserted
in the equations of motion. The process continues in this manner
until all the input phonemes have been generated.

3.4 Remaining Synthesizer Conirols

The motion of the remaining synthesizer control parameters (that
is, nasal and fricative poles, and zeros and source amplitudes) is time-
locked to the formant motion. The source amplitudes (avoicing,
anasal, afrie, avb) begin to switech approximately one time constant
after the diserete phoneme goal is changed. The amplitudes change
linearly at predetermined rates. The nasal and fricative poles and
zeros initiate motion at the time the phoneme goal is changed. The
motion is linear and the slopes are arranged so that the poles and
zeros just reach their targets at the time the source amplitudes are
switched. The target positions are specified in a table.

For nonnasal sounds, the target positions of the nasal zero and pole
are set to 1400 Hz. Thus the pole and zero will cancel each other in
these cases. Furthermore, for nasal sounds, the bandwidth of formant
one (nominally 60 Hz) is changed linearly to 150 Hz for the duration
of the nasal. The bandwidth begins to change 50 msec¢ before the
amplitudes switch and is linearly changed back to its nominal value
in 50 msec after the nasal. For nonfricative sounds the fricative pole
and zero target positions are set to 1500 Hz.

1V. FUNDAMENTAL FREQUENCY

Our model for generating fundamental frequency data is based on
the assumption that these data ean be derived from data on laryngeal
tension (LT) and subglottal pressure (Ps). A deseription of an ut-
terance in terms of these variables is then used to produce the desired
fundamental frequency data.

The model is based on that of P. Lieberman, in which the breath-
group is defined as an underlying phonetic feature of American Eng-
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lish.'* The unmarked breath-group is characteristic of a simple, de-
clarative sentence, whereas the marked breath-group characterizes a
simple interrogative sentence.

The feature breath-group is converted to a global deseription of an
utterance in terms of Ps and LT. Fig. 5 shows the archetypal Ps con-
tour, as suggested by Lieberman’s data. Ps increases over the first
300 msec of the utterance, and then remains constant until the last
300 msec of the breath-group, at which point it decreases rapidly to
zero. The LT contour for an unmarked breath-group is constant,
whereas for a marked breath-group it is characterized by a steady
increase over the last 175 msee of phonation. Fundamental frequency
is linearly proportional to both Ps and LT. Since the archetypal Ps
contour falls at the end of a marked breath-group, the increase in LT
must compensate for the decrease in Ps to give fundamental frequency
a rising terminal contour. A slope of 0.6 Hz/msec, for the last 175
msec of phonation, was assigned to the LT contour. This resulted in
a terminal rise of 60 Hz in fundamental frequency for a question.

The subglottal pressure contour is modified by both consonants
and vowels. Two levels of stressed vowels are adopted. One level is
referred to as emphasis and only one vowel in a breath-group is em-
phasized. The emphasized vowel provides the highest peak in the Ps
contour. All other stressed vowels are treated similarly. When a
vowel is stressed, there is an increase in subglottal pressure for a pe-
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Fig. 5 — Archetypal subglottal pressure contour showing effects of vowel stress.
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riod of 500 mseec, centered on the vowel. Fig. 5 shows an example of
this effect. The dashed curve shows the effects of placing stress on a
vowel at the beginning of the breath-group. There is a rise in Ps
early in the breath-group and the increase is centered at ts, the mid-
point of the vowel steady state. If the stressed vowel had been the
emphasized one, the only difference in Fig. 5 would be the amplitude
of the increased Ps. It would have been 2.5 em H.O as compared to
1.0 em H,0.

The effects of consonants on subglottal pressure have also been
included in our scheme. For a voiceless consonant, subglottal pressure
automatically increases whereas subglottal pressure automatically de-
creased for voiced consonants. Thus the consonants introduce local
perturbations to the Ps contour. The change in Ps for consonants
is 1.0 em H.0, and this change occurs over a period of 150 msec
centered on the consonant.

V. TYPICAL INPUT SEQUENCES

All vowels are unstressed except those followed by the symbol
strss. The symbol strss! signifies the emphasized vowel. Word boun-
daries are signified by the symbol space and pauses by the symbol
pause. A question is signified by the symbol ques. The sentence boun-
dary is indicated by the symbol end. The examples are:

(1) This is an olive.
THE I 5trss § space 1 Z space AR N space A strssi L1v end.
(iz) Why are you sad?
W A strssl 1Y space AR space Y 00 space S AE strss p end.
(i11) We sang all day.
W IY space s AT strssI NG space OW L space D E 1Y strss end.

Whenever a word boundary (space in our code) occurs, consonants
on either side of the word boundary are affected. In this strategy an
initial consonant is lengthened by about 20 percent, whereas a final
consonant is shortened by a similar amount. A word boundary has no
effect on phonemes which do not lie on either side of the word bound-

ary.

VI. EVALUATION TESTS

Intelligibility tests were conducted to evaluate the scheme. To test
the rules in a limited environment, consonant intelligibility tests were
run. One test was intended to test perception of consonants in pre-
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stressed position. The schwa vowel vn always preceded the consonant
and was used as a perceptual cue for stop consonants because it pro-
vided a basis for perceiving the stop gap. The second test was intended
to test perception of consonants in post-stressed position. The schwa
vowel uH always followed the final consonant—again providing a
basis for perceiving stop gap duration, bursts, and aspiration for
stops.

Sixteen consonants were used: B, b, G, P, T, K, M, N, F, TH, S, SH, V,
THE, %, and zH, Five vowels (besides schwa) were used: 1v, AE, A, oW,
and oo. For each test there were 80 possible stimuli. Twenty additional
stimuli were used, ten initiating the test and ten concluding it, giving
a total of 100 stimuli per test. Only the middle 80 were used for eval-
uation, and these were presented in random order.

Three subjects were tested. Their results are summarized in the
two confusion matrices shown in Table IIT. In prestressed position
(vn-Cc-v), 73 percent were correct; in post-stressed position (v-c-vn),
77 percent were correct. If ¥, TH and v, THE responses are pooled, as is
often done, then the correct percentages increase to 79 in prestressed
position and 81 in post-stressed position. Ten prestressed consonants
were identified correctly more than 75 percent of the time: B, b, P, T,
N, TH, 8, 8H, 2, and zH. The post-stressed consonants identified cor-
rectly more than 75 percent of the time were B, », 7, X, TH, 8, 8H, Z,
and sH. The consonants which were identified incorrectly most often
were G, M, b, and K,

An examination of the errors in the confusion matrices of Table III
shows:

(i) The voiced stop ¢ was often confused with T and x; and » in
post-stressed position was often confused with a.
(1t) The unvoiced stop x was often confused with T in prestressed
position.
(i1z) The nasal M was often confused with B and v.
(iv) The fricative pairs v, THE and F, TH were often confused.

These errors were the major confusions in the tests. The stop con-
fusions primarily were caused by errors in frication burst positions.
The fricative pair errors were anticipated because of the acute acoustic
similarities between these particular fricatives. The cause for the con-
fusions between M and other phonemes is unknown. Further work re-
mains to be done in this area.

A second series of tests, using sentences as test material, were run.
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One test contained simple declarative, interrogative and imperative
sentences. A second test contained sentences chosen from a list of sen-
tences used often in intelligibility tests.*®

The sentences were presented to listeners who wrote down what
they heard. They were told to guess whenever in doubt. The sentences
were played a second time and the listeners were allowed to make
changes. The tests were scored on the number of words which were
correctly identified (excluding only the and a as words). The results
of the tests are as follows. For the test using simple sentences, eight
listeners had an average of 92 percent of the words correct after one
try, and 95 percent after the second try. For the test using the longer

TasLe IIT— ConsoxanT CoNFUsSION MATRICES

CONSONANT RECEIVED
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CONSONANT RECEIVED
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standard sentences four listeners had an average of 83 percent of the
words correct after one try; and 86 percent after the second try.

As shown above, the percent intelligibility scores for sentences were
significantly higher than for isolated syllables, primarily because of
the context of speech in a meaningful utterance. However, the longer
the utterance, the less intelligible it became. This is because rhythm
and timing are much more important for a long sentence than for a
short, simple one.

VII. SPECTROGRAPHIC EXAMPLES OF SYNTHETIC SPEECH

Fig. 6a shows wideband spectrograms of the utterance “Larry and
Bob are here.” The spectrogram in the upper half of the figure is the
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Fig. 6a— Wideband spectrograms of synthetic (top) and natural versions of
“Larry and Bob are here.”

synthetic version. The lower spectrogram was made from the author’s
speech. (The synthetic utterance was in no way modelled after or
modified by the natural utterance.) Fig. 6b shows narrowband spec-
trograms of both the synthetic and natural versions of this utterance.

This is a high degree of similarity between the spectrograms of the
real and synthetic speech. The durations of both the synthetic and
natural utterances are comparable. Fig. 6a shows that the variation
of the formants for both versions is quite similar. Even the funda-
mental frequency contours for these utterances are quite similar. As
Fig. 6b shows, both contours are peaked during the stressed vowels !
A in poB and 1 in mHERE. A careful examination of the narrowband
spectrograms shows the decrease of fundamental frequency, for both
utterances, during the initial and final B of BoB.
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The stressed vowels of this utterance ecan easily be identified from
either the long steady state duration of Fig. 6a or the peak in the
fundamental frequency contour of Fig. 6b.

VIII. FURTHER WORK

The results of the consonant intelligibility tests showed that most
consonants were reproduced accurately. The sentence intelligibility
tests also produced good intelligibility scores, indicating a high degree
of success for the major goal of this project.

Many of the listeners made informal comments concerning the ma-
chine-like quality of the speech, but no formal tests were run to meas-
ure the naturalness or quality of the synthetic speech. Current studies

I R
f

G SYNTHETIC SPEECH

i REAL SPEECH (LRR)

L P

o

Fig. 6b — Narrowband spectograms of synthetic (top) and natural versions of
“Larry and Bob are here.”
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about the characteristics of the source of voiced speech are expected
to produce valuable information about the determinants of synthetic
speech quality.

Among the topics that will be considered for future work are the
effects of stress and rhythm on timing of an utterance, the inclusion
of more than one breath-group in an utterance, and studies of further
correlates of word boundaries.

IX. SUMMARY

An acoustic domain approach to speech synthesis by rule has been
formulated and programmed on a digital computer. Samples of speech
have been generated using our scheme and their intelligibility has
been measured. The problem of automatically generating a funda-
mental frequency contour by rule has also been investigated and one
possible solution has been found.

The highlights of our scheme are:

(i) High consonant and vowel identifiability.

(ii) Good intelligibility for simple sentences.

(iii) Moderate to high intelligibility for long sentences.

(iv) Natural fundamental frequency contours for both interroga-
tive and declarative sentences.

(v) A new synthesizer design having potential for high quality
voiced fricatives and provision for inclusion of a voice bar
for voiced stops.

(vi) A new method of handling formant transitions (a differential
equation approach) and transition durations (the matrices
of time constants).

(vii) Internal control of timing using system parameters with few
external constraints.

(viii) A new method of generating fundamental frequency data
based on a physiological theory involving simulated laryn-
geal tension and subglottal pressure information.
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Unified Matrix Theory of Lumped and
Distributed Directional Couplers

By M. A. MURRAY-LASSO
(Manuscript received September 12, 1967)

This paper presents the theory of directional couplers using matriz
formulation for lumped, distributed, or any linear time-invariant black-boz.
The starting potnt is the matriz theory of uniform multiple coupled trans-
mission lines in terms of which are brought in the concepts of characteristic
impedance matriz, propagalion mairiz, reflection matriz, and scatlering
matriz. Next, we use the results oblained with the theory of multiple coupled
transmission lines to derive expressions for the loading tmpedance and
voltage ratios for distributed directional couplers. We do this using the
spectral properties of the matrices. Then we generalize the concepts of
characteristic impedance malriz and propagation matriz for a class of
black-bozes with the aid of the A, B, C, D transmission matriz. We give
conditions for the loading impedance and expressions for the voltage
ratios, using the spectral theory of the transmission matriz. We discuss
the physical significance of the directional coupler effect at all frequencies
in a vector-mairiz framework and analyse in delail some lumped direc-
tional couplers. Finally we discuss hybrid (lumped and distributed)
directional couplers.

I. INTRODUCTION

The directional coupler is an important device in many transmission
systems. The theory for the electrical design of certain types of dis-
tributed-parameter directional couplers is well established through the
contributions of a number of researchers.'™

The purpose of this paper is to present the theory of transmission-line
symmetric directional couplers in matrix form and then extend that
theory to arbitrary lossless reciprocal circuits. There are many nota-
tional and conceptual advantages in using a matrix formulation which
give further insight for the synthesis of different types of directional
couplers.

39
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The starting point is to examine the coupled-line directional coupler
as a particular application of multiple coupled transmission line theory
and then to use the concepts of characteristic impedance matrix and
propagation matrix to examine the whole problem, rather than one
line at a time or one mode at a time. By using a matrix approach the
fundamental properties of the modes become more evident and thus
physical intuition and mathematical reasoning blend to give a clearer
picture of the situation. For instance, when the lines are no longer
identical it is the eigenvectors of the matrices which provide the in-
formation of how to extend the mode concept.

II. MULTIPLE COUPLED TRANSMISSION

2.1 Propagation and Characteristic Impedance M atrices

Several researchers®™'® have analyzed the behavior of a set of multiple
coupled transmission lines. For reference in subsequent sections of this
paper we present a brief account of this theory. For simplicity the
discussion is restricted to two identical lines operating in the TEM
mode. Fig. 1 shows schematically a differential section of two lines
and a ground plane. The circuit of which Fig. 1 is a differential section
obeys the following vector differential equations* in the steady state

av

= = 1)
a _ _ 9
dx - YVJ (—‘)

where

Ve {vltﬂ 1= [I:(:c)} ,
Vg(iﬂ)J I:(-r)
7 - {z“ zu] _— {YI + Y., ~—Y. }
le Zzz - Ym Y! + Ym
By solving for I in (1) and substituting its value in (2), or solving
for V in (2) and substituting its value in (1) the following are obtained:
d'V

o7 = 2, &)

* The matrices V, I, Z, Y are all functions of frequency. For simplicity in the
notation this dependency is not explicitly indicated.
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| H
i ey (-l ="
I,(z) I,(x+dz)
Vy(x) i Y,dx I W(z+dx)
i Zpde i
= R YO8 A RO
I i
1 I
Vy(x) | Yad I u(z+dz)
Io(x) I (x+dx)
t o + 1 Z, 0T 1 +

Fig. 1 — Differential section of two coupled lines above a ground plane.

d’1
pi YZI. (4)

Define the matrices I, Y, and Z, as follows:

r & Vzy, (5)

Y, 2 Z'T, (6)
Z, &£ Y;". )
In terms of the matrices defined, the solution of (3) and (4) is*
Viz) = ¢ Vv, + v, (8)
I2) = Yol v, —e™v), (9)

where the 2-vectors v, and v_ are arbitrary constants (dependent on
frequency) which depend on the boundary conditions. Their inter-
pretation is very similar to the one of single line theory, v, may be
called the forward wave and v_ the reflected wave.

Equations (3), (8) and (9) have the same form as the single trans-
mission line equations. For this reason the matrices T, Y,, Z,, are
called propagation matrix, characteristic admittance matrix, and char-
acteristic impedance matrix, respectively. Many properties of the
single transmission line hold for the multiple ease. In particular, if
the set of lines is terminated in a network whose open circuit impedance
matrix is equal to the characteristic impedance matrix of the set of
lines, a vector of incident voltage waves traveling down the lines will
experience no reflection. The manner in which the voltages and currents

* In evaluating VZY to caleulate T the convention is made to associate with T
eigenvalues whose real part are positive and with —T" the ones with negative real
part.
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in the lines interact is best understood by examining the matrix func-
tions " and e"*. (See Appendix.)

2.2 Reflection and Scatlering Malrices

In single transmission line theory the voltage reflection coefficient
I'r at a discontinuity is defined as

= &= I“gv.‘., (10)

where v, is the incident voltage and v_ is the reflected voltage. The
expression for I'y in terms of the characteristic admittance Y, of the
line and the input impedance Z,, at the discontinuity is

_Z Y, — 1,
=Z.¥, 1 (11)

The concept of reflection coefficient can be generalized very simply
for the case of a multiple set of lines. Consider Fig. 2 depicting a pair
of coupled lines of length I and matrices I, and Y, terminated at
z = 0 in a device of open circuit impedance matrix Z, . According

to (8) and (9) forz = 0

Tr

V() = v, + v, (12)
1(0) = Yo(v,. — V). (13)
The box marked Z; obeys
V(0) = Z,1(0). (14)
Substitution of V(0) and I(0) from (12) and (13) into (14) gives
v, +v. =Z, Y (v. — V), (14b)
from which solving for v_
vo = Z. Yo+ D7TZ. Yo — D, (15)
T, Y !
]
==\ : g m=o': = ZL
i

[ —_—
]
1

Tig. 2— Pair of coupled lines terminated in a circuit of impedance matrix Zx.
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Thus, defining the reflection matriz T as a generalization of (10)
according to
v. = IV, (16)
it follows from (15) that
e = (Z.Y, + D7Z.Y, - I), (17)

which is the generalization to multiple lines of (11).
The scattering matriz S is a reflection matrix in which the incident
and reflected voltages are normalized.* It is defined by

V. =S¥, ; (18)
where
V. =Yiv,, v.=7Yiv_, (19)
V=1, t=1zl (20)
From (14b) it follows that
Zi%, + V) = Z.Y[Zi(v, — V). (21)

Defining the normalized load impedance matrix Z,, according to
2, =Yz, Y}, (22)
equation (21) may be rearranged as follows:
o= (2, 4+ D72, — .. (23)
Comparison of (23) and (18) gives
$=2.+D"Z. -~ D. (24)

Trom either (17) or (24) it is clear that if the load has an open circuit
impedance matrix equal to Z, of the lines the reflected wave is zero
since both the reflection matrix 'y and the scattering matrix 8 vanish.

The complex power in terms of the normalized variables is given by

P=VV=1I1 (25)

(The superseript + denotes transposed conjugate of a matrix.) For a
lossless device the incident power must be equal to the reflected power,

* Tn the literature on the scattering matrix the variables are normalized with
respect to a diagonal matrix gusualiy a real matrix). Here the matrix may be complex
and not necessarily diagonal. This derivation provides the physical interpretation
for a scattering matrix normalized with respect to a complex nondiagonal matrix,
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hence, from (18)
P = ¥%%_ = ¥18'S¢, = ¥i¥, , (26)
which means that
$S=1 18]

that is, the scattering matrix is unitary.

2.3 Terminal Matrices of a Set of Lines

Viewed from its terminal behavior the two coupled lines and ground
of Fig. 3 can be studied as a four port which may be characterized by,
among others, an impedance matrix { or a transmission E matrix.
(The E matrix is the extension to 2N ports of the concept of the 4, B,
C, D parameter matrix of two ports. See Ref. 11.)

The ¢ matrix may be written in partitioned form as follows:

_ | coth (T-DZ, (csch[l"-l]Z.,)':I
{= [csch(I‘-l)Zu coth (C-DZ, | (28)

(The prime indicates the transpose matrix.) The E matrix, written in
partitioned form, is

B [A_1£] _[ cosh I

~ LCc|D]  LY,sinh -l

If the two lines in Fig. 3 are identical then I' is symmetric and hence
I = I so that in (29), A = D. Furthermore, for this case all the
matrices Z, , Yo, I, A, B, C, D and their analytic functions commute

and therefore may be treated unambiguously as ordinary numbers.
For instance (29) may be written

sinh (- z)z.,]_

cosh Il (29)

B lcosh r-l | Zysinh -1 (30)
—sinh I‘-l‘ cosh Il
Z,

8= =t

V1 I1 13 V3

% i1, I, Ve

+ = =" &

Fig. 3— Two coupled lines above a ground plane forming a four-port.
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The analogy between the E matrix of (30) and the 4, B, C, D parameter
matrix of a single transmission line considered as a two port is now
complete.

III. SYMMETRICAL TRANSMISSION DIRECTIONAL COUPLERS

3.1 Derivation of Matching I'mpedances

A symmetric matched directional coupler is a four port device whose
scattering matrix is of the form of S of (31) when the ports are ad-
equately numbered. 8 and & are, in general, frequency dependent.
It is well known in microwave circuits that, given any lossless reciprocal
4-port, if all ports are matched, then the device is a directional coupler.**
By properly numbering the ports it may be assumed that the directional
coupler has the following scattering matrix

0 8

(31)

[== R = R

0
g 0 8|
5 0 B
0 6 8 0
For the case of two identical lossless coupled lines equally loaded
at the four ports all that is necessary to obtain a directional coupler
is to match one of the ports. This results from the great symmetry.

Fig. 4 shows two identical lines loaded at ports 2, 3, and 4 with
equal resistances, K. To calculate the driving point impedance at
port 1 the following procedure can be used. Consider Fig. 5. The
equation

z-feis - | 2] @
L Zm ZzzJ
g Feaer 1
vy 1 3 2R
S0 )
Rz 2 4 éR

Fig. 4 — Two-terminal circuit formed by a pair of coupled lines above a ground
plane loaded with resistances at three ports.
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is the matrix version of the well known formula for calculating the
driving point impedance at one port of a two-port when the other
port is loaded. In (32) Z is the open circuit impedance matrix of the
two-port at the left in Fig. 5, A, B, C, D are the matrices given by (29).

Once the Z of (32) is known the resistor R may be connected to
port 2 as shown in Fig. 6 and the driving point impedance at port 1
caleulated by a second application of (32) although now, instead of
matrices, 4, B, C, D are scalars. The matrices in (32) are all of the form

K=[: ‘5}, (33)

hence the methods of the appendix are applicable. Using (30) and (32)

®+9|3p—q
2Ry + R = [J0ESHEE], 4

where R, and R, form the spectral set of Z and are

HH A I
R, = ’ R, = ) (35)
¥ -3 i

and p and ¢ are the eigenvalues of Z and are

W=

cosh 71 + 22 sinh 1°1
p = R R ] (36)
——ginh v*1 + coshy*1

cosh'y_l+£sinh ~1
1=R% (37)
Z-smh'y I + cosh vy~ I

The symbols ¥*, ¥~ denote the eigenvalues of I'; and Z73, Z7 the
eigenvalues of Z; .

+ o S
I, —

Vi 1 3 R

- »® 7

Vs 2 4 R
I, —

+ o —

Fig. 5 — Intermediate circuit for caleulating the driving point impedance at
port 1 of the eircuit in Fig. 4.
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1 z e%n
L]

Fig. 6.—Second intermediate circuit for caleulating the driving point im-
pedance at port 1 of the eircuit in Fig. 4.

To transform the Z;; of (32) to A, B, C, D matrices the well known
formulas:

A=2,7;, (38)
B = BTl = 2y (39)
¢ = Z#, (40)
D = Z3\Z., , (41)

which hold for matrices (and hence for scalars considering them as
1 X 1 matrices) may be used. The second application of (32) with
the aid of (38)-(41) gives

_(+ gR + 2pq
T 3R tptg 42)

TFor port 1 to be matched z must equal R, hence, the condition for
directional coupler effect is

_(p+ QR + 2pg
2R+p+aq ’

which reduces to
R = Vpq. (43)

When the values given by (36) and (37) are substituted in (43), after
some algebra, the following equation results:

2375 Rz). — (z’L R). - .
(R2 77 sinh " Isinh vy [ + R 7. sinh vy~ cosh v
z;_R). . -1 =
+(R Z: sinh 4"l coshy~ 1 = 0. (44)

If a matched directional coupler at all frequencies is desired, (44)
must be satisfied at all frequencies. Some possible mathematical solu-
tions are the following:
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(1) Make the three terms in parentheses in (44) vanish. This happens if
Zy=7Z,=R. (45)
(72) A second possibility is to make
=7 =7 (46)
Then (44) reduces to

( 2o B
R* AV

)Siuhz vl

Zs  Z, R _ _R_) : -
+ (R ki T i sinh vl cosh vl = 0. (47)

To make the quantities in the parentheses in (47) vanish, R is given by
R=NZiZ. (48)

Equation (45) or (46) and (48) give possible conditions for directional
coupler effect at all frequencies. If a narrow band directional coupler
is desired one may match the coupler at the discrete frequencies which
satisfy (47). Since (47) is a transcendental equation it is not unreason-
able to expect an infinity of roots. For instance, suppose (46) holds,
and [ is made so that

sinh vl = 0. (49)

Then the device will be a directional eoupler at the frequencies that
are roots of (49).

Some explicit relationships for two identieal lossless lines of inductance
per unit length L,, , mutual inductance per unit length L,, , capacitance
per unit length of one line alone €, and capacitance between the two
lines per unit length C), , are:

'Y+ = 3 V (L + L!E)C w, (50)

¥ = j\/(L11 - L]z)(c + 2Cnr5“’; (51)

7t = —Lut L) , (52)
V(L + Li)C

ZcT _ (Lu — LlZ) (53)

B \/(L]l - le)(c "I’ QCM)-
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The condition expressed by (45) implies, equating (52) and (53)

Ly _C+Cy
Lu CM ?

Lll
N ()

While the condition expressed by (46) implies

(54)

L, CHCx
i - CM » (56)
and (48) reads
= Ln
R = o

which is the same as (55). Equation (54) implies that the lines have
negative mutual inductance, which is not achievable with parallel
lines. This condition ean, however, be satisfield with counter-wound
lumped elements.

If (56) holds, which implies (46) then (49) implies

_ kr
l\/lecu - Lu(c + CM) '

Wy

k=0,1,2,---. (57)

That is, for the frequencies given by (57), independent of the value
of the loads (as long as they are all equal) the lines will be matched
and will exhibit directional coupler effect.

3.2 Frequency Dependency of the Coupling Between the Ports

Equations (54) and (53) or alternatively (56) and (55) are not fre-
quency-dependent. This means that the resulting circuit will be matched
for all frequencies. Therefore, the directional coupler effect will exist
for all frequencies, meaning that the coupling between uncoupled ports
is zero at all frequencies. However, the coupling between coupled
ports is frequency-dependent. This dependency is derived as follows.

Considering the coupled transmission lines as the load to four un-
coupled lines, each of characteristic impedance R as shown in Fig. 7,
the scattering matrix of the load is ealeulated according to (24) and
(22) with
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[1
R 0 0 O
0 11—3 0 0
Y, = (58)
1
0 0 R 0
1
_0 0 0 R

and Z, given by ¢ of (28). Applying the methods of the appendix the
matrix { may be expressed as follows:

= Ru)\ra =+ Ra)\ra + RJ\;c -+ Rdhi‘d ] (59)

where R, , R, , R, , R, are the spectral set of { and they are given by
(165)—(168) of the appendix and Ay, , Ars 5 Are , Ara are the eigenvalues
of { and are given by

Ao = coth (y*1)Z% + cosch (v*1)Z%, (60)
Ny = coth (v*)Z% — esch (y'1)Z3%, (61)
Are = coth (y"1)Z75 + csch (v 1)Z75, (62)
A\ee = coth (y")Z5 — esch (v DZ73. (63)
I1__>
+ [
V} R
12"_"
- C
Vo
- s 7 il COUPLED L'NBOF
Ia._} IMPEDANCE MATRIX
+ [ ZL:';
Vs R
- L
I4g—
+ [
Vs R

Fig. 7— Two coupled lines above a ground plane of impedance matrix given
by equation (28) serve as load to four uncoupled lines of characteristic imped-
ance B for calculation of scattering matrix of coupled lines.
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The matrix S may be written

S = Rsu + Rdsy + Rdse + Radsu (64)
where the eigenvalues of S are
Mo = N (65)
= 0 (66)
hea = TR (68)

If the values of Ara, Aty » Ate , Ara are substituted in (65)—(68) and those
are in turn substituted into (64) while the conditions indicated by
(46) and (48) are imposed, the following result is obtained after some
algebra

0 S12 Sla 0
S = S 0 0 S ; (69)
Ss; 0 0 8.
0 S5 S O
where
(VE - B
8y = - = : = , (70)
2 cosh vl + ( 7 + ZT,) sinh 1
2
8,3 = 7 o : (71)
Lo Lol
2 cosh vyl + (-‘ ’ZE -+ ZT,) sinh !
where
Y= jeV (Lu + le)c, (72)
+ Lu Ll
z; = ot le, (73)
Z7 = _Mﬂ_ (74)

V(L + L)
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If, instead of the condition of (46), the one of (45) is imposed plus (48)
then the following result is obtained

0 0 8, Su
S — 0 0 8y Si ; (75)
Sa S 0 0

S S 0 0

where
1 1
Bia = cosh "1 —2]— sinh y*1 + cosh vy [ -2{— sinhy 1’ (78)
1 1
e Q| e e R
where

Lll
Zy = \}m ; (78)

_Y+ - ]w(LlIZ+ L:IE) , (79)
0
o m g S, (80)

The matrices of (69) and (75) with the aid of (70)—(74) and (76)-(80)
give the frequency dependency of the coupling between the ports for
the two types of directional couplers derived (matched at all frequencies)

IV. EXPLANATION OF THE EFFECT

Two sets of conditions have been derived for obtaining the directional
coupler effect at all frequencies for transmission lines. I'ig. 8 represents
a pair of lossless lines ¢, d which are coupled from ¢ = —! toz = 0.
The coupled lines are connected to four (uncoupled) lossless transmission
lines q, b, ¢, f, each of characteristic impedance R and each terminated
in B. The matrix Z, is the characteristic impedance matrix of the set
of coupled lines (¢ and d in Fig. 8) and I its propagation matrix.

Consider a case in which the eigenvalues of the matrix Z, of the
lines ¢, d satisfy

B =274 23,
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which implies
le = RI*,

where I is the unit matrix. Assume that a pulse travelling down line
a occupies at time ¢, the position shown in Fig. 8. Lines a and b together
may be considered as a particular case of a set of multiple lines, in
which both (Z,),, and (I"),,—the characteristic impedance and propaga-
tion matrices of lines a, b—are diagonal because lines ¢ and b are
uncoupled. Thus it is convenient to think of the pulse traveling down
line a as a vector of pulses traveling down the two lines a, b; the seecond
component of the vector which corresponds to line b being zero. When
the vector of pulses arrives at the position & = —I, indicated by M
in Fig. 8, the vector of pulses continue ‘“‘seeing’ the same characteristic

____a M ¢ __ ;N;i
= — = — .
j ‘ ,i i T I
(t)=2r L I N R
T3 b |t L= 3
S i st
SR — o e
-E-’ ty E ta i ts &
b | d F f )

| UNCOUPLED

|

UNCOUPLED | COUPLED COUPLED
1

Tig. 8 — Pair of coupled lossless lines ¢ and d above a ground plane which has
uncoupled terminated lines a, b, e, f of characteristic impedances R. This shows
the progress of a pulse to explain the directional coupler effect in physical terms
for a coupler with diagonal characteristic impedance matrix.

impedance matrix RI as before and hence no reflection of the vector
is created at M.

In a vector formulation one speaks of reflections in a multidimen-
sional sense. The voltage on line @ may give rise to a reflected voltage
on line a [self reflection] or to a reflected voltage on line b [mutual
reflection]. If all the lines are self matched and mutually matched
there will be no reflections whatever. Often a line might be self matched
but not mutually matched; then no self reflection will occur, but a
mutual reflection will.

At time {, the second component of the vector pulse is no longer
zero because the pulse on line ¢ which is coupled to line d induces a
pulse on line d as shown in Fig. 8. These component pulses will be

* Although for simplicity in the explanations, parallel lines are assumed, this

kind of coupler requires negative mutual inductances which are in general achieved
with counter-wound helices.
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distorted because continually varying portions of them travel at
different speeds on the lines ¢ and d.* When they reach z = 0 marked
by N in Fig. 8, the vector again continues to see the same characteristic
impedance matrix and hence no reflections are caused at N. Finally
the pulses travel out on lines e and f and are dissipated at the resist-
ances E.

From this it is clear that the two ports at M are uncoupled and also
the two ports at N are uncoupled. However a port at M is coupled to
both ports at N and vice versa. All the ports are self matched. This
explanation suggests a simple way of determining the conditions for a
nonsymmetric coupler realized with transmission lines. Assume lines
¢ and d are no longer identical but that the characteristic impedance
matrix of the set is still diagonal

zr,{(zo)u 0 }
0 (Zou

while the propagation matrix T is not. If the lines a and e have char-
acteristic impedance (Z,),, and lines b and f have characteristic imped-
ance (Z,):: and a, b, e, f are properly terminated, the coupled lines
¢, d will constitute a matched nonsymmetric directional coupler since
the discussion above holds for this case without modification.

A physical account of the directional coupler satisfying

+

Yy =7 =49,
_ / Ly,
B = C+ 2C,"°
is as follows.

Fig. 9 shows the same arrangement as Fig. 8. A pulse traveling
to the right on line a is shown at ¢ = ¢, . The second component of the
incident pulse corresponding to line b is zero since lines a and b are
uncoupled. As the vector of pulses reaches the position M, the vector
of voltage is reflected according to a reflection matrix because for
this case, the vector no longer sees the same characteristic impedance
matrix in the transition from lines a, b to lines ¢, d. However, because
line @ matches line ¢ there is no self reflection; only a mutual reflection
appears on line b. Besides the reflected pulse, an identical transmitted
pulse appears on line d at time £, as indicated in Fig. 9. The appearance

* The propagation matrix should not have equal eigenvalues, otherwise it will be
diagonal which, together with a diagonal characteristic impedance, implies un-
coupled lines.
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a M C N e
—————— e ——————— } ]
e :-—)- -q—:—)- 1-,
t) Sr T i nifl RS
< 1 itz taft. N
1 . 32 1
r AT Ar=-1 7 ir 7 VLY E=0‘I‘ LELEL L7
\: —_— -q—-:-—:- 4_—[_-;. R
< =X e g (=—)
1T ta |tz ta'ts
| T 1 ]
b | d | f
UNCOUPLED | COUPLED COUPLED | UNCOUPLED

Fig. 9—Same structure as in Tig. 8 showing the progress of a pulse for a
coupler with scalar propagation matrix.

of the mutual reflection indicates that the two ports at M are coupled.

After ¢, , as the two forward pulses travel along lines ¢ and d they do
so at the same speed, without distortion and do not interact with each
other since the propagation matrix is diagonal. As the two pulses
arrive at point N they encounter a reflection matrix of opposite sign
to the one they encountered at 7. This means that the pulse on line ¢
passes through N undisturbed but creates on lines d and f reflected
and, transmitted pulses identical to the ones created at A4 but of op-
posite sign. Likewise, the incident pulse on line d goes right through N
(since each individual line is matched) creating transmitted and reflected
pulses on lines e and ¢, but being cancelled on line f by the transmitted
pulse created by the incident pulse on line ¢; thus, nothing comes out
of line f.

At time {, right after the reflection at N the situation is depicted
in Fig. 9. After f, the reflected pulses are traveling to the left at the
same speed undisturbed and undistorted on lines ¢ and d. As they
arrive from the right at point M the pulse on line d goes out line b
undisturbed but creating transmitted and reflected pulses on lines a
and ¢. Likewise the pulse on line ¢ goes out line a undisturbed ereating
transmitted and reflected pulses on lines b and d, but being cancelled
on line a by the transmitted pulse created by the incident pulse on
line d. This eliminates any delayed reflections on line a to the original
incident pulse. The process continues in the same manner, the outgoing
pulses on lines a and f always being such that they cancel. This means
that the ports associated with lines a and f are uncoupled, but the
ports of lines @, b and e are coupled.

It is elear that what is necessary for directional coupler effect on this
type of coupler is: all ports self matched, equal propagation velocities
without attenuation or distortion. Hence it should be possible to
realize a nonsymmetrical directional coupler of this type whose propaga-
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tion matrix is a scalar matrix* by self matching its ports. This may
be useful for interconnecting lines a and b of different characteristic
impedances.

Because the reasoning above was made in the time domain with
pulses of arbitrary shape, the results hold for all frequencies. This
is an example of the gain in insight owing to the vector-matrix for-
mulation.

V. EXTENSION OF THE THEORY

5.1 Matrices for a 2N-Port

Let us generalize several concepts introduced in Section 2.1. Con-
sider a (2N + 1)-terminal network in which terminal 2N + 1 will
be grounded and ports from terminals 1 through 2N to ground will
be considered. Ports 1 to N will be considered input ports and Ports
N + 1 to 2N output ports. Suppose the 2N-port is characterized
by A, B, C, D N X N matrices. (Extensions to 2N-ports of the 4, B,
C, D parameters of a two-port). Assume the circuit is such that

A =D, (81)
A* —BC = I, (82)

where I is the N X N unit matrix and A, B, C are N X N symmetric
matrices which commute.

By analogy with a multiple transmission line the characteristic
impedance matrix Z, and the propagation matrix I' are defined so
that they satisfy the following equations:

A =coshT, (83)

B = sinh T, (84)

C = Z;'sinh I. (85)
Solving for I" and Z,

I' = cosh™ A = sinh™" B, (86)

Z, = VBC™. (87)

The N X N matrices I and Z, will also be symmetric and commute.
The matrix Z, is the open circuit impedance matrix of that network
which, when connected to the output ports N + 1 through 2N of

* A scalar matrix is the unit matrix multiplied by a scalar.
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the ecircuit whose A, B, C matrices are those of (86) and (87), will
result in an open circuit impedance matrix of Z, when the circuit
is viewed at its ports 1 through N, This property is analogous to the
one of the characteristic impedance matrices of a set of multiple
coupled transmission lines. The matrix T, has virtually the same
properties of the matrix I'l of a set of coupled lines (although the
single quantity I looses its significance as a length in case the 2N-port,
is a lumped circuit). For instance, if n identical 2N-ports are cascaded
the resulting 2N-port has a propagation matrix equal to nT.

The matrices T and Z, may be expressed in terms of the 2N X 2N
impedance matrix Z of the 2N-port with the aid of (38) through (41)

I = cosh™ (Z,,Z3), (88)
Z, = v ZTL - lezz ) (89)
where the Z matrix is partitioned as follows:
Z,|2
7 — [L J] , 90
ZE! ZEZ ( )

the submatrices Z,, , Z,» , Z,, , Z,; are N X N symmetric matrices
and commute with each other. The characteristic impedance matrix
may also be expressed in terms of the so-called open and short impedance
matrices. If the N-vector V, and I, denote the voltages and currents
at the N input ports and V, and I, denote the voltages and currents
at the output ports, then if I, = 0, that is, the terminals on the output
ports are open then

V, = AV, , (91)

I, =CV,. (92)
Solving for V; in (92) and substituting in (91)

, = ACT'T, . (93)

which shows that the N X N impedance matrix Z,, seen at the input
ports is

Z,. = AC™". (94)

Now, if the output ports are shorted, that is V. = 0 then
V., = BL,, (95)
I, = AL, (96)
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from which
V, = BA'T, . (97)

That is the N X N impedance matrix with the output terminals shorted
Zg, 18

Zs, = BA™'. (98)
Trom Eqs. (94) and (98) it is seen that
Z, = VZ7Z, . (99)

Equation (99) gives an experimental method of determining Z, if
it is known that the network satisfies equations (81) and (82), and
the symmetry and commutativity conditions.

5.2 Multiport Circutts and Multiple Transmission

It is often convenient to analyze some lumped or distributed (or
combinations of lumped and distributed) systems as though they were
multiple transmission lines using such concepts as reflection matrix
and incident voltage.

Consider the connection shown in Fig. 10. Each network is an (2N 4-1)-
terminal network in which ports from each terminal to ground are
made. Ports 1 through & and 1’ through N’ are considered input ports.
Ports N + 1 through 2N and (N + 1)’ through (2N)’ are considered
output ports. The voltage vector at the junction B whose components
are the voltages of nodes N + 1, N 4 2, - -+, 2N to ground is denoted
by VB .

The vectors v, , v_, i, , i_ , called incident voltage, reflected voltage,
ineident current, and reflected current at the junction B (assuming
the direction of propagation from left to right), are defined to satisfy

B

| ' !
; N+t | (N+1) s

N+2 2' (N+2)
2 o—rl - ATy
30— NETwoRk 3 = NETwork  |N3)
3 i ) M’ e
N o———— 2N N ﬂé
Errreriis! prrTIT NI 7777 o7zt

Fig. 10— Connection of two 2N ports in cascade used to define the reflection
matrix.
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Ve =v, +v_, (100)
Iy =1, — i, (101)
i, =2, , (102)
i=Zv_; (103)

where I is the N-vector whose components are the currents flowing

out of terminals N+1, N 42, - - - , 2N and into terminals 1/, 2', - -+ | N’;

Z is the N X N open-circuit impedance matrix of network M seen

from the ports N -+ 1, N + 2, --- , 2N with network M’ disconnected.
The reflection matrix I'y - is defined according to

v, = Dyavo . (104)
The matrix I'y . satisfies the following relationship:
Cuaer = (Z'Z7 +D)7Y (2’27 = 1), (105)

where Z’ is the N X N open-circuit impedance matrix of network
M’ as seen from ports 1/, 2/, --- , N’ with network M disconnected.
I is the N X N unit matrix. The indices MM’ on Iy indicate the
direction of propagation from M to M’. If the indices are reversed
the roles of Z’ and Z are reversed, that is

Tauae = (Z(Z') + DZ(Z) - 1), (106)
The transmission matrix Ty, is defined by
VH = TMM'Vq. . (107)

Hence Ty satisfies

Tus =1+ Turaer » (108)

5.3 Directional Coupler Equations

Taking advantage of the derivations done for transmission line
directional couplers and the analogies introduced in Sections 5.1 and
5.2, it is possible to write without further work, the equations of a
directional coupler having the same mathematical symmetry of a
multiple transmission line directional coupler but which may have
lumped components or combinations of lumped and distributed com-
ponents. Suppose a four-port is characterized by its E matrix whose
2 X 2 submatrices A, B, C, D have the form of the matrix K of equa-
tion (1) of the Appendix and satisfy equations (81) and (82). Without
any further work it can be stated that if the load impedance 2z and the
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four port satisfy for some frequency the equation
e=17Z, = Z,, (109)

the device will be a directional coupler for that frequency.
This result is deduced from equation (45). Likewise from equation
(46) it may be deduced that if the four port is such that

v =1, (110)

and
2= VZ.Z,, (111)

then the device will also be a directional coupler for those frequncies
for which (110) and (111) are satisfied.

It is convenient at this point to exemplify with a simple lumped
circuit.

Consider the four-port lumped circuit shown in Fig. 11. The E
matrix of the cireuit of Fig. 11 may be calculated by cascading 3 sec-
tions, the first and third containing only capacitors and the second
containing the inductors and mutuals. By proceeding carefully much
labor can be saved using the spectral sets given in the Appendix. The
results are

1ot z[1]o0 I+ ZY z 1
= [?>T][EI}[Y‘T} - [(Yz + DY ‘ YZ + 1] ;o (112)

where
- S[c &g =y J
—Cu C+Cy

z = S L]i LIEJ .
LLy» Ly
g Le i %
‘ Ly
+ 00 o +
Iy — —— 13
Cy—= L ==Cu
= . -,
+ C— * 000 — -
| Ly
VZ V4

Fig. 11 — Four-port lumped circuit that can be used as a directional coupler.
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From (86) the hyperbolic sine and cosine of the propagation matrix is

1[1 1] .
cosh I' = 3 J[l + S°C(L,, + L,J)]
“l1 1

b | -

i [ U=t 4 S0 + 20,00 — L)), (113)

—1 1

sinh T = L !_1 I‘IS(LM + L) + %[’ b

2 ij(Lll = L[z)- (114)
1oL -1 1

IFrom (87) the characteristic impedance matrix is found to be

1[1 17( (Lyy + L) )’ 1 [ 1 —1J
Zn = T‘ | 1Al + _:

(Lu — le) :
‘([Sz(c ¥ 20y — L) +21C + 201.,)) (z8)

The condition expressed by (109) is, for this case,

z = ( Lll + le )*
[S*C(Lyy + L) + 2]C

P ( Lu == le )}
B [SZ(C + 201!)(L11 = L12) + 2](6 + 20,1{) ’

The second and third members of (116) imply

[‘SZ(L?I. v sz)(c + 2CM) + 2(Ln + le)](c + 20‘1!)
= [SzC(Lil = sz) + 2(L11 L= L”)]C. (117)

(116)

If this condition is to be satisfied at all frequencies then
(L1, — LY)(C + 2Cy)° = (L5, — L7, (118)
2(L11 + le)(C + 2Cy) = 2(L,, — le)c- (119)

Both (118) and (119) are satisfied for the following choice: Ly; = — L, ,
C = 0. Thus the circuit of Fig, 11 with ¢ = 0 and L,, = — L, (per-
fectly coupled counterwound inductors) is a directional coupler at all
frequencies, provided it is loaded at all ports with the impedance

(. Ly )
s (4Luc",,32 T 20,/ (120)
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The impedance z is frequency dependent. The voltage ratios will be
given by (76) and (77),* that is

1 1
8 =3 (1 + 4C L., S + 1) ! (121)

1 1
su=3(1 - mmsa) v

5.4 Equations in Terms of A, B, C, D Matrices

It is often convenient to express the equations of a directional coupler
in terms of the A, B, C, D matrices directly instead of the Z, and I'
matrices. For this purpose assume a lossless reciprocal four-port is
characterized in terms of its A, B, C, D matrices which are of the form
of the matrix K of equation (150) of the Appendix. Assume A = D.
The condition A* — BC = I is automatically satisfied if the circuit
is reciprocal. A, B, C, D commute, since they have the same eigen-
vectors. Because all matrices commute they may be treated without
ambiguity as sealars. The open circuit impedance matrix is

AC'| ¢
¢ = [‘C—l F] (123)

Suppose the ports are loaded with equal impedance z. The impedance
matrix ¢ normalized with respect to the matrix 2I is

Ac—l - C—l =1
Cn = [ C—-lzz—l Ac—zlrz—l]' (124)
The eigenvalues of ¢, are
&
w=4 L (125)
e (126)
ki, Azc*j L (127)
A" —1
M= o (128)

where A*, A, C*, C” are the eigenvalues of A and C associated with
the sum and difference modes. (See Appendix.) The reflection matrix

* Because for lumped elements I" corresponds to I'l in using the formulas derived
for distributed elements for circuits with lumped elements one should take [ = 1.
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(or scattering matrix) is

= (L —-NL+D7, (129)
which may be written

Ag -1

+1+R">\ +1+R=>\ +1+R‘7\ ke ¥

where R,, R;, R,, R, are the members of the spectral set of ¢, and
which are given by equations (165) to (168) of the appendix.

To find the condition for self match at port 1 (which because of the
symmetry gives the condition of self match at any port) the eigenvalues
given by equations (125) to (128) are substituted in (130) and the
upper left corner of I'y is equated to zero. After some algebra this yields

(47 +2C7)" — 1][(47)* — (:C*)* — 1]
+ (4% +2C)° = 1J[(47)* — (:C")* = 1] = 0.  (131)
Equation (131) is a quartic in z which may be rewritten
2(CCT) 4+ 2(C*A™ + CAY)
—2(A"B” +B*A7) — B*B™ =0 (132)

I"R=R

(130)

The solutions of Equation (118) give the values of the impedances which
will match the four ports in terms of the eigenvalues of the matrices
A, B, C. Although a quartic algebraic equation ean be solved in terms
of the coefficients, the solution is extremely cumbersome algebraically
and it would be very difficult to see the effect of varying the quantities
A*, A~, B*, B7, C*, C". A sounder approach is probably to look at
particular simple cases. For instance if

C*=0 and B =0, (133)
Equation (132) reduces to
2(C"A"Y) —2(B*A7) = 0,
whose solutions are

B*A~
z=0 and z = A (134)
A second possibility is

¢t =0, At =0. (135)
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Eq. (132) then reduces to
—2(B*A™) — B'B™ =0,
whose solution is
z = —j-ii- (136)

Obviously there are many possibilities. Some of the solutions are not
immediately apparent. For instance from equations (46) and (48) if

At = A7, (137)
then
s+ |BTB™
2 ="\go (138)

is a root of equation (132). This fact can only be seen after a good deal
of algebra, for this reason it is convenient to express (132) in different
ways so that different possibilities may be ‘“‘seen.’” With this in mind
equation (129) may be written

r,=1-2+D7 (139)

Using the spectral set of ¢, the following alternative expression for
the condition for the self-match of all ports is obtained

12 12
4 A" 41 447 —1
<+ T1! v 1
1 2 1 2
+1A“+1+1+ZA‘—1+1_1'
20~ 2C”
which after some algebra may be written
(A* + 20120 (A~ 4+ 2C7)2C"
@ 07 1T +20rF -1 (140)

It is simpler (although not trivial) to verify that the conclusions asso-
ciated with equations (137) and (138) are true from (140) than from
(132).

The reflected voltages caused by an incident voltage at port 1 may
be obtained from equation (130).
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Ve _ (A —@CTY =1 (A —(EC) =1
Vie  2[(4% +2C7 —1]  2[(4” +2C) —1]"

Vi _ 20" 2C~

Ve (A F2CF 1T @ FC7 1" =
Ve 2C” e (143)

Vie (A" +20°)Y —1 (A +20)P° -1
Equations (123) through (143) all are good for any four-port, whether

lumped, distributed, or made with combinations of lumped and dis-
tributed elements.

5.5 A Degenerate Situation:

Consider the circuit of Fig. 12. Notice the structure is not physically
symmetrical. The A, B, C, D matrices of the circuit are

BHEEH EHEE S

11
Z = P IJQSL” . Y= { 1 1J2SCM
1 1

Although in equation (144) A and D are apparently not equal, it turns
out that Y and Z are orthogonal and therefore YZ = 0. Thus (144) reads

12]- 2]

The matrices A, B, C, D commute and satisfy equations (81) and
(82). Thus, although the structure is not physically symmetrical, it
is electrically symmetrical. When one attempts to use equation (87)
to determine Z, one finds that the matrix C™* does not exist because
C = Y is singular. Since Z, does not exist, equations (48), (70), and

where

o —

-]

T - )
==2Cpy 2l gy
-

9 —

Tig. 12 — Lumped directional coupler which, when connected to a resistive load,
exhibits directional coupler effect of all frequencies.
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(71) cannot be used. Equation (132) can be used instead. The eigen-
values of A, B, C are:

AT =1, A" =1
B* = 48L,, , B =
CH' = 0, (;'_ — 4!9(;""

Thus (132) reads
4:190‘1153 = 48[4“2 = 0,
the solutions of which are
a=0, a=qfgt, #=—qg (146)

The load impedances are frequency invariant, which indicates that
the circuit may be matched with a constant at all frequencies and
should exhibit directional coupler effect at all frequencies when loaded
with a positive resistance of value v/L,,/C, . Using equations (141)-
(143) the voltage ratios are found to be

Voo _ 28V LCu (147)
Vie 14 28VL,C,'

Vi

1
—— 148
Vie 14 28VE, €y {148)
EP -0 (149)
i+

Equation (149) corroborates that the coupler exhibits directional coupler
effect at all frequencies. This example illustrates the use of the direc-
tional coupler equations in terms of the A, B, C, D matrices.

5.6 Lumped and Distributed Elements

The formulation that has been developed allows the handling of
circuits with both lumped and distributed elements without any changes
because the formulas are good for “black boxes.” For example, for
the circuit shown in Fig. 13, the total E matrix is found by multiplying
the individual E matrices of the sections. The E matrix of section P
or T is given by equation (145) while that of @ is given by equation
(29). Once the total E matrix is known, it is partitioned into A, B, C, D
matrices and equation (132) applied to determine the proper z for
terminating the coupler. When the eoupler is thus terminated, equa-
tions (141)-(143) yield the voltage ratios.
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H |
i
by | I, Zo,L I 2k
J';
2C 2Cy ==
‘ M mal_“ 2|_<|n|/!K .
} e F e \l\
o P —————— Nrnd—
aly | loaly
I |
P Q | T

Fig. 13 — Directional coupler configuration containing both lumped and dis-
tributed elements.

In general, the algebra will get quite unmanageable and one will
have to resort to numerical calculations on a digital computer at
discrete frequencies."” The z may be found by numerically solving
the quartie equation (132) at a set of discrete frequencies and then
realizing it as a driving point impedance through successive approx-
imations, or some similar procedure. The processes of normalizing the
impedance z and of making frequency transformations can be used
very effectively in the realization of direetional couplers of this sort.

VI. CONCLUSIONS

Although strictly speaking all physical devices are distributed in
space and thus, in general, have transcendental transfer functions for
certain frequency regions, it might be possible to model the devices
accurately enough with conventional ideal lumped elements, or more
generally with elements having given frequency curves, which may
be given analytically or numerically. In this paper we give a matrix
theory for lumped and distributed eireuits, keeping this fact in mind.

By using matrix formulation and treating the circuits as black boxes,
it is possible to extend the classic theory of stripline directional couplers
to more general circuits while still keeping many of the concepts (such
as even and odd characteristic impedance) that have been found useful.

The paper makes evident the fact that the coneepts of odd and even
mode arise because of the special symmetry of the matrices and that
they correspond to their eigenvectors and eigenvalues, We indicate
in the appendix that when such special symmetry is lost, the odd and
even modes are also lost and it might be necessary to introduce one
set of modes for the currents and another for the voltages. This fact
is not simple to see without the matrix formulation.

By thinking in vector-matrix terms, we explain the directional coupler
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effect and gain considerable insight which is useful for realizing direc-
tional couplers lacking double symmetry.

We have given general equations for analyzing and designing black-
box directional couplers in terms of the characteristic impedance and
propagation matrices, and in terms of the transmission A, B, C, D
matrices. The latter may be necessary to analyze circuits whose char-
acteristic impedance matrix (hence even or odd characteristic imped-
ances) does not exist but which have a scattering matrix.

The topic of the actual design of directional couplers with lumped
or with lumped and distributed elements, and more specifically the
design of multisection directional couplers using computer aids, is not
treated because it is the subject of a forthcoming paper.

APPENDIX

Here are some spectral properties of the principal matrices in the
paper for ease of reference."
The symmetric matrix

K = P‘ ’ﬂ (150)
Lkiz Kyo
has eigenvalues
M=k A+ ki (151)
N = Fyy — Ty (152)

and normalized eigenvectors

_ 1 [1 _ 1 [ 1]
wl] wewll e

This can be seen by verifying the following identity
1 (1 1}[}:“ + Ky 0 }P 1‘{ 1 P.-l, km] (
- —_ = 154)
‘\/ELI =l 0 ky — k2l —1 \/E Lk Kaa
The spectral set of K is:
[l 1} (155)
11

1 1 -1
R, =T0.0; ; R, = 5 [ —| (156)

R, =UU0;; R, =
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Hence an analytic function f of the matrix K may be written
J(K) = Rif(A) + Raf(Ns) (157)

I'or example

cosh H:k“ k“J]
klz kll
=F[cosh(ku+kn)+cosh (ki —k12)] $cosh (ky,+F,2) — cosh (kry —k1a)] |

3[cosh (ky,+Fk,,) — cosh (k,, —k,5)] 3[cosh (k,,+k,.)+ cosh (k,, —ky2)]

The quantities associated with the vector U, are called the “even mode”
or “sum mode.” The quantities associated with the vector U, are
called the “odd mode” or “difference mode.”

In our main paper, the eigenvalues of the matrices Z, and T which
are in the form of equation (1), are denoted by Z% and " for the sum
mode and Z7 and 4~ for the difference mode.

The partitioned matrix

L] , (158)

M M
[M“ M
12 11

where M,, and M,; are the following 2 X 2 symmetric matrices

M, = [‘* ﬁ] M, = [" ‘ﬂ, (159)

a 6 vl
has the following eigenvalues
N=(a+p)+ v+ 9, (160)
M=(a+pB) — (v + 9), (161)
N=la—8+K—29, (162)
A = e — ) — (y— §), (163)
and the corresponding eigenvectors
1 1 1 1
v=:t, un=| Y, uw=|"Y, w.=|"1 e
“l1 -1 1 —1
1 -1 -1 1

This can be verified by a matrix multiplication similar to that of equa-~
tion (154).
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The spectral set of M is

111
R,=UU =5t D (165)
1111
1111
1 1 -1 —1]
R=vw =1 ' LT (166)

-1 -1 1 1
-1 —1 1 1|
( 1 —1
R-vw=1"" 71, (167)
i —~1 1 =i
~3 1 —1 1
M1 =t =i 3
Ry = UM =~ L =1l (168)
=1 1 1 =1

1 -1 -1 1

|
I

—

—_—

Any analytie funetion f of M may be written

JM) = Rof(\) + Ruf(\) + Ref(Ae) + Raf(M)- (169)

Concerning the so-called “modes of propagation” of a set of two
coupled lines, when the I matrix of the two lines has the double sym-
metry exhibited by the matrix K of equation (1), the eigenvectors
of the matrix are those given by equation (4). Since the matrix is
symmetrical, the eigenvectors of the transposed matrix I' are the
same; therefore, one may speak of the “‘sum mode voltages and cur-
rents” and “difference mode voltages and currents.” However, it might
happen that I' does not have the form of K in equation (1). Then the
concept of sum and difference modes disappear because the eigenvectors
that will result will not be quite so simple. If he wishes, one may then
speak of “first mode” and “second mode,” associating each mode with
each eigenvector.
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If the matrix I' is symmetrical the voltage and current modes will

coincide. However, if I' is not symmetrical then the eigenvectors of
I'" will not be the same as those of T'. It will be necessary to speak of

“first voltage mode,

L]

second voltage mode,” “first current mode,”’

and “second current mode’ because the voltage modes will differ from
the current modes if I is not symmetrical. The eigenvalues of a matrix
and its transpose are always the same, hence no distinction is necessary
for the propagation constants of the voltage and current modes.
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A Statistical Analysis of On-Off

Patterns in 16 Conversations

By PAUL T. BRADY
( Manuscript received September 14, 1967)

This is a summary of data from an extensive analysis of on-off speech
patterns in 16 experimental telephone conversations. The on-off paiterns
are determined by a fized threshold speech detector having certain rules
for rejecting noise and for filling in short gaps (for example, from siop
consonanis). Disiributions are obtained for ten events, including talk-
spurts, pauses, double talking (simultaneous speech from both parties),
mutual silence, etc. Particular emphasis ts placed on events surrounding
interruptions. The entire analysis is performed for three speech detector
thresholds, since most of the data are strongly influenced by choce of
threshold. Observations are made about the influence of threshold on the
data, properties of speech invariant with choice of threshold, and differences
between male and female speech palterns.

I. INTRODUCTION

A statistical analysis of the on-off speech patterns of 16 recorded
conversations has been obtained by a computer program written by
Mrs. N. W. Shrimpton in 1963, and recently modified by the author.
The data can serve the following purposes.

(1) They can illustrate the effect of variation of threshold setting
on the resulting speech data. This problem has been plaguing virtually
all researchers who have attempted to arrive at the “basic” talkspurt-
pause patterns, that is, patterns which represent the subjective on-off
behavior, either as intended by the speaker or as perceived by the
listener. (There is, of course, no certainty that such on-off classifica-
tion actually occurs during normal talking and listening.)

(1) They can guide the design of voice operated devices, such as
conventional echo suppressors' or an adaptive transversal filter echo
canceller,? both of which have critical timing problems in the inter-
vals surrounding interruptions.
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(#i) They can provide material for building stochastic models of
speech patterns in conversations. Several studies have already used
basic models (such as Markov processes) to approximate talkspurt
and pause durations.®* These models could be useful in predicting
conversational behavior over special circuits, such as those containing
transmission delay.

Applicability of the data to the above-mentioned purposes is influ-
enced by the source and nature of the speech material and by the
speech detector used to obtain on-off patterns. Section II is a deserip-
tion of the speech material, and Section IIT contains a description
of the speech detector. This detector tries to yield patterns as close
as possible to the original waveform, while making certain correc-
tions to make the pattern representative of perceived speech patterns.
These corrections, requiring two arbitrary parameters, include rejec-
tion of impulse noise operation and bridging of gaps caused by stop
consonants. The third parameter, threshold, has such an effect on the
data that the analysis is performed for a range of thresholds. In other
respects however, the detector preserves fine details of timing of
events; for example, the attack and release times are less than 5 msec.

Characterization of speech for speech detectors in the telephone
system is a different problem from characterization of speech for
modeling conversational speech patterns. The data of the present
study are not intended to provide a basis for characterizing speech
for telephone system speech detectors. Within the constraints of the
corrections described in the preceding paragraph, however, the data
can be extended to predict the behavior of certain speech detectors
as explained in Section 5.2.

II. THE CONVERSATIONS

2.1 Source

Of the 16 conversations, eight, obtained from four male pairs and
four female pairs, lasted about 7 minutes each and were documented
in a previous paper.’ The remaining eight, also four male and four
female pairs, lasted about 10 minutes each. The subjects talked over
a 4-wire circuit such as illustrated in Fig. 1. The losses were typical
of a long distance call, and there were no degrading factors such as
noise, echo, or delay. The voices were recorded at the zero transmis-
sion level points (0 TLP), determined to be 6 dB “away from” the
transmitters. The 0 TLP is an arbitrary reference level used to es-
tablish relative levels in a telephone circuit.)
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Tig. 1 — Circuit over which subjects talked.

The members of each pair were close friends; we have found that
conversation between strangers can be restrained and halting. Their
instructions were as follows.

“Your task in this experiment will be to converse with each other
for approximately 10 minutes. You may talk about anything you
wish, but keep in mind that you will be recorded. The recording will
be kept private and will be used for computer analysis of speech.
We ask that you both talk frequently; if only one person talks the
conversation will be of almost no value to us.”

This method seemed to produce natural conversational speech which
was not restrained by the subjects’ knowledge that they were being
recorded.

2.2 Seope of the Conservalions

Since the experimental conversations do not represent a random
sample of calls in a telephone office, they cannot provide documenta-
tion of speech patterns on subseriber circuits. They are, however, of
interest in their own right and even possess advantages over customer
calls.

(z) The experimental calls are recorded, and can be studied for
contextual material, ete.

(#z) The subjects are indeed conversing, rather than momentarily
setting the phone down, or even switching off to other persons. In
short, in the experimental calls, the subjects and tasks are known.

(177) Interest in transmission work is often centered on those parts
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of a eall with active interchange, as our experimental calls generally
had. This is especially true in echo suppressor* and speakerphone®
studies.

III. THE SPEECH DETECTOR

The technique of obtaining on-off speech patterns, although already
documented,® is summarized as follows. A flip-flop is set any time
speech (full-wave rectified and unfiltered) from speaker A crosses a
threshold. This flip-flop is examined and cleared every 5 milliseconds,
with the output being a 1 if the threshold was crossed, 0 otherwise.
The resulting string of 1s (spurts) and Os (gaps) is examined for short
spurts; all spurts =15 msec* are erased. After this is done, all gaps
=200 msec are filled in to account for momentary interruptions, such
as those due to stop consonants. The resulting on-off pattern consists,
by definition used here, of talkspurts and pauses. An identical procedure
is used for speaker B.

Three thresholds have been chosen: —45 dBmO0t (most sensitive),
—40, and —35. These values seemed to bracket the range between
excessive noise operation and insufficient speech operation. The average
peak level (apl)i for all 32 speakers was —18.9 dBm re 0 TLP, 26.1 dB
above the most sensitive threshold. If one prefers VUs, a previous
study” showed that VUs obtained by Miss K. L. McAdoo (an ex-
perienced VU meter reader) are roughly 6 dB below the apls, hence,
the average VU for that observer would have been near —25 dBm.

IV. DATA

4.1 Approximation in the Medians

Although all means reported here are exact (in that they equal the
total time in an event divided by the number of event occurrences)
the medians are not exact because the measuring intervals are arbitrarily
categorized. For example, the median talkspurt at the —45 dBm
threshold is somewhere between 750 and 800 msee, and is reported
at 775 msee, the interval midpoint. The measuring intervals are roughly
proportional to the lengths of events; the intervals are as short as
10 msec for events =200 msec and as long as 1 second for events
= 6 seconds.

* This was originally 10 mseec, but 15 msec seems to be required for good im-
pulse noise rejection.

+—45 dBm measured at the 0 TLP.

T Average peak level is a measure of speech level based on the average log
rectified speech voltage.”
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4.2 Percent of Ttme Spent in Different States

Table I shows three measures made per person or per conversa-
tion:

(1) Percent of time each person talked, averaged over 32 persons,
obtained for each person by dividing his total speech time by the
length of his conversation.

(iz) Percent of time in double-talking, averaged over 16 conver-
sations.

(i1z) Percent of time in mutual silence, averaged over 16 conver-
sations.

Table II shows two measures made on the entire sample of 137.4
minutes of conversation: the percent of time in double talking, and
the percent of time in mutual silence. Notice that mutual silence is
the complement of the event that one or both speakers are talking.

4.3 Categorized Events

Ten events were defined and measured. Figs. 2 through 11 are cumu-
lative distribution plots of the events, The arrows show which event
is being measured. For example, in Fig. 2, which shows the talkspurt
cumulative distribution, there are three events illustrated and indi-
cated by the arrows.

The defined events are:

(i) Talkspurt—defined in Section IIT.

(71) Pause—defined in Section I1I.

(it7) Double talk—a time when speech is present from both A
and B.

(twv) Mutual silence—a time when silence is present from both
A and B

TaBrLE I —PErRceENT OF TIME IN DIFFERENT STATES*

—45 dBm —40 dBm —35 dBm
State Mean a Mean ‘ o Mean | a
Talking
(per person) 43.53 9.10 39.5 8.37 35.00 | 8.31
Double talking
(per conversation) 6.58 | 3.47 4.49 | 2.41 3.10 | 1.81
Mutual silence
(per conversation)  18.97 | 6.55 25.01 | 7.28 32.55 | 9.77

* Average of 32 persons or 16 conversations.
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TaBLE II—PERCENT oF TIME IN STATES FOR ENTIRE SaMPLE*

State —45 dBm —40 dBm —35 dBm
Double talking 6.78 4.62 3.22
Mutual silence 19.07 24,99 32.37

* 137.4 minutes, including all 16 conversations.

(v) Alternation silence—the period of mutual silence between the
end of one speaker’s talkspurt and the beginning of the other’s. Event
5 is a subset of 4. If a speaker alternation results from an interrup-
tion so that there is no mutual silence period, then an alternation
silence has not occurred. (There are no negative alternation silences.)

(vi) Pause in isolation—a pause in which the other speaker is silent
throughout the pause. Event 6 is a subset of both 2 and 4.

(vi7) Solitary talkspurt—a talkspurt which ocecurs entirely within
the other speaker’s silence. Event 7 is a subset of 1.

(viir) Interruption—if A interrupts B, the time at which A's talk-
spurt begins determines the start of an interruption. The interruption
terminates at the end of A’s talkspurt, unless B stops and then inter-
rupts A, in which case A’s interruption terminates upon B’s counter
interruption.

(ix) Speech after interruption—if A interrupts B, the remainder
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Fig. 2— Talkspurts for 32 speakers.



ANALYSIS OF ON-OFF PATTERNS

79

1.0
THRESH - -~ 5
OLDS: n: ~_408-35
= 08 -35 6424 ——_
g -40 5792) | T
5 -45 5485) .
z 7
S 0.6 |
w
r4
]
5 0.4
a
14
-
7 /
8o.2
o
10 20 40 60 100 200 400 600 | z 4 6 810 20 40 60
N~ —MILLISECONDS — SECONDS /
RN = NN =
——— | > e -
Fig. 3 — Pauses for 32 speakers.
1.0
THRESH- %’
oLDs: N
~35 1121 —— 4
goe —a0 1442
5 -a5 1830—47/
z /,
Z 06 ,/
: 4
5 04 //
o 7
& Z
@ 74
8 o2
0
1020 40 60 I00 200 400 600 2 4 6 810 20 40 60
e ——it? .
S ————MILLISECONDS SECONDS
A -
SPEECH f S| ESS N ey =g
fe—>| o fe—>] o]
SPEECH R | RN RN RN

Fig. 4 — Doubletalk for 16 conversations,



80 THE BELL SYSTEM TECHNICAL JOURNAL, JANUARY 1068

1.0
THRESH—
oLDS: A
z 08 -35 52@5-_L
S -40 4340 -/
Q -45 3598-.]
5
2 08 V
z
= /
5 0.4
o
(=
1}
802 7
0
10 20 40 60 100 200 400 600 | 2 4 ® BI0O 20 40 60
N MILLISECONDS N\ SECONDS —M8MMMM
SPEAKER
A | 3N N N NN B ey
SPEAKER - pe— >
B | NN | RN | [N \1\
Fig. 5 — Mutual silence for 16 conversations.
1.0
THRESH-
oLps: Nn: //
~ 08 -35 1947 ——1_A/
o] -40 1862 —_]
5 -45 1684 ~_F
= A
z 06 7
o
E
5 0.4
o
; 4
5 Y
20, Vi
v
0
10 20 40 60 |00 200 400 600 | 2 4 6 810 20 40 60
N MILLISECONDS SECONDS
SPEAKER
A [N I3 R NN S o] | NN
AR |8 T0 A ATO Ble—>| B TO Ales|
B ) RNNNENNNNS ES N =

TFig. 6 — Alternation silences for 32 subjects. A to B and B to A have been

combined.



ANALYSIS OF ON-OFF PATTERNS

81

1.0
THRESH—
ﬁns: n:
T
z 35 3322
6 °® ANl -40 2454
o / T~—-45 1890
]
T 0.8 /
Z /
=]
504
o
o /
=
0
502
0
1020 40 60 100 =200 400 600 1 z 4 6 B0 20 40 60
MILLISECONDS E SECONDS —
SPEAKER
A RN f 3 s 3 S
SPEAKER P - B |
B | NN E Q SRR | BRSNS
Tig. 7— Pauses in isolation for 32 subjects. Events from A and B have been
combined.
1.0
THRESH -
oLDS:  N: /
Z 08 =35 4473‘|.l’.~.. /|
S -40 3376—1‘._:7'
5 -45 2485 -l 4
z Y
A
z 06 Y444
z //
o
5 0.4 /)
a //
f /
2oz // 7/
///
=
(o] —
10 20 40 60 100 200 400 600 | 2 4 B 810 20 40 60
N MILLISECONDS SECONDS ——
SPEAKER
A [5 g R | =
SPEAKER fe——a—> fe—B-—
B | NN NN N  RRRNNNNNNN

Tig. 8— Solitary talkspurts for 32 speakers. Events from 4 and B have been

combined.



82 THE BELL SYSTEM TECHNICAL JOURNAL, JANUARY 1968

1.0
THRESH—
oLDS: n: L
Z 08 -35 1117~
<] -40 1435 |
G -45 1873~
S
Z 06 7
z /
) /
=
504
m
: 4
w
002 /;,/
/¢/
ol__~
10 20 40 60 100 200 400 600 2 4 6 BI0O 20 40 80
MILLISECONDS ————— ———————SECONDS —————
A
sPEECH ___ [T ‘ S| B .| NMRRRRRRY E NSRS
B kB> kB B kB At A
SPEECH | NSNS | ERSE] RS | SRS N RN

l _Fig. 9 — Interruptions for 32 speakers. Events from A and B have been com-
sined.

1.0
THRESH—
OLDS: 1
-35 i1 ——d_|
8 o -40 1431 —— :‘%
5 -45 1868 - | 37
206 Y724
i / i/
5 4
g /
a X
z /
n /
So.2 %/
vz
010 20 40 60 100 200 400 600 | 2 4 6 BI0O 20 40 60
N~ MILLISECONDS SECONDS —————————
A
SPEECH _ ey a0 S
8 l-——A——:-lni-iA————l{ A |'!‘A"| B> A }'—_.*Bk_
SPEECH ooy A AR AR A

Tig. 10 — Speech after interruption. Events from 4 and B have been combined.



ANALYSIS OF ON-OFF PATTERNS 83

THRESH—-
oLDS:
35 1117 -—=
g8 —40 1435 J-_\O"/
5 -45 1873 J\;/
z /,
S o6 yalti
TR / Y
3 / /
= o A
z Y
in -
Soz /5;/ |
|
g =1 |
{0 20 40 80 100 200 400 600 | 2 4 6 810 20 40 80
MILL ISECONDS SECONDS
A
SPEECH__ [ N }t.\‘_ B N B NNRNNNY
A A A A ——A-
5 - A A A = S B J< *I__+ & e
SPEECH __ [ ] | NSNS N R | RRNRNRNNS

Fig. 11 — Speech before interruption. Events from A and B have been com-
hined.

of B's talkspurt is entered here, unless 4 pauses and then again inter-
rupts the same B talkspurt. The first “speech after interruption”
would terminate upon A’s reinterruption, and a second speech after
interruption would begin.

(z) Speech before interruption—if A interrupts B, B’s speech in-
terval up to the interruption is entered here. If A then pauses at time
t; and reinterrupts at time ¢, (assuming B continues talking), a new
B speech before interruption (f.—t,) is entered. If A continues talking
and B pauses and then counter interrupts, the length of B’s pause is
entered as A’s speech before interruption.

1.4 Tabulated Events for the Entire Sample

Table III lists the mean, median, and number of events for talk-
spurts, pauses, and doubletalks of the entire 137.4-minute conversa-
tion sample. Notice that the talkspurts and pauses represent 274.8
minutes of speech, since the A and B speech samples can be sepa-
rated and placed end to end.

4.5 Means and Sigmas for Averages of Events

Table IV lists the means of the nverages of the categorized events
per person (or in some cases per conversation). For example, the
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mean talkspurt length of 1.366 second for a —45 dBm threshold is
the average of 32 numbers, each in turn being the average talkspurt
length for a particular speaker. The ¢ reported* is the standard devia-
tion of the 32 (or 16) averages among speakers (or conversations).

TABLE IV—MEANS AND STANDARD DEVIATIONS OF THE
AvVERAGES oF EveEnTs*

—45 dBm —40 dBm —35 dBm
Event (k) Mean a Mean o Mean
(seconds) (seconds) (seconds)
Tulkspurst. (f32) 1.366 | 0.442 1.197 | 0.444 0.980 | 0.425
n ~ 181
Pause (32) 1.802 | 0.639 1.846 | 0.648 1.742 | 0.663
n ~ 181
Double talk (16) 0.280 | 0.061 0.251 | 0.055 0.223 | 0.058
n ~ 90
Mutua.lgsilence (16) 0.425 | 0.088 0.466 | 0.088 0.495 | 0.080
n ~ 271
Alt.ernatgon silence (32) 0.345 | 0.104 0.397 | 0.116 0.456 | 0.126
n~>5
0

.488 0.093 0.502 0.092 0.512 | 0.091
n~17T7

Solitary talkspurt (32) 1.359 | 0.503 1.173 | 0.453 0.955 | 0.422
n ~ 106

Interruption (32) 0.792 | 0.266 0.742 | 0.303 0.695 | 0.354

n ~ 45
Speech after inter-
ruption (32) 0.867 | 0.366 0.775 | 0.336 0.650 | 0.277
n ~ 45
Speech before inter-
ruption (32) 0.895 | 0.282 || 0.831 |0.358 | 0.673 | 0.316
n ~ 45

Pause in isolation (32)

* Per person (k = 32) or per conversation (k = 16).

t Values of n were obtained by dividing the total number of events for —40 dBm
threshold by k. These numbers thus give a rough idea of the frequency of these events
per person (or conversation). These same values also apply to Table V.

4.6 Means and Sigmas for Medians of Events

Table V lists the means of the medians of the categorized events
per person (or conversation). For example, the “average of median”
talkspurt length of 0.788 second for a —45 dBm threshold is the
average of 32 talkspurt medians, with 0.229 second as the standard
deviation of the 32 medians among speakers.

* s — [(n/n — 1) X (sample variance)]*”® through this paper.
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4.7 Male vs Female

Table VI lists the means of the averages of the events per person
or conversation, for the men and women separately. (Data on aver-
ages of the medians are available from the author.)

4.8 Transitional Probabilities

As we mentioned, some researchers have postulated first-order
Markov processes to model speech patterns. A conversation, at any
instant, can exist in one of four states depending on who is talking:

TABLE V—MEANS AND STANDARD DEVIATIONS OF THE
Mgeprang oF EvENTs*

—45 dBm —40 dBm —35 dBm
Event (k) Mean o Mean o ean o
(seconds) (seconds) (seconds)
Talkspurt (32) 0.788 | 0.229 0.756 | 0.250 0.652 | 0.307
Pause (32) 0.759 0.184 0.779 0.193 0.706 0.195
Double talk (16) 0.199 | 0.048 0.181 | 0.046 0.153 | 0.047
Mutual silence (16) 0.332 | 0.056 0.366 | 0.056 0.378 | 0.045
Alternation silence (32) 0.264 | 0.082 0.312 | 0.101 0.347 | 0.096
Pause in isolation (32) 0.397 | 0.091 0.389 | 0.079 0.384 | 0.069
Solitary talkspurt (32) 0.890 | 0.326 0.799 | 0.325 0.660 | 0.344
Interruption (32) 0.418 | 0.218 0.405 | 0.218 0.387 | 0.233
Speech after inter-
ruption (32) 0.487 0.156 0.410 0.144 0.383 0.166
Speech before
interruption (32) 0.503 0.160 0.439 0.151 0.346 0.148

* Per person (k = 32) or per conversation (k = 16).

neither, A4, B, or both. If the conversation is in state ¢ (2 = 1,2,3,4) at
some time ¢, it may be of interest to know the probability of being
in state j (j = 1,2,34) at t + At, possibly to establish a crude Markov-
ian model for distributions of times in each state. Notice, however,
that the simplest Markovian model will predict that each state will
have an exponential distribution, which is a hypothesis not generally
supported by the data. (For example, mutual silence is the event rep-
resenting the first state, and a glance at Fig. 5 shows that this dis-
tribution is strongly colored by the 200 msec fill-in time.)

This paper is primarily a collection of data, and is not intended
to pursue the problem of modeling conversational behavior. We shall
therefore simply list the transition matrix for the —40 dBm threshold®

* Transition probabilities for the other thresholds may be obtained from the
author.
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TaBLE VI—MEANs oF AVERAGES oF EVENTS
Threshold Signif. M —40t M -35
Event (dBm) Male Female Level* F —45 F —40
—45 1.503 1.229 —
Talkspurt —40 1.393 | 1.000 0.01 - -
—35 1.221 0.739 0.01
—45 1.911 1.690 —
Pause —40 2.003 1.690 — - -
—-35 1.885 | 1.598 —
—45 0.278 0.282 —
Double talk —40 0.247 0.256 — — -
—35 0.235 0.211 -
Mutual —45 0.452 | 0.397 -
silence —40 0.491 | 0.441 — 0.05 -
—35 0.506 0.484 —_
Alternation —45 0.354 | 0.336 -
silence —40 0.403 | 0.391 — — -
—35 0.448 | 0.464 —
Pause in —45 0.523 | 0.453 0.05
isolation —40 0.533 0.471 — 0.05 0.05
—35 0.533 0.492 —
Solitary —45 1.510 | 1.207 —
talkspurt —40 1.377 | 0.969 0.0 — -
—35 1.204 0.706 0.01
—45 0.807 0.777 -
Interruption —40 0.821 | 0.662 - - -
—35 0.811 0.578 -
Speech after —45 0.963 | 0.77 —
interruption —40 0.840 | 0.710 — - —
—35 0.741 0.559 —
Speech before —45 0.793 0.997 0.05
interruption —40 0.648 | 1.014 0.01 - 0.05
—35 0.484 0.862 0.01

* Compares events at a common threshold.
1 Compares males at —40 dBm with females at —45 dBm threshold; similar for
last column. All significance levels from {-test.
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in Table VII. The table indicates transition probabilities for 5 msec
time steps. For example, if both are talking, the probability is 0.98095
that they will still both be talking 5 msec later. The conversation will,
therefore, leave the state with p = 1.0 — 0.98095 = 0.01905. If a
Poisson termination process* is assumed for terminating the event,
the conversation would leave the state in 1 msec with p = 0.01905/5.

V. OBSERVATIONS

Events of one subject that do not involve interaction with talk-
spurts of his partner include pauses in isolation and solitary talk-
spurts. Data on behavior during double talking should be contrasted

TaBLE VIT —TRANSITION PROBABILITIES OF CHANGING STATE*

From *a Neither A B Both

Neither 0.98940 0.00529 0.00530 0.00001
A 0.00387 0.99486 0. 00001 0.00126
B 0.00367 0.0 0.99510 0.00123

Both 0.00005 0.00885 0.01015 0.98095

* In a 5-msec Period for the —40 dBm Threshold Condition.

with data on these “isolated” events rather than, for example, the
distribution of all talkspurts, since this distribution includes events
during double talking,

The data are notably influenced by threshold changes. The author
does not believe it is possible, from results reported here, to establish
a single “correct” threshold. It is possible, however, to draw certain
conclusions which are threshold independent (see (vz) and (vi) below,
and Section 5.2.)

5.1 The Data
We know from the data that:
(i) As the threshold is raised (speech detector made less sensitive),

events which measure periods of talking tend to decrease in length,
since the longer events tend to be broken up into short ones. These

* A good discussion of Poisson and Markovian processes may be found in Ref-
erence 8.
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events include talkspurts, double talks, solitary talkspurts, interrup-
tions, and speech before and after interruption.

(1) As the threshold is raised, events which measure periods of
silence tend to increase in length. These events include pauses, mu-
tual silences, alternation silences, and pauses in isolation.

There are some individual speaker exceptions to these observations.
For example, male No. 14 talkspurt averages are 1.683, 1.620, and
1.759 seconds for —45, —40, and —35 dBm thresholds, respectively.
Two other male speakers exhibit such a reversal for talkspurts. In
general, however, conclusions drawn from the gross data are true of
most speakers or eonversations.

(#2) The distribution functions of events resulting from periods of
talking seem in general more strongly affected by threshold shifts
than those resulting from silences. Compare, for example, talkspurts
vs pauses, or solitary talkspurts vs pauses in isolation. The mutual
silence distribution, however, seems strongly influenced by threshold
changes.

(tv) For all events, the number of times they occur (n) is notably
influenced by the threshold. This is particularly true of pauses in
isolation, whose distribution remains virtually unaffected while n
changes from 1890 to 3322 for a 10 dB threshold shift.

(v) As the threshold is raised, the number of talkspurts tends to
increase. This trend will obviously be reversed if the threshold be-
comes so high that only a few spurts of energy clear it. But for low
thresholds, as threshold is raised, long talkspurts are apparently being
broken up into shorter segments at a faster rate than that of low
level talkspurts being left below the threshold.

(vt) For any particular threshold, the cumulative distributions of
speech before and after interruption are practically identical, as seen
from a comparison of Figs. 10 and 11.

(vit) Interruptions tend to be muech shorter than solitary talk-
spurts, as would be expected because the interrupter might merely
be trying to get attention rather than make a statement. Also, some
interruptions are really not deliberate interruptions but rather ae-
knowledgments, such as “uh huh” and “um.” This effect may be seen,
for example, at the —40 dBm threshold for which 17 percent of the
interruptions are less than 100 msec long, while only 9.5 percent of
solitary talkspurts are less than 100 msec.

(viid) Many speech detectors operate with a hangover, rather than
a fill-in, to bridge short gaps. By shifting the talkspurt distribution
200 msec to the right and the pause distribution 200 msec left, one
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can determine the distributions for these events which would have
resulted if a 200-msee hangover were used instead of fill-in. However,
the “interaction event” (double talking, etc.) distributions will be
changed in a manner which cannot be determined from our present
data.

5.2 Male vs Female Speech

Table VI shows that when male and female speech is compared at
the same threshold, four events show a statistically signifieant dif-
ference:* talkspurt, pause in isolation, solitary talkspurt, and speech
before interruption. With the exception of pause in isolation, which
is significant only at —45 dBm threshold, these are events resulting
from talking rather than silence.

Some of the apparent difference in male and female speech may
result from a difference in average levels. The average speech level
for the females was 594 dB below the average male speech level
(measured in apl). When male speech at —40 dBm threshold is com-
pared with female speech at —45 dBm, and when male speech at —35
dBm is compared with female speech at —40 dBm, thus roughly
compensating for the average 6 dB level difference, the significant
differences previously observed tend to disappear. New events—pause
in isolation, and possibly mutual silence and speech before interrup-
tion—become significant. It thus appears not possible to completely
eradicate differences in male and female speech with a simple level
adjustment, although a level difference does account for differences
observed in certain events.

These conclusions are of particular interest in view of a recent
study by Krauss and Bricker,” who made measurements of verbal
interaction (measured from transeripts of the conversations) when
pairs of men and pairs of women talked over a circuit containing
voice-operated, fixed threshold devices. The verbal behavior of the
two sexes was significantly different in certain tasks. One wonders
if the devices operated differently on the male and female speech,
as they did in the present study. This could be a contributing factor
in bringing about the behavioral difference reported by Krauss and
Bricker.

VI. CONCLUSION

We hope that the publication of these data will encourage other
researchers to make further observations leading toward a general

* Differences are significant at = 0.05 level.



ANALYSIS OF ON-OFF PATTERNS 91

model of the speech patterns occurring in conversations. We also hope
that by emphasizing the events surrounding double talking and other
speaker interaction, it may be possible to draw conclusions regarding
difficulties in conversing on certain circuits that have voice-operated
devices.

VII. ACKNOWLEDGMENTS

I am especially grateful to Mrs. Lynn Evans, who cheerfully spent
considerable time making hand tallies and desk-calculator analyses
of the computer printouts, and to C. J. Gspann, who set up the inter-
face between the speech detector and computer.

REFEREN CES

1. Brady, P. T. and Helder, G. K., Echo Suppressor Design in Telephone Com-
munications, B.3.T.J., 42, November 1963, pp. 2893-2917.

: Sogg'}l_iéﬁd' M., An Adaptive Echo Canceller, BS.T.J., 46, March 1967, pp.

. Jaffe, J., Cassotta, L., and Feldstein, S., Markovian Model of Time Patterns
of Speech, Science, 144, May 15, 1964, pp. 884-886.

. Brady, P. T., Queueing and Interference among Messages in a Communica-
tion System with Transmission Delay, Ph.D, Thesis, NYU Department of
Electrical Engineering, June 1966.

. Brady, P. T., A Technique for Investigating On-Off Patterns of Speech,
B.S.T.I., 44, January 1965, pp. 1-22.

. Clemency, W. F. and Goodale, W. D., Jr, Functional Design of a Voice-
Switched Speakerphone, B.S.T.J., 40, May 1961, pp. 649-668.

. Brady, P. T. A Statistical Basis for Objective Measurement of Speech
Levels,” BS.T.J., 44, September 1965, pp. 1453-1486.

. Cox, D. R. and Smith, W. L., Queues, Methuen, London, 1961.

. Krauss, R. M. and P. D. Bricker, Effects of Transmission Delay and Access
Delay on the Efficiency of Verbal Communication, J. Acoust. Soc. Amer,,
41 No. 2, September 1966, pp. 286-292.

= W N

Do =T 4 W






Dielectric Loaded and Covered
Rectangular Waveguide Phased Arrays

By V. GALINDO awnp C. P. WU
(Manuscript received September 11, 1967)

This study exvamines the effects of loading or covering a phased array
with dieleciric materials. It studies in detail the effect of dielectric geomelry,
dielectric constant, and sheath thickness on the wide angle array performance
of an array of rectangular waveguides in the H and quasi-E plane modes
of scan. We obtain numerical solutions of the integral equations describing
an array covered with thick dieleciric material. The results show that we
can obtain a maitch over a wide scan angle for the array by appropriate
use of dielectric geomelries, and we discuss the advantages and disadvantages
of several geomelries.

I. INTRODUCTION

The advent of swift aireraft, missile warfare, and the need for
modern radar to accomplish multifunction detection has given im-
petus for a considerable amount of research into phased-array anten-
nas. Such arrays consist of a large group of small radiators in a grid,
frequently a rectangular grid, and, most important, correlated in phase
and amplitude. The radiated beam can be steered by an electronically-
variable linear taper of the phase correlation among elements, (See
Fig. 1).

Considerable knowledge of the behavior and problems of such ar-
rays has been obtained in recent years by experimental and theoretical
study of phased linear and parallel plate arrays. For example, it is
well known that the coupling coefficients between any single excited
element in the array and any terminated inactive element is uniquely
determined by the inverse Fourier series transform of the reflection
coefficient as a function of scan angle determined when all elements
are excited.® Hence, by studying the array behavior for all possible
linear tapers of phase, we can determine the behavior of the array,
for any phase or amplitude distribution among the elements.

93
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Fig. 1—Infinite array geometry. Top: H-plane scanning in X-Z plane,
Bottom: Quasi-E plane scanning in Y-Z plane.

Of fundamental importance in designing such arrays is a knowledge,
and control, of the mutual coupling (the coupling coefficients) be-
tween elements in an array. For arrays which scan over wide angles,
this coupling very seriously affects the array, so substantial effort has
been made to understand mutual coupling. Because the arrays of in-
terest are very large and consist of very many elements, theoretical
studies have generally assumed the arrays to be infinite in extent.
The usefullness of this approximation for elements located near the
center of a large array has been verified, and in fact, the approxima-
tion is frequently valid to within several elements from the edge.*

Because the arrays are generally very large, the coupling between
greatly separated elements, the asymptotic coupling, is also of interest
and has been theoretically studied.?® In general, planar phased ar-
rays with terminated elements behave like lossy surfaces and have
an asymptotic 1/r2 decay of coupling between elements separated by
the distance r along the array surface.
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Among other fundamental and interesting early developments is
that the transmission coefficient of a phased array with all elements
excited, as a function of scan angle, is directly related and proportional
to the radiation pattern of a single-excited element in the array as a
function of far-field observation angle.* As we mentioned, the two
physical situations (all the elements excited with a linear phase taper
and only one element excited) are uniquely related. Hence, an ana-
lytical formulation for only one or the other situation is necessary.
Although most work has concentrated on the linear phase taper case,
with the consequent application of periodicity conditions and Floquet’s
theorem,» % ° some work has proceeded by directly attacking the
case with only a single element excited.”

One of the most advantageous approaches to phased array problems
has been through the use of high-speed computers and numerical solu-
tions of the appropriate integral equations.® We use this approach
in this study, which attempts to discover some problems and solu-
tions associated with covering phased arrays with radomes. The
prineipal problem is, of course, to maintain a good impedance match
to the array over a wide scan angle when the phased array radome is
included in the design. Now many antennas have radomes covering
their moving mechanical parts and their interior electrical components.
A planar phased array can be so protected by covering the array with
a dielectric sheath or by loading it with a dielectric material. Hence
our study concentrates on this type of cover.

Whereas ordinary radomes usually are designed to have the least
cffect on the antennas they cover, phased array covers often can be
made to very substantially improve the wide angle scan performance
of the array. In fact, Magill and Wheeler recently have shown that a
dielectric sheath cover can greatly improve the wide angle match of
the array.® However, their analysis was a transmission line analysis
in the sense that it did not take into account the interaction of the
evanescent modes, generated at the array interface, with the dielectric
sheath.

More recently, Lee® has made an analysis restricted to an array of
thin-walled parallel plates, wherein the interaction of a limited num-
ber of evanescent modes with the dielectric sheath is taken into ac-
count. His results bear out the possibility of improving the array
mateh with a dielectric sheath.

By using a somewhat different and more powerful analytical ap-
proach, wherein the integral equations describing the array with a
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dielectric covering are solved by an accurate numerical technique
(basically Galerkin’s method), we may obtain a solution with few
restrictions. The interaction of virtually all the modes at the array
interface with one or more dielectric sheaths is accounted for with
very little more difficulty than that entailed in the solution for the
uncovered array. We made an extensive study of the rectangular ar-
ray shown in Fig. 1 by this method for two modes of scan, the quasi-E
and H planes of scan.® We use the term “quasi-E” because the ad-
jacent columns of elements in the bottom part of Fig. 1 are out of
phase by 180°.* We assume that the waveguides in each case are
excited in the dominant mode and we compute the parameter of par-
ticular interest, the reflection coefficient R of this mode, from the
aperture field determined by the integral equations.

We divided the complete study into two parts. The first, considered
in this paper, analyzes the effects of loading the waveguide with di-
electric or covering the array with a very thick sheath where only one
grating lobe, at most, is present in the sheath. Generally speaking, a
thick sheath is used with only lower dielectric constant materials be-
cause with higher dielectric constants in a thick sheath a great and
very frequency-sensitive mismatch arises. Furthermore, the presence
of two grating lobes in the sheath gives rise to surface wave phe-
nomenon. This is the subjeet of the second part of our study, which
we have relegated to another part.'* In that paper we plan to deal
with thinner sheaths, multiple sheaths, and some anomolous surface
wave effects that we have observed in arrays with dielectric covers.

II. METHOD OF ANALYSIS

Fig. 2 shows the three dielectric geometries that we analyzed. In
each case we assume a moderate fixed waveguide wall thickness® to
exist in the plane of scan only. The top figure illustrates the “loaded”
array with a symmetrical iris in the aperture (quasi-E scan only, Fig. 1).
Fig. 2 also shows two other thick sheath covers. By “thick” we mean
that there is very little interaction between the evanescent modes
generated at the aperture plane (z = 0) and the second dielectric
boundary removed from the array interface (z = ==d,). We may test
the validity of this assumption by estimating the relative amplitudes
of the evanescent to propagating modes at z = =d, when the second
boundary is not present. We made such a validity check with most

* The waveguides are excited in this manner to reduce to a more easily
numerieally tractable one-dimensional integral equation the two-dimensional
integral equations which result in the usual E-plane scan.
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— SYMMETRIC
=3 RIS

_ Tig. 2— Dieclectric sheath geometry. Top: Dielectric loading. Middle: Sheath
inside guides. Bottom: Sheath outside guides.

of the thick sheath results. Notice that with this assumption the input
impedance or reflection coefficient is a periodie funetion of the distance
de.

Actually the integral equations that are solved require only a slight
modification to go from a “thick” approximation to a “total” account-
ing of the interaction of higher order modes with the dielectric interface
removed from the aperture by d, . The actual equations solved for the
dielectric loaded case take the forms:*®

h/2 o 0
W) = [ | £ Vieulidenls) + 5 Vil w1 B ay
B o (1
for the unknown tangential electric field in the aperture in the quasi-E
plane scan case, and

o0 o2

b/2
2Z,p\(a) = f [Z Z,p@)en(a’) + 22 anxlfm(x)ﬁ.(:n')]ﬂx(w’) dx’
—bs2 1 - (2)
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for the unknown magnetic field over an entire cell (b X d, see Fig. 1).
The ¢,(z) and e,,(y) are appropriate interior orthonormal waveguide

modes:
¢,=\j-2_-c?s(nla:) for ( =0dd) in [zlz-q
a sin \a even 2
(3)
. a b
=0 In (—2'< 13:[(5)
and
€, COS (nm _ even) . ¢
b = ?sin(c y) for (n odd) m |y|_5_2 @

e, =0 in (% <lyl|< g), ¢, = Neumann’s constant

The ¢ (x) or y.(y) are appropriate exterior orthonormal modes
pertinent to the periodic structure and are obtained from an applica-
tion of the Floquet theorem:

1 (27m — kbsin 6
¥al?) = \ﬁexpz —
b ( b ) - 2_1r ®)
— 1 ]
Yuly) = \g exp j(——f*zwm dkd B B)y

By the laws of transmission of a plane wave through a plane dielectric
boundary (Snell’s law), the quantity (kb sin ) or (kd sin 6) is unchanged
by the presence of the dielectric. Hence the interior and exterior modes
are independent of the dielectric constant. By using the A = c¢ limits
in (1) we also allow for the presence of a thin metallic iris directly at
the aperture plane (see Fig. 1).

The incident electric field in (1) is given by e,,(y) exp (—jB852z) and
the incident magnetic field in (2) by ¢.(z) exp (—jBjz), where the
interior modal propagation constants are given by

Bl = \/ ot — (’%’)2 _ (”}_”)2 (e appropriate to the region)
¢

= ar - (=)

and the exterior propagation constants by

y (6
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Now the coefficients of the interior and exterior dyads in (1) and
(2), the Y,, Y, Z,, and Z/, take a form that is dependent on the
dielectric sheath geometry. For the dielectric loaded case they become
simply the modal admittances and impedances:*

wr= [ = (/o - -Qf)/o

n = wu/Bn, Zh = wp/Bl .

For the dielectric sheath cases, with one or more sheaths, the Y, ,
Y!, Z,, and Z! become the modal admittances or impedances ap-
propriately referred to the aperture plane (z = 0). These modal admit-
tances or impedances are obtainable by the usual transmission line equa-
tions. For example, suppose a single dielectric sheath inside the guides
is considered (middle of Fig. 2) in the quasi-E plane scan case. Define

J‘y,. = f: inside the dielectric in the guide.

. = 3, in the empty portion of the guide. (9)
Y, = admittance in the dielectric region.

Y, = admittance in the air region.

@)

Then the coefficients Y, become

, + 7V, tan *y,.d)
Yo Y"(j‘y,. tanv,d + Y./’ (10)

while the exterior ¥/ coefficients remain unchanged (unless an exterior
sheath is simultaneously included). The free term on the left becomes,
if we postulate the same incident field as earlier,

iBod tyu Yo sec 'Yud )
2Y e, — 2¢ ( 7o tan ved + ¥, e s (11)

Solving equations (1) and (2) by the Galerkin®® (or Ritz) method
means that (1) and (2) are approximated in an N-dimensional subspace*
of the complete Hilbert space.” One way of testing the accuracy of this
approach is to choose two very dissimilar subspaces for approximation

* Approximation in an N-dimensional subspace leads to a set of N linear
equations to be solved by well-known matrix inversion methods.
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and then compare the attained results. One subspace choice was that
spanned by a set of N equally-spaced pulses® (that is, we sample the
field at N points along the z or y axis). In this case, R is determined by
averaging the coefficients of the pulses. Other bases used were the first
N modes, e,.(y) and ¥,,(z). In the case of e,, , R is determined directly
from only the coefficient of the e,,(y) term.

We made a number of additional checks on the solutions. We observed
the convergence of the solutions with increasing N, and we verified the
conservation of energy between incident, transmitted, and reflected
waves. For certain angles of incidence we compared the results with
those obtained previously by Marcuvitz and Lewin.'""'* We also checked
some of the results against values for R obtained experimentally.
(See Ref. 5 for example.) We checked the thin dielectric sheath results
(using the exact formula (10) for example) against thick dielectric
sheath results (using the approximate formula (8) and subsequent ap-
plication of the transmission line equations to the dominant mode).

In the thick sheath numerical results which follow, we restrict the
results to include only the cases wherein at most a single propagating
mode exists in any region where relative e is greater than one.

II1. DIELECTRIC LOADING RESULTS

We first consider the dielectric-loaded array (top of Fig. 2). In
reality this may be viewed as an infinitely thick sheath with only one
dielectric boundary interacting with the array interface (z = 0). The
phase of R, the reflection coefficient, and the amplitude of E 