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A formula is derived for the capacity of a multi-input, multi-output 
linear channel with memory, and with additive Gaussian noise. The 
formula is justified by a coding theorem and converse. The channel 
model under consideration can represent multipair telephone cable in-
cluding the effect of far-end crosstalk. For such cable under large signal-to-
noise conditions, we show that channel capacity and cable length are 
linearly related; for small signal-to-noise ratio, capacity and length are 
logarithmically related. Crosstalk tends to reduce the dependence of 
capacity on cable length. Moreover, for any channel to which our capacity 
formula applies, and for large signal-to-noise ratio, there is an asymp-
totic linear relation between capacity and signal-to-noise ratio with 
slope independent of the channel transfer function. For small signal-to-
noise ratio, capacity and signal-to-noise ratio are logarithmically related. 
Also provided is a numerical evaluation of the channel capacity formula, 
using measured parameters obtained from an experimental cable. 

I. INTRODUCTION AND STATEMENT OF RESULTS 

Our problem is to calculate the capacity of a multi-input, multi-
output linear channel with additive Gaussian noise, and to justify the 
formula by a coding theorem and converse. Specifically, we consider 
the following channel. The channel input and output are sequences 
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{ x(n)}  , { y (n)  of real s-vectors related by 

y(n) =  h(n — k)x(k)  z(n),  (1) 

where {h(m)1Z —  is a fixed sequence of real s X s matrices (the 
indicated operations being ordinary matrix arithmetic), and {z(n) }1',,, 
is a sequence of Gaussian random s-vectors for which Ez(n) = 0, and 

Ez(n)[z(n — m)]' = r(m),  — œ < n, m < co,  (2) 

where r(m) is an s X s matrix. The motivation for this problem is that 
it is a model for a multipair telephone cable. 
The first sections of this paper are highly theoretical; the formula 

for channel capacity is carefully and precisely established by means of 
several rather technical theorems. In the final section, Section IV, we 
discuss some engineering implications of our formula in terms of its 
asymptotic behavior, and evaluate the capacity numerically with 
measured parameters obtained from an experimental multipair 
telephone cable. 
A code for this channel with parameters (M, N, S, X) is a set of M 

pairs {(xi, Bt)}L„ where x, = ( • • • , 4-2), x(-1), 40), x̀i(1), • • • ) e 
is a sequence of s-vectors that satisfy the following: 

xi(n) = 0, for n <O, and n  N,  (3a) 

1 N -1 
E 1x(n)I1  S,  (3b) 

iv n 

(where 11 • 11 denotes Euclidean norm) and the Bi are (measurable) 
subsets of eit8N with the following property. Let yi = (• • •, y( —1), 
WO), yl(1), • • •)t be the channel output vector which results when the 
channel input is xi, i.e., 

yi(n) =  h(n — k)xi(k)  z(n) 

N-1 

= E h(n — k)xi(k)  z(n). 
k=0 

Let yiN) = bi(0), • • • ,  — 1)]t E (R8N. Then B,(1 i M) must 
satisfy 

Pe, à PrbrIN) E B4 5_ X.  (4) 

• Vectors will be taken to be column matrices unless otherwise indicated. 
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Thus the xi are code words and B. is the set of output N-vectors 
which are decoded at the channel output as xi. Inequality (4) expresses 
the requirement that the error probability, given that xi is transmitted, 
does not exceed X. 
A number p 0 is said to be "S-admissible" (S  0) if for all 

X > 0 there is an N such that there exists a code with parameters 
([2NP], N, S, X). The channel capacity Cs is defined as the supremum 
of S-admissible rates. Our problem is the calculation of Cs, which we 
shall solve provided the channel satisfies the following conditions: 

(i) The filter {h(m) .}: We assume that the filter is causal, i.e., 
h(m) = 0, m <O. We also assume that 

Poo < (5a) 

and that there exists a B > 0 such that for m> 0, 

11h(m)11 5_ Bm-1 ,  (5b) 

where the Euclidean norm "11.11" of a matrix is the square root 
of the sum of the squares of its entries. From (5), the (discrete) 
transfer function, 

H(0) =  h(n)e"°,  0 7r,  (6) 
n 0 

exists and is continuous. H(0) is an s X s matrix. We assume 
that for —7r  5 S 7r, det H(0) 0 O. 

(ii) The noise covariance: We assume that the covariance sequence 
r( • ) satisfies 

<  (7) 
n 

so that the (discrete) power spectral density 

R(0) ine  < r(n)e ,  = O <= r (8) 

exists and is continuous. R(0) is an s X s matrix. We also 
assume that for —r  O :g 7r, det R(0)  O. 

We can now give the capacity formula. Let the s X s matrixt 
r(0) = H(0)-1R(0)H(0)-*, and let X1(0), X2(0), • • • , X.(0) be the eigen-

t For any nonsingular complex matrix A, A-* is the transpose conjugate of A-1 . 
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values of I'm,  s 7r. Then X;(0) > 0,1  j  s, —ir O 1r. 

Let S k 0 be given, and let Ks be the (unique) positive number such 
that 

Then 

fid0 max[0, Ks — X;(0)] = S.  (9a) 

Cs =  do max (0, 10g2 x1.7.(08) (9b) 

Our main result is the following. Consider the channel defined by 
(1) with H = 111(0) and R = R1(0). Then Cs is calculated from (9) 
with r(e) = H1(0)-ili1(0)H1(8)-*. 

Theorem 1a (Converse): Let p  0 be an S-admissible rate for this 
channel. Then p  Cs. 

Theorem lb (Direct-Half): Let S _k. 0, €> 0 and p(0  p < Cs) be 
arbitrary. Then for N sufficiently large, there exists a code with parame-
ters (M, N, S, X) where 

M  >  CP N  and X  E. 

Sections II and III of this paper are concerned with the proof of 
Theorem 1. Section IV is concerned with the asymptotic behavior and 
numerical evaluation of the channel capacity formula (9), with specific 
attention to multipair telephone cable. 
Theorem 1 is very similar to the results on continuous-time Gaussian 

channels due to Holsinger and Gallager. 1 In fact, for the special case 
in which H(0) is the s X s identity, the theorem follows immediately 
from the analysis in Ref. 1. We suspect that it might be possible to 
obtain all of Theorem 1 by paralleling Gallager's techniques for this 
discrete case, although such an approach is somewhat more cumbersome 
than the approach followed here. Furthermore, the present approach 
lends itself immediately to broadening the model to consider the effects 
of intersymbol interference from previous channel uses, as Gallager's 
approach does not.' In fact, to establish Theorem lb for the inter-
symbol interference channel we require only to add in one of our 
lemmas a term "yo" (representing the effect of previous channel 
uses), and to show that its norm iYal I I = 0(10 ). 
Careful analysis of the proof of Theorem 1 will indicate that the 

conditions on the filter th(m)1 given in Section I can be replaced by 
simply requiring that the filter have a causal inverse f g(m) 1, such that 
g(m) = 0, m  mo (i.e., finite memory). Thus, our results contain a 
generalization of those given by Toms and Berger. , 
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II. NOTATION AND MATHEMATICAL PRELIMINARIES 

Let le) (a, b), s = 1, 2, - - —  _..a < b  oo , where a, b are 
integers, be the set of sequences { x(n)} „ where x(n) is a real s-vector. 
Such sequences will often be written as column matrices x = [xz(a), 
xi(a + 1), • • • , xt(b)]t. Let II •II denote ordinary Euclidean norm in 
s-space, and for s X s matrices A, let 1IA II be the Euclidean norm (i.e., 
the square root of the sum of the squares of the components of A). 
For sequences x E lr (a, b), the (Euclidean) norm is 

111x111 = [.411x(n)11 2]i*  (10) 

The space le)(a, b) is a Hilbert space with the obvious inner product, 
written (x, y) =  xt(n)y(n), x,y E ir (a, b). For x E l'(— œ, oo 
denote by X(N) E le)(0, N — 1) the column matrix 

x(N) = [xt(0), x'(1), • • •, xt(N — 1)]g.  (11) 

We denote operators on le (a, b) by script letters, e.g., F. We define 
the norm of ff by 

lI = 111Œx111 (12)  
xeseiço.o 111x111 

If I g.I < œ, we say that F is bounded. An operator F is said to be of 
a convolution type if, for x E le)(a, b), 

(s)r)(n) =  f(n — k)x(k), n = a, • • • , b,  (13) 
k a 

where I f(n) el, is a fixed sequence of s X s matrices and the indicated 
operations are ordinary matrix arithmetic. Let L be the set of convolu-
tion-type operators on e( — 00, co) for which 

t° II f(n)Il < co• 
n•= -00 

For operators F in L the transfer matrix 

(14) 

F(0) =  f(n)e°, 3 ir (15) 

is well defined. F(0) is an s X s matrix and is continuous (in Euclidean 
norm) for Ir. Concatenation of operators CFi,  2 E L, 
defined by sequences { fi(n)} and { 12(n) L results in a convolution-type 
operator g.3 = fi• if in L defined by the sequence { h(n)1 where 
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fa(n) =  o=  f2(k) fi(n — k). Further, the corresponding transfer 
functions satisfy F3(0) = F2(0)F1(0). Other relevant properties of the 
class L are given in the theorem below, the assertions of which are 
generalizations of well-known scalar results. The proof is given in the 
appendix (Section A.1). 

Theorem 2: Given g E L, defined by 1 f(n) I or F(0), then 

a.  If(n)11 < co, so that if is bounded on le1(— œ, co). 

b. if  max IIF(0)II. 
--r 50 Sr 

c. If if is self-adjoint, then for all x E  (— co, co), 

E xt(n) f(n — m)x(m)1  ( max 11F(0)11) 00 2. 
71, m  <7r 

d. if has a bounded inverse denoted g-1 if and only if det F(0)  0, 
— 7r< 0 _aç 7r, in which case the transfer matrix corresponding to 
g-1 is [F(0)]-1, and S-1 E L. 

Let z = [• • • , t(_1),  z'(0), zt(1), • • • ,]t be a sequence of random 
s-vectors with covariance 

Ez(n)z(n — m)i =  

where r(m) is an s X s matrix. Under the assumption that 

11r(m)II < co,  (16) 

the power spectrum 

R(0) =  r(m)eime,  —  O ir, (17) 
m =-•-e 

is well defined. Let F be an operator in L corresponding to the transfer 
matrix F(0). Then I = Œz is a sequence of random s-vectors with covari-
ance { "i.(m) and corresponding power spectrum .P(0) = F(0) R(0)F(0)*. 
Let z be a sequence of zero mean Gaussian n-vectors with covariance 

r(m) satisfying (16) and power spectrum R(0). Let Xi. in(0) be the mini-
mum eigenvalue of the matrix R(0). Let z(N) = [z'(0), el), • • • , 
z' (N — 1)]' be a segment of z of duration N. Then there exists an 
(N • s) X (N • s) matrix TN such that 

w = TNz(N),  (18) 

is "white," i.e., Eww: = IN.a. The indicated operation in (18) is 
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matrix multiplication. The only property of TN which we need here 
is that for any N • 8-vector u 

!HT/quill r  min xmin(o) 
—T 

11111111. (19) 

Finally, let 3C be the convolution-type operator on 41)( — co, co) 
defined by ih(m)1 (Section I). Note that by (5) 3C E L, so that by the 
assumption following (6) and by Theorem 2d it has an inverse, say 
9 = 3C-4, of the convolution type in L. Let { g(n)) f..„ be the sequence 
which defines q. Let the operator 9N(N = 0, 1, 2, • • •) be defined by 

N-1 
(g NX) (11) =  E g(n — k)x(k),  — re < n < 00. 

k-o (20) 

We conclude this section by stating as lemmas two known results. 
We explain in the appendix (Section A.2) how to obtain these results 
from published material. 

Lemma 3: For the special case when H(0) = I. (the s X s identity) and 
R(0) = R2(0) [ so that r = H-1RH-* = R2(0)], say that x is a random 
channel input sequence for which x(n) = 0, n <0, n  N, and Enix1112 
NS(S > 0, N = 0, 1, 2, • • • ). Let y be the corresponding channel 

output sequence. Then, the mutual information 

/pc, y) NC s 

(where C8 is calculated with r(e) = R2(0)). 

Lemma 4: For the special case where H(0) = I. and R(0) = R2(0), then 
we have a stronger version of Theorem lb: Let S  0 and p (0  p < s) 
be arbitrary, where C3 is calculated with r(e) = R2(0). Then, for N =1, 
2, • • • , there exists a code with parameters (M, N, S, X) where 

k 2PN and X 5 Ae-BN,  A, B > O. 

PROOF OF THEOREM 1 

3.1 Converse 

Let I  B-) If  be a code with parameters (M, N, S, X) for the 
channel of (1) with H -= H2(0) and R = R1(0). Let x be the random 
sequence which results when x = xi with probability 1/M (1 i M). 
Let y = 5Cx  z be the corresponding output sequence, and y (N)  
= (y(0) t, • • • , y(N — 1) e)'. The theorem will follow in the standard way 
from the Fano inequality (see, for example, Ref. 1) if we can show that 

/{x, y(N)1  NCs.  (21) 
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But 
/{x, y(N)} 5_ I Ix, y) /lx, Jerly) =  (22) 

where I = 3C—iz is a stationary Gaussian random process with power 
spectrum l'(0) = HF1(0)R1(0)Hi'(0). Thus, we can apply Lemma 3 
(since x satisfies the required hypotheses) with R2(0) = r(0) to ob-
tain (21). Hence, the theorem follows. 

3.2 Direct-half 

Consider again the special case of our channel where H(0) = le and 
R(0) = R2(0). The idea behind the proof is to construct codes for the 
general case (H, R arbitrary) by modifying codes (whose existence is 
guaranteed by Lemma 4) which are known to be good for this special 
case. We proceed as follows. Let { (xi, Bi)Ir. be a code for this channel 
with parameters N = N1 and 8 = Si. Then, for 1 i M, we have 

ev) = xr) z(N), 

where the superscript operation is defined by (11). Let T N be the 
whitening filter (discussed in Section II) for which T NZ N) =  W  and 
Eww' = IN 8. Letting vi = TNyiN) and u. = Tiyxr, we have 

vi = U¡  W. (23) 

Let us assume that the f Bil correspond to the minimum distance 
decoder, i.e., y(N) E Bi if illv— uillj < jj y — uffi for all j i, 
where Ye = T Ny(N). Then 

Pei =  Bil = Pr (.0) flhlvi — ui1111 111vi  411 I 
fr 

= Pr  111w111 > 111w — (u; — ui)111 

= Pr y 1(w,  — ui)  - OM. (24) 

Thus, in particular, for all j  1, 

Pei e_ Pr{(w,  —  Mu; — u.111 21 

=  — 411) = cbailITN(xr —  (25) 

where 

1  e—u'I'du e(u) = fu 
is the complementary error function. 
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Let Hi(0) and R1(0) be arbitrary, and suppose that we are given a 
code (xi, Bi)}1,' with parameters (M, N, S, Xi) for use on the special 
channel with H = I, and R(0) = R2 = e(0) = I-IFIRIHF*. Assume 
that the Bi corresponds to the minimum distance decoder so that Pe, 
is given by (24). We now construct a new code  (xse, We) I eLi with 
parameters N = N2 = (1 + S)Ni and S = 52 = Ci2S1/(1  &) for 
use on the general channel with H1(0), R1(13) arbitrary. We set 

axi(n),  n  N2 — 1, 
x*i(n) =  (26) 

0,  otherwise, 

where a > 1 and S > 0 are arbitrary. Note that we have allowed a 
guard-band or dead-space or width SN1 following the channel input 
signal. The decoding sets ea (1 i< M) are described below. 
The channel output is as in (1) 

y = aCx  z, 

where x is the channel input, z is the noise, and 3C is the operator corre-
sponding to H1(0). Let 9A,2 be the operator defined in (20), and let 

= gN2y= gig,xx + 

= X + Z + ti + 

where ti = gN2 3ex — x,  = gz, and e = 9N2 z —  Let us note that 
Sr. is calculable from 3)-(Na> = (Y'(0), • • • , Yi(N2 — 1))'. Further, the 
noise  has power spectrum f(0) = 1-1F 1(0)R1(0) H7 .(9). (In fact, if 
ti = Z2 = 0, the channel would be equivalent to the special case, and 
the direct-half of the coding theorem would follow from Lemma 4. 
Although this is not the case, of course, we will show that ti and b are 
sufficiently small so that Lemma 4 can be applied anyway.) The 
decoding sets e are defined by: y(N2)  E e if (No e Bi, 1 i < M. 
Letting ye, =  ti Z2 (1  j  M), and letting TN, be as 

above, we define 

* A vi  Tivi eUvi) = TNix :(Ni)  TN," ± 
= au;  w  + 1'2y  (27) 

where u, and w are exactly as in (23) and yi = TNitiN')(i = 1, 2). The 
decoder for the derived code is the minimum distance decoder for the 
v*'s. Now, following the same steps as in (24), we have 

Pr le) EE B:1 = Pr U  — auilil j  en111111 

= Pr U {(w Yi ui) 2  uilii 2I.  (28 ) 
—  ji 
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Now, according to (9), the channel of Section I :with arbitrary 
H1(0) and RI(0)] and the special channel with H(0) = I, and R(0) 
= Hi(0)-4R1(0)H1(0)-*  = r(0) have the same Cs. Let e, 8 > 0 and 
p (0  p < Cs) given, and let { (xi, Bi) }e. be a code with parameters 
(M, N1, Sb Xi) (as guaranteed by Lemma 4) such that 

M  20.N1 and Xi 5 E. 

We will show that with Ni sufficiently large, the derived code has 
parameter X 5 Xi E. Thus, we will have found a set of codes with 
parameters (M, N2, SE, X) with 

a2Si 
=  '31 (1+S)' 

and 

M  expri   

X -5 2E. 

Since Cg is continuous in its arguments, and a may be chosen arbitrarily 
close to 1, and 8 arbitrarily close to 0, the direct-half of the coding 
theorem (Theorem lb) will have been established. 
To show that X for the derived code .5 Xi E, we must show that 

for each i = 1,2, • • •, 

Pr ee2)  EE  Pr {y r 1E Bi} e. (29) 

Inequality (29) will follow directly from the following lemmas, the 
proofs of which are given at the end of this section. 

Lemma 5: Inequality (29) is satisfied if 

1) 
PrOlyi + 1,2111  (a —2 ire  —  1 — E.  (30) 

Lemma 6: For the codes f (xi, B)ll', as N  00 

min Illui —  .1 0(Ni). 
i#i 

Lemma 7: For arbitrary a > 0, 

PriliiYi + y21112 aNii —› 1, as Ni —> 00 

Now, from Lemmas 6 and 7, condition (30) in Lemma 4 will be 
satisfied for Ni sufficiently large. This establishes Theorem lb. 

Proof of Lemma 5: Let 

= 1111Y1 + Y2111  (a — 1) min 'Hui —  • 
2  Jodi 

By hypothesis, Pr1SI  1 — E. Since Bi and B: correspond to the 
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minimum distance decoder, we have from (28) 

prfewo  e) e. Pr{ s fl { 34(e4)  Ee 131}} + Pr {S̀i 

e_ Pr u s n  + yi + y2, u; — ui)  illu•' — 411 21 + e. (32) 
2   

Now if S occurs, 

1(Ti  Y2e u — u >J"« lily' +  Y2111 .111 11 / —  11 

<(a 2 1 ui111 2. 

Thus, the event in the right member of (32) satisfies 

s n  + yi + 72,u; -  {Hui — ui11121 

{(w, u, — ui)  2111ui  ui1112 (a — 2 1 )11111i ui1112/ 

1(w, u, — ui)  411'1, 
and (32) becomes 

Prlecn) /3:1  Pr U t(w, u — u)e_ 411lu1 - 141111 + e 

Prfy r EE Bil + e, 

where the last equality follows from (24). This is (29) so that we have 
proved Lemma 5. 

Proof of Lemma 6: For the codes { (xi, B1) }f,  and N1  co, 

pei < 

so that from (25), 
e6(milui — u,111)  Ae-BN1. 

Since, as 71—* 00, ec(n) = e-(4112 )11+0(1)1, we have 

11111., — 141112 8BNi[1  o (1)1, 

which implies Lemma 6. 

Proof of Lemma 7: First note that by (19) 

+ Y2111 
= 111TN1(e)  te'0)111  [nun.  ximin(e)  ril e" + Ze°111 

[rain Xlmin(0)]1Eliit riii 
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Thus, it will suffice to show first, II  = o(Nt) as Ni co, and 
second, for arbitrary a > 0, Pr{ Illt2(n112 aNi1 -+0, as N1-' co. 

1. Let x be one of the code vectors in { (4/3*,)}. Then ti = 9N,3Cx-x, 
so that for - co <n < co, 

el(n) = E g(n - k)(3ex)(k).  (33) 
k<0 
k N 2 

Now, since x is one of the code vectors  x(n) = 0 for 
n[0, N1 - 1]. Also since âC is causal, we have (3Cx)(k) = 0, 
k <0, and 

ti(n) = E g(n - k)(3C,x)(k) 
k— N2 

N 1-1 

= E g(n - k) E h(k - j)x(j).  (34) 
k-N2  J=.0 

Next, define the sequence ik by 

N z —1 

Se(k) =  h(k  k  N 2 

0,  k < N2 

Then (34) is 

ti(n) = Ê g(n -  

i.e., ti = gtb and 

111b111  191 .1111W1-

Now 191  119(n)I1 < .0 from Theorem 2d, and 
«. N1-1 

= E Ilek)11 2 = E  E h(k - hx(i) 
k =Ns  k =Ns  j =0 

2 

h ( k  e i  2 \  NI —1 

k =N2‘ i O  1V j 

(35) 

114'7)11 2), 

where in the final step we have used the following form of the 
Schwarz inequality: if a is a sequence of s X s matrices, and x is 
a sequence of s-vectors, then 

11 a(n)x(n)I1 2 E Ila(n)II 2 E  Ilx(n)I1 2. 
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But since Ef2:17' iix2(3.)112 = 11141 2 a2SINI, we have 

III,k1112 —5 a2SiNI k Ni4 1 iih(k - op. 
We will now show that, as NI—) 

(36) 

ec  N1-1  co  N1-1 

E E Ilh(k — = E E .1.2(k — j)  (37) 
k—N2  k=11,2   

where f(k) = Ilh(k)11. Expressions (35), (36), and (37) together 
imply that 

iiti( "112 < ilitill1 2 = o(Ni), as N1 --4  

which is what we set out to establish. It remains to establish (37). 
Now, from (5), Ejs f(k) < œ, and f(k)  B/k. Setting 

F(k) =  p(j), 

we have 

co  N1-1 

º E E  — 
k•»1112 

=  f2(i)=  È° [F(k — N1 + 1) — F(k)] 

N2-1  N, 
=  E  F(k) < E F(k). 
10..N9—N1-1-1  S N1-1-1 

Now 
Ns 

E F(k) = kF(k) 
aNi+i 

But 

kF(k) 

Ar2  N2 

+ E (k — 1) f2(k — 1). 
1511 r 1+1 

N2  (1 ± S) 
N2F(SNI) = N 2 E P(k)   E k f2(k), 

8N1  IN,  —  o 

• We have made use of the formula (summation by parts) 

u(k) u(k) = u(k)u(k)  -  u(k -  
a—I  a 

where Au(k) = u(k) - u(k - 1). Here v(k) = F(k) and u(k) = k. 
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and 

(k — 1) f2(k — 1) 5_ 8esi k fa(k). 

Thus, 

Q  ( 1 +8 & 1)  kf2(k)  (1 +8 2&  )B  f(k) —> 0, 

oN,since Do f(k) < go . Thus, (37) is established and we have 
finished the first part. 

2. Since for any a >0, 

Prfilltri)1112 aNd  Eilltr1112  
aNi 

and since Ng = (1 ± 6)Ni, it suffices to show that 

= 0(N2), as N2  co• 

Now t2 = 9Ne — where  = 3C-1z. Hence, 

E[e2(n)Et(n)] = E g (n — i)r (i — j)g (n — j). 
<o 

i,,i >Ns 

Let a denote any fixed s-vector and define a sequence tk of s-
vectors by 

— i) = 

Then 

gt(n —i)3,  i <O and i Ng. 
0, i < N2. 

at E[2(n)e(n)] 9=  en - i)r(i — .i)en — 

Since r(•) is a covariance, r(k) = r(—k) for all k. Application of 
Theorem 2c shows that the double summation above is bounded 
by 

Since 

max IIR(0)1  Pen — 
t=—Do 

N2-1  N1-1 
E e(n)t2(n) = E E e2(n)E(n)e,, 

n=-0 v=1. 
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where e, is the s-vector with jth entry &,.; (v, j = 1, • • • , s), the 
desired result will follow if we show that 

1  N  

V 2 fie  n 
E a2(11) tr2(n) D =  0(1) 

for any e. Thus, it suffices to show that 
1 N.--1 
£V2 E.11«n - '0112 = 0(1). 

But from the definition of it, the last expression can be rewritten 
as 

1 N,-1 
Olek)11 21-11(-k)11 21 

Since g is in L, Theorem 2a implies i is in le (— œ, 00). In 
particular, as n 

Eil(k)li 2+1144 — k)11 21 = 0(1) 
n-I-1 

and the desired conclusion follows immediately. 

IV. ASYMPTOTIC BEHAVIOR AND NUMERICAL EVALUATION OF THE 
CAPACITY FORMULA 

In this final section, we discuss some implications of the channel 
capacity formula given in (9). As in the prior sections, the channel is 
assumed to be a multi-input, multi-output channel with memory, 
and with additive Gaussian noise. But in contrast to the previous case, 
instead of a discrete time channel, we consider an equivalent continuous 
time bandlimited channel. 
Specifically, the channel inputs or code words (in a T second block 

coding interval) are vector-valued functions x(•) of dimensions s, 
bandlimited in frequency interval [—IV, VET] such that the samples of 
x(•) satisfy 

n  = 0, < 0 or  n > 
2147 2W  =  • for  2W  

We also have the average power constraint 

L.11.(011,dt ST, 

where II •Il denotes Euclidean norm. 

GAUSSIAN CHANNEL WITH MEMORY  759 



The channel has s inputs and s outputs and has transfer function 
matrix H(f) for f E [— W, W]. The additive noise is also vector-
valued and has power spectral density matrix R(f). Let { Xi(f) 
denote the set of eigenvalues of 11-1 (f)R(f)[11-'(f)]*. 
The capacity of this channel is determined as follows. Let S > 

be given and let K be the unique positive number satisfying 

É j- w max[0, K — Xi(f alf = S.  (38a) 
=1  - w 

Then 
1  8 

C=  E max(0, loge   )df  (38b) 
2=1  - W  Xi(f) 

with C in bits per second. 
Formula (38) can be obtained from the analogous formula (9) via 

application of the sampling theorem. The somewhat tedious derivation 
is carried out for the scalar case (s = 1) in the appendix (Section A.3). 
We consider several implications of (38). Specifically, for large 

signal-to-noise ratio, C is linearly related to signal-to-noise ratio; a 
change in C is proportional to a change in signal-to-noise ratio (in dB). 
Furthermore, the constant of proportionality depends only on the 
product sW and is independent of any other characteristic of the 
channel. For small signal-to-noise ratio, C is logarithmically related to 
signal-to-noise ratio; a change in logioC is proportional to a change in 
signal-to-noise ratio (in dB). The constant of proportionality is 0.1 
for any channel. In the case in which the channel represents multi-
pair telephone cable with small far-end crosstalk, we show that for 
large signal-to-noise ratio, C is linearly related to the length of the 
cable, and for small signal-to-noise ratio, C is logarithmically related 
to length. Furthermore, the effect of the crosstalk is to reduce the 
dependence of C on cable length. Finally, we present a numerical 
evaluation of (38) using realistic parameters obtained from an experi-
mental cable consisting of two twisted pairs of wire. 

4.1 Dependence of channel capacity on signal-to-noise ratio 

Define a number N0 as 

N o =  w trace R(f)df. 
svr  _Tv 

Then N0 represents the noise power per hertz, per dimension, and 
sW N o represents the total noise power. We define the following 
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normalized quantities: 

x*icn = 2xicne. 
K* = 2K/N. 

P = S/sW1V0 

P* = 10 (log io P). 

Now P* is a measure of signal-to-noise ratio in dB. By substituting 
the above quantities into (38), and using the fact that each X: is a 
symmetric function, we have 

1 8 

P =  E j. max(0, K* — ei(f))df  (39a) 
sry ,=1  o 

and 
K*  

C = E o max(0, log2  )df.  (39b) 
i=1  Xi(D 

We will determine the asymptotic behavior of C for both very large 
and very small P. For this purpose we define for every number K* 
sets Ai, i = 1, • • • s as 

= { À(f)  K*; f O. • 
Let Si be the measure of Ai and define ô = (1/s) E si. In addition, we 
require the definition of two average channel characteristics, 5% and 

log X. Let 
1  f  * 

Xi(ndf, 
sa i—1 ei 

and 
1 3 

log X =  E log2 X:(f)df. Li 
Note that (5, 5% and log X are all functions of P. Let Xrain = minIXI(f): 

Recall from Section I that Xruin  >0. 
Now, from (39), 

WP 
= K* — X, 

and 

—só = 10g2 K* — log X. 

These equations combine to yield 

WP 
= log2 ( 5i, -1- .1) + log2 — log X.  (40a) 

s(5 
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We investigate (40a) for large P. Assume all the X's are bounded. 
(Actually, boundedness follows from the hypotheses in Section I.) 
From (39a), K* is an increasing function of P. Let P be sufficiently 
large so that Xi(f)  K* for all f E [0, W] and i = 1, • • • s. Then 

= W and (40a) yields 

= 10g2  -I- 1) + (logi  — log X).  (40b) 

Note that for given À, s, W, and P, C is minimized when all the es 
are equal and constant. Now, for P».X, we have from (40b), 

C  sW (log2 P — log X), 

Or 

C rze.,' 0.3322 sWP* — sW log X.  (41) 

Now (41) represents a line in the C — P* plane with intercept 

—sW !j and slope 0.3322 sW, and the region of validity of (41) is 
P »  Note that the slope is independent of the X's; the intercept 
and region of validity are determined by the average channel character-

istics -À and log X evaluated over the whole interval [0, W]. 
We now investigate (40a) for small P. Observe that (WP/8À) + 1 

= K* fit., and as P approaches zero, both K* and À approach X. in. 
Hence, WP/si% —> 0, as P-3, 0. Then (40a) is approximately 

C  WP 
—  - log2 e + 10g2 À — log X, 
sb 

which can be rewritten as 

C  pog2  e À(1og2 À — log X) 1 P (40c) 
K* _ X  51/4' 

We show in appendix Section A.4 that for any channel characteristic 

with Xmin > 0, 

Hence, for small P, 

o. 1 g2 À — log X 
hm —0. 
P—K)  K* — 

(1og2 e)sW P 
C 

Amin 

or in logarithmic terms, 

P* 
logo C P-.2, —10 + log10 (sW 10g2 e) — logioXmin. 
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Now (43) represents a line in the logio C — P* plane with intercept 
logio (sW 10g2 e) — logia Xmin,  and slope 1/10. However, the region of 
validity of (43) is difficult to specify because the location of this 
region depends not just on X.i,, but on the shape of the channel charac-
teristic in a neighborhood of 11/4„,i„. 

4.2 Dependence of channel capacity on cable length 

Suppose that the channel characteristic is a function of a length 
parameter 1. Let /1 and /2 be two values of 1 and suppose that P* is 
large and the channel capacity vs P* characteristic is in the linear 
region for /1 and /2. Then, from (41), 

C(12) — C(11) sW[log X(11) — log X(12)], 

or 

C(12) — C(11) re:.1 fo w 10g2 (X(11;  )d.f,  (44) 

where in these relations we have explicitly shown the dependence of 
X*, on length. If P* is very small so that (43) is valid, then 

logio C(12) — logio C(11)  logic( Xxn:iiine o)) (45) 

Now consider a multipair cable of length 1, with s twisted pairs, 
small far-end crosstalk, and additive white noise. We assume that the 
crosstalk voltage on a single pair due to all disturbers is proportional 
to lif. Assume also that the attenuation on any pair is proportional to 
lfi. If the crosstalk is very small, then a reasonable form for X is 

ebafi 
xI(l;  = 1  + ciip ' 

where bi and ei are constants related to attenuation and crosstalk 
coupling.' Define the averages b and c as b = E bi/s and c = E cds. 
Now )1/41 can be expressed as 

= exp[bi/fi — ln(1  c!f21)], 

and for small crosstalk, we have cl «1 for all i and all f and 1 in a 
range of interest. Then we have approximately 

eg(bife-cif2), 

and, from (44), 

—Ac  — log2(e) E  (bi» — cif2)df, 
à/  u 
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which can be evaluated as 

— 0.96 bs e (1 — 
c2b1) 

(46) 

(for large P). Thus, C and 1 are linearly related. Note that the effect 
of the crosstalk is to reduce AC/à/. If clf1/2b  1, then C is effectively 
independent of length. It is theoretically possible to have cW1/2b r-•;.,' 1 
and yet have elin/ « 1 as required by our analysis. These relations 
imply that 2Wi1b «1 is a necessary condition that very small cross-
talk significantly reduce AC/Al. However, we expect that for realistic 
cable parameters, the reduction in AC/Al due to small crosstalk will 

not be significant. 
Now assume that the channel does not pass dc; i.e., the channel 

characteristic is that given above for f E [fo, fd, a band of strictly 
positive frequencies, and is infinite for frequencies outside this band. 
Let bk -= min, b.,. Then, for small crosstalk, 

X min Pe. exp /(bk  — can, 

and 

logio Xmin,cze, 0.434bhf4(1 — 

Thus, for small P, we have from (45), 

A 'ogl e ,  Ck A ) 0.434bk 41 —  (47) 
bk 

As in (46), the effect of the crosstalk is to reduce the dependence of 
channel capacity on cable length. 

4.3 Numerical example 

We consider a two-twisted-pair cable with white additive noise. The 
transfer function matrix H(f) is given by 

r 1  i2r1clifLi2 kl l 
H(f) e-71  f  1 j 

with 1 in feet and f in hertz and 

=  ib2rf. 

The off-diagonal terms in the matrix H(f) represent far-end cross-
talk. This model is an approximate representation of an experimental 
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Fig. 1—Channel capacity for experimental cable. Capacity C in units of 108 
bits per second is plotted as a function of signal-to-noise ratio P* for various values of 
cable length /. 

two-pair cable. Parameters obtained from measurement are 

k = 1.26 X 10-12 , 

a = 0.23 X 10-6 , 

b = 1.48 X 10-6 . 

This model is valid in the range 103 1 5 50 X 103 feet, and 106/2 
f  107 Hz. 
Since the noise is assumed white, the X's are the eigenvalues of 

(1-1*1-1)-1 and are given by 

,  exp(2-V.Fr afi)  
À1 = X2 = X = 

1 + (21-) 2f2k21 
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The capacity equations (39) become 

and 

1 
fo max[0, K* — X*(f)]clf = P 

f  K* 
C = 2 f max (0, logs —X* )d f, 

o 

(48a) 

(48b) 

where fo = 106/2 and f1 = 10v. 
Numerical evaluation of (48) for various values of P and 1 has been 

performed and the results are given in Figs. 1 and 2 and Table I. The 
figures show C vs P* for various values of 1. The C axis is linear in 

1 09 

108 
2= CABLE LENGTH IN 

THOUSANDS OF FEET 

1o7 

106 

O o 

-- 10 

oT3 

)- 104 

103 

102 

101 

10° 
—60  —40  —20  0  20  40  60  Bo  100 

SIGNAL—TO—NOISE RATIO I" IN DECIBELS 

Fig. 2—Channel capacity for experimental cable. Capacity C in bits per second is 
plotted as a function of signal-to-noise ratio P* for various values of cable length /. 
The C axis is logarithmic. 

766  THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1974 



Cable Length
 lin

 Thousands of
 Feet 

24 111111111111111111111111 

gl 111111111111111111111111 
20 

00 ww iill1111111111111111112g 
4c4 

22 
MO UMW 

11 1 1 1 1111 1 1 I 1 1 1 1 1 1 z, m2 

e. 

00000.-1,-
WWWWWWWWW Ili II IIIIIII1 11.1z.imne wn 
--icsice leimo 

14 

000   elelcq 
WWWeeWWWWWWWW 

11111111111,?ieg eogg$gle5 
4,-iM,I.1 44c.q..er...44c.1 

c,,, mumeuummu m 8.- ., „.„ , . ...,.... 
4cvoictio,inMOO4c.icoikdoi4 

2 
Q2 eme-alugummCO CO 

lillisl. gegie9gpsages uig. ...1...;,,it.Z.-1,-ic.i•el4r...i.-40,,rt,:,-;,-; cci 

e 

000mo  N el eI NC,IM M  M M.e e e 
We4rA g W e W W e'l  WWW 
l etregi Mi ngo t4g eD.C4g0Qc18.7-1 
--; CI Mocr)4eqmOcrà4e1MOO4elmood,-.e4M 

o eo   eqcvevcsimmmmm e 
WWWWWWMWWWW WWWW WWWWW 
comm,-.  c.1 ir-or.o   -c.Igel:118 5. wel 1  e llm.-ir-iboocnm 

I0c.6.-44Mi siMserZ44 .44ei.g4o00 ,4 

-14 uummaammum weemee M gó cegó ejógS58 g lel e ,4gleg ,?. 
c..i4o.4,4 eq  -;.. eq  mOo,-Ieleifit...44e1MLei 

el 

eaelcslel CO mmmm.e...eme 00000000 
WWWWWWWWWWWWWWWWWWWWWWWW 
receeTAF'," Mggi'g colEiSS8gf e?8 448 
,-.;c•imuim4Ncior...4.4Nmel milir:44N 

e 
ee 
tlf 

co.ec4ome.eelowo ,ecgomomeclomonticqo ..41-emr-emmemmegnnegel ..... III'  
1111111111111111111 

GAUSSIAN CHANNEL WITH MEMORY  767 



Table I — con
tinued 

"to 

e 
0 0 0 0 01. . . . . . N e ffle fflp2CO N M 

II I I I e e g E g M e g g e l ffl 
e e.1  .•r.,t M.-  qCs1,-1  mop:?cq 
”e4M.lioo4MMraco.-4 eq ceheira4,-Imti 

il I ffle h fflMOMMMe rd m o . .. „.  oncemapoo rammmo 
44°4':go-.4msiee.4.-im ,:ro44mmuira 

20 

e m melt i p555w fflaMMM UM am ww4w4 
aire84c .01T-ge l e ge e/egi 
e4Laira,4maivicc4eiMem-IMM‘er- ,-;4mmeDrZ 

, _ ummgmgoommememem 4040 40. .... . ,.. ..... .. ...8 ... . .„... me-
4ei.dle i4o;4.--1e4 .4 

e> ,-1 Wi eME MMIIMMeeMe ageeeal ulcqr:ea-4m„.„,-4 mtv-4,-Immo o 
0i.-icime004e4M mei4000 ,44cimma040 

,,, 
J, - 

mmnmmmmm i era.nioiniolorabooram 
WWWwWWWWWWW  W WW WIPIWWW mrame m,-Im grara ram  micçNco-1.-4co a-J,-1,1  alel ,- I s lo  tICRWNOON 
net.:44Ma440054 44Mmm.4córa-44 4 

c, - co  ammeeemeamamemm 0 0)40 0mm . . .. ........„. ... , mmmcammmom .,mcc.e m Igmear:m 
eaMiora4-;m4eio;,44mM oi4 ,14Melm 

„., maimemommeemmumerem ocom, mao co.mmramkocamrammor-coe 
.- 44eie5 uwoi,44 ,-;ciei,i i „; 

°° 

m‘pionto oe.040400001,2520 
wwwwpwwwwwww wwewww e 
$85?Eig ffl Uin eeta;14nMn im 
ric,e4,-Imm e-1 ,4.-feemcd córZadoi 44  

co 
.c.neabinuararacomsocomooto rr ne... 
WWWWWWAWW wWWWWg FxdAWWW W4 oncomm,q cogg ebeer-m 4 ozcqco  e eicceir e  el cioà,-1 0p-1 ate-qt..' 
-4mecid o;4,4c4cim mktir:race... .iei 

-ei 
emcmcocoraccemo t hr-
WFTI1WWWWWWW We eW WWWWWW o m era  m  m 2 
'-'7elgclo c1 20el'ne-q?e.: Rei rah,-14mmea rat-a6444 ,-Imeimm elti 

N 

mocomrar r-1.- mœmmoo 
WWW W7.1WW ffl eÇAFTIWWWW  FAWWWW co-ls $,rupe z ..reoca,qg 
bl':  eloo?  f fle e813  .-Immu.à mce.,i4a5M-4,-t-ieimmm•eradic 444444 

Ratio l 
P* 
in dB 

ce•riramom-4(ramom.em000m mgmegm 
,-,, N NG,IN M M  •31 cll ,- 

768  THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1974 



Table I — con
tinued 

Cable Length 
1 in Thousand
s of Feet 

. 
e 
umemameommumenumeemeo 
S M M8eme =42 0,q,...gZgglegne-
r:44c4O.er:0 11eet-0,4.44cic4ocim 

ememmummememeemompe r oo,-to ogr-momcgoo  Q N  e  cs1-1  ,-1•-1 
e.- q e  00 '-'"" e'neoeule 01 01 'ffl.0 e  e  /  00 

ciece5œ,-i4oci CO  er:0444”4c.leiNeei,m4ee 

R 
eeeeeeeee=======c000  000c000 
WWWWWWWWWWWWWWWWWWW  W W4WWW 
8e8 ffleel V.Feeâ?n t t-45eke¡ 
44,-Icsimmileir.m444,-loc e..liec on:Oo 

. _ eele eeemeeeepe e e mom pel em  ó t.... -cmcq000  mœcocgol  goo e cDeLooqeqq  e  /" 'e!ee 00 O1̂e? 
ci,4ee60644,- mocommiliecdradcdoi4444 

, - opmemememmemmpumiep „ c„„cveg......„,1  olu?.>:e  
w44.-1.-Ic Dl CO ci‘ti‘eeeclit-oo — 

± 
— 

osec0000000000t r-r.r.r ... 
WwWW4WWWWWWWWWNWWWWWWw4WWWW 
C- 000 000 1 0 N N O.-1 -8 0 0 0 M ,-€ 0 0 0..-1 
0 N 0.-. 0 N a? 0 M Nr-1 0 0 N 0 090 0,-1 0 0.-1 
.-s N N CO  eN et.' 0 0 t- o6 a i 4 4 4 4 4 4 4 ,-; NNNNN CO 

el ocococ00000 nt... .....r-r-egw4p4rApTIggwç4wm fflogggggrAgggrA 
.g4R82eÎg gl acó g.118eR g 

eielieec6r-Oo44,44.4.4 4eiceicicei CO 'd4 rl 

0 P e e n tal eAM er e eller eM UM =  o  oec eoo  ooeoo m 
e'-!ec1 11 -10 1- qc?lq  '-"o  e'qqZ1 

›com  cicsicleicomoctimenei eecoecot. 

w 
t-nr-r-it-n r-t- r-e-rmtzr œc000 

'd' CO m  cqer ciorIc eo  ii?,, CD 01 0 ,,,-1,. 
ctir oo444 

CD 

t.r.r.r-r-e-r-e-r-r œcoc000pc000ccœcom 
eWW W /WWWFAWWW IWWWW  WWWWW -Icoe-o  ,-+cqr- 3 em000  -loobo  eete,,i0 
000110 0 CO  elope  e-.coe  ,-Iciclon4.ocppc-1 4 
eimmo-eneeltiec OOO  —  eic 

mr 
r...r ootecc0000commoosmoom000000c000000000te 
WW WWWWWWWWW Wr 1WW WW cle5  m0000 =?N.ec  ,7› om  n+ 0 ..  0 0  -•r.  ocq 
10 01 blo,,cq  ecot-mo-icqele  blguo,.-gcloe 
co ododo44444444c4ci caciotic0moi 

eq 

commœceœccœcoœmmoowoœmœmeemwœœccoo 
WWWPAPAPA IWWWWWW4 r4W4ggg eW o ri.ecoe,-1  com—,ecomcg  c-cneq.er.emn  $ 
r.  cD,.cime  C- 0 0.-I NC0 0  r-œco,--lelele 
-44eicqeici Dl eicsicice6Ocicie5ein me 

o m 

.n lee 
ge e 
-rt5  IL 

8File MOZgeRi=legegroe Mge W8 -.1 

GAUSSIAN CHANNEL WITH MEMORY  769 



Fig. 1, and is logarithmic in Fig. 2. The linear regions discussed above 
are evident in these figures. The asymptotic estimates for large P 
given in (41) and (46) are AC/AP*  6.3 X 106 (b/s/dB), and 
AC/Ai  — 70 X 103 (b/sift).  For constant C, APVA/  11 X 10-' 
(dB/ft) or about 58 dB/mile. This is the amount of increase of signal-
to-noise ratio necessary to maintain a fixed level of C as length is 
increased. The asymptotic estimates for small P given (43) and (47) 
are à logioC/AP*  1/10, and A logioC/A/  — 0.353 X 10-.3 . For 
constant C, APV,à1,r-----,' 3.53 X 10-'(dB/ft), or about 19 dB/mile. 
These asymptotic estimates are borne out in the numerical evaluation. 

V. ACKNOWLEDGMENT 

The authors are indebted to M. I. Schwartz for several helpful 
discussions regarding Section IV of this work and for providing the 
data used in the numerical results, and to Ms. M. A. Gatto for pro-

gramming assistance. 

APPENDIX 

A.1 Proof of Theorem 2 

a. Let y(n) = (x)(n) = Ek f (n — k)x(k), and let  E. lif(n) 
= C < co. From the triangle and Schwarz inequalities, 

ilY(n)11 2 ilf(n — k) II lix(k)ri) 2 C  fin —  iix(k)11 2 • 

Hence, 

iiiYiii 2 = E ilY(n)11 2 C E E lif(n  1c)11 .11x(k)11 2 

and I I 5 C. 

b. From Parseval's theorem, 

Illft1112 _   
IlF(0)X(e)112d0 

111x1112 11X(0)112de 

c. If  is self-adjoint, then 

(x, Œx)1 < 11.11lx1112 5 max 11F(0)11.111x1112. 
Sr 

5 max 11F(0)112O  

d. The essence of this result is a matricized version of Wiener's 
well-known theorem on the reciprocal of an absolutely convergent 
Fourier series (see Ref. 5, p. 430). 
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Suppose det F(0) 0 O. We show that if has a bounded inverse in L. 
Now det F(0) is a scalar function consisting of a sum of products of 
functions each possessing an absolutely convergent Fourier series.' 
Hence, det F(0) and, by Wiener's theorem, [det F(0)3-' have abso-
lutely convergent Fourier series. Each element of F-'(0) is the ratio 
of a minor determinant to det F(0) so each element has an absolutely 
convergent Fourier series. Hence, F-4 (0) has a Fourier series E„ g(n)eins 
with E„ lig(n)II <  . Consequently, if has a bounded inverse 
in L. 
Conversely, let if have a bounded inverse F-1. Then there exists 

an a > 0 such that for all x in /e) (— °° °°), 111ŒxIll  aiiixiii• 
Let X(0) = E x(n)e . From Parseval's theorem, 

11F(0)X(0)11 1/410 
0 < a:  inf   

which implies, since F(0) is continuous, that F(0) is one-to-one; i.e., 
det F(0) 0 0 for  0 5 Ir. This completes the proof of Theorem 2. 
There are other interesting properties of the class L, which are not 

directly relevant to the main results of this paper. For the sake of 
completeness, we mention two generalizations of Theorem 2d, that 
also have well-known scalar counterparts: 

(i) Let if E L and let Cr (Œ) denote the set of all eigenvalues of 
F(0),  û 5 7r. Let I be the identity on le). For X any 
complex number, X/ — if has a bounded inverse in L if and 
only if X Er rr(Œ). 

(ii) Let g(•) be any function analytic in a neighborhood containing 
u(Œ). Then there is an operator g(Œ) in L which has as its 
transfer matrix the function g[F(0)]. 

A.2 Lemmas 3 and 4 

These lemmas apply to the special case where H(0) = I., and 
R(0) = Ri(0). Let x, y, and z be the channel input, output, and noise 
sequences respectively, and let x(N), y(N), z on be the corresponding 
finite sequences. Thus, 

y(N) = x(N)  z(N). 

*Note that E.II.f(n)11< no if and only if E.Ifq(n) I < co for 1  s_ a. 
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Letting TN be the whitening matrix defined in (18), we have 

A 
V = TNY (N)  = TNX (N)  %V, 

where Ewwt = /N.,. This is precisely the discrete-time version of the 
problem treated in Chapter 8 of Gallager.' The results obtained there 
apply here exactly when we use, instead of his Lemma 8.5.2 (the 
Kac-Murdock-Szego theorem), the following discrete-time version: 

Theorem. Let f c, i = 0, ±1, • • • be a sequence of s X s matrices such 
that the Ns X Ns matrix C N =  , j, j = 0, • • • , N — 1, is Hermit-
ian, and Eklick11 < co . Let vlì n , ve , • • • , ye be the eigenvalues of C N 
(each counted according to its multiplicity) and let Xi(0), X2(0), • • • , X.(0) 
be the eigenvalues of C(0) = Ek cke'ke. Let g(•) be any continuous function 
defined on an interval containing the values {Xk(0): —ir 0  7r, k = 1, 
2, • • •, sf. Then 

1  8N  
hm — E g(v ) =  g[Xk(0)]c10. 
N—.0. N k =1  hlt k =1 

Furthermore, let D N(x) = 1/N (number of eigenvalues  :g x). Then 

1 s 
hm DN(x) =  E do. 

Zr 1 L,(0)s. 

In the scalar case, s = 1, this theorem represents well-known results, 6 
a simple account of which can also be found in Ref. 7. The validity of 
the theorem for s > 1 follows on verifying that the arguments em-
ployed in Ref. 7 are valid in general for s  1. 

A.3 Derivation of (38) 

We show how to obtain the capacity formula given in (38). We will 
do this for the scalar case; the result for vectors follows similarly. The 
capacity formula justified in Theorem 1 can be stated as follows. 
The channel input and output are sequences x = fxnP°  and 
= iyn)f, respectively, related by 

yrè =  hn-kxk  zny (49) 

where h = {h„} _. is a fixed sequence and z = {z7,}  is a stationary 
sequence of Gaussian random variables for which Es,; = 0, 

= fn,  — °o <n,  m < ce • 
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We write (49) symbolically as 

y = h*x  z,  (51) 

where "*" denotes vector convolution. The capacity of this channel is 
given as follows. 
For codes of block length N, say that the code vectors x must 

satisfy 
x. = 0, n  [0, N — 1]. 

1 N-1 
<  e 
— 

IV n =0  — 

The capacity is then given by 

where 

and 

C   KI HD( DI2 

=  f  p 
1  W df max (u, 10g2  an  
4W -11' 

I/MD =  hne"'iw 'f, 

(52a) 

(52b) 

(53a) 

(53b) 

Ê»(f) n  fne(iriw).f, ifi W,  (53c) 

are the discrete Fourier transforms of {h.} and P".I respectively, and 
K is the unique solution of 

SD = 1 r e df M aX (00 If  P a n  )  (53d) 
2W _w  1HD(f)1 2 

A.3.1 Some facts about band-limited functions 

Before discussing the continuous-time channel, we digress to mention 
several facts about band-limited functions. 
We denote time functions by lower-case letters, e.g., u(t), and the 

corresponding Fourier transform by upper-case letters, e.g., U(f). 
Thus 

U(f) = f .u(t)e12rf1/411,  (54a) 

and 

U(1) =  U(f)e—"Tndf.  (54b) 

We shall assume that all functions are square-integrable, and all 
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integrals and infinite sums are limits in the mean. We say that u is 
band-limited to W Hz if U(f) = 0, f > W. Let 

sin 27rW (I — ern ) 
g(t) =   , n = 0, ±1, ±2, • • •,  (55) 

2W 

be the sampling functions. Note that for k, n = 0, ±1, • • •, 

k  IO  k  n, 
gn W) = 12W k = n,  (56a) 

and 
0. 

GNU) = I gn(t)ei2ef'dt = le(inel "  I fl < W  (56b) 
-..  0 If! > Tv 

(so that gn is band-limited), and for k, n = 0, ±1, • • • 

g.(t)gk(t)dt = fe 1  G.( f) ef)d f .:. -... 
w — f  eci.frw)(n-k)df =  Iii ,  n 0 k, (56c) 
-w  '  2W,  n = k. 

Further, the well-known Sampling Theorem implies that any band-
limited function, u(t), can be written as 

u(t) =  =u .(t),  (57a) 
=-- CC 

where 
1  n 

un = 2W u 2W) - (57b) 

Further, from (57), and (56c), 

Lu2(t)dt = 2W E u. n= —co  (57c) 

Let u(t) = E ung.(t) and v(t) = E v.g.(t) be band-limited functions. 
Then their convolution is 

w(t) = rou(t _ x)v(t)dt =E w.g.(t),  (58a) 
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where 

wn = E un_mv., — cc < n < (58b) 

i.e., w = u*v. 
Finally, let z(t) (— 00< t <  ) be a random process with Ez(t) = 0, 

and covariance 

Let 

Ez(t)z(t — r) = r(r) < t T < CO 

R(f) =  r(t)e"rigclt 

satisfy R(f) = 0, I fi > w, so that r(t) is band-limited. Then, from 

(57 ), 
v,  1 n 

r(t)  =  

and from (56b), 

1 n 
R(f)  =  WV r / 2-1T7 Gn(n =  r e(iTiw)ni.  (59) 

Further, the random process z(t) is a band-limited function so that by 
(57) we can write 

z(t) =  z„g„(t) =  z ( e) 

Thus, 

1 2m  (  2 w  m n )  (2  w1 ) 2 r  w  2n 
=  = (2w)2  wEz 

Thus, the discrete Fourier transform of t„,} is, using (59), 

Apcn = E fe"T'w) ni 
1  (2W)2  r (2—w) e(ilri W) n i =  1 -2 TV R ( f).  (6 0) 

A.3.2 The continuous-time channel 

The continuous-time channel is defined as follows. The channel in-
put and output are functions x(t) and y(t), respectively, where 

y(t) =  h(t — X)x(X) dX  z(t),  — co < t < oc, (61) 

where h(t) is a fixed function and z(t) is a Gaussian random process 
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with covariance as described above. We assume that x(t), h(t), and, 
therefore, y(t) are band-limited to W Hz. Let us expand x, h, z, and y 
into series in gn(t) as in (57). Using (58) we obtain 

(62) 

Since knowledge of the sequences of coefficients lx.1, ly,d,  etc. is 
equivalent to knowledge of the time functions x(t), y(t), etc., the 
continuous-time channel is equivalent to the discrete-time channel 
discussed at the beginning of this appendix. It remains to find the 

corresponding parameters. 
Now the code words (in a T-second block-coding interval) aro 

taken to be band-limited functions x(t) such that the samples 

x(n/2W) = 0, for (n/2 W) < 0 or (n/2W)  T, i.e., x(n/2W) = 0, 
ne [0, N — 11, where N = 2WT. Thus, x„ = (1/2W)x(n/2W) = 0, 

ne [0, N — 1]. The condition 

Lx2(t)dt <ST 

is, in the light of (57c), 
1N -1  S  
N nerb "  (2W)2 

The quantity 

HD(f) = 
n 
fhne(i-/Tn-f = E h.G.cn = H(f), 

(63) 

and by (60), PD(f) = (1/2W)R(f). Thus, the continuous-time channel 
is equivalent to a discrete-time channel with SD = 5/2W, HD(f) 
= H(f), and .PD(f) = (1/2W)R(f). Thus, from (53) 

C = 41—FiT f ww df max (0, log2 (2WK I( Ifii) (f)  12 ) 

where K is the solution to 

1  fwde  in  1  R(f)  
(2W) 2 — 2W j_w " max  —  2W I H(f)I 2 

Letting K* = 2WK, we have 

=  w df max (0, K*  ifileiff?12) 
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and 

C =  f ww df max (0, 10g2 K* RI il(f()f) i2 ) 

The expression for C is in bits per sampling time. To obtain C in 
bits per second, multiply by 2W. 

A.4 Proof of equation (42) 

Equation (42) follows at once from the theorem below if the func-
tions X, i = 1, 2, • • • s, are replaced by a single function f representing 
a concatenation of the functions Xsi; f will be bounded away from zero 
since the same is true of each X. 

Theorem: Let f(•) be a measurable function on a finite interval and 
ess inf f(x) = fo > O. For any K > fo define à = Ix; f(x)  K1 
and let (5 be the measure of A. Define 

If(K) = 

Then 

1  1 
log -  f(x)dx — - f logf(x)dx 

3 à à 

K —  à f(x)dx 

tim M K) =  O. 
K  Jo 

Proof: Without loss of generality we can take the log to be the natural 
log and can assume fo = 1. Let f = 1 + g and K = 1  k. For each 
n  1 define 

—  1 
ĝ --=  f àgn(x)dx. 

For all x E & g(x)  k and o  k. For k < 1, the log may be ex-
panded in a power series. After some rearrangement of terms, we have 

2n  1 (en+1  e n "  
n -1  

k — g 

But g s k and by Jensen's inequality on 5 it; for all n ›_ 1. Then 

_  /f(K)   (k2n  g2n) "I 2n   "- 
k — 
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Now for all n  1, 
n-1 

k. — r = (k — g) E  (k —iO 

and 
1 *. 

M K)  E  n (k. ± an)  E k2" 
n 1 h  k, 1 1 — k' 

or, since K = 1 k, 
K — 1 

I1(K) 5. 1 (K  1)2' 

and the result is proved. 
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Experiments confirm a number of theoretical predictions regarding the 
behavior of single-material optical fibers. In particular, the predicted modal 
velocity spread (10's of ns/ km) and the numerical aperture are found 
to be in good agreement with theory. 

I. INTRODUCTION 

The concept of optical fibers made from a single material was the 
subject of a recent article;' the advantages of such fibers are their 
construction of low-loss fused silica and their freedom from the 
problems -associated with glass interfaces. In this paper, we present 
experimental results on the dispersion observed in a particular single-
material fiber. The significance of this work lies in the good agreement 
between the theory and the experiment; the results do not represent a 
careful evaluation of single-material fiber as a transmission medium. 
The results of the experiments are as follows: 

(i) The predicted modal velocity spread was confirmed. 
(ii) The measured numerical aperture is directly proportional to 

wavelength, as predicted by theory. 
(iii) There was very little mode coupling between lowest order 

modes for lengths up to 100 meters. 
(iv) Penetration of energy into the support structure was small (the 

decay constant is about 20 dB/em). 

II. THEORY OF MODAL VELOCITY SPREAD 

The theory of single-material fibers is summarized in Ref. 1. In 
the present discussion, we concentrate on the modal dispersion of such 
fibers. Given the structure shown in Fig. 1, we assumed that the 
electromagnetic fields vary either sinusoidally or exponentially along 
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HAH 
Fig. 1—Idealized fiber cross section. 

x, y, and z. We further assume the modes of interest to be far above 
cutoff so that the transverse wave numbers can be considered to be 
constant; we approximate them as 

k =  (1) 
A 

and 
ITP 

k, = 1-3-• (2) 

A and B are defined in Fig. 1 and g and y are the mode orders. It then 
can be shown that the group velocity of the mode of order µJ, is ap-

proximately 

_en {1 —  R  )2 + ( 13-)1 } • 

This gives for the expected time spread between the fastest and the I.tv 

pulses 

Are'  11±2  [(  ± ( 12] 8cn  A  B  ' 

(3) 

(4) 

where L is the fiber length. From Ref. 1, the maximum value of the 
bracketed term in eq. 4 is b---2 ; b is defined in Fig. 1. Thus, the max-

imum time spread between pulses is 

Armax  L  /X\2 =  —  • 8cn  b 
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III. EXPERIMENTAL RESULTS 

3.1 Description of the fibers 

The fibers used for our experiments were made of fused silica and 
had the cross section shown in Fig. 2. Because of the multimode 
nature of this particular fiber, we anticipate that the theory developed 
in Section II for the rectangular fiber geometry will still approximately 
apply. 
The following numerical result can serve as a guide in predicting 

the actual measurement. Assume a fiber with A = B = 10 en, 
b = 2 gm, and n = 1.46, and let À = 1 '£m. Then, 

= 2.85L(g2 v2)ps.  (6) 

For a 100-meter fiber length, the low-order pulses would have time 
separations of a few tenths of a nanosecond. This implies the following: 
if such a fiber were excited by a pulse whose width is small compared 
to Ar„„ then, assuming little mode coupling, each mode should be 

Fig. 2—Photograph of experimental fiber croas section. 
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observable at the fiber output, providing, of course, that the detection 
system is sufficiently broad band. 

3.2 Dispersion 

In the experiments, a mode-locked Nd :YAG laser was used as the 
source. Using a germanium photodetector, this system yields detector-
limited output-pulse widths of less than 200 ps.2 An early observation 
was that energy incident in a single input pulse appears at the fiber 

<10mV .1 

ïl fi 
It 

il& 
h II  f‘ 
ii‘j‘  Ui VI ir r  v 

Fig. 3—Fiber output as a function of time and launching conditions. 
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output as several pulses each representing a mode group. (In this case 
the fiber was about 90 meters long.) The relative amplitudes of the 
output pulses could be changed by varying the input launching 
condition, which is demonstrated by the two photographs shown in 
Fig. 3. 
Additional information was obtained by measuring the velocity 

difference between the output pulses as a function of fiber length; 
Fig. 4 shows the results for the first few modes. The results are in 
reasonable agreement with that predicted by eq. 4; the predicted time 
spread between the first four modes is 8 ps/m, 17 ps/m, and 21 ps/m, 
whereas the measured values were 7 ps/m, 16 ps/m, and 22 ps/m. 
Note that the time difference approaches zero for zero length, which 
suggests little mode coupling among the lower-order modes as does the 
previous observation that individual modes could be preferentially 
excited. Although not shown, the higher-order modes behave differ-
ently, having a time difference which appears to be related to the lower 
order modes. This suggests that the higher-order modes are possibly 
generated by mode coupling from the lower-order modes and that the 
higher-order modes suffer more loss. 

RELATIVE MODA
L DELAY IN NA
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Fig. 4—Relative modal delay as a function of fiber length. 
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3.3 Numerical aperture 

Theory predicts a numerical aperture (half-angle of the fiber radia-
tion cone) of NA = X/2b. For our fiber, b was 2 gm so that the theoret-
ical NA at X = 1.06 gm was 0.265, and at X = 0.6328 gm the NA should 
be 0.1582. The predictions compare favorably with our measured re-
sults, which were 0.27 at X = 1.06 gm and 0.16 at X = 0.6328 gm as 
determined from the angular spread of the far field radiation. 

IV. SUMMARY 

The experimental investigation of the dispersion in a single-material 
optical fiber showed good agreement with theory. The linear depen-
dence of numerical aperture on wavelength also was verified. 
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In a digital fiber optical communication system, the optical power re-
quired at the receiver input to achieve a desired error rate depends upon 
the shape of the received pulses. In systems employing multimode fibers 
and/or broadband sources, we can experience pulse spreading in propaga-
tion because of the group velocity differences of different modes or because 
of dispersion. In an effort to control or compensate for pulse spreading, 
we can trade off coupling efficiency between the light source and the fiber 
(by varying the core-cladding index difference or bandlimiting the source), 
scattering loss in the fiber (by introducing mode coupling), and equalization 

in the receiver at baseband. This paper investigates the optimal trade-off 
for various fiber-source combinations. 

I. INTRODUCTION AND REVIEW OF BACKGROUND MATERIAL 

In digital fiber optic communication systems, as in other digital 
systems, the received power required at a repeater to achieve a de-
sired error rate depends upon the shape of the received pulses. A 
previous paper' showed that the minimum average power requirement 
results from a pulse that is sufficiently narrow so that its energy spec-
trum is almost constant for all frequencies passed by the receiver 
(ideally, an impulse). For other received pulse shapes, we can define 
the additional power required, in decibels, as a "power penalty" for 
not having impulse-shaped pulses. Typical calculations of this power 
penalty for "on-off" signaling and a receiver employing avalanche 
gain with a high impedance front end' are shown for various families 
of received pulse shapes in Fig. 1. In that figure, the parameter (r/ T 
is defined as follows: 

e  1 {  2 —  fhp(t)t2dt _ [ fhp(t)idt] I,  (1) 
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Fig. 1—Typical power penalty vs «IT. 

1 

T = spacing in time between binary digits 

14(t) = received optical pulse shape 
A = area under 1(t). 

We shall refer to e as the rms pulse width.' 
It has been shown2. that, in long fibers, the "power impulse re-

sponse" of the fiber approaches a Gaussian shape. In the rest of this 
paper, we assume that the received optical pulse is Gaussian in shape 
and that it has an rms width determined by the fiber delay distortion. 
That is, we assume that the rms width of the fiber input pulse is 
sufficiently small so that the power penalty associated with the rms 

• In a Gaussian-shaped pulse, the rms width is about 0.425 times the full width 
between half-amplitude points. In a rectangular pulse, the rms width is 1/1,U the 
full width. 
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sum of that width and the rms fiber impulse response width is the same 
as the power penalty associated with the rms fiber impulse response 
width alone. 
From various heuristic analyses (see the appendix), we can conclude 

that the rms width of the received pulse is approximately the rms sum 
of the delay distortion in the fiber resulting from material dispersion 
(because of the variation of group velocity with wavelength associated 
with the use of a broadband source) and the delay distortion associated 
with the spread in the group delays of various fiber modes (when a 
multimode fiber is used). That is, 

= (0- dispersion  ci2 L  lodeP)  (2) 

where udispersion •̂-' optical bandwidth fiber length = B • L and where 
4/mode is determined as follows' 

Case 1. Conventional clad multimode fibers without mode coupling. 

% ode  = 0.289 —An  L, 

where 

n = index of refraction of the core 

à = (index of refraction of the core — index of refraction of the 
cladding)/n 

e = speed of light. 

Case 2. Conventional clad fibers with complete mode coupling after 
a distance L. 

An 
0* mode  = 0.289 7 iTLL  for L > Lc, 

An 
0.289 —c L for  

Case 3. Ideal graded index fiber without mode coupling. 

CT mo de =  0.037 — L. 

Case 4. Other fibers' can be treated once the techniques outlined below 
are understood. 

From the definitions of n' - dispersion and ir - mode above, we see that, for a 
broadband (incoherent) source, the material dispersion contribution 
to i can be controlled by limiting the optical bandwidth B being used. 
However, if the optical source bandwidth, Bo, must be reduced by 
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filtering, then the average power into the guide will be reduced by the 
factor BIB°. Similarly, we can control the mode delay spread by reduc-
ing the index difference à. If a multimode (incoherent) source is being 
used, the average power into the guide is proportional to à. Thus, we 
trade off input power against mode delay spread. Furthermore, even 
when we use a coherent source which in principle can be focused into 
any fiber, we must be careful when à becomes significantly smaller than 
0.005, since the fiber loss at bends becomes large. (Exactly what value 
of à is too small to be practical is an open question.) For fibers with 
mode coupling, we can control cr.& by decreasing Lc (increasing the 
mode coupling). However, this causes the coupling to radiating modes 
to increase, thus increasing the fiber loss.' Here again, there is a trade-
off between the average power we receive at the fiber output and the 
received rms pulse width. For a fixed shape of the mechanical spectrum 
of fiber geometry perturbations, the radiation loss per unit length of 
the fiber resulting from mode coupling is inversely proportional to Lc, 
i.e., 

radiation loss in nepers = aoL/Lc,  (3) 
where 

a. = constant depending upon the shape of the mechanical spectrum 
of the geometry perturbations causing coupling (and possibly 
upon the index difference à). Lc depends upon the amplitude of 
the mechanical perturbations. 

In the following sections we derive the optimal trade-off between cr, 
B, A, and Lc for various combinations of sources and fibers to maximize 
the allowable fiber length L between the optical source and the 
repeater. 

II. ANALYSIS 

2.1 incoherent source, conventional clad liber, no mode coupling 

Let the average power into the guide be P. when the index difference 
à is at some maximum practical value ào and when the full source 
optical bandwidth B. is being used. Let the loss of the fiber be a nepers 
per kilometer. Let the power penalty from the nonzero value of the 
received rms pulse width, in nepers, be f (cr / T). Let the required power 
at the receiver be Pr when crIT = 0. If we use a value of A '. A. and 
filter the source output to have an optical bandwidth B S B., then we 
must have 

P º 13- e—a " > Pre1(e17) , 
a  
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where, from (2), 

{  I 

and C1, C2 are constants. 

We rewrite (4) as follows (using equality to maximize L), 

P8 —aL —  A  B  e— f (al T) 
Fr  I-1  e  yo  

To maximize L, we must choose A/A° and BIB° to maximize the term 
in braces subject to the constraint that these ratios cannot exceed 
unity. We define —10 log (term in braces) as the "excess loss." 
By equating appropriate partial derivatives of the excess loss to 

zero, we obtain the following equations for optimizing A and Ê (à and B 
which minimize excess loss). 

provided à./A0 5 1, 

otherwise A/à,, = 1, 

provided Ê/B0 < 1, 

otherwise Ê/Ba = 1, 

(5a) 

(5b) 

where f (z) =  dx[f (x)]1 x=, and cr. and crd are defined in (4). For 
sufficiently long lengths L, where both â/ 'Co, and hie, are less than 
unity, we obtain [by adding (5a) to 5(b)] 

xT 
ern = 0 d = TO' (6) 

where x is the solution f (x)x/2 = 1. More specifically, we obtain the 
following 

and therefore* 

for 

ÊL xT 
= T2 , 

hi*L.  xT 
= 

excess loss = —10 log [  x2712  
2L2C1C2 

e_ maximum of { x 
112Ci' -V2C2 

(7) 

• Throughout this paper we use the parameter LIT (guide length/time slot width) 
frequently. The larger the fiber length or the smaller the time slot width, the more 
excess loss must be incurred to control or compensate for pulse spreading. 
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From the Gaussian power penalty curve of Fig. 1, we obtain the value 
of x where J.' (x)x = 2 to be 0.37. At that value of x, 

—10 log e--1( x) = 3.3 dB. 

As UT decreases, either 3,./ào or S'/B0 will eventually reach unity. 
When that happens, u will approach 0-d or um, respectively, for shorter 
lengths L. Then, from (5), 01 T will approach the solution of f'(z)z = 1. 
Furthermore, the excess loss will approach either 

excess loss —÷ —10 log [ —zT e—f  (8) 
LC1 

if A./.6,o reaches unity first and LIT > z/Ci or 

zT  
excess loss --> -10 log [ LC2 e—f(.) ] (9) 

if P/B. reaches unity first and LIT > z/ C2. 
From the Gaussian curve of Fig. 1, the solution of f'(z) z = 1 is 

z = 0.3. At that value of z, —10 log e-1 (.) = 1.8 dB. 

o 

5 

25 

30 

10-3  

r-- START EQUALIZING 
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I iiiiiil  I I L I I'll I  I  I 11111 

10-2 10-1 

Fig. 2—Excess loss vs LIT  for conventional fiber. 

790  THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1974 

100 



For LIT sufficiently small so that both A/A. and Ê/Bo = 1, the 
excess loss will approach zero as LIT decreases. 

Example 1 

In a fused silica fiber, the material dispersion has been measured at 
9 ps/km per angstrom of wavelength difference. With a typical GaAs 
LED' (light-emitting diode), this results in a value of cr d of 1.5 ns/km 
of pulse spreading at the full bandwidth Bo. Thus, CI can be set at 1.5 
ns/km. For a fiber with a maximum index difference à of 0.01, C2 
would be given by 14.5 ns/km. 
From (7) we obtain 

(0.37T)2  e_f(0.37)  
excess loss = —10 log 2L2(1.5)  (14.5)  

— _2010g  + 28.3 dB 

for LIT > 0.174, where the length L is in kilometers and the time slot 
width T is in nanoseconds. 
From (8) we find that, for 0.0206 < L/T < 0.174, the excess loss 

asymptotically approaches 

zT  
excess loss —) —10 log [ LC2 e-R1 = —10 log —T -I- 18.6 dB 

for 0.0206 < L/T < 0.174. 
For LIT < 0.0206, the excess loss asymptotically approaches zero. 

Figure 2 is a plot of excess loss vs LIT in this example. 

2.2 Incoherent source, ideal graded index fiber, no mode coupling 

Following the same procedures as in 2.1, we can replace 0m for a 
self-focusing fiber by C3(/ &)2L (where ào is the maximum allowable 
value of à). We then obtain the following set of equations which 
determine the values of à and B that minimize the excess loss 

otherwise A/A„ = 1, 

f' (°1 ) ei- = 1  provided Ê/B, < 1, T CT T 
otherwise DIBa = 1. 

\   
1  provided Â/ à„  1, 

) crT (9a) 

(9b) 

Assuming a Gaussian-shaped optical spectrum with bandwidth between the half-
power points of about 400 Â. 
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For sufficiently long lengths L, where both â/à&, and i)/B„ are less than 
unity, we obtain [by adding (9a) to twice (9b)] 

= C3 ( -370'12L = 

=0-d  CIB—ÉoL  x'T e 
3 

excess loss = —10 log  (x')ITi( F74 
Lief e;  

(10) 

where x' is the solution of fqx')xl = 1.5, and where we must have 

y, > maximum of {  \fi CI j and 
rf 1 

C3 NI 3 I • 

For the Gaussian power penalty curve shown in Fig. 1, we have 
x' = 0.34 and —10 log e-1 (x') = 2.6 dB. 
As before, as LIT decreases, either Ê/Bo or à/ào will reach unity. 

Thereafter, for smaller values of LIT we have the following: either 

o-d; excess loss —› —10 log  
LC 

EXCESS LOSS I
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Fig. 3—Excess loss vs LIT for graded index fiber. 
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where f' (z)z = 1, provided ¿/.6,0 reaches unity first and L/T > z/Ci, or 

o--› a-„z ; excess loss -) -10 log [ LC—z'T  y  e-1 (2')] , 
8 

where f'(z')2z' = 1, provided É/B,, reaches unity first and LIT > z' /Ca. 
For the Gaussian power penalty curve of Fig. 1, we obtain z = 0.3, 
-10 log e-1( 2) = 1.8 dB, z' = 0.24, -10 log e-1 (2') = 0.98 dB. 
When LIT is sufficiently small so that  and /1/Bo are both equal 

to unity, then the excess loss asymptotically approaches zero for 
smaller LIT. 

Example 2 

From Example 1 we have Ci typically 1.5 ns/ km. From (2) we have 
C3 typically 0.019 ns/km for an ideal graded index fiber with a maxi-
mum A = Ac, of 0.01. 
From (10) we obtain 

excess loss = -15 log ( -T + 4.85 dB 

for L/T > 10.3, where L is in kilometers and T is in nanoseconds. 
From (11) we obtain 

excess loss -› -10 log  L-  8.78 dB 

for 0.2 < LIT < 10.3. 
For LIT < 0.2, the excess loss asymptotically approaches zero as 

LIT approaches zero. 
Figure 3 shows a plot of excess loss vs LIT for this example. 

2.3 incoherent source, conventional fiber with adjustable mode coupling 

Now consider a conventional fiber with adjustable mode coupling. 
Using the same notation as in 2.1, we have the following condition 
from (2), (3), and (4)* 

P.  B e—aLe—aoLlLe >  p re ' tolT) 
e B. (12) 

• As mentioned in Section I, the parameter a., depends upon the shape of the 
mechanical coupling spectrum and possibly upon the index difference à. Since this 
dependence upon à is not known analytically, we assume a,  constant independent 
of a. One could also assume ao cc àN for some N (probably negative) and still obtain 
simple results similar to those that follow using  ana logous ' techniques. 
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where 

= {(c1—B L)2 + (c2 ., _ _)2}  ± enp, 
\ Bo 

provided L> L. 
By setting appropriate partial derivatives to zero, we can minimize 

the excess loss given by 

excess loss = - o 1 log  - B e—or.L/Lce—,f(air)} .  (13) 
AO DO 

The optimizing values of A, E, and Lc satisfy the following equations 
(we are assuming °ea fixed by the shape of mechanical coupling 
spectrum). 

fl ( ) 07-1' =  1,  provided A/ ào 5 1, 

otherwise ¿/& = 1, 
„ 2 

T crT 
d =  1,  provided E/B0 5 1, 

otherwise É/B. = 1, 
aoL  2 cr cr„, 

provided L > Lc, 
T 2crT ' 

aoL = 0.5,  provided A/à. 5 1 and L > L. 

For sufficiently long fibers and if ao 5 0.5, we will have L > Lc, 
< 1, E/Bo < 1, and therefore the following will hold :* 

excess loss = -10 log [  x2Tle-'"   
2 \a/Keel-Jo e-R.)]  (15) 

where x is the solution of f'(x)x/2 = 1 

aoL  A   sT E  xT  
= 0.5, 

Lc  2C2L-NZ,  Bo -‘12LC1' 

provided 
L   x L  x  5 0.5. 
T  2C2N1c70'  T - V2Ci 

It is convenient to consider LIT and L/Le as separate parameters. 

• It is interesting to note that, with optimal mode coupling, in the region where 
7:1 < tia, the optimal value of A is increased by the factor -Ja.77-ea relative to the 
no-mode coupling case [see formulas for :A7A0 in (7) and (15) and also (8) and (16)]. 

Further in this region  < AO, the excess radiation loss from mode coupling (00L/L0) 
is always 0.5 neper. 
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As LIT decreases, either ¿Rio or &B. will reach unity. 
If A/B. reaches unity first, then the excess loss will asymptotically 

approach the following for smaller values of LIT. 

zT   
excess loss —> —10 log  

c,21.,'/ 
e— (i)e—' 1.5 (16) 

1174 

aoL  à   zT  
r,  = 0.5, C2L-e—a. 

where f' (z)z = 1, provided &B. reaches unity first and 

LIT> z/ (C2 ejo)• 

If .à/à, reaches unity first, then the excess loss will asymptotically 
approach the following for smaller values of LIT 

excess loss —> —10 log { —zT  
LC 

zT 
B.  LC1' 

(17) 

provided A/ A. reaches unity first and LIT -k• z/ Ci. 
For values LIT below that at which â/à. and É/Boboth equal unity, 

the excess loss asymptotically approaches zero. 

Example 3 

Using the same parameter values as in Example 1 and assuming* 
a. = 0.1, we obtain the following 

excess loss = —20 log —T  27 dB 

for LIT> 0.174 km/ns, 

excess loss  — 10 log —L + 17.3 dB 

for 0.0462 < LIT < 0.174, and 

excess loss  0 for —T < 0.0462. 

Figure 4 shows a plot of excess loss vs LIT for this example. 

*At this point, the achievable value of a0 in practical fibers is a subject of specula-
tion. We choose a.  0.1 arbitrarily. 
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Fig. 4—Excess loss vs LIT for conventional fiber with coupling (a. = 0.1). 

2.4 Laser source, conventional fiber with adjustable mode coupling 

Here we assume that, to avoid excessive loss at bends, the index 
difference in the fiber, à, is fixed at some minimum allowable value 
1.„. To control pulse spreading we can trade off mode-coupling radia-
tion loss against equalization penalty. The condition we must satisfy is 

pse,Le-couLc  pre, tire) . 

We wish to choose Le to minimize the excess loss given by 

excess loss = —10 log  le-ceoLILce-RofT)1,  (18) 

where' 
o- = C4 L'‘n rc,  C4 = 0.289Am111 n/c.  (19) 

We obtain the optimizing equation: 

Œ0L/Lc =  (  ;̀, •  (20) 

* Material dispersion is assumed negligible for a coherent source. That is, we assume 
a single mode and a short-term bandwidth less than 1 A. 
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Fig. 5—Excess loss vs LIT—laser source, conventional fiber ,à.d. = 0.001, O = 0.1. 

To solve (20) we can pick a value of cr/T and solve for f'(«/T) and 
f(cr/T) graphically from Fig. 1. We then use those results in (20) 
to solve for L/Lc. Then we substitute into (19) to find LIT and into 
(18) to find the total excess loss. 

Example 4 

Using e„ = 0.001 and ao = 0.1, Fig. 5 shows a plot of excess loss 
vs LIT for this example. 

III. APPLICATIONS 

If the optical power required at the receiver when the received pulses 
are very narrow is P„ and the transmitted power (at maximum band-
width and index difference) is P, and if the fiber loss in the absence of 
mode coupling loss is aL, then we must have 

10 log (P,e-aL) — excess loss (L) = 10 log (P„) 

or, equivalently, • 

P, 
10log — P,  e-aL  "excess gain (L)"  excess loss( L). 

* We define excess gain as number of decibels by which P.e- °L  exceeds Pr. In effect, 
it is equal to the "allowable excess loss." 
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At a given bit rate, 1/T, and given a, P., and P,, we can plot excess 
loss (L) and "excess gain (L)" simultaneously. The intersection of the 
two curves gives the maximum allowable distance L between the 
transmitter and the receiver. 

Example 5 
Assume that, at a bit rate of 25 Mb/s (T = 40 ne), the required 

received power P, is approximately —58 dBm. Assume that a conven-
tional fiber with mode coupling (a. = 0.1) and loss a = 5 dB/km is 
used. Assume that an incoherent source is being used with P. = —13 
dBm for A... = 0.01. Assume that CI and C2 are 1.5 and 14.5 ns/km 
so that Fig. 4 applies. Figure 6 shows a plot of excess loss and excess 
gain vs L. It is apparent that the maximum length L between the trans-
mitter and the receiver is 6.8 km. At that distance, the excess loss 
= 11.5 dB. Further, we have A r=' 0.0024, .A/130 = 1 and Lc = 1.36 
km. • 

IV. COMMENTS AND CONCLUSIONS 

The purpose of this paper has been to show how we can combine 
analytical results on fibers and repeaters to determine maximum re-
peater spacings by optimization of available parameters. Since the 
fiber art is still young, many assumptions above are subject to ques-
tion. We can summarize a few possible criticisms here. 
It is not known whether the assumption of the Gaussian pulse shape 

leads to overly conservative estimates of the equalization penalty. 
With time and experiments, the Gaussian pulse shape approximation 
will probably be improved upon. 
It is not known yet how much control the designer will have over 

the mode coupling and the index difference. Future analyses will 
have to take into account the practical constraints on these parameters. 
It is not known yet whether optical filters of the type assumed above 

can be built. Further, the above analysis neglects in-band insertion 
loss. 
It is hoped that, although the above analysis is somewhat simplistic, 

it can serve as a guide to the fiber system designer by pointing out the 
concepts and trade-offs involved. 

• It is interesting to note that, if mode coupling were not allowed, the excess loss 
curve would be about the same (calculated from Fig. 2) and therefore the maximum 
length L would be the same. However, at the maximum length a would be 0.0011. 
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APPENDIX 

We wish to show heuristically that the total rms width of the fiber 
impulse response is the rms sum of the contribution from dispersion 
and the contribution resulting from mode delay spread. 
Suppose that, if the fiber is excited by a narrow-band source at wave-

length X, the resultant output response is h>, (t). Let the mean arrival 
time and rms width of hx(t) be defined as 

TX = iT x1 f thx(l)clt  (21) 

Ox = ft2hx(t)dt —  
A x 

where 

Ax = fhx(i)dt = area of hx(t). 

Now suppose the fiber is excited by a narrow pulse from a broadband 
source having its output distributed in wavelength according to the 
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spectrum 8(X). Intuitively, we can write the fiber output response 

as follows: 

h(t) = J S(X)hx(t)dX = f [S(X)Ax]( h- e-) dX.  (22) 

Define  as S(X)Ax and let 

3 =  (x)A,dx = h(t)dt. 

Let :S'(X) = [S(X)Ax/3]. It follows from (22) that the rms width of 
h(t) is given by 

0- =  It2h(t) —  -s,1 ith(t))1 4 

=  [ o-C(X)dX 

[ fr2 (X):«S(X)dX —  fr (X).(X)dX)2 y  (23) 

The first term in square brackets in (23) is a weighted average of the 

mean square width of the narrow-band pulse at different wavelengths. 

The second term is the mean square deviation of the narrow-band-

mean-arrival time, i.e., the dispersion 4 If we next assume that 
o  constant = cr. (i.e., that the rms width of the narrow-band im-

pulse response is not dependent upon wavelength within the band of 

interest), then we obtain 

q=  + 
which is the desired result. 
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This paper presents a new map technique for identifying symmetrizable 
functions. The technique greatly reduces the work in ascertaining sym-
metricity, and it is unique in being also applicable to completely or 
incompletely specified functions which: 

(i) Contain imbedded symmetrizable function(s). 
(ii) Are the complement of a function of type (i). 
(iii) Contain an imbedded function of type (ii). 

Discussion of the technique and its extensions is included. 

I. INTRODUCTION 

Recognition of symmetry in circuit design often can drastically 
reduce the problem of finding the least expensive circuit configuration. 
Multi-output circuits frequently have a symmetric circuit as a com-
mon portion so no single error will result in a wrong output. 
As a consequence, numerous papers and chapters of books have 

presented recognition of symmetry in a switching function.'—" How-
ever, none of these articles has presented a technique that is simple 
to apply and has natural extensions to accommodate both completely 
and incompletely specified functions that are almost symmetrizable.• 
This paper presents such a technique. 
Caldwell" has demonstrated a technique using Karnaugh maps for 

recognizing symmetrizable functions (SF's) of three or four variables, 
and has also demonstrated a procedure for extending this to functions 
of more variables. The extension requires the use of a large number of 
maps and the use of an expansion theorem a multiplicity of times. The 
Caldwell technique requires mapping all possible submaps in four of 
the variables. 

See Section II for definitions. 
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Few authors have dealt with any subset of almost SF's (ASF's), 
and even fewer have tried to give practical examples of a technique 
for their solution. 
Born and Scidmore' have dealt with the special subset of ASF's 

commonly called partial symmetric functions. They have solved a 
function in six variables for which, by their definition, a minimum 
solution exists and a resulting realization is shown in Fig. 1.* This same 
example has been solved by the technique presented in this paper and 
the resulting circuit, shown in Fig. 2, is significantly more economical,t 
In general, other techniques attempt to ascertain symmetry and find 

the center of symmetry (COS) simultaneously. The technique pre-
sented here first uses a set of overlapping maps to ascertain what the 
COS must be if the function is an SF (or ASF) and then verifies whether 
the function is symmetric (or almost symmetric) about that COS. 

II. METHOD 

2.1 Theory 

Shannon first stated the definition of a symmetric function as fol-
lows: "A function of n variables LI, L2, L3, • • • , L„ is said to be sym-
metric in these variables if any interchange of the variables leaves the 
function the same.  . . Since any permutation of variables may be 
obtained by successive interchange of two variables, a necessary and 
sufficient condition that a function be a symmetric is that any inter-
change of two variables leaves the function unaltered." 
The nomenclature for a symmetric function has been established by 

prior usage.' 
A function f is called an SF if and only if f is equivalent to some 

function g where g is a symmetric function. Two functions are con-
sidered equivalent when one may be obtained from the other by 
complementing some variables. 
When a function f is an SF, the variables of g (any symmetric 

function equivalent to f) and their complements are called COS's. 
Such a pair defines an axis of symmetry uniquely specified by either 
member of the pair. Although any SF has at least two COS's, the func-
tion is not symmetric in the same degree (the subscript in standard 
symmetric notation) about the two centers. In fact, if a function can 
be represented as nt out of n about one COS, then it is (n — m) out of n 
about the complemented COS. 

* This circuit realization could have been as easily done with FET's in MOS tech-
nology. Each contact would be replaced with a single FET. 
t The details of this are presented in the appendix. 
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Fig. 1—Simplified circuit for Born and Scidmore problem by Born and Scidmore 
technique. 

A function is an ASF if it 

(i) Contains one or more imbedded SF's, i.e., the function can be 
expressed as the sum (oRing) of two or more functions where 
one or more functions are SF's. 

(ii) Is the complement of a function containing one or more im-
bedded SF's. 

(iii) Can be expressed as the sum of two functions, one of which is 
the complement of a function containing one or more imbedded 
SF's. 

Any function is an ASF if the limits are stretched far enough, but 
to benefit from symmetricity the number of imbedded SF's should be 
small and the terms not included in the SF's should be relatively few. 
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Fig. 2—Simplified circuit for Born and Scidmore problem by author's technique. 
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Any function fits into one of three categories: 

(i) The function is not symmetrizable. 
(ii) The function is symmetrizable about all points. 
(iii) The function is symmetrizable about exactly two centers of 

symmetry.° 

The first category is not the subject of this paper. 
The second category consists of only four members, the "zero" 

function, the "one" function, and the odd and the even parity func-
tions. The first two functions are trivial, while the parity functions 
are very specific functions that have been the subject of numerous 
papers.* These functions have exactly 22-I minterms for a function of n 
variables, and no minterm differs from any other minterm in the state 
of an odd number of variables. 
The third category is of practical interest, being the class of SF's 

that are not just trivially symmetric. It is also the large majority of 
SF's with more than three variables (n > 3), since this category has 
2n+I — 4 members. 
A necessary and sufficient condition for a function to be symmetric 

about a specific COS may be expressed as follows: If one minterm 
matches the COS in exactly m out of the total of n variables, then ex-
actly „,Cint minterms must match that COS in exactly m out of n 
variables. This is a direct result of the definition of an SF. 
Thus, a simple test exists for ascertaining whether a given function 

is an SF about a specific COS, I The problem then is determining what 
a COS must be if the function is an SF. Consequently, rather than 
exhaustively testing a function for symmetry, our technique first finds 
what the COS must be if the function is an SF and then verifies the 
actual symmetry about that point. 
A direct result of the theorem" 

in 
e Ll• L4, La, • • • , Ln) =  AST (Li, in, Lg, • • • , L m) 

• e:=1" (L.+1,  • • • , 

is that a function f is an SF in LI, Ly, L8, • • , L. only if a specific 
subset of the minterms is an SF in LI, L4e La, • • • , L. for m  n. Thus, 

Garner (Ref. 7) is one of many who have studied this function. 
' me,, is the number of combinations of n things taken m at a time and equals 

n1/[(n — m) n !]. 
4 In essence, this is the same test that McCluskey (Refs. 8 and 9), Marcus (Refs. 

5 and 10), and others have used. 
I SELI, Ls, La, • • •, L.) is standard symmetric notation for "symmetric a-out-of-n 

function of variables LI, L2, • - L.." 
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for any SF, a COS in n variables when all other variables are held con-
stant is a subset of the total COS of the function. 
We have shown that a necessary condition for an SF is that the func-

tion be symmetrizable in subsets of the variables. This, however, is 
not a sufficient condition even if the subsets encompass all variables, 
as we can show by an example. The eight-variable function 
f = L1L2L3L4St(L6, L6, L7, L8) is symmetrizable in both the four most 
and the four least significant variables, but is not an SF in all eight 
variables. Even the fact that the function is symmetrizable in over-
lapping subsets of variables is not a sufficient condition, as we can 
demonstrate by the seven-variable function f =  (Li, La, • • • , L7) 
(LIL2L3r4V5r6r1). Thus, the possibility exists that a function is 

not an SF, even though a composite of the COS's of subsets can be 
found. However, if COS's are found for subsets of variables where the 
group of subsets includes all variables in the function, then a COS of 
the function (if it exists) must be the composite of the COS's of the 
subsets. 
Since each COS has a mate (the point where all variables are the 

complements of the variables of the first COS), a COS of the func-
tion must be a composite involving one or the other COS. The am-
biguity as to which COS of each pair to select can be resolved by 
having each set of variables overlap another set in at least one vari-
able. Thus, if there are n variables and each subset selected has k 
variables, then at least  (n — 1)/ (k — 1) 1 subsets are required to 
find the COS.' 
S. H. Caldwell' '2 has demonstrated a technique using Karnaugh maps 

for recognizing symmetry in functions of three or four variables. We 
review it here. 
Any single square on a Karnaugh map represents an SF of n out of 

n, where n equals the number of variables. Thus, on a three-variable 
map, each square is an SF of three out of three [written SI (L1, La, Lan 
of some set of variables L1, La, and La. As an example, the square a 
in Fig. 3 is A'BC' and is the SF SU(A'BC'). 
On a Karnaugh map, only one variable changes state in going from 

one square to an adjacent square. Thus, the four adjacent squares 
match the center square in two out of three variables. Similarly, any 
squares that are two squares from the given square match it in one 
variable, etc. Thus, the squares labeled 2, 1, and 0 are e, SI, and S8 of 

•  Notation for the least integer equal to or greater than the argument. 
t To see the pattern, it is necessary to extend the map-repeating columns and rows, 

as shown in Fig. 3. 
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Fig. 3—Symmetry in a three-variable Karnaugh map. 

square a, respectively. Note that the coordinates of square a are the 
variables of symmetry LI, L2, L3, etc. (i.e., the COS). 
Expanding this to four variables represents the situation shown in 

Fig. 4, where the 3's represent St of square e, the 2's represent SI of 
square 0, etc. 
Since each SF of three or four variables yields a distinctive pattern, 

pattern recognition permits recognizing any SF of three or four van-
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11 

10 

00  01  11  10  00  01  11  10 

./ 1 '2/1 / '3 ' • 
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11  ‘2.  \1"  /2 3  \ 2, 1\ 1 / I/ 2 
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10  s,3  ;2'  3  A 1\2 "/ 1 
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Fig. 4—Symmetry in a four-variable Karnaugh map. 
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Fig. 5—Sum of two fundamental symmetries. 

ables, and the COS identifies the variables of symmetry. Note that 
St(Li, L2, LB, L4) -= St (Li, L '2,  L4), etc. 
The identification of an SF which is the sum of more than one fun-

damental SF" in the same variables is depicted in Fig. 5. This method 
can be extended to more than four variables, as explained below. 
At this point, we depart from Caldwell's technique. Note that 

Caldwell has presented a means of expanding his method to more 
than four variables (in theory, to any number). However, for n vari-
ables, his technique requires the use of 2n-4 Karnaugh maps and 2"-4 —1 
applications of an expansion theorem." 
Since a technique exists for handling subsets of four or less variables, 

four can be substituted for k in the expression 1  1.-Y/ (k — 1) 1, 
yielding 1 (n — 1)/31 as the minimum number of subsets required to 
find the COS of a function of n variables, if it exists. By appropriate 
selection of subsets, it is possible to require only the use of the mini-
mum number of subsets. 

2.2 Technique 

First, we list the terms in decimal notation* where unprimed and 
primed variables are represented by binary ones and zeros, respectively. 

The use of decimal notation is not essential, but it speeds up the mapping and 
selection of terms which differ only in a specific set of successive variables. 
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Then, some four-variable Karnaugh maps are drawn. In general, one 
such map covering the lowest decimal numbers in the function forms a 
good starting point. Figure 6 presents a review of the decimal notation 
for Karnaugh maps with six variables. 
Once the Karnaugh map has been plotted, we can try to identify an 

SF on it. If the submap is quite full of ones, checking the remaining 
zeros for symmetry may be easier. The SF of Sto.,2,4(A, B, C, D') 
shown in Fig. 7 is easier to identify as the complement of 
St(A, B, C, D'). 
If no COS is found on a map, the function is not an SF. If a COS 

is found, then at least one of the four variables involved plus not more 
than three new variables is plotted in a similar fashion.' The resulting 
terms are plotted on a new four-variable map, and the COS (if it 
exists) is found. 
This technique is repeated as many times as is necessary to account 

for all variables. Since the minimum number of maps is I (r«,  /g , 
the minimum (and usual) number of maps for nine variables is three. 
Figure 8 tabulates the minimum number of extended four-variable 
Karnaugh maps required by this technique as compared with the 
Caldwell-Grea technique. Once the various COS's are found, they 
are combined to form the COS of the whole function, complementing 
all the variables in any COS required to make the overlap variables 
match. This possibility exists since either of two COS's could be 
selected—i.e., St(ABCD) =  C'D'). 
Once the potential COS is found, each term of the function is com-

pared with it to see if a complete SF is represented. 
The only restriction on the selection of a subset of minterms for 

which all variables are fixed except a specific four is that the subset 
must have at least one member and may not have either 8 or all 16 
members. t 
The reason for the eight-term restriction is that eight terme in four 

variables represent either the odd or even parity function, which are 

A suggested technique for this is to divide the decimal value of each term by 2 
to include one new variable, by 4 to include two new variables, and by 8 to include 
three new variables. If insufficient terms are found by this technique, any number lees 
than the divisor can be subtracted from each term's value prior to the division. 
Division by 8 selects those terms ending in 000 and discards the last three terms. 
Subtraction of 2 followed by division by 8 selects the leftmost n — 3 bits of those 
terms ending in 010, etc. 
t SP. 1,2.3.4 (ABCDEFGHLT) has one full subset for any four variables (i.e., the 

subset where all fixed variables are zero although all other subsets in those variables 
are not full). There are no terms greater than 640 in the above function, since all 
such terms require at least five ones. 
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01 

11 

10 

AB = 01 

01  11 10 

16 20 28 24 

17 21 ,29 25 

19 23 31 27 

18 22 30 26 

00 

AR - 11 

01  11 10 

48 52 60 56 

49 53 61 57 

51 55 63 59 

50 54 62 58 

Fig. 6—Decimal notation for Karnaugh maps. 
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THEREFORE THE 1's REPRESENT S'à.1.2  4 rABCD') 

Fig. 7—Identifying a large symmetric. 
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NUMBER OF 
VARIABLES 

NUMBER OF EXTENDED FOUR VARIABLE 
KARNAUGH MAPS REQUIRED 

NUMBER OF APPLICATIONS 
OF EXPANSION THEOREM 

AUTHOR CALDWELL-GREA AUTHOR CALDWELL-GREA 

4 1 1 o o 

5 2 2 o 1 

6 2 4 o 3 

7 2 8 o 7 

8 3 16 0 15 

9 3 32 o 31 

10 3 64 o 63 

11 4 128 o 127 

12 4 256 0 255 

13 4 512 o 511 

14 5 1024 0 1023 

15 5 2048 o 2047 

16 5 4096 o 4095 

17 6 8192 o 8191 

18 6 16,384 0 16,383 

19 6 32,768 0 31,768 

20 7 65,536 0 65,535 

Fig. /3-Comparison of author's technique and Caldwell-Grea technique. 

symmetrical about all possible minterms in four variables. In general, 
the selection of another set of values for the fixed variables results in 
a map without eight terms.• 

2.3 Illustrative example 

We test here a 10-variable function for symmetry. Trying all 2w 

possible combinations of terms or plotting the 64 four-variable Kar-
naugh maps and mathematically combining them are unattractive. 
On the other hand, a 10-variable function is not unwieldy by this 
technique. 
Let us consider the function in variables A through J where 

F = E (13, 21, 25, 28, 31, 37, 41, 44, 47, 49, 52, 55, 56, 59, 62, 93, 109, 
117, 121, 124, 127, 157, 173, 181, 185, 188, 191, 253, 285, 301, 309, 313, 

SP, (ABCDEFGHIJ) will exhibit apparent parity for only those subsets where 
all fixed variables have a value of zero. 
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316, 319, 381, 445, 541, 550, 557, 565, 569, 572, 575, 637, 701, 706, 829, 
834, 898, 960, 963, 966, 970, 978, 994). 
Figure 9 is a worksheet listing the terms of the function and the 

terms to be plotted on Karnaugh submaps. The appropriate Karnaugh 
submaps are shown in Fig. 10. 
For the subset in which A through F are zero, the only term is 13 

and thus it must be a COS of the four variables GHIJ (1101). Next, 
we find terms which fit the pattern 000 =0000. Division by 8 yields 
one such term, i.e., 7, and so the COS in the four variables DEFG 
must be 0111. 
Next, we find a submap of the variables ABCD by selecting those 

terms ending in 111000 (i.e., subtracting 7 from the terms found by 
the first division and then dividing by 8). The only resulting term is 
0000. Thus, the COS of the whole function (if it exists) must be a 
composite of ABCD = 0000 and DEFG = 0111, and GHIJ = 1101, 
i.e., 0000111101. 
All that remains is to verify whether or not the function is an SF 

about this COS. Consequently, the COS is filled in at the head of the 
"MATCH" column on the worksheet and each individual term is 

n 

A 

n/8 (A-7)/8 TERM MATCH n 

A 

n/8 (A-71/8 TERM MATCH 

13 
21 
25 
28 
31 
37 
41 
44 
47 
49 
52 
55 
56 
59 
62 
93 
109 
117 
121 
124 
127 
157 
173 
181 
185 
188 
191 
253 
285 

7 0 

301 
309 
313 
316 
319 
381 
445 
450 
541 
557 
565 
569 
572 
575 
637 
701 
706 
829 
834 
898 
960 
963 
966 
970 
978 
994 

120 

Fig. 9—Worksheet for sample problem. 
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000000XXXX SUBMAP  000XXXX000 SUBMAP 

00 

01 

11 

10 

00  01  11  10  00  01  11  10 

COS = 1101 

00 

01 

11 

10 

00 

01 

11 

10 

00  01  11  10  00  01  11  10 

00 

XXXX111000 SUBMAP 

00  01  11  10  00  01  11 

COS=0000 

10 

COS = 0111 

Fig. 10—Karnaugh submaps for sample problem. 

compared with this pattern and the number of matching variables 
recorded. Figure 11 presents the completed worksheet. Next, the 
number of matches is compared with the number required for an SF, 
i.e., mCn. For m = 8 and n = 10, „Pn = 10 V (8 ! X 2!) = 45 and for 
m = 1 and n = 10, .C„ = 10 V (1! 9!) = 10. 
Since 45 terms match on eight variables and 10 terms match on one 

variable, the function is an SF, i.e., Se8(61).. 
A technique has been presented that is simple to use manually and 

requires no extensive memorization of a routine such as required by 
the Marcus-McCluskey method. " However, the real power of the 

• This is the decimal notation abbreviation for 210,8 (11113'C'D'EFGH.11.1). 
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n 
A 
n/8 (A-71/8 TERM 

MATCH 
0000111101 n 

A 
n/8 (A-7)/8 TERM 

MATCH 
0000111101 

13 
21 
25 
28 
31 
37 
41 
44 
47 
49 
52 
55 
56 
59 
62 
93 
109 
117 
121 
124 
127 
157 
173 
181 
185 
188 
191 
253 
285 

7 0 

0000001101 
0000010101 
0000011001 
0000011100 
0000011111 
0000100101 
0000101001 
0000101100 
0000101111 
0000110001 
0000110100 
0000110111 
0000111000 
0000111011 
0000111110 
0001011101 
0001101101 
0001110101 
0001111001 
0001111100 
0001111111 
0010011101 
0010101101 
0010110101 
0010111001 
0010111100 
0010111111 
0011111101 
0100011101 

301 
309 
313 
316 
319 
381 
445 
450 
541 
557 
565 
569 
572 
575 
637 
701 
706 
829 
834 
898 
960 
963 
966 
970 
978 
994 

120 

0100101101 
0100110101 
0100111001 
0100111100 
0100111111 
0101111101 
0110111101 
0111000010 
1000011101 
1000101101 
1000110101 
1000111001 
1000111100 
1000111111 
1001111101 
1010111101 
1011000010 
1100111101 
1101000010 
1110000010 
1111000000 
1111000011 
1111000110 
1111001010 
1111010010 
1111100010 

Fig. 11—Completed worksheet for sample problem. 

technique is that it can readily be extended to cases that are not pure 
SF's, while the other methods cannot be so extended. The reason the 
new technique can be extended is because it depends on pattern recog-
nition at which humans are adept. Thus, patterns can be discerned 
in spite of extraneous data, i.e., "noise," while a technique which 
rigorously uses all data in a prescribed functional relationship cannot 
sort out the desired data. Obviously, an SF can be so obscured by 
"noise" as to be unrecognizable. However, the cases of the most value 
are those which have only limited obscuring terms. 
In the next section, some extensions of this technique are presented. 

III. EXTENSIONS OF THE TECHNIQUE 

Since the technique may be extended to cover a variety of situa-
tions, we discuss some specific extensions here. The author has worked 
problems for each of the discussed extensions, and at least one of each 
has been presented in unpublished memoranda, while one example of 
a composite function is solved in the appendix. 
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For the purpose of this paper, a function is a multiple SF if it is the 
sum of two or more SF's whose COS's are not the same or com-
plements of each other. Thus, the function f = S(ABCDE') 
S(A'BCDE) is said to be a multiple SF. Since any minterm of a 

function of n variables is the SF S: (minterm), any function of m 
minterms can be represented as the sum of not more than in SF's. 
However, the useful cases are functions that are the sum of considerably 
less SF's than minterms, such as the above example. 
An incompletely specified function is a function that contains at 

least one minterm for which transmission is neither required nor 
forbidden (don't-care terms). 
A function is called an incomplete SF if all but a few minterms re-

quired for an SF are present. 
An overly complete SF is a function composed of an SF plus addi-

tional minterms. Any function can be forced to fit this mold, but the 
cases of interest are those in which almost all the minterms are included 
in the SF. 
Approximate SF's are functions that are not truly SF's but that 

differ only slightly from an SF. Incomplete SF's are included in 
approximate SF's, as are overly complete SF's. However, approximate 
SF's also cover functions that are the sum of incomplete SF's and 
some additional minterms. 
Obviously, any function fits into the category of an approximate SF, 

but the useful cases are those whose deviation from an SF is slight. 
For example, the function f = S(ABC'DE'FG'H)  AB'C'D'EF'GH' 
— ABC'D'EF'GH' would fit this category. Functions like this can 
often be simply constructed by modifying the SF. 
A partial symmetric has been defined as a function which is an SF 

in some but not necessarily all variables." Thus, SF's are a subset of 
partial symmetries. However, usually a partial symmetric refers to one 
which is not an SF in all variables. 
Both multiple SF's and overly complete SF's are examples of func-

tions containing imbedded SF (s). An incomplete SF is a function whose 
complement contains an imbedded SF, while approximate SF's are 
the sum of two functions, one of which is the complement of a function 
containing an imbedded SF. 

3.1 Overly complete SF's 

In many cases, a function can be expressed as an SF plus certain 
additional terms. That is to say, the function has an imbedded SF. The 
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cases of interest are those in which the number of additional terms is 
small, since a symmetric design can be used for most terms and then 
the additional terms can be treated individually. In some cases, part 
of the additional terms can be combined directly with the SF. 
The technique is basically the same as it is for a pure SF. However, 

more maps may be required because of the masking effect of potential 
extraneous minterms. An extra minterm on a map could result in an 
ambiguity as to where the COS is. Worse than this, a single extraneous 
term could be the only term which appears on a specific submap. This 
could lead to the selection of a false COS for the entire function and an 
indication that the function did not contain an SF. 
Because of this, it is best to select two submaps in the same four 

variables and get a concurrence as to the COS of the four variables. It 
is, of course, possible to find in some functions pairs of submaps in the 
same variables which do not concur on a single COS. Then a third 
submap is required in those same four variables. In the author's ex-
perience, this seldom occurs. 
Theoretically, it is possible to have to continue making more sub-

maps without actually determining what the COS of the four vari-
ables must be. However, the cases of the most value are those cases 
that require the least maps. In practice, if concurrence on a COS can-
not be found by the use of four submaps in the same four variables, no 
very useful SF exists within the function. Also, if any one submap 
has more than three terms, it is usually possible to determine the COS 
of the four variables. 
When dealing with an SF, we stated that a submap with eight terms 

represents one of the two parity functions. The parity function is 
recognized by the fact that, on a Karnaugh map, no two adjacent 
squares have the same value (zero or one). If eight terms appear on 
the submap and this relationship is not true, then the COS can usually 
be readily determined. 
As before, once the various COS's are found, they are combined to 

form the point which must be the COS if the function is primarily 
composed of an SF. Then each term in the original function is com-
pared with it to determine if all the terms of an SF are represented and 
which, if any, additional terms are included in the function. 

3.2 Multiple SF's 

It is usually possible, if there are two or more SF's imbedded in a 
function, to find each of them. The technique is based on the principle 
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used in finding an SF. Again, submaps are selected for the sets of four 
variables, using more than one submap in the same four variables if 
necessary. In practice, there is often less confusion when the additional 
terms do form an SF. Usually it is possible to see more than one COS 
in a single submap unless the two SF's both have the same COS in the 
chosen variables. However, since it is possible to have two SF's which 
have the same COS in four variables although not in all the function 
variables, the appearance of only one COS in a submap does not rule 
out the possibility of having more than one SF. Also, since in some sub-
maps no terms of one SF may appear, if a function is found to have 
some isolated terms, these terms should be investigated to see if they 
(plus perhaps some terms in the discovered SF) form another SF. 
At any point in the analysis of the function that more than one SF 

appears to be found on the same submap, the remainder of the analysis 
should be done on the basis of a supposed multiple SF. When two (or 
more) COS's are found that are not identical or mates, each COS is 
used as a basis for determining the minterms to be used in a submap in 
the next selected set of variables. In general, selection of two new 
variables and two old variables works better when a multiple SF is 
suspected, since the new set of variables must contain enough informa-
tion to make possible the selection of the appropriate COS. As long 
as the variables to be held fixed while new submaps are defined differ 
in at least one position, different submaps can be defined for finding the 
next COS, i.e., the submaps 00XXXX11 and 00)00001 are different 
and usually will give COS's that can be readily correlated with the 
COS's found in the lowest-order submaps (perhaps 1011 and 0001). 

3.3 Incomplete SF's 

An incomplete SF is a function that lacks a few specific terms of 
being an SF. Thus, it is the complement of a function with an im-
bedded SF. Such a function can be expressed as one of the three fol-
lowing functions. 

(i) A modified symmetric circuit. 
(ii) A symmetric circuit Armed with another circuit which blocks 

those terms supplied in the symmetric circuit that are not part 
of the total function. 

(iii) A combination of the above. 

In the first ease, such a modified symmetric circuit would be very 
efficient. In the second and third cases, the value of finding the SF 
decreases as the complexity of the blocking circuit increases. 
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The technique for finding an incomplete SF is similar to that used in 
previous examples. The major point of difference is that some terms 
needed to complete the SF are not in the original function, and hence 
they must be added to the function to form an SF and then blocked 
by circuit changes. 
Finding the COS may require addition of certain terms to the 

function. Once the proposed COS is found, additional terms may be 
required to complete the SF. 
All terms added to find the COS or to complete the SF must be 

recorded so the effect of these terms can be deleted in the realization 
of the function. 

3.4 Incompletely specified functions 

An incompletely specified function is one that has at least one 
minterm for which the function is undefined. The use of some terms 
for which the function is undefined in conjunction with those terms for 
which the function is defined often permits simpler circuit configura-
tions than could be achieved if all these extra terms are ignored (tacitly 
forced to a definition of no transmission states). The literature abounds 
with references to use of these terms in conjunction with Karnaugh 
maps. Although the use of these terms to aid in completing an SF has 
been previously ignored by most authors, some work has been done by 
Arnold and Lawler.' 
Since the method described here depends on pattern recognition, 

the use of some terms to complete map patterns is straightforward. 
Once some (or none) of the undefined minterms have been used to 
ascertain what the COS of the function must be, then all terms for 
which transmission is required plus all terms for which the function 
is undefined are compared with the COS. Those undefined terms which 
have the same order of symmetry as the required terms are then used 
to test for the symmetricity of the function and, if sufficient terms are 
found, these terms are used to transform the function into an SF. 

3.5 Approximate SF's 

An approximate SF is a function that differs only slightly from a 
true SF. The cases of greatest interest are those that have a few terms 
not in the SF and are missing some terms needed to complete the SF. 
Thus, we can think of this as a combination of an overly complete SF 
and an incomplete SF. The most interesting problem solutions in these 
functions occur where the extra and the missing terms can be paired 
to result in only a minor modification to the true SF. 
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Here, as before, the basic attack is to find a COS about which the 
majority of the terms must be symmetric if the function is to approxi-
mate an SF. Since both missing and extra terms may occur, it may be 
necessary to ignore some terms in attempting to find a COS and it 
may also be necessary to temporarily add to the function certain other 
terms to complete the symmetry in some subset of variables. Once a 
proposed COS is found, certain terms may not be symmetric about 
that COS, and there may not be enough terms symmetric about the 
proposed COS to complete the SF. 

3.6 Composite function 

A composite function is a function that may be an incompletely 
specified function and that may contain one or more imbedded, in-
complete, or complete SF's. In other words, the function can be almost 
any function. 
The procedure is basically the same as has already been used. How-

ever, because of the possible complexity of the function, some feature 
may be obscured and, even though a COS for part of the terms is found, 
it may be desirable to repeat the process, treating all terms in the first-
found incomplete or complete SF as don't-care terms for subsequent 
analyàis. This procedure can be repeated until the work entailed is not 
warranted by the number of remaining terms not identified with an 
SF. The Born-Scidmore problem considered in the appendix is an ex-
ample of a composite function. 

IV. CONCLUSIONS 

A technique has been presented here for isolating SF's (complete or 
incomplete) in the presence of other SF's or other terms, or in in-
completely specified functions. 
Since the method depends basically on pattern recognition, at which 

humans excel, as opposed to value manipulation, at which they do 
not excel, this technique is especially useful for manual use. However, 
since the number of patterns is quite restricted, such a technique could 
be implemented by a computer program. 
Since symmetries are powerful tools in implementing functions, the 

recognition of SF's within functions can greatly reduce the work in the 
synthesis of functions. 
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APPENDIX 

In Reference 3, Born and Scidmore have transformed a partial 
symmetric in six variables into an SF (pure symmetric) in nine 
variables. Specifically, the function they examined was F = E (1, 2, 3, 
4, 5, 6, 9, 10, 11, 12, 13, 14, 17, 18, 19, 20, 21, 22, 24, 25, 26, 28, 33, 34, 
35, 36, 37, 38, 40, 41, 42, 44, 48, 49, 50, 52, 56, 57, 58, 60). The minimum 
SF they presented was n3....5 (A, B, C, D, D, E, E, F, F). This SF 
can be represented as shown in Fig. 12 and, as it is shown, requires 
34 transfers plus 2 break contacts with one relay requiring 10 transfers 
and 2 breaks. 
However, this circuit can he simplified by standard techniques. The 

resulting simplified circuit is shown in Fig. 13, which uses 28 transfers 
and 2 breaks with the largest single-contact load being 5 transfers 
and 1 break. 
This problem can also be solved by the author's technique. Figure 

14 is the worksheet and Fig. 15 the first set of Karnaugh submaps. 
The 00XXXX submap shows two axes of symmetry, one with one 
center at 0111 and the other with one center at 1111. Subtracting 3 and 
dividing by 4 yields four terms for the XXXX11 submap. These four 
terms almost identify a center of symmetry at 0000 (or 1111). Either 
one term is missing (0001) which would have come from a minterm 7 
or the term 0000 is actually that term shifted out of place by a modifi-
cation of the symmetric. Either case argues for the use of this 1111 as 
a center of symmetry. When this is combined with the centers of sym-
metry in 00XXXX, one match is found, namely, 111111. Thus, the 
terms are compared to this center of symmetry and 15 terms are found 
to match it in two variables. Since this is the value of 2C., the func-
tion contains M(63). Next, the remaining terms are plotted on the 

RELAY  CONTACT LOAD 

A  11 
2T 
3T 
9T 

E  10T,28 
9T 

TOTAL  34T,25 

er 
Air  All 

JirAir 
.ffivAir  Air 

Ar 
A  B  C  D  D E  E F  F 

Fig. 12-Symmetric for e.3.4.5 (A, B, C, D, D, E, E, F, F). 
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RELAY  CONTACT LOAD 

A  41 
5T 
5T,18 

D  5T,IB 
E  5T 

4T 

TOTAL  2BT,28 

Ar 
Adriggrala 
eledra11111 

A  E  F  A B  C D E  F 

Fig. 13—Simplified symmetric for SL3.4.5 (A, B, C, D, D, E, E, F, F). 
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000001 1 2 
000010 1 2 

0 000011 2 3 
000100 1 2 
000101 2 3 
000110 2 3 
001001 2 1 
001010 2 1 

2 001011 3 2 
001100 2 1 
001101 3 2 
001110 3 2 
010001 2 3 
010010 2 3 

4 010011 3 4 J 
010100 2 3 
010101 3 4 i 
010110 3 4  
011000 2 1 
011001 3 2 
011010 3 2 
011100 3 2 
100001 2 3 
100010 2 3 

8 100011 3 4 i 
100100 2 3 
100101 3 4 J 
100110 3 4 i 
101000 2 1 
101001 3 2 
101010 3 2 
101100 3 2 
110000 2 3 
110001 3 4 J 
110010 3 4 i 
110100 3 4 i 
111000 3 2 
111001 4 3 i 
111010 4 3 J 
111100 4 3 e 

MISSING TERMS 

010000 1 2 
100000 1 2 

Fig. 14—Worksheet for Born and Scidmore problem. 
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00XXXX SUBMAP 

00  01  11  10  00  01  11  10 

1 

1 

COS = 0111,1111 

oo 

01 

11 

10 

00 

01 

11 

10 

XXXX11 SUBMAP 

00  01  11  10  00  01  11  10 

COS= 0000,1111 

Fig. 15—Karnaugh submaps of Born and Scidmore problem. 

submap 00XXXX (Fig. 16), and a single axis of symmetry (center 
0111) is found, • The same last three digits are here as before, so the 
same terms appear on the XXXX11 submap except for the terms which 
came from ,%(63). 
If the three terms on the XXXX11 submap define a center of 

symmetry with a missing term, then this center of symmetry must be 
the same as before. Part of the minterms of S(63), S1(63), and e(63) 
appear, but none in sufficient quantity. Therefore, we assume that 
two of the terms on the XXXX11 submap are from extra terms and 
try each of the three points as a center of symmetry. Only one of these 
(1101) can be combined with 0111 so that a proposed center of sym-
metry is 110111. The terms are compared with it and 13 terms are 
found to match 110111 on two variables. Since 15 terms are required, 
the comparison is made for the missing terms. With experience, this 
can be done very readily. However, for completeness, the terms of 
81(55) are tabulated in Fig. 17. The missing terms are 16 and 32. Thus, 
the function contains the function e(55)-16-32. 
Looking at the 12 remaining terms we note that three of them (57, 

58, 60) can be accounted for as ABCS(DEF). The remaining nine 
terms all have the third variable in the zero state and so can be ex-
pressed as C' f (A BDEF). 
Repeating the technique on the nine-term, five-variable function 

results in the OXXXX, 1XXXX, XXXXO, and XXXX1 submaps 
shown in Fig. 18. The first two submaps concur on a 1111 COS and the 

• Note that the terms already identified appear as "don't care's" (D) in the sub-
maps even though, in this case, they do not result in simplifying the remaining im-
bedded functions. 
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oo 

01 

11 
• 

10 

00 

01 

11 

10 

00XXXX SUBMAP 

00  01  11  10  00  01  11  10 

D 

D 

D 

D 

COS= 0111 

00 

01 

11 

10 

00 

01 

11 

10 

XXXXIISLISMAP 

00  01  11  10  00  01  11  10 

0 

COS = 0010/1101,0100/1011,1000/0111 

Fig. 16—Karnaugh submaps of remainder of function. 

latter two submaps also result in a 1111 COS. As a result, a composite 
COS of 11111 is tried. Nine of the 10 needed terms for Sg(31) are 
present with only the term 00111 missing. Thus, the original function 
has been broken up into the sum of four smaller functions, namely: 

(i) SI(ABCDEF). 
S(ABC'DEF) — A'BC'D'E'F' — AB'C'D'E'F'. 
ABCSf(DEF). 

(iv) C'S(ABDEF) — A'B'C'DEF. 

TERM N INCLUDED IN FUNCTION 

111000  56 

100000  32 

101100  44 

101010  42 

101001  41 

010000  16 

011100  28 

011010  26 

011001  25 

000100  4 

000010  2 

000001  1 

001110  14 

001101  13 

001011  11 

Fig. 17—Terms of symmetric e.% (55). 
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00 

01 

11 

00 
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01 

11 

10 

00 

01 

10 

OXXXX SUBMAP 

00  01  11  10  00  01  11  10 

D 

D 

D 

D 

D 

D 

• / 

D 

D 

COS = 1111 

XXXXOSUBMAP 

00  01  11  10  00  01  11  10 

D 

D 

D 

o 

D 

COS = 1111 

00 

01 

11 

10 

00 

01 

11 

10 

oo 

01 

11 

10 

00 

01 

11 

10 

IXXXX SUBMAP 

00  01  11  10  00  01  11  10 

D 

0 

D 

I  I   

COS = 1111 

XXXX1 SUBMAP 

00  01  11  10  00  01  11  10 

D 

D 

D 

COS = 11111 FOR ABDEF 
MISSING TERM = 00111 

COS=1111 

Fig. 18—Karnaugh submaps for final nine terms of function. 

/  

I  I 
A  B  C  D  E  F 

Fig. 19—Circuit for ,% (63). 
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BLOCK E'D'F'BA'C' 
INSERT B BREAK HERE 

•I X 

F  E  0 e B  A  C  F  E D B  A  C 

BLOCK E'D'F'B'AC' 

Fig. 20—Construction of circuit for M(55)-16-32. 

Fig. 21—Symmetric for ABC,St(DEF). 

E  D  B  A 

Fig. 22—Symmetric for C'K'(ABDEF) —A'B'C'DEF. 
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RELAY  LOAD 

A  3T 
2T 
IT 
27,16 
2T 
IT 

TOTAL  117,19 

E  D  B  A 

Fig. 23—Final circuit for Born and Scidmore problem. 

These represent 

(i) An SF. 
(ii) An incomplete SF. 
(iii) A minterm in three variables Am:led with an SF in the re-

maining three variables. 
(iv) A single variable ANDed with an incomplete SF in the remaining 

five variables. 

Figures 19 through 22 portray a relay configuration for each of these 
smaller functions, while Fig. 23 is the resulting circuit configuration 
when the preceding four circuits are combined. This resulting circuit 
uses 11 transfers and 1 break-contact, or less than half of the number 
required for the circuit resulting from the Born and Scidmore technique. 
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of Thermal Stresses in An isotropic Solids 
of Revolution 
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This paper discusses stresses and deflections in anisotropie solid struc-
tures of revolution. It presents two methods based on finite-element tech-
niques: one, a solid-of-revolution method in which material properties, 
applied forces, and temperatures are independent of angle, and two, a 
long-cylinder method in which these properties are independent of the longi-
tudinal coordinate. These methods are postulated on uniform stress fields 
within the element, rather than on the usual functional displacement 
description within the element. A Fortran program has been written for 
both these methods, and ample test problems are presented to validate the 
methods. An application is presented for thermal stresses induced during 
the post-growth cooling stage of Czochralski-grown lithium tantalate 
crystals. 

I. INTRODUCTION 

This paper considers two finite-element networks. The first network 
consists of triangular annuli forming a solid of revolution of any 
arbitrary cross section in the radial-longitudinal plane. The network 
has 27 symmetry with regard to material properties, external loadings, 
and temperatures. The second network consists of trapezoidal and 
triangular elements in the plane of the circle forming a right circular 
(actually, a polygon cross section) cylinder long in the longitudinal 
direction. The restriction of 2r symmetry is lifted for the second 
network and is replaced with the restriction that material properties, 
external loadings, and temperatures are independent of the longitudinal 
direction of the cylinder. 
Both methods were programmed on the IBM 370 computer. For 

the first method, two test plane strain problems are presented: one, a 
hollow cylinder subjected to a negative radial pressure and two, a 
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solid cylinder subjected to a linear radial temperature gradient. Com-
parisons of stresses and deflections with known plane strain solutions 
are excellent in both cases. In the second method, the solution of a 
long cylinder subjected to a linear radial thermal gradient is presented. 
Comparison with a known theoretical solution again was excellent. 
Results are presented for thermal stresses induced in a lithium tan-

talate crystal during the post-growth cooling stage. Lithium tantalate 
is in crystal class C3„. By aligning the trigonal axis of the crystal with 
the longitudinal axis of the cylinder, the problem can be analyzed by 
both methods. Comparison of thermal stresses obtained from the two 
methods was very good. 

II. SOLID-OF-REVOLUTION METHOD 

The basic element for this method is the triangular annulus shown 
in Fig. 1. The element, defined in the radial-longitudinal plane (r — z), 
has 2,7r symmetry. A network of these elements will comprise any 
desired solid of revolution, whether it is solid or hollow, cylindrical or 
conical, or any combination thereof. Material properties, temperature 
distributions, and external forces must be independent of angle. The 
material properties are then limited to an orthotropic system with 
isotropic properties in the plane of the circle. This limitation is lifted 
in the case of the long cylinder method presented in the next section. 

RADIAL 
AXIS 

.ée ik i 

AXIS OF SYMMETRY 

Ilk 

A 1/L xL  A = I Al 

V = 2 Tr A(r, + ri + rk)/3 

Lii/Lii 

= V/Lii [HALF ALTITUDE AREA lk TO 

aii =j1 bI(ojSb = 

Fig. 1—Properties of triangular annulus. 
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Solid triangular elements have been used successfully by other 
authors;'.' however, a different approach is presented here. Rather 
than to assume a displacement function,'.2 a simpler and more direct 
approach is to postulate uniform stress fields in the annulus. This 
method was applied successfully in the mid-60's by David B. Hall for 
the triangular membrane, but unfortunately his work has not been 
published. Hall's triangular membrane is extended here to a three-
dimensional model by incorporating a uniform hoop stress in the 
annulus. 
The initial strategy is to relate equilibrium between forces at the 

three points of the triangle i, j, k, and stress fields parallel to the sides 
of the triangle crii, crik, crki, and the hoop stress (re. Before we do this, 
let us first compute a few properties of the triangular annulus. These 
properties include the area of the triangle A, length of each side 
etc., volume V, areas Ai,, etc. associated with the stress fields 
etc., and direction cosines a1, 141, etc. These properties are presented 
in Fig. 1. 
In matrix notation, equilibrium for annulus n between grid point 

forces and the four stress fields described above is given as follows. 

1F„I = [B]fcr  (1) 

where 
{F „j = F 1,F 1.F ir? J.F Ice S kzJ, 

= criicrikcrkiue 
and 

—A 11b11 O  Akibki 271-A/3 
— A ijaii O  A k iaki 

A iibii  — Aikb,k  O  27.4/3 
A ¡Jai; — Aikaik 
O  A ,kbik  — Akibki 2rA/3 
O  Aikaik — A kiaki 

The r and z subscripts attached to the forces Fir, Fi., etc. refer to 
the radial and longitudinal directions, respectively. 
The skew stress field crif, 0.5k, Crki is merely an artifice to allow us to 

readily establish the equilibrium relationship. We are actually inter-
ested in the orthogonal field crz, crr, Tr., as shown in Fig. 2. The relation-
ship between the two fields including the hoop stress is given below. 

{an{ = [D]lo-o),  (2) 

[B] = 

where 
J crnj =  Cr errri0.6 

THERMAL STRESS DETERMINATION  829 



and 

[D] = 

ek 

Fig. 2—Stress fields. 

-r; 

- a t 2 aik  a2 
Ui1 bYk 0 
aiibi; aikfrik akibki 
0  0  0  1 

 e 

After inverting eq. (2) and substituting it into eq. (1), the following 

relationship is obtained. 

{F„} = [F]{(7.},  (3) 

where 
[F] = [B][D]-1 . 

A conjugate relationship to eq. (3) by an application of the principle 
of virtual work can be stated as 

1 
{e„} =  

V 
where the strains are 

(4) 

En1 =  EzE nrisE81, 

the deflections conjugate to {FIL} are 

{ Un} = { U‘rUigU,,U.i.UkrUk.}, 

and the superscript t denotes a transposition. 
The stress-strain relationship, including the thermal strains fad T, 

is given as 

on! = [C]( { } — f adT}  ,  (5) 
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where [C] is a symmetric 4 X 4 stress-strain matrix such that 

C11 =  C12,  C14 =  C24,  C13 =  C23 =  C43 =  0, 

and 

f adT} =  a,dT f ardT 0 f aedTI,  r = ae. 

Substituting eq. (5) into eq. (4) obtains the stresses in terms of the 
unknown deflections and known thermal strains as 

{cr.) = [C]( [F]'{U.} —{ f ad71}).  (6) 

Substituting eq. (6) into eq. (3) obtains contributions to the network 
stiffness matrix and thermal load vector for annulus n or 

=- [K]{  —  (7) 

where 

[K.] = .71 [F][Ca nt 

is a symmetric 6 X 6 stiffness matrix and 

[Eta = [F][C1  adT} 

is a 6 X 1 thermal load vector. 
Annuli contributions to the network stiffness matrix and thermal 

load vector are additive, and hence eq. (7) can be written for the net-
work as 

{F} = [K] M — {El,  (7a) 

where 
[in  E [KO and  fEj = E {E.1 

and where the number of equations equals twice the number of points 
of the network (one longitudinal and one radial degree of freedom per 
point). 
The [K] matrix in eq. (7a) is singular, as there is no constraint to 

prevent rigid body motion in the longitudinal direction. Rigid-body 
motion in the radial direction is prevented by the hoop stress field, as 
can be seen in eq. (1). (Note that in Eq. (1) cro is the only non-self-
equilibrating stress field.) In addition to at least one reference longi-
tudinal constraint, radial constraints must be provided for solid 
cylinders at points of zero radius to prevent radial (or hoop) motions 
at these singularities. The degrees of freedom can now be partitioned 
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into an unconstrained set denoted by "a" and a constrained set de-
noted by "b." This partitioning can be represented schematically as 

FF: } [Kicau:Kb.bb]  Uub= . 01 _ EE:}  (8) 

From the upper equat'on of (8), the previously unknown deflections 
can now be obtained in terms of known external forces and thermal 
loads, or 

lUoj =  {E.1).  (9) 

From the lower equation of (8) and with the help of eq. (9), the 
forces of constraint, if desired, can be obtained as 

{Fbj = [Kab1t[K.0]-1 {Fo} —  ({Ebl 
— CKa C[K«.]-1 {Eal),  (9a) 

where f PI1 represents external forces applied at the constraint points. 

V• lb 

a = tan -1 [(re rd sin  /fro-rin 

e13 = (-cos(a-0) , sin la- elib] 

e24  [-cos(a+  -sin(a +01.-ébi 

2. 2 A 0 .[sin  ri)2+ (rer,1 2]% 

= (cos 

= 1-sin0i., cos 1/ 

= i,. br- er- eb 

ao =r.i,  110 = io 

al 3 =  =  rib 

a24 = 24 "  b2 4 = e24 

A = (ro-rd (ro-Fri) sin-4e cas Ç-  (AREA) 

2c = (ro-r,) cos  f = A/4c 

Fig. 3—Properties of the trapezoidal element. 
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e31 

A sin-4  co  (AREA) a  b _A Ae 2 2 

2g = ra sin àir 

2 = [cos W — 31 ) ia, sin (9 — 

an' .112• ja  b12' e12 . eb 

(—sinir e, cost) lb) 

a23 =123  • ea bn  = e2,• eb 

e31  = (—cosI0  — sin I 0 +•eifi-lib) 

a31  ¡al .e a  b31  e31  • eb 

Fig. 4—Properties of the triangular element. 

x, ea 

III. LONG-CYLINDER METHOD 

In this section, the 27 symmetry requirements as to material proper-
ties, external loadings, and temperature are lifted and a two-dimen-
sional model is constructed in the plane of the circle. The cylinder is 
considered long in the z- (longitudinal) direction and material proper-
ties, external loadings, and temperatures are assumed independent of z. 
Shear stresses Tvg and rz. are assumed to be zero. The most general 
stress-strain relationship considered is the 4 X 4 submatrix bounded 
by the dashed lines of eq. (18) (appendix) with the additional proviso 
of no coupling between the stresses 0-z, cry, a., Tyy and the strains 7", 

Tentatively, we let Es vanish during the initial phase of the analysis. 
This restriction is subsequently removed in a manner similar to that 
described by Timoshenko3 for long isotropic cylinders. 
The basic building blocks of the long cylinder is the trapezoidal 

element (Fig. 3) and the isosceles triangular element (Fig. 4, solid 
cylinders only). The trapezoidal element is subjected to three constant 
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stress fields: a radial stress 0„ a tangential stress go, and a shear stress 
Tye.  The triangular element is likewise subjected to three uniform 
stress fields, each parallel to a side of the triangle. Equilibrium between 
forces collected at the apices of the elements and three uniform stress 
fields are obtained as shown below (see Figs. 3 and 4 for the properties 

of the elements). 
Trapezoid: 

Triangle: 

F11: 

Fy2 

Fu2 
F x3 

F „e 
F.4 

, Fy4 

I Fx1 

Fla 

F.2 

Fy2 

F13 
F 

fa, —cae 
fb,. —the 
fa, cae —i(1124 
fb,.  cbe — 1b24 

—far cae 
— fb„  cbe  —lble 
—far —cae 11224 
— fb,. —eke 1(124, 

—gall  O  gall 
— 012  O  gbn 
gai2  —r1/2 
gb12  —ra/2 
o  ra/2  —gasi 

ra/2  —gb31 

0-01 • 

0- 31 

(10) 

The relationship between the orthogonal stress field (crater-To) and 
the skew stress field (o-12 0'23 ern) is given below for the triangle. 

cr, 1 
{ cr b = 

1 0.0  

cos2 A0/2  O  cos2 à0/2  012 
=  sin2 à0/2  1  sin2 A0/2  0-23 • (11a) 

—sin A0/2 cos A0/2 0 sin AO/2 cos .6i0/2  t73i 

After inverting eq. (11a) and substituting it into eq. (11), equilibrium 
is established between the orthogonal stress field and the forces (de-
noted as { F. 1) at the apices of the element or the points of the network. 
Denote this relationship as: 

{Fal = [Ha]{ubl•  (12) 

Similarly, for the trapezoid, eq. (12) will be the shorthand matrix 
notation for eq. (10). 
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Conjugate to the forces {F,J are deflections { Un} and therefore the 
conjugate relationship to eq. (12) can be constructed as 

(Ed = 1/A[H,]{ Unl,  (13) 

Where A is the volume (area times unit thickness) of the trapezoid or 
triangle. 
Upon substituting eq. (13) into eq. (26), the stresses in the element 

in terms of the unknown deflections at the apices and the known thermal 
strains are obtained. 

{0-b1 = Cci(i/A[H]il unl — [BO{ f ac/71})•  (14) 

Upon substituting eq. (14) into eq. (12), contributions to the net-
work stiffness matrix and thermal load vector are obtained for the 
element 

{F.} = [K]{ Unl — 1E4,  (15) 

where 
[K.] =  

is a symmetric 8 X 8 or 6 X 6 stiffness matrix and 

{E.1 = [H„][C][Ed{ f adTi 

is an 8 X 1 or 6 X 1 thermal load vector. 
Contributions of each element to the network stiffness matrix and 

thermal load vector are additive, and hence eq. (7a) can represent the 
force balance at all the points of the long-cylinder network as well as 
those of the solid-of-revolution network. 
Noting the material restrictions outlined in the beginning of this 

section, a network of triangles and trapezoids need only occupy one-
quarter of a circle with planes of symmetry at O = 0 and ir/2. Hence, 
tangential deflections must vanish at all points along these planes. The 
previously unknown deflections and constraint forces can now be 
solved in terms of known external forces and thermal loads in the same 
manner as was accomplished in the preceding section [see eqs. (8), 
(9), and (9a)]. 
We are not quite finished. Recall that we have let Es =  CI throughout 

the cylinder, resulting in an axial stress 17 [eq. (23)] applied to the 
ends of the cylinder. If we superimpose a uniform axial stress (cr.) 
such that the resulting force on the ends of the cylinder is zero, the 
self-equilibrating distribution remaining on the ends will, by St. 
Venant's principle,' give rise only to local effects at the ends. The uni-
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form axial stress correction to be added to eq. (23) is given as 

/cr. [eq. (23)]dA 

(a.) =  (16) 
dA 

This correction results in added radial and tangential strains ob-
tained from eq. (22). 

(E,(0)) = Ei3(0)(cr.) = (E.. c0s20  Euz sin20)(0-.)  (16a) 

(€6(0)) = E23(0)(cr z) = (E2 in20  E " cos20)(o. z).  (16b) 

DISPLACEMENT 
IN INCHES x 1
0

-3
 

11 

10 

8 

6 

4 

E = 10 x 106 
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a = 7.5 x 10-6 /*C 
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3 

—  EXACT 
O  FINITE ELEMENT 

6 
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— 0-R 
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- 4000 
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- -8000 

12 

>>>>>>>>>>>>>>>>>: 
> = CONSTRAINT 

Fig. 5—Thermal stresses plane strain problem. 
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The resulting correction to the radial and tangential deflections are 
next obtained. 

(U r(r, 8)) = r(,(0)) = r(E z„ cos20  E 2 sin20)(0.2)  (17) 

o 
(U a(r, 8)) = f (r(e6(0)) — (U r(r, 0)))d0 

o 

= r  (E23(0) — E13(0))(0-)(10 

= r sin° cos° (Eyz — Ez„).  (17a) 

Note that the correction (U a(r, 0)) vanishes at O = 0 and O = T/2, 
agreeing with the stipulated boundary conditions stated previously. 

IV. COMPARISONS WITH THEORETICAL SOLUTIONS 

Two plane strain problems are presented for the solid-of-revolution 
method: one, a linear radial thermal gradient applied to an isotropic 
solid cylinder (Fig. 5) and two, a negative pressure applied to the out-
side circumference of a hollow cylinder (Fig. 6). Comparisons were 

25 

20 

5 

10 PSI 

>  LONG ITUD INA L {10 
CONSTRAINT  D 

cr 
55  85  115  130  cc 

RADIAL COORDINATE IN INCHES 

AXIS OF CYLINDER 

Fig. 6—Plane strain solution—thick-walled cylinder. 
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made of the finite element computer results with known theoretical' 
solutions. The agreement was excellent. 
A thermal problem is presented for the long-cylinder method in 

which an isotropic cylinder is subjected to a constant temperature 
plus a radial thermal gradient (Fig. 7). Comparisons were made of 
the finite-element computer results with a known theoretical solution.' 
The known solution on page 410 of Ref. 3 was found to be in error. In 
the expression for radial displacement ( U), insert (1 — 3v)/(1 — v) 
for (1 — 2v) and in the expression for CIy, replace 2r with 2. After the 
above corrections were made to the theoretical solution, excellent com-
parisons resulted as shown in Fig. 7. 

V. THERMAL STRESSES IN LITHIUM TANTALATE CRYSTALS 

Thermal stresses were computed for a lithium tantalate crystal, 
class C3,,, during the post-growth cooling stage. The crystal was ana-
lyzed by the two methods presented in this paper on the IBM 370 
computer. For the solid-of-revolution method (Fig. 8), the model con-

10,500 

,> 
• 

tttititt 
>/\ AA AA A AAA 

CONSTRAINTS A 

STRESS IN PSI
 

-6000   
o 

EXACT 

o  FINITE 
ELEMENT 

3 

E = 10 x 106 PSI 
v = 0.25 
a = 7.5 x 10-6 1.0 
T = -144 (1 -19/12) 

6 

RADIAL COORDINATE IN INCHES 

Fig. 7—Thermal stresses—long cylinder. 
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Fig. 8—Network of triangular annuli—lithium tantalate  crystal—solid-of-
revolution model. 

sists of a right cylinder of radius a = 0.4375 inch and length b = 3 
inches plus a cone of length 0.875 inch attached to the far (cold) end. 
Radial constraints are provided at all zero radius points. For the long-
cylinder method (Fig. 9), the model comprises one-quarter of a circle 
with tangential constraints at all points along the two planes of sym-
metry (0 = 0 and 71-/2). 

— — 0.4375 — INCH RADIUS --
W SPACES 

Fig. 9—Network of triangles and trapezoids—lithium tantalate crystal—long-
cylinder model. 
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Elastic properties4 of lithium tantalate are shown in Fig. 10. Axis 
1 is perpendicular to the vertical mirror plane and axis 3 corresponds 
to the trigonal axis of the crystal. If we strike out the small shear 
coupling terms, e14, in Fig. 10, then we have met the stress-strain 
relationship [eqs. (5) and (18)] requirements of this paper. The 
coefficients of thermal expansion will be assumed constant in the 1, 2 
directions and piecewise linear along the trigonal axis 3. These co-
efficients6 are given below. 

al = a2 

a3 

= 21.9 X 10-4 /°C 
= 8.35 X 10-6 /°C 
— 3.1 X 10-4 /°C 
o 

1.16 X 10-6 /°C 

625°C and higher 
500°C — 625°C 
400°C — 500°C 
room temperature — 400°C. 

The crystal is assumed to be in a stress-free condition at an elevated 
temperature distribution Ti, and elastic material behavior is assumed 
linear from the initial state of strain at temperature distribution Ti 
to the final state of stress and strain at room temperature (26°C). 
This assumption rules out plasticity and stress relaxation. It is felt 
that ignoring these nonlinear effects plus ignoring the initial state of 
stress at Ti does not distort the qualitative picture of the stress 
pattern after the cooling-down process. The elevated temperature 
distribution in degrees centigrade is given below. 

Ti = 1500 — 100 (r/a) 2 — 500 z/b, for solid of revolution 

= 1500 — 100 (r/a) 2, for the long cylinder. 

The addition of the longitudinal gradient for the solid-of-revolution 
method was found to induce negligible stress in the crystal. 
For the solid-of-revolution method (z-growth), material axes 1, 2, 

and 3 correspond to r, 0, and z, respectively. For the long-cylinder 
method, two cases were investigated: one, z-growth where material 
axes 1, 2, and 3 correspond to x, y, and z, respectively, and two, y-
growth where material axes 1, 2, and 3 correspond to z, x, and y, 

(73 

723 

131 

7-12 

C11 '12 c13 

C12 C11 C13  C13 C13  433  0 

> <1 c„ 

0  0  0  0 

0  0  0  0 

o — 

0 
o 
o 

C44 >( 

css 

c33  = 2.75 x 1011 N/m2 

c„ =2.33 

c14  " 1 

C12  =0.47 

C13 = 0-80  

c44 -0.94 

c66 =  = 1/2 (c l i—c 12 ) 

Fig 10—LiTa03 stress-strain. 
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Fig. 11—Thermal stress comparison s-growth LiTa0, crystal. 

respectively. A plot of thermal stresses for the z-growth crystals by 
both methods is compared in Fig. 11. Agreement is very good. A 
comparison of thermal stresses by the long-cylinder method of both 
>growth and y-growth is shown in Fig. 12 at O = 45°. (Typically, 
O-stress variations are less than 5 percent.) The maximum stress 
recorded in absolute value is about 39,000 psi for both z-growth and 
y-growth. The x-growth (material axis 3 corresponds to x) would yield 
the same results as y-growth. This can be inferred from examination of 
the material properties of Fig. 10. 

VI. CONCLUSIONS 

Excellent comparisons were obtained for stresses and deflection in 
isotropic cylinders between the methods described in this paper and 
known theoretical solutions (Figs. 5 to 7). Stress comparisons again 
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Fig. 12—Thermal stress comparison z-growth and y-growth (at O = 450) LiTa03 
crystals—long-cylinder method. 

were excellent between the two methods described in this paper for 
z-growth LiTa03 crystals (isotropic in the plane of the circle) during 
the post-growth cooling stage (Fig. 11). Comparisons of thermal 
stresses between a y-(or x-) growth LiTa03 crystal (both anisotropic in 
the plane of the circle) and a z-growth crystal are presented (Fig. 12). 
Differences in the stress distributions were not great enough to favor 
either growth direction; the more important consideration is to slow 
the cooling process down enough to keep radial thermal gradient to a 
minimum. 
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APPENDIX 

Stress-Strain Relationships—Long Cylinder 

The most general stress-strain relationship considered is the 4 X 4 
submatrix bounded by the dotted lines of eq. (18) as shown below, 
with no coupling between the stresses (az, cry, az, T ) and the strains 

(7y., 7..)• 
az 
cry 
crz 
rzy, 

Tyz 

Tzz, 

'Czz Cz„ Czz O  0 0-
Czy C„ Ci, z  0 0 
Czz C„z  Czz O 0 0 
0  0  0  Czz I 0 0 

0  0  0  0 
0  0  0  0 

7v. 

After inclusion of thermal strains, eq. (18) can be restated as 

where 

(18) 

crol = [C0]( ED) —  adT D,  (19) 

t 001 = {ox 'TY Œz TEYI 

{ col =  e.  ez7.11, 

f (AT} -=  azdT f aydT fazdT 01, 

and [Co] is the 4 X 4 submatrix of eq. (18). 
Now consider a rotation about z by the angle 0, and let kJ 

= f o (re oz 'TA) be the radial, tangential, longitudinal, and shear stress, 
respectively. The relationship between this rotated stress field and 
f uoI can be expressed as 

where 

[B] = 

= [13]{  (20) 

cos20  sin20 0  2 sin0 cose 
sin20  cos20 0 —2 sin0 cos0 
0  0  1  0 

—sin0 cos0 sin0 cos0 0 co520 — sin20 

THERMAL STRESS DETERMINATION  843 



Conjugate to eq. (20) is the following relationship between the strains 

1€01 = [B]tfeal,  (20a) 

where 
I ea} =  er eg er 7Tel • 

Eqs. (19), (20), and (20a) can be combined as 

4.4 = [C .11e.} — [13][Co]fadn , 

where 

(21) 

[CO = [B][Co][B]t. 

After multiplying eq. (21) by [C01-1. and rearranging, the following 
result is obtained. 

= [E]fo-.1  ([13]e)-1 { f adT},  (22) 

where 
[E] = [CO-' = (CB D-TC0]-1 [B]-'•  (22a) 

Tentatively, let Ez = 0. This results in a longitudinal stress applied 
at the ends of the cylinder. From the third line of eq. (22), the longi-
tudinal stress can be obtained as 

cr. = 1/E33(E31er.  E32 <re  E34 Tr° + I «AT),  (23) 

where, from eq. (22a), 

En = E.: cos20  sin% 

= E.. 5in20 -F E1 COS20, 

Ega  

E34 = 2 sine cos° (E„ — E.1), 

and E.„ E 2, and E„ are obtained from [C0]-1 . 

From eq. (23) we obtain 

cr.} -= [D]firb} — {0 0 1/E33 Jco2dT 0}  (24) 

where 

and 
0b1 = ter ee 

{  0  0 
1 
0  1  0 

[D]  —E3i/E32 —E32/E33  —E34/E33 • 

re 

1 
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After substituting eq. (24) into eq. (22) and premultiplying by [D]e 
(remember Eg = 0), we obtain 

eb) = [Eb]lub}  [I 3 b]{  adT} ,  (25) 

where 

{eb} = {CrO 7,01, 

EEO = ED KEID] 

and 

[Bb] =  

= 1cos20  sin20 sin20  cos20 
—2 sin° cos0 2 sin0 cost) 

—E31/E83 
— En/En 
- E34/ E33 

sine+ cos° 
—sin0 cos°  . 
cos20 — 8in20 

Let [C] = [E0-1 . After inverting eq. (25) we obtain a desired result. 

(0-0 = [C]( eb — [B6] f adT})  (26) 

subject to the restriction e, =  0, which will be removed after an initial 
solution is obtained. 
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Manually Adjusted Equalizers 
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This paper describes an equalization procedure for systems using 
manually adjustable bump equalizers that is based on a mean-squared 
error criterion. We show that, in accordance with a Gauss-Seidel iteration 
process, gain adjustment always converges to the optimal value at which 
the minimum MISE of the equalized channel is obtained. Both zero 
forcing and MSE algorithms based on the Gauss-Seidel iteration method 
are derived, and hardware implementation of these algorithms is dis-
cussed. According to the error reduction analysis, an equalizer composed 
of orthogonal networks requires only one iteration to bring the equalizer 
to the optimum state. For the bump equalizers used in the latest L5 Coaxial 
Carrier Transmission System whose Bode networks are semi-orthogonal, 
two to three iterations are shown to be sufficient to achieve the optimum 
gain settings in the mean-squared error sense. 

I. INTRODUCTION 

In this paper, a manual adjustment of bump equalizers is described 
which uses a mean-squared error (MSE) criterion. In the existing IA 
Coaxial Transmission System, the bump equalizers (realized with Bode 
equalizer networks') are used for line equalization and adjusted ac-
cording to a zero forcing (ZF) algorithm.2 This method results in an 
optimum equalization in the MSE sense, but only under certain very 
restrictive conditions with respect to the transmission response of the 
channel. The latest L5 Coaxial Transmission System, which provides 
up to 10,800 toll-grade long-haul message channels on a pair of 0.375-
inch coaxial cables over 4000 miles, also includes bump equalizers for 
equalization of the 65-MHz bandwidth channel. The equalization 
method used in the L5 Coaxial Carrier Transmission System, however, 
minimizes the MSE of the channel deviation. It is found in practice 
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that the MSE algorithm has given a better equalization result than 
the ZF algorithm. 
Since a coaxial cable system shows relatively stable channel charac-

teristic, the bulk of the L5 line equalization is accomplished by 
manually adjustable equalizers. Normally, the time-varying channel 
deviation in a cable system is mostly the result of seasonal tempera-
ture variation and aging of the components in the system. In such case, 
a usage of complex automatic equalizers in the system is not economi-
cally desirable. 
In Ref. 3, two MSE methods are discussed for the equalizer adjust-

ment. Both methods are based on the steepest descent algorithm 
and could be easily implemented in an automatic equalizer, but not in 
a manual equalizer. 
In this paper, an MSE algorithm based on the Gauss-Seidel itera-

tion method is described for the gain adjustment of the manual bump 
equalizers. Under the specified assumptions, this method guarantees 
the convergence of the following iterative process. If a visual display of 
the gradient of the MSE with respect to each gain setting is available, 
adjust the first gain setting until the gradient becomes zero; next, 
adjust the second gain setting until the associated gradient becomes 
zero; similarly, adjust the third gain setting and all others up to the 
last one, thus completing one iteration. As the number of iterations 
increases, the residual error in the channel will be minimized in the 
MSE sense. 
While the Gauss-Seidel iteration method may seem quite compli-

cated, it has several distinct advantages. First of all, the Gauss-
Seidel iteration method requires only one gradient at a time, which 
can simplify the hardware involvement, particularly for manual 
equalizers. As is shown in Section III, the number of iterations needed 
to bring the equalizers to the optimum state is not large. When the 
equalizer is composed of orthogonal networks, a single iteration is 
sufficient. Since most of the equalizer networks used in transmission 
systems are orthogonal or semi-orthogonal in nature, the number of 
iterations will usually be small. For the bump equalizers, which consist 
of semi-orthogonal terms, two to three iterations are satisfactory for 
the optimal equalization according to the error analysis given in 
Section III. This result has been verified experimentally in the field. 

II. MSE ADJUSTING ALGORITHMS FOR BUMP EQUALIZERS 

In this section, several assumptions are made before the ZF and 
MSE algorithms are presented. 

848  THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1974 



2.1 Characterization of coaxial channel 

The channel assumed in this section is represented by an infinite 
sin x/x series on the frequency domain. (Since the transfer function of 
the Bode network is symmetric on the log f plane, where f is the 
natural frequency in hertz, the frequency used throughout is defined 
by w = log f.) 
Let M(w, t) represent the time-varying channel misalignment 

which is a real valued function of frequency in decibels. From the 
practical point of view, however, the channel can be assumed to be 
simply M(w) since the time variation is negligible during the equali-
zation interval. Further, assume that the Fourier transform of the 
channel is limited in the time domain by a certain positive constant. 
(It should be noted that the Fourier transform of the channel does 
not result in an impulse response of the channel because the channel 
is measured in dB. However, there is an implicit dual relationship 
between the channel studied in this paper and that involving a time-
domain equalizer, e.g., a transversal equalizer, in which a frequency 
band limitation of the channel is implied.) Hence, the channel can be 
characterized on the frequency domain by the following series: 

M(w) = f c.  sin ?ev  w) rr(w —w.„)] (dB),  
(1) 

o   

where Cn, p, and wn are real numbers and 

1 
for all n = 0, 1, • • •. 

Note that wn is equally spaced. 
Equation (1) can also be written in the following way. 

M(w) = f  C cosPrp(w — wn)x]dx 
o n =0 

En' C. cos(27pwns) cos (27rpwx) 
o 

+E Cn sin(2wpwnx) sin(27pw5) I dx 
n =0 

=  1 F(x) cos(27r-pwx)  H(x) sin(27rinvx)Idx,  (2) 

where 

(x) =  C„ cos(27/-pive) and H(s) =  C„ sin(272-pwnx). 
n = 0 
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Since 0 < x  1, eq. (2) implies that the shortest frequency domain 
ripple period found in the channel M(w) is l/p. 

2.2 Representation of bump equalizers 

The bump equalizer considered in this paper is a linear combination 
of adjustable-loss Bode networks. The input-output transfer function 
of an equalizer composed of N Bode networks can be represented by 

EQL(w) = E gkBk(W)  (dB),  (3) 

where N is the number of networks and gk and Bk represent the gain 
and response respectively of the kth Bode network. 
A typical Bode network is shown in Fig. la, where the loss is con-

trolled by the resistor R. The transfer function, Bk(w), can be analyti-
cally derived and, with a suitable flat gain amplifier, it can be expressed 
by the following equation: 

[Ek(1  Ek)  DO2 — D k 
Bk( W) =  (dB),  (4) 

[(1  Ek)2 ± 

where 
= ROk Ek  

Rlk 

(W/ W O 211 k   
D k 

[(ID/ W O' -  11 "  

Ck 

H k  = 

and 
1 

Wk  — log  27.akCk 

Since eq. (4) shows Bk(w) to be a quite complicated function of w, 
one of the following assumptions is used while analyzing the equalizer 
in detail. 

Assumption I: Let Bk(w) be approximated by 

7 sin[7(w — wk)/àw] 
-- (w — wk) ] =  (dB).  (5) sinc[   
àw  7(w — wk)/àw 

Since there are N Bode networks in the equalizer, which for the 
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(FIF10)-1+  RsR:13, 

Z 11 Z 12  R12:1K 

R 1K R 2K  RÓK 

LK = LiK /RoK  

CK = RoK CIK  

(a) BODE NETWORK 

(b) TRANSFER CHARACTERISTICS OF BODE NETWORK 

Fig. 1—Adjustable Bode network. 

present analysis are spaced equally on the w-axis with interval àw 
(see Fig. 2), then the transfer function of equalizer can be expressed by 

N  7r 
EQL(7.1)) =  gk sinc H(w —  k) ] 

k=1  3à1V 
(dB).  (6) 
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Fig. 2—Manual equalization of L5 coaxial system. 

; 
DISPLAY OF 
GRADIENT 

To permit a comparison between Bk(w), as represented by eqs. (4) 
and (5), the two equations are plotted in Fig. lb. The maximum dif-
ferences between the two best matched curves are 0.165 and 0.183 
dB when I w — wk I -. .eito and I w — wk I > Aw, respectively. 

Assumption 2: Let Bk(w) be approximated by 

7r  sin[w(w — wk)/Av]  
cosinc[ -.7.w(w — wk) ] = 

cos[w(w — wk)/2 w .  (7) 
1 — 4[(w — wk)/Aw]2 

Under the same conditions listed in Assumption 1, the transfer func-
tion of equalizer can be expressed by 

EQL(w) = kE1 gk cosinc[ à-7-w(w — wk) ] 
N ir 

Expression (7) is also plotted in Fig. lb, and it can be seen that cosine 
[x (w — Wk)/ W] approximates quite well the actual transfer function 
of the Bode network as expressed by eq. (4). The maximum differ-

(dB).  (8) 
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ence between the two best-matched curves is 0.0327 dB when 1w — wkI 
Aw and 0.0404 dB for 1w — wkl > 

2.3 Mean-squared error algorithms (Gauss-Seidel iteration method) 

The definition of optimal equalization used in this paper is the mini-
mization of the MSE of the equalized channel as a result of adjusting 
the gain parameters, gk. 
On a decibel scale, the equalized error will be 

E(w) =  lg kB k(w) — M (w).  (9) 
Fc= 

Then the MSE can be represented in the frequency domain by 

MSE = f  1E(w)1 2dw. (10) 

Theorem 1: If the equalizer described by eq. (3) is composed of linearly 
independent networks, then there exists a unique set of gk's which nulls 
all the gradients Gk; i.e., 

amsE 
Gk =  = 0 for all k = 1, 2, • • • , N,  (11) 

agk 

where MSE is defined in eq. (10), and the corresponding set of gk's 
results in minimum MISE. 

The proof is given in Appendix A. 
The bump equalizers considered in this paper belong to the class 

of the equalizers defined in Theorem 1. 
As derived in eq. (25) of Appendix A, the gradient vector is given by 

G = Bg — M,  (12) 

where B, g, and M are the system matrix, gain vector, and correlation 
vector, respectively, and are defined as follows. Defining an inner 
product 

(A, B) = A(w)B(w)dw, 

G = [G1, G2, • • , GAT, 

where T indicates the transpose, 

g = [gi, 92, • • • , gA T, 
M •-= 2[(B1(w), /1/(w)), (B2(w), /1/(w)), • • • , (BN(w), /1/(w))]T, 
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and 

B = 2 

(B1, B1),  B2), • • • 
(B2, B1), (B2, B2), • • • 

_(BN, B1), (13. N, B2), • • • 

Now the gain vector is 

(B1, BN)' 
(B2, BN) 

(BN,BN)., 

g = B-1 (G  M),  (13) 

provided that B-1 exists. The optimum gain, g*, which results in the 
minimum MSE is obtained by solving eq. (13) with G = O. The 
MSE algorithm given in Ref. 3 solves (13) with G = 0 by the steepest 
descent method, which can be readily implemented in an automatic 
equalizer control circuit. For manually adjusted equalizers, however, 
the steepest descent algorithm cannot be easily implemented because 
the algorithm requires simultaneous adjustment of all the gain settings. 
A manual equalizer adjustment algorithm should have the following 
properties: 

(i) The several gain settings can be adjusted one at a time, within 
a specified sequence. 

(ii) Repeating step (i), g approaches g*. 

The converging rate of the initial g to the final g* depends on the type 
of algorithm used and the system matrix B. For the bump equalizer, 
this question is discussed in Section 3.2. 

Theorem 2 (Gauss-Seidel iteration algorithm): If the system matrix 
B in (12) has dominant diagonal elements such that 

I(Bk, Bk)I >  I(Bk, Bi) I  (14) 

for all k= 1, 2, • • • , N, 

where E' indicates the summation of all ternis excluding the case j = k, 
then every g converges to the optimum gain g* = B-4 1,1 by the following 
iteration process: 

Iteration 1: Let g k(i) indicate the kth gain at the ith iteration; thus, the 
initial gain settings are gi(0), 92(0), • • • ,9,(0). Adjust gi(o) until its corre-
sponding gradient G1 = 0 and designate the resultant gain gi(1). The gain 

settings are then gin), gm), • • • , gN co). Adjust 92(0)  until the gradient 
G2 = 0, resulting in the gain settings  gr2(1), g,(,), • • • g N(0)• 
Repeating the operation for each setting results in 91(1), glu), 9.(1), • • • e 
gN (1), and completes the first iteration. 
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Iteration 2: Adjust gia) until G1 = 0, resulting in the gain settings  

g2(1), g3(1), • • • , g Nu). Obtain g2(2), g3(2), • • • , g N(2) by similar operation, 
completing the second iteration. Similarly, iterations 3, 4, • • •, n can be 
carried out as required. 
The proof is given in Appendix B. 
If equalizer networks satisfy the inequality (14), they are called, 

in this paper, semi-orthogonal terms. The bump equalizers defined in 
this paper satisfy the inequality (14), and hence Theorem 2 can be 
used as a manual-equalizer adjusting algorithm. To implement this 
algorithm, a visual display of each gradient is required before the cor-
responding gain is adjusted. The following two theorems provide 
simple ways of determining the gradient. 

Theorem 3 (ZF algorithm): Let the channel be represented by eq. (I) and 
the equalizer satisfy assumption I. If the interval Lw between two adjacent 
Bode networks is no greater than half the shortest ripple period ( = 1/p) 
found in the channel, i.e., 

w  —1 (15) 

then the optimum gain setting is obtained by repeating the Gauss-Seidel 
iteration process defined in Theorem 2 with the gradient given by 

Gk = 2E(Wk),  (16) 

where k = 1, 2, • • • , N and E(wk) is the frequency domain error value 
measured at frequency wk, the center frequency of the kth Bode network. 
The proof is given in Appendix C. 
Thus, if signals are transmitted at a set of frequencies equal to the 

center frequencies, wk, of the Bode networks, and if the errors are 
measured at these frequencies at the receiving station, the gradients, 
Gk, can be obtained directly. Then each gain, gk, would be adjusted 
until its gradient, Gk, reduced to zero. This is the well-known "zero-
forcing" technique used in Ref. 2; it also achieves the optimum equal-
ized channel in the MSE sense, if the stipulated assumptions apply. 

Theorem 4 (M SE algorithm): Let the bump equalizer in this case satisfy 
assumption 2 and assume that the interval, A w, between adjacent Bode 
networks is no greater than the shortest frequency domain ripple period in 
the channel, i.e., 

(17) 

Then the optimum gain setting is obtained by repeating the Gauss-Seidel 
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iteration process with the gradient in this instance given by 

Gk =  4 E( tok  E( Wk)  4E( wk +  (18) 

k = 1, 2, • • • , N, 

where E (wk) is the frequency domain error at the center frequency of 
the kth Bode network, and E[wk — (Aw/2)] and E[vk + (3 4)] are the 
frequency domain errors measured at lower and upper frequencies midway 
between adjacent Bode networks. Equation (18) is derived in Ref.  3. 

Proof: In this case, 
(B,,, B,,) k) =  0.75 

and 

I (Bk, = 0.25 

for all k, thus satisfying the inequality (14). Hence, the Gauss-Seidel 
iteration process converges to the optimum gain settings. 
To implement the MSE algorithm, a measure of the error at 2N — 1 

points in the frequency domain is required (see Fig. 2). In practice, 
the MSE technique results in better equalization than that obtained 
by the ZF method. Note that assumption 2 for the MSE algorithm 
approximates the actual equalizer more precisely than assumption 1 
does. Moreover, inequality (15) for the ZF algorithm derived in this 
section is a conservative assumption. The channel ripple period allowed 
by the MSE algorithm can be half the period assumed by the ZF 
algorithm. 

III. CONTROL OF MANUAL BUMP EQUALIZERS 

In this section, the Gauss-Seidel iteration process derived in the 
previous section is applied to the manual equalizer for optimum gain 
control. The number of iterations required to obtain acceptable gain 
settings is reflected in inequality (14). The larger the diagonal com-
ponents [left-hand side of (14)] compared to the off-diagonal com-
ponents [right-hand side of (14)], the fewer the iterations needed. The 
rate of convergence of the iteration is described in Section 3.2 based on 
an error-reduction analysis. It is shown that one iteration is sufficient 
to obtain the optimum gain settings for the ZF Gauss-Seidel iteration 
algorithm derived in Theorem 3. When, in the more general case, the 
channel is initially equalized by the ZF algorithm, one or two more 
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iterations are usually sufficient to achieve a practically optimum 
equalized channel for the MSE algorithm. 

3.1 Hardware realization of Gauss-Seidel iteration process 

For the L5 line equalization, an equalizer adjustment system has 
been developed for the adjustment of bump equalizers by the Gauss-
Seidel iteration process. It is composed of a precision transmission 
measuring set, 90G oscillator-90H detector—digital control unit 
(Ref. 4), and a hardwired, special-purpose computer which contains 
a programmed memory and an arithmetic unit called an equalizer 
adjustment unit (EAU) (see Fig. 3). Referring to Fig. 2, we assume 
that the equalizers in the receiving station are to be adjusted by the 
MSE algorithm. By selecting the particular Bode network to be 
adjusted, the EAU in the transmitting station causes the 90G oscillator 
to generate sequentially an appropriate set of three frequencies (fki, 
fh2, and fu).  The EAU in the receiving station measures the channel 
error at the same three frequencies and computes the gradient, Gk, 

Fig. 3—Equalizer adjustment unit. 
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by the following relationship: 

Gk = BkiE(fki)  Bk2E(fk2)  Bk3E(fk3)• 

Normally, Bk1= Bk3 = and Bk2 = 1. The resultant is displayed in 
a digital readout of the EAU and the operator subsequently adjusts 
gk until Gk = 0. Then the next Bode network is selected and the trans-
mitting EAU causes the generation of the required set of three fre-
quencies, and the receiving EAU processes the received error signals 
and displays the calculated gradient. Again, the corresponding gain 
adjustment is made. When the ZF algorithm is selected, the gradient 
displayed is simply the error at the center frequency of the Bode 
network. Hence, as far as the operator is concerned, the adjustment 
procedure for the ZF and MSE algorithms is identical. 
In practice, it is found that the equalizer should be initially adjusted 

by the ZF algorithm to bring the system near the optimum state. In 
this way, any large initial gain deviations from the optimum value are 
quickly reduced to within about ±0.5 dB. Then the MSE algorithm is 
used for the "fine tuning" of the gain adjustments. Usually, one or 
two iterations with the MSE algorithm will be sufficient for the equal-
izer to reach the optimum MSE state when starting from the ZF 
state. According to inequality (23) derived in the following section, and 
given initial gain settings within ±0.5 dB of the optimum value, the 
gain settings after two iterations are within ±0.036 dB of the ideal 
values in the worst case. The actual deviation from optimum in most 
cases will be smaller than 0.036 dB and in any case will be less than 
the inherent accuracy limitations of the 90-type transmission measuring 
sets to be used. 

3.2 Error analysis 

The Gauss-Seidel iteration provides fast convergence of initial gain 
settings to the optimum values for the bump equalizers. As derived in 
Appendix B, the Gauss-Seidel iteration can be expressed by 

g(+1) = — L-rug(i) L-1M, (19) 

where L is the lower triangular portion of the system matrix B in-
cluding the diagonal and U is the upper triangular portion of B not 
including the diagonal. 
Defining an error vector after the ith iteration to be 

e(i) = g* — g(i), 
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where g* is the optimum value, then 

eci+i) =g* — gri+i) 
= g* ± L-11.1g(i) — L-1 M 
= — L-'13"e (1) . (21) 

To derive (21), the equality, L-111/1 = g* + L-11:fg*, was used. Hence, 
the magnitude of the eigenvalues of L-11:f determines the speed of 
convergence. 
If the equalizer belongs to the class defined in assumption 1, B is 

a positive definite diagonal matrix and L-1. 11 is a null matrix. Hence, 
e(i+i)  = 0 for all i = 0, 1,2, • • • . In other words, we obtain tie optimum 
gain settings by the ZF Gauss-Seidel iteration algorithm in one iter-
ation. The same result can be obtained from eq. (19), since L-11:r is a 
null matrix and L-1 = B-1 . 
If the equalizer satisfies assumption 2, the MSE Gauss-Seidel 

iteration algorithm can be used. Now the system matrix is 

where 

and 

bll, 

B -- 2 bn,  

bin, 

b12, b22, • • • , b1N 
b22,  b23,  • • •, b2N 

bN2, bN3,  • • • , b NN  

bi; = 0.75  if i 
bi; = 0.125 if Ii — il = 1 

if Ii—il k 2 

for all à, j = 1, 2, • • • , N. Splitting B into two parts, L and II, which 
are defined above, and performing some algebra, 

= I 

0, 
0, 
0, 

6-1 , 0, 0, • • • , 
6-2 ,  6-1 ,  0,  • • • , 

6-1, • • • , 

N+16—N, 1) N6— (N-1) , 6-8 ,  —6-2 

Hence, one can calculate the new error vector by eq. (21). After one 
iteration, the upper bound on the maximum residual error becomes 

lek(,) I  1(6-1 6-2 ± 6-3 -I- • • • ) €5(0) I max 
= 0.266671e; (0 1. (22) 

for all j, k = 1, 2, • • • , N. Similarly, after the second iteration, 

1 ek (2) I max  0.266671e/(1) I max 5_ 0.07111 ei(0) I ma.  (23) 
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for all i, j, k = 1, 2, • • • , N. The equality in eqs. (22) and (23) will 
be obtained if and only if 

elm  — e2(0) =  e3(0) =  e4(0) =  "  =  ek (o)  max• 

This in general will not be the case, and the maximum setting error 
after the second iteration usually will be less than 0.07111 times the 
maximum setting error prior to the first iteration. Consequently, if 
the gain settings are within 0.5 dB of optimum at the start (which a 
single ZF iteration will establish), the deviation from optimum settings 
in the MSE sense is within a few hundredths of a decibel after two 
additional iterations. 

IV. CONCLUSION 

This paper shows that a manual equalization process which can be 
described by a Gauss-Seidel iteration method provides optimal con-
trol for bump equalizers in the MSE sense. Compared to the steepest 
descent method discussed in Ref. 3, the Gauss-Seidel iteration method 
can be more economically implemented for manual equalization such as 
in the L5 system. The Gauss-Seidel iteration process requires knowl-
edge of the gradient of the MSE with respect to the gain setting for 
each Bode network to be adjusted. The ZF algorithm derived in this 
paper requires just one Gauss-Seidel iteration, but in practice the ZF 
equalized channel is not optimum and can be further improved by the 
MSE algorithm. This is because the gradient obtained by the MSE 
algorithm is more accurate than the one obtained by the ZF algorithm 
for realizable equalizer shapes. It should be noted that three tones are 
required to determine the gradient of the MSE with respect to the 
gain setting of each Bode network for the MSE algorithm, while only 
one tone is used to obtain the gradient for the ZF algorithm. The 
number of iterations that are necessary to bring the equalizer to the 
optimum state depends on how close the initial settings are to optimum. 
When the channel is initially ZF-equalized, only one or two more 
iterations are needed to optimize the channel with the MSE algo-
rithm. This result agrees completely with experiments conducted in 
the L5 field trial. 

APPENDIX A 

Proof of Theorem 1 

Substituting eqs. (9) and (10) into eq. (11), we obtain 

Gk = 2 Jr Bk(w)  9,13;(w) — M(w)} dw.  (24) 
.   .1=1 
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Defining an inner product 

(A, B) =  A(w)B(w)dw, 

G = EGI, j2, • • • , 

where T indicates the transpose, 

g = Lui, 92, • • gNir 
M = 2[(Bi(w), M(w)), (132(w), 31(w )), • • O M « M(w))7 

and 

B = 2 

(B1, B1), 
(B2, B1), 

N, B1), (BN, B2), • • • , (BN, BN) N) 

a simultaneous equation of the type of eq. (24) for all k from 1 to N 
can be written as 

or 

(B1, B2),  • • • , (B1, BN) 
• •  (B2, BN) 

G = Bg — M 

Bg = G  M.  (25) 

Since eq. (25) is a nonhomogeneous system of N equations and G + M 
is a vector with N real-numbered components in the case considered, 
for the given G, the unknown g is uniquely obtained by 

g = B-1 (G -F M),  (26) 

provided that B is a nonsingular matrix. 
However, if B were a singular matrix, then a linear combination of 

the columns could be made zero, i.e., 

E hak, B•) = 
k=1 

for each j = 1, 2, • • • , N where hk are real nonzero numbers. 
In addition, the following relationship could also hold: 

kt 1 hlhk( Bk, B1) ± h2h e1, B 2) ±  • • • 

hNhk(Bk, BN) = 0. (27) 

But (27) can also be written as 

2 

f E h,,,Bk(w)} dw = 0. a= k 
(28) 
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Equation (28) contradicts the assumption that Bk(w)'s are linearly 
independent. Hence, B is indeed a nonsingular matrix and there exists 
but one set of gk's for which G = 0 in eq. (26). It is yet necessary to 
prove that this stationary point is the global minimum of the MSE 
defined in eq. (10), which is established if the following relationship 
can be proved: 

2 

L . M (W) - a tit e k(w) -  g 13 k(w)} div 
k=1 

(a ra. {M(w) _ kfigumw)rdw 
fa: Im(w) —  grBk(w) }2dw, (29) 

where 
N  N 

E ek(w) and  E g7Bk(w) k-1  k-1 

indicate distinct equalizer settings, a  = 1 and as3 > 0, then 
MSE is a strict convex function of gain settings gk's and has a global 
minimum. 
Subtracting the left-hand side from the right-hand side of inequality 

(29), we obtain the following: 

—20 [ fe k(w)] + kEi grBk(w)] ldw.  (30) 
2 

Since Bk(w)'s are linearly independent and at least one equalizer 
setting, 

N 

E  k(w) or  E  
k-1  k=1 

is not zero, (30) is negative. Hence, inequality (29) is correct, and the 
proof of Theorem 1 is complete. 

APPENDIX B 

Proof of Theorem 2 

The gradient of MSE with respect to the gain settings is represented 
by the following equation: 

G = Bg — M,  (31) 

where B, g, and M are defined in (24). Splitting the B matrix as follows 

B = L  (32) 
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where L is the lower triangular portion of B including the diagonal and 
IT is the remainder of B, 

G = Lg  - M.  (33) 

According to the iterative procedure described in the theorem, g(i+i) 
is obtained from g(i) by setting G = O. With the aid of eq. (33), this 
procedure can be expressed by 

O = Lg(i+ i) + Ug(i) - M 
or 

g(41)  = - L-11.1g(i) L'M. 

By successive calculation, eq. (34) can be modified by 

g(i+1) = [- L-11J]1-ig(o) + E k-. 

where gon is the initial value. 
If 

[ - L-11.1? -> [0] as CO 

E E-L-iuiAL-i  [L + 111-1 = B-1. 

Hence, eq. (35) becomes 

gm_n = O + B-1M, 

(34) 

(35) 

which is the desired result. 
Hence, the theorem is proved if L-113. is a convergent matrix, i.e., 

eigenvalues of the matrix L-1IJ are all less than one in absolute value. 
However, if condition (14) is satisfied, L-111 is a convergent matrix 
and [- L-'U]i  [0] as i -› ,r) (see Theorems 3.3 and 3.4 in Ref. 5). 

Note: The iteration process defined by (34) is known as the Gauss-
Seidel or, simply, the Seidel iteration. 

APPENDIX C 

Proof of Theorem 3 

When assumption 1 is satisfied, 

Bk, B » = 1,  k = j 
=0, 

for all j and k. 
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Hence, Theorem 2 is satisfied and we have to prove now 

Gk = 2E(Wk).  (36) 

From eq. (24), 

oe  N 

Gk = 2 f Bk(w)i  gi.13;(w) —  dw 
1=1 

= 2  sine[ —,àw(u)  — wk) E giBi(w)dw 
=1 N 

2 f sinc[ (w — wkI M(w)dw. (37) 
ir 

Since 

E. iL(w — wk)] sine[  (w — wiir  ldw = 0 if k  j 

and 
=1  if k = j, 

the first integration in (37) is simply 2g,.. 
Substituting M(w) of (2) into (37), the second integration of (37) 

becomes 

2 f_. sine [ ir  —Aw (w — wk)] I {F(x) cos(2/rpwx) 
Jo 

H(x) sin (2rpwx)1dxdw 

1- 
-- L.  sine  7 — wk) ] f { f(x) cos[2irp(w — wk)x] 

h(x) sin [27rp(w — wk)x]Idxdw,  (38) 

where 
f(x) = F(x) cos (27pwkx)  H(x) sin (2rpwkx) 

and 
h(x) = H(x) cos (2rpwkx) — F(x) sin (2/rpwkx). 

Since 

f'f h(x) sine [  — wk)] sin [27rp(w — wk)x]dwdx = 0, 

Eq. (38) becomes 

2 L . sine [  — wk)]  f(x) cos [27rp(w — wk)4}dxdw.  (39) 

Replacing w = u + wk and changing the "cos" into "exponential" 
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form, (39) becomes 

sinc  u) o f(x)rexp(i2rpux)  exp (—i2epux)]1dxdu 
Au)  

fo f(x)  se ( 
ir 

=  in  i_ U)  fexp(i2rpux) 

exp( — i2irpux)1 dudx,  (40) 

where i2 — 1. Since 0  1 and 2p '‘ 1/Aw by assumption, 
integration of (40) is simply 

Note that the inner integration in (40) is the Fourier transformation of 
the sinc function. 
Combining the results, Gk in (37) becomes 

1 

Gk = 2g k — 2 1. f(x)dx. 

M (w k) =  f(s)dx and EQL(wk) = gk. 

Hence, (41) becomes 

However, 

Gk =  2[EQL(wk) —  

= 2E(wk). 

This proves the theorem. 

(41) 
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This paper presents a mathematical analysis of an adaptive quantizer, 
a pulse code modulator, which is used for coding speech and other continu-
ous signals with a large dynamic range into digital form. The device is a 
two-bit quantizer in which the step size is modified at every sampling instant 
with the object of adapting the range of the device to the intensity level of 
the signal. In the adaptation algorithm analyzed in the paper, the encoded 
information of the previous sampling instant is used either to increase 
or to decrease the step size by fixed, but not necessarily equal, proportions. 
Initially, the stochastic stability of the device is established by construct-

ing a stochastic Lia punov function. Various basic identities and bounds 
on aspects of the behavior of the device are obtained. The qualitative 
results obtained indicate the nature of the trade-offs between the quality 
of the steady state and the transient performance of the device. Also, 
formulas are developed for the purpose of evaluating the mean time 
required for the step size to adapt from arbitrary initial conditions to 
certain optimal values. 

I. INTRODUCTION 

A mathematical analysis of an adaptive quantizer is presented in this 
paper. The coding thresholds of the device, also referred to as the step 
sizes, are not fixed but adapt according to a particular alogrithm. The 
object of the algorithm is to modify the threshold to larger or smaller 
levels, depending on whether the signal intensity level is high or low, in 
a manner that allows a decoder at the receiving end to effectively re-
construct the continuous signal. The basic two-bit quantizer, i.e., quanti-
zers with four output levels with codes 01, 00, 10, and 11, is character-
ized by a particular function of the following form at each sampling 
instant. 

887 



Input refers to the nth sample of the continuous signal, x (n) , 
n = 0, 1, 2, • • • ; output refers to the coded signal to be transmitted at 
that instant; and à is the step size. In adaptive quantizers of the type 
to be investigated here, the step size is variable and the step size at the 
nth sampling instant is denoted by à (n). The step size uniquely defines 
the entire function in the manner indicated by Fig. 1; hence, the com-
plete adaptive quantizer is associated with a sequence of functions. 
The adaptive quantizers that are the subject of this paper are basically 
characterized by the following adaptation algorithm 

à(n + 1) = M ià(n)  if I x (n) I  (n)  (la) 

= M 2 (n)  if  x(n) > A(n),  (lb) 

where M I and M2, called multiplier coefficients, are fixed constants 
satisfying O < MI < 1 < M 2.  Variations on (1) are considered in 
the main text, although the discussion in the introductory section is in 
terms of (1). Results on adaptive quantizers with output levels more 
numerous than 4 will be considered in a future publication. 
The adaptation algorithm in (1) is due to Cummiskey, Flanagan, 

and Jayant. 1,2 In Ref. 1 Jayant presents the results of extensive com-
puter simulations undertaken to determine the multiplier coefficients 
which maximize various performance functionals. A class of random 
inputs fx(n)1 that is considered is obtained by passing a discrete, 
white, Gaussian process through a filter with a single pole. In Ref. 2, 
Cummiskey, Jayant, and Flanagan consider a differential PCM coder 
in which the adaptive quantizer is used together with a fixed first-
order predictor in the feedback loop. Their work has its direct ante-
cedents in the various schemes'.4,5 for adapting step sizes in delta-
modulators, a one-bit quantizer, and in the work of Wilkinson.' Wilkin-
son's paper on a two-bit adaptive quantizer, largely concerned with 
hardware implementation, is particularly interesting. In his scheme, the 
step size is controlled by a moving fraction obtained by keeping a tally 
of the number of times the input falls in the lower slot of the quantizer. 
Goodman and Gersho7 have independently looked at the adaptive 
quantizer from a theoretical standpoint and their work complements 
the work described here. 
In this paper we make a number of simplifying assumptions about 

the input sequence fx(n)} , the most restrictive being the assumption 

*Since the absolute value of the input in Fig. 1 is partitioned into [0, A] and 
(A, 00 ], we shall loosely refer to the event leading to (la) as "the input falling in the 
lower slot." 
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Fig. 1—The quantizer function. 

that it is a sequence of independent random variables. However, we 
have obtained for the idealized model precise results which indicate 
rather fully the trade-offs involved in the choice of the multiplier 
coefficients. Also, we have developed formulas for efficiently computing 
functionals as aids in the design problem. We believe that the broad 
qualitative features of the device that are found to hold in this model 
carry over for more realistic input processes. It is hoped too that the 
techniques developed here will provide a point of reference for future 
work. 
The mathematical analysis, for the main part, is of a random walk 

on the integers, whose complexity is due to the dependence of the state 
transition probabilities on the states. The structure of the random walk 
which is exploited here is rather general, and for this reason the model 
is of independent interest; to our knowledge, the main mathematical 
results have not appeared in the literature on random walks. 
The organization of the paper is as follows. In Section 1.1 we con-

tinue the discussion on the adaptation algorithm in the context of a 
particular idealized model of the sequence { x(n) J, and we discuss some 
of the results to be derived later and what is already known about 
optimal quantization in the nonadaptive framework. In Sections 1.2 
and 1.3 we give the basic equations of the process arising from (1), 
and certain modifications of it, when the input sequence {x(n)1 is 
independent and identically distributed. In Section II the stochastic 
stability of the device is established under general conditions. The 
existence and uniqueness of the stationary distribution of the step 
size is proved by constructing a stochastic Liapunov function for the 
random process. Section III examines in detail the stationary step 
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size distribution. In Section 3.2 we prove an identity which explicitly 
gives the stationary probability of the input falling in the lower slot 
of the quantizer, i.e., Pr. [ I x(n) I < A(n)]. In Section 3.3 sharp 
bounds are obtained on the stationary probabilities. It is shown that 
for almost all values of the multiplier coefficients there exists a natural 
center of the distribution and that the stationary probabilities fall off 
at least geometrically with increasing distances from the natural 
center. In Section 3.5 results are obtained on a particular limiting 
behavior, namely, the effect of the stationary distribution of making 
both multiplier coefficients close to unity. Section IV is devoted to the 
transient response of the device. In Section 4.1 we develop formulas 
for the efficient computation of the time required for the step size to 
adapt from an arbitrary initial value to the desired step size. Section 
4.2 by giving an explicit bound on this time provides some insight into 
the dependence of the adaptive time on the choice of the multiplier 
coefficients. Finally, we report some computational results. 

1.1 Background 

In an idealized model for the samples, x(n), of the continuous signal 
process, assume that { x(n) J is a sequence of independent random vari-
ables with zero mean. Assume further that the distribution of x(n) 
for every n is an element of the same equivalence class of distributions 
in which the distributions are equivalent to within a scaling operation. 
The scaling or intensity level changes slowly with n. For instance, the 
equivalence class of distributions may be the family of Gaussian 
distributions and only the variance, indicating the intensity level, 
changes with n. 
It is necessary to recall at this stage some known facts concerning 

the design of qua,ntizers in the nonadaptive framework' where fx(n)1 
is a sequence of independent, identically distributed random variables 
and the step size is fixed. Suppose that EDy(n) — x(n)} 2] measures 
the performance of the quantizer where y(n) is the nth output of the 
device.* The step size which minimizes this functional, Â, is in principle 
easy to establish, and Â is uniquely characterized by the probability 
of the input falling in the lower slot, i.e., Pr [I x(n)  I s Al Another 
observation that is equally easy to verify is that the optimal step size 
has the property that if the distribution of { x(n)1 is scaled, then the 
optimal step size is obtained by an identical scaling of the previous 
optimal step size. A convenient way of stating this observation is: a 

*It is not essential that the performance functional be of that form. 
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property of the optimal step size that is invariant to scaling of the 
distribution of I x(n)1 is the probability that the absolute value of the 
input x(n) does not exceed the optimal step size. For instance, when the 
distribution is Gaussian it is known that this probability is close to 
0.68.8 
An intermediate step in proceeding from the nonadaptive case to the 

more general model described prior to it, in which the identically 
distributed condition does not hold, is provided by the following model. 
Assume that the sequence z (n) J is indeed independent and identically 
distributed, and that the equivalence class of distributions to which 
the particular distribution belongs is known. However, the scaling 
parameter is unknown. It is relatively straightforward to state the 
requirements on a well-behaved algorithm operating in this simple 
framework, and, if these requirements are always satisfied, then it is 
possible to conclude that the device will operate satisfactorily for the 
more general model. The requirements are: (i) for arbitrary initial 
step size guesses, the step size rapidly converges to the optimal step 
size, and (ii) it is thereafter localized in a small neighborhood of that 
point. This paper separately analyzes the two requirements in the 
simple framework just described. Considerations related to (i) and 
(ii) are lumped respectively under the terms "transient response" and 
"steady-state response," since the latter property is effectively investi-
gated in terms of the stationary distribution of the step size, assuming 
one exists. A good reason for the division is that they lead, in some 
ways, to quite opposite requirements for the multiplier coefficients. 
Consider, in the light of what is known about optimal quantization 

in the nonadaptive framework, what is required for the localization 
property, requirement (ii), to hold. When the stationary distribution 
has both of the following properties, it is possible to establish an effec-
tive correspondence and infer that (ii) holds: (a) the stationary proba-
bility of the step size falling in the lower slot, i.e., Pr,  x(n) I s à] 
equals the known value associated with the particular family of dis-
tributions; and (b) the mass of the stationary distribution is concen-
trated in the small neighborhood of a point. In Section III we show that 
by appropriate choice of the multiplier coefficients it is possible to 
achieve both requirements. 

1.2 Basic assumptions and equations 

We consider only quantizers with multiplier coefficients having the 
following structure: 

M I = --k and M 2 = 1, 1,  (2) 

ADAPTIVE QUANTIZER  871 



where y is some real number greater than 1 and k and 1 are positive 
integers. We shall further make k and I relatively prime, i.e., their 
greatest common factor is 1. If, as we shall assume, the initial step size 
is of the form -yi, with i an integer, then the step size is always of that 
form and the space of possible step sizes forms a lattice.* 
There is a step size with, as we shall see, certain claims to being the 

central step size for a particular distribution of { x(n)) and choice of 
parameters k and 1; this step size is used as a reference point. There 
exists an integer such thatt 

Pr [Ix(n) e__  < k +1 Pr [ I x(n)l  yq.  (3) 

We denote  by C and refer to it as the central step size; all step sizes 
are considered to be of the form Cy, i = 0, ±1, ±2, • • • . 
Obviously, it is more convenient to work with the log transform of 

the step size, so let 

w(n) A log, à(n) — log, C. 

From the original algorithm we have 

w(n ± 1) = co(n) — k if jx(n)I  C-r (n) 

= w(n) + 1 if lx(n)l > Cyr“»). 

(4) 

(5) 

We have in (5) a Markov chain with states 0, ±1, ±2, • • • . The state 
transition probabilities are obtained from the distribution of x(n): 
for all integers i let 

bi A Pr [ I x(n)I  C-y]  (6) 

and 
ai A 1 — 

The "b" is a mnemonic for backward probabilities since it is associated 
with a transition backwards from the generic state i to (i — k). The 
diagram in Fig. 2 represents the Markov chain. Denoting by pi(fl) 
the probability that w(n) = i, we have 

pi(n + 1) = bi+kpi÷k(n) (7) 

Although the transition probabilities depend on the distribution of 
x(n), the two following properties of the sequence {b1), on which we 

• D. J. Goodman suggested the above structure on the multiplier coefficients with 
the object of obtaining a discrete Markov process. 
t We are tacitly assuming that Pr [ Ix (n) I = 0]  11(k +1) — e > O. 
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,41Fig. 2—The Markov chain. 
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base our results, hold irrespective of the distribution: 

0 5 bi <b 1 5 1 for all i, (8) 
and 

1  
<  b  (9) k  1 — ° 

That the strict inequality in (8) holds for all i is a mild restriction on 
the distribution of x(n); however, certain straightforward modifications 
may be made to obtain corresponding results when the strict inequality 
does not hold for all j. 
The property of the 0 state to which we alluded earlier may be loosely 

stated, thus: there is a net drift to the left (right) from states to the 
right (left) of the 0 state. Formally, 

E[w(n+1) I w(n) = i] —  —  [bi— k±i ] <01f i>0 

>011 i<0. 

(10) 

The above super- and submartingale properties are the basis for the 
existence of a stochastic Liapunov function (Section 2.2) and the 
bound obtained in Section 4.2. 

Remarks: The random walk in (5) with k = 1 = 1 is also the model 
for the delta-modulator subject to random, independent, identically 
distributed inputs. The stationary behavior of the model was treated 
in an elegant paper by Fine.' Gershow has established the stochastic 
stability of the delta-modulator for a larger class of input processes. 
Some of our results, particularly those in Section IV on transient re-
sponse, appear to be new and of some interest in this context. 

1.3 The saturating adaptive quantizer 

For the algorithm in (1) and, say, Gaussian distributions of the 
input, there is a small, positive probability of the step size exceeding 
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any large prespecified level. A model which reflects more accurately 
the practical algorithm for adapting the step size is one which does not 
allow the step size to become unbounded. One way of implementing 
this is to make the step size saturate at some suitably large level, 
i.e., if à(n) < I x(n)I , then 

(n + 1) = min EM2à(n),  >> 0;  (11) 

i.e., in the log transformed variables, 

w(n ± 1) = min [w(n) ± 1,  L >> 0.  (12) 

The model of this device, which we shall refer to as the saturating 
adaptive quantizer, is useful not only for the reasons given but also 
on theoretical grounds since the results obtained for the saturating 
adaptive quantizer yield, in the limit as L ---> 00, corresponding results 
for the adaptive quantizer. We carry both models with us throughout 
the paper and at least indicate along the way the main correspondences. 
For similar reasons we expect that in practice the step size will also 

be bounded from below in the obvious manner. This case is not for-
mally dealt with in the text since the main results may be readily 
inferred from the saturating adaptive quantizer. 
For the saturating adaptive quantizer, the following equations 

govern the evolution of {p,(n) = Pr [w(n)  , i L: 

Pi(n + 1) = bi+kPi+k(n)  ai-tPi-z(n)  — k 

pi(n ± 1) = ai_zpi_1(n)  L — k + 1  i L — 1 

pL(n ± 1) =  ctipi(n). 
L-1 

(13) 

The important super- and sub-martingale properties of the random 
walk, as expressed by the inequalities in eq. (10), apply as well to the 
saturating adaptive quantizer. 

II. THE EXISTENCE AND UNIQUENESS OF THE STATIONARY DISTRIBUTION 

We examine in this section questions related to the stochastic 
stability of the adaptive quantizer. We establish theoretically that 
certain acute types of erratic operations such as the unboundedness of 
the evolving random variable, namely, the step size, do not occur. We 
begin by establishing that the process has the basic properties of a 
well-behaved process, namely, irreducibility and recurrence. We 
thereby establish the existence and uniqueness of a finite stationary 
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distribution. We then proceed to the saturating adaptive quantizer, 
the more realistic model of the adapting algorithm, which in addition 
to the above properties, is also aperiodic. Here, the entire state space 
is a single ergodic class. The main result of this section is obtained from 
the construction of a stochastic Liapunov function for the process; and 
the theory of stochastic Liapunov functions is fairly well known."." 

2.1 Irreducibility of the Markov chain 

The chain is irreducible if and only if every state communicates 
with both the neighboring states. This occurs if and only if there 
exists nonnegative integers m, m', n, n' such that 

ml — nk = 1  (14a) 

and 
m'l — n'k = — 1.  (14b) 

It is an elementary fact from number theory that this occurs if and 
only if k and 1 are relatively prime, i.e., their greatest common divisor 
is unity. In fact, Euclid's algorithm yields the unknown quantities 
in eq. (14). 

2.2 Recurrence 

Consider the following nonnegative function of the states: 

V(i) = il  i = 0, ±1, • • - . (15) 

This function is a stochastic Liapunov functionn if the following 
holds: if D(i) is defined as follows, 

E[V { ce(n  1)} I w(n) = i] — V(i)  D(i),  (16) 

then (i) D(i) is uniformly bounded from above and (ii) D(i)  — e < 
for all but a finite set of states i. Condition (i) is trivially true for the 
process. Also, for all i k 

D(i) = — (k + 1) (I)  k (k  1) (1)1 k +1 i) <0 (17) 

and, for all i — 1, 

D(i) = (k  1) (bi —  (k  1) (b_g < 0. (18) 

Therefore, condition (ii) is verified, and V(i) is a stochastic Liapunov 
function for the process. 
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From Kushner's Theorem 7" we have recurrence' and we can infer 
further, from Theorem 4, that there exists at least one finite invariant 
measure, i.e., stationary distribution. Also, as we have shown earlier 
there does not exist two or more disjoint self-contained subsets of the 
state space; hence, we have from Theorem 5 that there is at most one 
invariant probability measure. Thus, the existence and uniqueness of a 
finite stationary distribution for the step size of the adaptive quantizer 
is established. 

2.3 The saturating adaptive quantizer 

We will circumvent the technical nuisance posed by periodicity by 
proceeding to the saturating adaptive quantizer. In this case the above 
arguments leading to irreducibility and recurrence are intact. In 
addition, the end state L has period 1 and, since periodicity is a 
class concept (i.e., every state in a particular communicating class 
has the same periodicity), the entire Markov chain is aperiodic. We 
have, then, p(n) --> p for any p(0) and pi> 0 for all i. Also, the state 
space is a single ergodic class. Hence, the statistical average of the 
step sizes approach a limit given by the unique, finite, stationary 
distribution. 

III. SOME PROPERTIES OF THE STATIONARY DISTRIBUTIONS 

In this section we investigate in detail properties of the stationary 
distribution of the step size. In eq. (7) if we set pi(n -I- 1) = pi(n) = pi, 
then the stationary distribution is given by 1 pi 1. Thus, the stationary 
probabilities are the solutions of 

pi = bi÷kpi+k ai-zpi--1 

with, of course, the normalization, 

*È pi = 1. 

For the saturating adaptive quantizer, we have from eq. (13) that 
the basic recursion in (19) holds for all i (L — k). The remaining 

(19) 

(20) 

A Markov chain is recurrent if and only if every state is recurrent; and state 
is recurrent if and only if, starting from state i, the probability of returning to state 
i after some finite length of time is one. 
t Feller" writes: "The classification into persistent and transient states is funda-

mental, whereas the classification into periodic and aperiodic states concerns a 
technical detail." 
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equations are (20) and the following: 

Pi =  (21a) 

PL = E asPi  (21b) 
.L-1 

and, of course, pi = 0, j> L. 

3.1 A useful reduction of the equations for the stationary probabilities 

To provide some insight into the motivation for the step we under-
take here, consider the recursion, analogous to (19), that would arise 
from a Markov chain with uniform transition probabilities: 

pi = bpi÷k  + api_i, a  b = 1.  (22) 

A particular solution of the above recursion is p,  c, a constant. Since, 
in probability theory, interest is restricted to solutions with bounded 
sums, one would proceed in the case of (22) by factoring the root at 
unity from the characteristic polynomial: 

bxk+1 _ xt  a 

and thus obtain a new, and reduced, polynomial and an associated 
recursion. This operation is paralleled for the more general recursion 
in (19) by the following: from (19), 

Pi — Pi—z  —  
Hence, for all j, 

E (Pi — pi-1) = E  — 
- 

which reduces to 

i+k 

E bipi -= E (1 — 
»1  »1+1 

(22a) 

(23) 

Remarks: 

(i) Observe that we are justified in carrying out the operation in 
(22a) in the case of solutions of (19) for which  pi is bounded and 
which we have established, in Section II, to be the case for the station-
ary probabilities. 
(ii) The reduction alluded to earlier refers to the fact that the largest 

difference in variable indices in (23) is k + 1, while the largest differ-
ence in (19) is k + 1 -I- 1. 
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(iii) Observe that when k = 1 = 1, (23) gives the solution in closed 
form: p1+1  = (ai/bi+i)pi and EA; = 1. This is a previously knQwn 
fact; see Feller" and Fine.9 However, neither author gave any indica-
tion of the possible generalization to the form in (23). 

For the saturating adaptive quantizer, (23) holds for all j (L — k). 
Hence, the range over which (23) is valid is such that every state is 
included in at least one component of the recursion. 

3.2 An Identity Involving the stationary distribution 

We use eq. (23) to show that the stationary probability of the nth 
input sample, x(n), falling in the lower slot, Pr. [I x(n)I ,à(n)] 
1/(k + 1). The significance of this identity from the point of view 

of optimal steady-state operation (see Section 1.1) is that by appro-
priate choice of k and t the above quantity may be matched to the 
corresponding probability for the optimal nonadaptive step size. This, 
of course, has the effect of locating the central step size, eq. (3), close 
to the optimal nonadaptive step size. In the case of independent 
Gaussian inputs, the above quantity is close to 0.68 and a reasonable 
approximation is obtained by making k = 1 and t = 2. 
From (23), 

j+k 

E bipi = E pi. J-1+1 

Hence, 
j+k 

E  E bipi = L'  E pi. (24) 

The left-hand side equals (k  1) Ef. b ;pi, while the right-hand side 
equals 1. Hence, 

e  1  
-2113  k (25) 

Consider what the above equality implies in terms of step size 
behavior. The stationary probability of the input falling in the lower 
slot, 

Pr. [x (n) I 5 A(n)1 = fcc Prs EA = Cy  and  x  Cy'] 

=  bi Prs [A = Cy]  (26) 
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from the independence of fx(n)}. Hence, from (25), 

Pr, E1 x(n) j-5 A(n)] (27) 

Immediately on substituting M 1 =  and M ry = yi we have an 
identity with a rather appealing and natural interpretation': 

mipm,2,2 = 1 (28) 

where pl and p2 are respectively the two stationary probabilities of 
the input falling in the lower and upper slots. 
For the saturating adaptive quantizer, it can be shown that 

E b,,p <   (29) 
i SLe  k + 

However, the quantity [(1/k + 1) — E bipi] depends only on (k + 1) 
terms involving the end probabilities PL, • • • , PL-k-i and it goes to 
zero with these probabilities. Now we will prove in Section 3.3 certain 
results which indicate that these probabilities are relatively small if 
L is large. 

3.3 Geometric bounds on the stationary probabilities 

In this section we prove a fundamental property of the stationary 
distribution of the step size which holds for all values of 7. We obtain 
sharp bounds on almost all of the stationary probabilities—the bounds 
apply as well to the saturating adaptive quantizer—which show that 
the stationary probability of the random walk being in a particular 
state falls off at least geometrically with the distance of that state from 
the 0 state. The actual bounds obtained are substantially stronger and 
they indicate that a localization property on the stationary distribu-
tion is inherent for the random walk. As discussed in Section 1.1 this 
localization property is important in understanding the basis for the 
satisfactory behavior of the adaptive quantizer. 
We obtain the following point-wise bound: for every i > 0 we give 

positive constants r > 1 and c such that for all j 

(30) 

The quantities r and c depend on i. The quantity r which we call the 

D. J. Goodman first conjectured the existence of (28) in the context of the adap-
tive quantizer. Earlier, N. S. Jayant3 made a related conjecture in connection with 
an adaptive delta-modulator. 
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local steepness factor is a monotonic increasing function of i for non-
negative i. Of course, a corresponding result holds for i <O and all 

j 
Let Pi denote the (k  1 — 1)-dimensional column vectors with the 

following components 

Pi  [Pi, Pi-Fly • • • y P1-1-k-1-1-21 1. (31) 

Then, from (23), we obtain (k ± 1 — 1) X (k  1 — 1) transition 
matrices Ai, where 

AiPi.  (32) 

The leading (k  1 — 2) components of P,±1 are obtained from Pi by 
merely shift operations. The nontrivial information in Ai is in the 
last row which is obtained from (23); clearly, A; depends on i. 
We will show that there exist a constant weight vector 1, every 

element of a. being positive, and a constant r > 1 depending only on 
Ai, such that for all j 

1,AT' r  (33) 

in the sense that every element of the left vector is not less than the 
corresponding element of the right vector. Since P5+1  is a vector with 
nonnegative elements, we have 

r›.'13144  =  P1.  (34) 

Hence, 

1 )VP,  -  (1tP1) j i. (35) 

Remarks: Equation (35) is a strong result if 1'13, is viewed as a norm of 
the vector P, of the Li-type: lx1 = E xi I xi I , which is a valid inter-
pretation since the latter reduces to 1tx whenever every element of x 
is nonnegative. By standard methods we can obtain upper bounds for 
P, in norms other than the one used in (35). In particular, (30) follows 
trivially. 
It is necessary now to discuss the structure of the matrix Ar'. 

Directly from (23) we obtain the first row:t 

(/ — 1) terms  k terms 

[ ai+i   bi+L 14+4i bi+i+k-1 • • • 
ai '  ai '  '  ai ' a ' ai '  '  ai 

The superscript denotes the transpose. 
1. Observe that neither A; nor AV is a stochastic matrix (nonnegative elements, 

columns sum to unity). 
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The remaining rows of AI' reflect shift operations: for m = 2, 3, • • •, 

(k  1 — 1), 
(.47')„„„ = 0 if n  (m — 1) 

=1  if n = (m — 1). 

Before proceeding to prove (33) we need the following lemma. 

This lemma concerns the matrix AF' which is obtained from AI' by 
merely replacing the first (1 — 1) elements of the first row by — 1. 

Lemma 1: For every i 

(i) AI' has a unique positive real eigenvalue r, say. Furthermore, 
r > 1. 

(fi) Every element of the corresponding left eigenvector  is of 
the same sign and nonzero; hence,  may be taken to be a 
positive vector. 
r, which depends on i, is monotonic, strictly increasing with i. 

We give the proof of Lemma 1 in Appendix A. 
We need one further observation to prove (33) with the help of the 

lemma. For j 

MAT' =  — 
li(A7 1 _ 

The bound in (33) follows if It(AT1 —  >: O. Since  is a positive 
vector it is sufficient to show that the elements of the matrix 

(AT' — AI') are nonnegative. The only nonzero elements of the 
matrix (A» — AM are in the first row. That every term of the first 
row is nonnegative is implied by the following: for s  1 

and 

1 — a8  0 
ai 

bi+ , 14+3 > 
O. 

This concludes the proof of (33) and, hence, of (35). 

(36) 

(37) 

Remarks: 
(i) The reader may now appreciate the reason for replacing some of 

the elements of AI" by —1 to form A71: ai+s /a; although bounded by 
1 can come arbitrarily close to 1. 
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The reader is also due an explanation for our having worked with 
Arl after defining the natural transformation AJ, especially since 
(34) may be put in the form V[I — rA;]P; e_ O. The reason is that 
r and X, depending only on i, do not exist such that for j 
VEI — rAf] 0, although, as we have shown,  and r do exist such 
that It[l — rA;]AT'  O. In working this step the assumption of 
Pi+1  0, rather than P; 0, appears to be critical. 
(ii) The interesting quantity r = r(i) may reasonably be called the 

local steepness factor, since for i 0 it is a local measure of the rapid-
ness with which the stationary distribution falls off. From statement 
(iii) of the lemma we have the fact that the distribution tends to get 
steeper with increasing distances from the natural center of the dis-
tribution, the O state. 
(iii) The theoretical interest in the inequality in (35) results from 

the fact that we cannot expect to obtain a significantly better value 
than r for the geometric factor in geometrical bounds on p; for all 
j i. The reason for this is that by making bi+1 very close to b; over a 
fairly large set of j' S, it is possible to make the solution of (23) close to 
the stationary probabilities of a random walk with uniform transition 
probabilities, which in turn may be obtained in terms of r as the unique 
positive real root of the characteristic polynomial C(,I) given in 
eq. (56), Appendix A. 
(iv) From symmetry we expect results similar to (35) to hold for 

I < O. Perhaps the simplest way to show this is by means of the follow-
ing transformations which have the effect of making the direction of 
decreasing i the forward direction. Let 

= p, b1 = a, a = bi. 

The basic recursion (23), stated in terms of the new variables, is 

E bp ; = E(1 - b;)p;. 

Now { b; 1 is a monotonic, increasing sequence with i and i > O = lb; 
> ka;. (Observe the interchange of l and k, i.e., l' = k and k' = I.) 
This transformation makes the transfer of results holding for I> 
to i <O fairly straightforward. 
(e) In considering the application of (35) to the saturating adaptive 

quantizer we note that the basic recursion (23) holds over the entire 
range of states, i.e., (23) holds for all j < L — k. Hence, (35) holds for 
L—(l +k)-1- 2  This observation is the basis for a 
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statement made earlier in Section 3.2, namely, we expect the tail 
probabilities of the stationary distribution of the step size for the 
saturating adaptive quantizer to be small. 
From (35) we obtain a rather simple point-wise bound on the 

stationary probabilities. Let X. denote the largest element of the vector 
1. Clearly,* 

and, hence, from (35), for all j i 

1 ) 
XmPi+m-i  VP;  (-  ( \ 

r 

i.e., 

1  Pi-F.-1  ) - VP,)- 

Hence, 

)Pi+k-E1-2  1 -r  (1P  1i)  j  j k 

where r = r(i). 

(38) 

3.4 Lower bounds on the steepness factors, r(i) 

We have associated with every state i a local steepness factor r(i). 
Here we go back to the definition of r(i) as being the unique positive 
root of the polynomial C(p), eq. (56), to obtain the following bound 
which has the advantage of being explicit. 

kbil u(k+1-1) 
= P(1) r(i), i O. (39) 

Observe that p(i) > 1 for all i > 0 and itself forms a monotonic 
increasing sequence with i. To prove (39) it is enough to show that 
C[(kbi/lai)]  O. The proof is straightforward but tedious and we 
omit it. 

3.5 The effect of 7 on the stationary distribution 

We show here that the mass of the stationary distribution of the 
step size can be localized about the central step size to an arbitrary 
extent by making 7 sufficiently close to unity. To do this, we first put 

The column vector with every element equal to unity is denoted by 1. 
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together from the results of the preceding sections a rather explicit 
bound on the stationary probability of the step size exceeding a par-
ticular value for a given 7, i.e., Pr, [à  Cryil. This bound is in a form 
which allows direct comparison with the corresponding probability 
arising from the choice of -y' = Ny. By successively taking -y to be 
the square root of the preceding value, the bound on the probability 
can be made as small as desired. As before, we shall restrict our at-
tention to step sizes which exceed the central step size, i.e., i > 0 since 
a parallel argument holds for i < 0. 
For i > 0 and r = r(i), we have from (35) that 

(EX;) E  pi E i (-1) = 
=i+k -F/ -2 ,=i J =0  r  r — 1 

Now, as in (39),  kb i ii(k+1-1) 

r P(i)  = 
and 

tp 
•-•"' max [pi, • • • 7 Pi +k-0 -2 1 

Since 

we have, from (40), 

Pr, EA Cyi+k+/-2-1 < P(i)  =  1 max [pi, . .• pi+44.1 _2]. 

Finally, from (38), for i k  / — 1, 

(  1 )i-k-1+1 

max Doi, • ", pi+k+I-2] 

(40) 

(41) 

(42) 

Equations (41) and (42) give the bound for the mass of the distri-
bution to the right of a particular state, which we shall now compare 

with a similar bound that holds for -y' = iJ. The prime superscript 
will be used on symbols to denote the functional dependence of the 
associated quantities on 'y'. In establishing the reference (central) step 
size [see eq. (3)], minor differences exist depending on whether 

(i) Pr [Ix(n)1  < k  5 Pr [lx(n)1 5 1I2]"  
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Or 

(ii)  Pr [ x(n) I *1121 <k  +1 Pr Eix(n) I 

We consider only (ii), in which case: 01(n) = 2i <=> co(n) = i and 
b;i = bi for all i O. 
Repeating the arguments leading to (41) and (42) we have 

r 
pra  rà  elF),2i+(k-Fi-2)]  p' (2i) p' (2i) — 1 max  Lihi , • • •, 

and 
1 1 2i-k-1 

max [2), • • • , P2'1-1-k+1-21 5- [PF (2) 

Since p'(2i) = p(i), we have 

„(i) r 1 r  1  l i-t 
Pr, LA  C 2i+(k+1-2)1 

P(i) — 1 L p(1)  zi7  (45)  

+1_21  (43) 

Comparison with (41) and (42) completes the demonstration. 

(44) 

IV. TRANSIENT RESPONSE 

The preceding section discusses various aspects of the stationary 
distribution of the step size which effectively describes the steady-state 
behavior of the device. However, as stated before in Section I, the 
steady-state response is only of partial interest since the adaptability 
of the device is tied to quickness of response in the following situations: 

(i) Start up—we are forced to consider situations in which the 
initial step size is fairly arbitrary. 

(ii) Changes in the scaling of the input distribution—the scenario 
here is that the device has adapted to a particular intensity level 
(scaling) of the input distribution when a jump occurs to a new 
intensity level. 

In common with both situations, we have an initial step size and a 
waiting time for the step size to adapt to the desired step size. Recall 
that with k and / appropriately chosen, the desirable step size is the 
central step size, which corresponds to the 0 state in the random walk, 
eq. (5). This aspect of the behavior of the device is also related to the 
rate at which the evolving step size distribution approaches the station-
ary distribution. 
The main contribution of this section is the development of formulas 

for the efficient computation of the mean time required for the step 
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size to first reach the central step size for various values of the initial 
step size. The designer can use the information generated by the 
methods given here in the following manner. Assuming that the de-
signer has some understanding of the rate of variation of the intensity 
level of the input distribution, he is in a position to determine the 
smallest value of y for which the adaptation algorithm adequately 
tracks the input process. The parameter y has to be made sufficiently 
large for the mean waiting time (time, of course, is used synonymously 
with number of transitions) for adaptation to be small compared to 
the changes in the location of the desired step size arising from changes 
in the intensity level. 

4.1 The mean time for first passage to the origin 

We will consider the random walk, eqs. (5) and (12), for the satur-
ating adaptive quantizer since in the limit, as L becomes large, the 
functionals obtained for this model yield corresponding quantities for 
the adaptive quantizer. Also, we shall consider only the case of the 
initial state c.)(0) > 0 since the results obtained can be transferred to 
the case of negative initial states in a fairly obvious manner (see 
Remark (iv) of Section 3.3). 
Let the initial state co(0) = j > 0 and let Mi denote the mean time 

required for the first occurrence of the event co(n)  O. We observe 
that for all values of L, not necessarily finite, the time to first passage 
is finite with probability 1 as a consequence of the properties of recur-
rence and irreducibility established earlier in Section II. If the first 
transition results in a decrease of the step size, the process continues 
as if the initial state has been (i — k). The conditional expectation of 
the first passage time, therefore, is  + 1. From this argument we 
deduce that the mean first passage time satisfies the recursion* 

Mi = bi(Mi_k -I- 1) + ai(Mi÷i + 1) 
for (k + 1)  (L — l). 

(46) 

The relation in (46) may be used to generate the entire sequence f Mil 
provided the initial conditions are known. Now, by the same argument 
that led to (46), we have that (46) holds for 1 i le with 

M 1-k = M 2-k = . • • • =  M 0 = O. 

* There is some similarity between (46) and the equations arising in gambler's 
ruin problems" and sequential analysis," in which generally k = Z = 1 and the transi-
tion probabilities are not variable. 
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The remaining t boundary conditions, namely, 

M 2y  MI 

are hard to obtain and it is necessary to look more deeply into the 
dynamics of the process to obtain these quantities. 
For every sampling instant we define the L-dimensional vector z(n) 

with components zi(n), 1  j  L, where 

z(n) -4 Pr [w(n) = j and Ws)  1 for all s  n].  (47) 

These vectors, z(n), evolve with time according to 

z(n  1) = Dz(n),  n  0.  (48) 

These equations are given in Appendix B. Here we reproduce the 

structure of the L X L matrix D: 

D= 
a2 

bk+1 

b k -I- 2 

o 
az-i+1  " • aL 

Putting together various properties of the matrix D and the random 
walk, we obtain, in Appendix B, the following result: for i 1 

=  

where  [I — D]x (i) = ei 
(49) 

and the elements of the vector ei are zero everywhere except at the 
ith location where it is unity. In Appendix B it is shown that [I — D] 
is nonsingular. We observe parenthetically the virtue of the recursion 
given in (46) in that it allows us to generate rather easily all the Mi's 
once the t inversions necessary to evaluate M I, • • • , Mi are carried out. 
The matrix inversion in (49) may be viewed as a mixed boundary 

value problem with the first t and the final k equations providing the 
boundary conditions. The bulk of the elements of the vector x(i) 
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satisfy a recursion that was encountered previously in Section III: 

,(i) I,i+kX (1) = u j4-k (50) 

Furthermore, we show in Appendix B that the elements xY) are all 
nonnegative. Hence, we are in a position to usefully apply, even for 
infinite L, the techniques and results of Section III. 
First, we carry out the reduction of the equations as stated in 

Section 3.1 where the motivation for this step is discussed. We obtain 

r—Fic 

E bix; = É (1 — bi)xi, 1 r (L — k).  (51) 
i-r+ I 

The superscripts on the x's have not been used since (51) holds for 
all x(i), 1 i L. 
One benefit of the above form is that it involves one less variable 

than the original recursion (50). In the important case of k  1 and 
1, this reduction is sufficient to transform the original mixed 

boundary value problem (49) to an initial value problem, i.e., the solu-
tion to the matrix inversion problem (49) satisfies a recursion with 
specified initial conditions. Exact computation in this case becomes 
quite trivial. The details of this solution are given in Appendix C. 
Apart from its independent interest, this result is of particular interest 
in the adaptive quantizer when the distribution of the input sequence 
is Gaussian. As discussed previously, it is desirable to have in this 
case //(k  1) = 0.68, and k = 1 and t = 2 will suffice. 
Another property of the solutions x(i) of (49) which holds for all L 

is that with increasing j, e decreases at least geometrically. This con-
clusion may be drawn from the bounds obtained in Section 3.3, eqs. 
(35) and (38). From the point of view of numerical inversion of 
[I — D] for large L, this is a critical property in that it is a necessary 
condition for most numerical techniques. The reader is referred to 
Richtmyer and Morton" for one such technique that we have used 
successfully and found to be efficient in that it effectively exploits the 
band structure of the matrix [I — D]. 
Finally, we remark that while we have dealt exclusively with first 

passage across the 0 state it is clear that generalizations to first cross-
ings across states other than the 0 state is straightforward. 

4.2 Bound on the mean first passage time 

Two formulas, eqs. (46) and (49), have been given for computing 
the mean time required for the step size to adapt from an arbitrary 
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initial value to the desired, and also central, step size. However, by 
examining these formulas it is not easy to gain insights into the rate 
at which this adaptation time grows with the distance separating the 
two states and its dependence on y. Here, by probabilistic reasoning, we 
obtain an explicit upper bound on this time and this bound does pro-
vide some insight. As we have done before, we consider here only the 
case of positive initial states, i.e., w(0) > 0. Let Mi1, O < i < j, denote 
the mean first passage time under the following conditions: the initial 
state w(0) = j and first crossing occurs after T transitions if w(r) i 
and w(n) > i for all n < r; then Mi; = E(r). In this notation the 
quantity M; defined in Section 4.1 is equivalent to Moi. 
In Section 1.2, eq. (10), it is given that 

E[w(n + 1) I w(n) = i] — i — (k+1) [b,.  k +1 1].  (52) 

Denote the quantity on the right by —Si and observe that for i > 0, 
Si+i  > Si > 0; hence, the supermartingale property. [For the saturating 
adaptive quantizer, the supermartingale property holds even more 
strongly, i.e., for i > 0, (52) holds with the equality replaced by 5 .] 
In fact, the supermartingale property holds for the transformed 
process: w'(n) = w(n)  nSi+1 . i.e., 

E[2(n ± 1) I co'(n)] < co'(n)  (53) 

for all wi(n) (i 1) ± nSi+1. For the crossing problem, (53) holds 
for all (n  1) 5 r, the crossing time. We can now apply a theorem 
due to Doob Is on optional stopping on supermartingales. In this case, 
the theorem states that 

E[w'(r)]  E[2(0)].  (54) 

Since 

(i + 1 — k)  Si-F1E(r)  E[coi(r)]  E[co'(0)] = j, 

we obtain 

= E(r)  <. ±.[(j  —  (k — 1)1 (55) 

We gain some insight on the role of y in determining the transient 
response of the device by observing the dependence of the above bound 
on y. Suppose we are interested in Afoi, the waiting time for the initial 
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step size MO) = Cy to reach the central step size C. Consider the 

effects of making -y' = yon this waiting time (the multiplier coeffici-

ents of the device are therefore lirrk and  We let the prime 
superscript on symbols indicate a functional dependence on 7'. In 
establishing the new central step size [see eq. (3)], minor differences 
exist depending on whether 

(i)  Pr [ I x(n) I 71-'] < k  +  Pr I x(n) I 

Or 

(ii)  Pr [ x(n)I  -ye-k] < k +1 1-5, Pr [ x(n)l 

We consider only (ii), in which case the central step sizes are identical: 
co'(n) = 2i <=> co(n) = i and b2"i = bi for all i O. The waiting time 
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Fig. 3—Transient response of the adaptive quantizer. 
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0.4 05 

for the step size to adapt from identical initial step size Cy" to final 
step size C is M 0'.21. From (55), 

—1 [2j — (k — 1)1 — s; 

Now, So 5. s; 5 Si; hence, making 7' = 1,4 and keeping k and t un-
changed has the effect of making the bound on the waiting time at 
least twice as large for j >> k. This is a conclusion which is plausible 
in the light of the linear form of the bound (55) since the effect of 

making 7' = 1.y is to introduce twice as many transitions between the 
initial and final step sizes. 



variance. The optimal step size 3, in this case has the property that 
Pr { I x(n) I A) = 0.68. To center the stationary distribution of the 
step size close to the optimal step size, we choose k  1 and 1 = 2. 
Figure 3 plots the mean time for first passage to the optimal step 

size vs. initial step size, and the initial step sizes chosen for this figure 
exceed the optimal step size. Various values of y(Mi = 7—k ) M 2 =  71) 
were used. Figure 4 provides the same information except that the 
horizontal axis corresponds to logio à(0), rather than à(0) as in Fig. 3. 
The mean first passage times M 1 and M 2 were obtained by the method 
outlined in Appendix C, and Mi, i 3 were generated by using the 
recursion in (46). To give some idea of the rate of convergence for 
41), eqs. (70) and (71), we tabulate some values of 4" for the case of 
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Fig. 5—Transient response of the adaptive quantizer. 
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'y = 1.1: 

j:  1  2  3  4  5  6  7  8  9  10 
X ): 1.4 0.53 0.66 0.31 0.20 0.08 0.03 0.92 X 10-2 0.24 X 10-2 0.41 X 10-8 

j:  11  12  13  14  15  16 
zit":  0.59 X 10-2 0.53 X 10-' 0.35 X 10-9  0.13 X 10-2 0.30 X 10-9 0.31 X 10-11  

Figure 5 is similar to Fig. 3 except that here the initial step sizes are 
less than the optimal step size. Figure 6 plots the same information 
with logio à(0), rather than à(0), on the horizontal axis. The mean 
first passage time M 1 was obtained by solving (49) by the method 
given in Ref. 17 and all other first passage times were generated by the 
recursion in (46). 
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Fig. 6—Transient response of the adaptive quantizer. 
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APPENDIX A 

Proof of Lemma I 

Proof: 

(i) Art being in the form of a companion matrix, the coefficients of 
the characteristic polynomial of the matrix are the elements of the 
first row: 

C(µ)  (-1)k÷1-1  det [Ar' — IA] 
=  ± • • • + izk — Eausk-1 azi.eb-2 -F • • • + ad,  (56) 

where 
1)441 Ili-0+k -1 

a2  y  ak — ai ai '  ai 
(57) 

By Descartes's rule the polynomial C(µ) has at most one positive real 
root. Since C(0) = — ah <O and C(µ)---> co as I.i --) œ, there exists 
exactly one positive root. Let r denote this root. 
Now C(1) < 0 if lai < (bi+1 -F  -E • • • + bi+1+k-1). The latter 

condition holds for all i O. Hence, r > 1. 
(ii) The left eigenvector corresponding to the eigenvalue r satisfies, 

by definition, l'AF' = rm. Examining the component equations we 
find that 

Xi -= X1(1 -E r A-  A-  1 i L  (58) 

Also, 

= 41-k-4 
• [ a k  -I- +  • • • ah-ir ad  1 :5_ i k. (59) 

akr—1 

Finally, rXi+k-i = akXi. Since the a's are positive quantities, the state-
ment is clearly true. 
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(ii) The statement can be verified by inspecting the characteristic 
polynomial C(j4) and using the fact that the coefficients al, • • • , ak 
each increase with i. 

APPENDIX B 

Derivation of equations (48) and (49) 

The derivation of the equations governing the evolution of the 
vectors z(n) defined in eq. (47) proceeds as follows. For convenience, 
let X(n) denote the event 1  w(r)  L for all T  O <  T  n. Hence, 
by definition, 

z(n) = Pr [w(n) = j and Xn] 1  j  L. 

Since 

zi(n) = Pr [w(n) =j and X_1] 

É Pr [w(n) = jj w(n — 1)  Xn_dzi(n — 1) 

bk.f; zk.f.;(n — 1),  1 < j  1, 
z5_1(n — 1) ± bil-kzi+k(n - 1),  (1 ± 1)  j  (L — k) 

(4_1 zi_z(n — 1),  (L — k  1)  j  (L — 1), 
IL 
E aizi(n — 1)  j= L. 

The above equations define the matrix D which relates z(n) to z(n — 1) 
as in eq. (48). 
For the derivation of eq. (49) we proceed as follows. For i = 1, 2, 

• • -, L, let 

Fi(n + 1)  Pr [first passage occurs at (n  1) w(0) = i] 

= Pr [w(n ± 1)  0, X„ I w(0) i] 

=  1)5 z(n)  with z(0) = ei.  (60) 

The vector ei has every element equal to zero except for the ith element 

which is unity. To express eq. (60) in vector form we let b  [b1b2 • • • bk 
0 • • • 0]'. Then, from (60), 

Fi(n -I- 1) = btz(n)  with z(0) = ei. 
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By definition, we have that the mean first passage time conditional on 

the initial state being i, 

111; = E (n  1)Fi(n ± 1) 

= b' E (n  1)z(n) 
nk0 

= 1:0 E nz(n)  be E z(n).  (61) 
n>0  nk0 

Now the second term in the above expression is unity since the proba-
bility that passage occurs at finite time is unity. Now consider 

[I — D] E nz(n) = E nz(n) — E nz(n  1) 

= E z(n) — z(0).  (62) 
n>0 

Hence, denoting by 1 the column vector with every element equal to 

unity, we have from (62) that 

V[I — D] E nz(n) = P E z(n) — 1  (63) 
n I nk0 

= b' E nz(n),  (64) 

since 1'z(0) = 1 and b' = 1'[I — D]. It only remains to consider 

E z(n) = [  z(0). 
n o  i=0 

The above series converges since every eigenvalue of the matrix D 
lies strictly within the unit circle in the complex plane. The proof of 
this follows from an old matrix theoremn which states that if the 
diagonal elements of the columns weakly dominate the sum of the 
absolute values of the off-diagonal elements with strong dominance 
holding for at least one column and the matrix is irreducible, then the 
determinant is nonzero. Applying this theorem to [D — XI], X I  1, 
we note that the irreducibility of the original Markov chain implies 
irreducibility of the matrix [D — XI] and that the weak column 
dominance property holds everywhere while the strong column 
dominance property holds for the first k columns. Hence, 

E z(n) = [ E Di] z(o)  [I — D]-1 z(0).  (65) 
nk0  i>0 
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Putting together the above results we have (49), namely, 

M i = E e where  El — D]x (') = ei. 

Observe that x(0 = /z(n) and, from the definition of z(n), it follows 
that every element of x(i) is nonnegative. 

APPENDIX C 

Mean first passage times for the case k -= 1, 1 e/ 

We have as our starting point eq. (49), namely, 

M 1 =  (66) 

where  [I — D]x (1) = ei (67) 

and we are interested only in 1 i I. 
The transformation that was made in Section 3.1 is equivalent to 

the following: add to each row, r, of [I — D] all rows r  1, r ± 2, • • • ; 
and do the same to the vector ei. This operation makes the matrix 
[I — D] lower triangular, the reason being that with the exception of 
the first column, the elements of all other columns of [I — D] sum to 
zero. The resulting equations are as follows: the first component 
equation yields 

= 1, 

and the next (/ — 1) equations: 2 :g r  /, 

1 if r i 

Finally, 

r-1 

- E aixr  brx, = 

1 *-1  
xr = - E a.x(') for r > 1. 

b„  ' 3 

(68) 

(69) 

(70) 

The boundary conditions to the basic recursion in (70) are in (68) and 
(69) which are, of course, solvable: 

1  r  i xr = 1/  bi 
(71) 

(2: + 1) < r  / x,çt) = (xr — 1)/ II 14. 
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We derive the spectral density of a sinusoidal carrier phase modulated 
by a random baseband pulse train in which the signaling pulse duration 
is finite and the signaling pulses may have different shapes. The spectral 
density is expressed as a compact Hermitian form in which the Hermitian 
matrix is a function of only the symbol probability distribution, and the 
associated column vector is a function of only the signal pulse shapes. If 
the baseband pulse duration is longer than one signaling interval, we 
assume that the symbols transmitted during different time slots are 
statistically independent. The applicability of the method to compute the 
spectral density is illustrated by examples for binary, quaternary, 
octonary, and 16-ary PSK systems with different pulse overlap. Similar 
methods yield the spectral density of the output of a nonlinear device 
whose input is a random baseband pulse train with overlapping pulses. 

I. INTRODUCTION 

In recent years, digital phase-modulation techniques have been 
playing an increasingly important role in the transmission of infor-
mation in radio and waveguide systems. Various methods have been 
developed recently for computing spectra of a sinusoidal carrier phase 
modulated by a random baseband pulse train. 
In this paper, we derive the spectral density of a carrier phase modu-

lated by a random baseband pulse stream in which the signaling pulse 
duration is finite and the signaling pulses may have different shapes. 
The spectral density is expressed as a compact Hermitian form in 
which the Hermitian matrix is a function of only the symbol proba-
bility distribution and the associated column vector is a function of 
only the signal pulse shapes. If the baseband pulse duration is longer 
than one signaling interval and the pulses from different time slots 
overlap, we assume that the symbols transmitted during different 
time slots are statistically independent. 
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The present method also yields the spectral density of the output 
of a nonlinear device whose input is a similar baseband pulse train. 
The work reported here generalizes and simplifies prior results. The 

form of the present results provides an appropriate division between 
analysis and machine computation that enhances physical under-
standing and simplifies numerical computations. We compute the 
spectra of binary, quaternary, octonary, and 16-ary PSK systems, 
with overlapping baseband modulation pulses of several shapes. 

M-ARY PHASE-MODULATED SIGNALS 

We seek the spectrum of the digital phase-modulated wave 

x(t) = cos[27rfct O M,  > 0, 

where 

(1) 

4,(1) =  g.,(t — kT),  sk = 1, 2, • • • , M.  (2) 
1c=—= 

The discrete random process sk is assumed strictly stationary; as 
noted in (2), it takes on only integer values from 1 to M. The carrier 
frequency is f.  The signaling alphabet consists of M time functions, 
gi, g2, • • •, gm, that may have different shapes; one of these is trans-
mitted for each signaling interval T, to generate the digital baseband 
phase modulation (1)(t). The different signaling waveforms in (2) may 
overlap, and may be statistically dependent throughout the present 
section and Appendix A. 
For convenience, we define' 

(3) 
then 

x(t) = Re { el2rict  V W } . 

Appendix A shows that the spectrum of x(t) is 

P(f) = ¡Pv(f — fc) + 1Pv(— f — fe), 
2fc n = 1, 2, 3, • • •, 

where' 

t The sy mbol 

P(f) =  (1,„(r)e—i2idTdr, 

A 
=  r)  Jim   .1 .1) v(t, r)dt, 2A —A 

Cl> »(1,  =  (v(t  r)v*(t)) =  

 denotes average on t throughout. 
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The first term of (5) is the spectrum of the complex baseband wave 
v(t) shifted to the carrier frequency +f; the second term is the spec-
trum of v*(t) shifted to — fc. The spectral relationship of (5) is strictly 
true as long as the condition on fc is satisfied, whether or not the two 
spectral terms overlap; that is, this result applies strictly to both 
narrow-band [fe>> bandwidth of P„(f)] and wideband modulated 
waves. 
The condition of (5) requires that twice the carrier frequency is not 

an integral multiple of the signaling rate 1/T. P„(f) has in general 
both continuous and line spectra, the lines occurring at frequencies 
n/T for integer n. The condition in (5) guarantees that the line com-
ponents of the two spectral terms never coincide. In the exceptional 
case, where the two sets of lines do coincide, it is not surprising that 
it no longer suffices merely to add powers of the two terms, as in (5); 
however, if ft, is high enough the modulated wave is narrow band, the 
two spectral terms of (5) do not overlap significantly, and (5) pro-
vides a good approximation even if the condition is violated. 
Note that we have not found it necessary to randomize the phase 

of the unmodulated carrier or the position of the time slots of the 
digital modulation, as is done in various other studies. Thus, rather 
than (1) we might have considered 

x(t) = cos [27rfct  ck(t — to) + e.o], 

with  (t) still given by (2). The spectral relation of (5) will again be 
strictly true when 2fcT = integer if cleo and to are independent, and 
either is uniformly distributed over a suitable interval (Appendix A). 
However, we retain the original formulation of (1) and (2) throughout 
—corresponding to 950 = 0, to = O in (9) —to determine the effect of 
deterministic carrier and modulation phase on the statistics of the 
modulated wave. 
Consequently, we study only Pr,(f) throughout the remainder of 

this paper. This suffices for all eases except a low carrier frequency b 
that is a precise multiple of half the baud rate 1/2T; the additional 
calculations necessary for this exceptional ease are suggested in Ap-
pendix A, but not carried out in detail. 

III. NOTATION AND STATISTICAL MODEL 

The introduction of vector-matrix notation greatly simplifies the 
ensuing analysis. 

t Either of the two parameters, ce,, or to, shifts the relative phase between carrier 
and modulation; thus, only one of them is really necessary. 
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First, we rewrite the phase modulation of (2) as 

=  Eail)91(t — kT)  ae>g2(t — kT) 

+ • • • ± arg Af(t — kT)].  (10) 

For a given k (i.e., for a given time slot), one of the ak's is unity and 
the rest are zero; 

aPk) = 1, 

(le = 0, i sk, 

where sk is the strictly stationary, discrete random process of (2), 
taking on the integer values 1, 2, • • •, M. 
Now we define for convenience the row vectors 

ak [al" ag) • • • aL J _ ir], 

g(t)  [g1(t) g2(t) • • •  

whose components are respectively the coefficients and pulse shapes of 
(10). The transposest of these row vectors are the column vectors 

a,,] = ak' , g(t)] = g(t) ' = 

(12)t 

(13) 

Define the unit basis row vectors 

el  [1 0 0 • • • 0], 
e,  [0 10 • • • 0], (14) 

em  [0 0 • • • 0 1], 

with corresponding transpose column vectors ed, e2], • • •, em]. Then 
ak takes on only the values  Ê3, • • • , em by (11): 

,ak, = ,e.„ (15) 

Now we rewrite (10) in vector notation as 

0(t) =  LtLic•g(t — kT)],  (16) 

where • signifies ordinary matrix multiplication throughout. The term 

t Boldface quantities denote matrices throughout. Row and column vectors are 
distinguished by the additional notation  and ], respectively. 
:The transpose of a matrix is indicated by the symbol'. 

902  THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1974 



ak is a vector-valued, discretet random process, strictly stationary by 
the assumed strict stationarity of sk of (2). We define the first- and 
second-order probabilities of ak or ak] as 

wi = Prfak = eil Prfsk =ij  0.  (17)* 

Wa(i, ) PrIak = e, aki.„ = eil = Pris,, = sk+. = jjk" 0. (18)e 

wi is the probability that the ith signaling waveform gi is transmitted 
in any time slot, W.(i, j) the joint probability that the signaling 
waveforms gi and g, are transmitted in two time slots separated by n 
signaling intervals. ws: and W„(i, j) are independent of le by the assump-
tion of stationarity. Then since the marginal probabilities are obtained 
by summing over the joint probability function, 

er  ikr 
E wn(i, j) = w1,  wn(i,  = wi•  (19) 
i=1  i 1 

Normalization of the total probability to 1 requires 

E to; = 1, E E we(i, j) = 1.  (20) 

Now we introduce vector-matrix notation for the probabilities. Let 

[wi wa • • • wm]  (21) 

be the probability row vector whose elements give the probabilities of 
the different signaling waveforms, with transpose column vector 

w]  (22) 
Let 

'W.(1, 1) 
W„(2, 1) 

W es 

W(1,2)  • • • 
W.(2, 2)  • • • 

W.(1, M) 
W.(2, M) 

(23) 

W.(M, 1) W„(M, 2)  • • • W„(M, 

be the matrix whose elements specify the joint probabilities of all 
pairs of signaling waveforms separated by n time slots. Further, define 

=  [1 1 • • • 1]  (24) 

as a vector with all M elements unity. Then (19) and (20) may be 
written as 

1•Wn = w  W.1] = w]  (25) 

duis defined only for integer values of its independent variable k. 
It is understood that a, e are either row or column vectors throughout (17) and 

(18), and in succeeding equations. 
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and 
1.w] = w•1] = 1,  I. W.•1] = 1.  (26) 

The probability matrices have the following useful properties. For 
n = 0, the joint probability matrix of (23) and (18) is diagonal, with 
diagonal elements the first-order symbol probabilities; 

w,,= W2 (27) 

O  wm_. 

where we define the diagonal matrix wd for later convenience. Then 

wd•11 = W  Wj =  (28) 

By symmetry, 

or in matrix notation 

Wn(i, j) =  (29) 

W n =  W —n '• (30) 

We assume that signaling waveforms in widely separated time slots 
are statistically independent: 

hm W„(i, j) = tot wi,  (31) 

lim w,, =  (32) 

(wi•L',v) / =  (33) 

Woe = W,.' =  (34) 

Using the above, the mean and covariance of the strictly stationary, 
vector-valued, discrete random process ai, are 

(ad) = w],  =  (35) 

fia(n)  (ak+.1•ak) = Wn.  (36) 

The assumption of independence in (31) and (32) implies uncorrelation 
in (36) as n —*co . Conversely, uncorrelation implies independence, 
because the random vectors ai, are unit basis vectors (15)," rendering 
the covariance and probability matrices identical. Thus, rather than 
assuming independence in (31) and (32), we might equally well 

assume that the modulation vectors ai, become uncorrelated for 
widely separated time slots. 

or in matrix form 

Since 

(30) and (32) yield 
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The spectral density of ak is the discrete transform of (36); 

P„(f) = f e-i2.1.W„.  (37)t 

Equations (36) and (37) are the matrix extensions for discrete vector 
random processes of similar scalar relations for discrete scalar random 
processes;" the symbol - indicates that a discrete random process is 
under consideration. We separate (37) into line and continuous spectral 
components: 

P(f) = Pa(f) + fb„(f).  (38) 

Then from (32) and (37): 

Pai(D =  f  — n),  (39) 

= f e—erfatmr. — (40) 
n•--00 

The assumption of (31) and (32) that signaling waveforms in widely 
separated time slots are independent, or the equivalent assumption 
that ak+,, and ak become uncorrelated for large n, eliminates line 
components except dc if we confine our attention to the fundamental 
frequency interval I fi <  and so retain only the n = 0 term in 
(39).e Consequently, the modulation has no periodic patterns. 

IV. PSK AS A BASEBAND PULSE TRAIN 

Our problem has been reduced to determining the spectral density 
of the complex wave v(t): 

v(t)  eie(t),  (41) 

ep(t) = f Al•g(t — kT)],  (42) 

where a and g are M-dimensional vectors. We show that if the signal-
ing pulses are strictly time-limited to an interval KT, v(t) may be 
written 

v(t) =  Juj.r(t — k T)].  (43) 

1. While this relation is defined for the entire range —  < f < co, fe.(f) is periodic 
in f with unit period, and only the fundamental period In < I is normally of interest. 
Thus, the inverse transform is 

— 
4.(n) = W. =  Pa(f)e÷"end.f. 

$ We may thus write al, = ve + a.. with (40) giving the spectral density of a. and 
(39) the spectral density of w. 
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Vectors b and r are MK-dimen,sional vectors expressed in terms of a 
and g, respectively. The different terms in (43) are strictly nonover-
lapping: 

r(t)] =  t 0, t > T.  (44)t 

Each bk is a unit basis vector, i.e., only one of its MK components is 
unity, all others being zero. The spectral density of (43) is determined in 
Appendix B. 
Figure 1 shows portions of o(t) of (42) for four different maximum 

signal pulse durations; the terms k = — 1, 0, 1, 2 of (42) are shown, 
and for convenience ak has been taken the same for each of these time 
slots. The pulses are positioned along the time slots such that the 
limits of each signal pulse lie on the boundary between adjacent time 
slots (i.e., t = integer. T); since symmetric pulses have been chosen for 
illustration in Fig. 1, their maxima are centered in the time slots for 
K odd, and lie on the time-slot boundaries for K even. Examine the 
(0, T] time slot in Fig. 1 as typical; then with the above choice of 
pulse positions, the number of pulses contributing to 4.(t) in each 
time slot equals K. Since each pulse can take on M different shapes, 
41(0 can take on Mx different shapes in each time slot; the same is 
true for v(t) of (41), thus demonstrating the representation of (43). 
It remains for us to express the pulse shapes r(t) and coefficients 

bk of (43) in terms of the signal pulses g(t) and coefficients al, of (42). 
We give separate treatments for the cases K = 1 and K = 2, and 
extend these results to general K. 

4.1 Nonoverlepping pulses: K =1 

The top portion of Fig. 1 shows digital phase modulation for which 
the signal pulses in different time slots never overlap; in this case, 

g(t)) =  t s 0, t> T,  (45) 

where 0] represents the M-dimensional zero vector. Define 

[eiQtO)  . . .  to" 
q(t)  (46) 

0  t 0, t > T. 

Then (41) and (42) may be written 

v(t) =  ak • q(t — kT)].  (47) 
— 

t 0] --A' is a vector of appropriate dimension (here MK) with all elements zero. 
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Fig. 1—Phase modulation for different, signal pulse durations. Index k [eq. (42)] 
is shown near peak of each pulse. Also, for simplicity, same signal pulse is shown for 
each k. T = time slot duration or signaling period. KT = maximum signal pulse 
duration. Note different pulse center location for odd and even K. 

Comparing (47) and (43), the parameters of the latter are given as 
follows for nonoverlapping signal pulses: 

bk = AL,„ r(t)] = q(t)]; K = 1.  (48)  , 

4.2 Overlapping pulses: K = 2 

This case is illustrated in the second portion of Fig. 1. In the (0, T] 
time slot, the k = 0, 1 pulses contribute. We have 

g(t)] = 0],  t  — T, t > T.  (49) 
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Define 

q(i) 

Then 

[em') . eig„(0],  _T < t T. 

o t — T, t > T. 

v(t) =  — kT)]} {ak+i• q(t  (k + 1) T)]} 

00 

=  IAI q(t — kT) I]) X { avri.q(1 — (k  1)11} 
k=—co 

(50)t 

=  lou X tak+ij • fq(t — kT)] X q(t. — (k  1)T)]), (51) 

where X denotes the (right) Kronecker productu," throughout. 
Comparing the last line of (51) with (43), the parameters of the latter 
are given as follows when no more than two signal pulses overlap: 

= ak X ,ak÷i ,, r(t)] = q(t)] X q(e — T)]; K = 2.  (52) 

Since the elements of bk consist of all pairs of products of the elements 
of ak and ak+1, and since the ak are M-dimensional unit-basis vectors 

Comparing (50) with (46), note that the definition of q (t) is different for different 
K; q(t) 0 0 over the same interval in which g (t) may be nonzero. 
The second line of (51) follows from the first by the observation that the two 

scalars may be regarded as 1-by-1 matrices; consequently, their scalar product and 
their Kronecker product are identical. The third line follows from the second by the 
well-known result connecting ordinary matrix and Kronecker products as follows: 
Consider two arbitrary matrices A and B with elements aq, b5. Define the (right) 
Kronecker product by (Refs. 12 and 13) : 

alit; ctuB • • • 
A X 13  [ a2113 a22B  • • • 

The following results may be found in Refs. 12 or 13. 
For any matrices A, B, C, and D: 

AXB XC =(A XB) XC =A X(B XC),  (A XB)' = A' XB'. 

For A and B the same size, and C and D the same size (possibly different from the 
size of A and B): 

(A +B) X (C +D) =A XC +A X D +B XC +B X D. 

Assume the matrices Al, B1 and A2, B2 are dimensioned so that the ordinary matrix 
products Ai. 131 and A2 .132 exist (i.e., there are X columns of Al and rows of 131, and 
IA columns of A2 and rows of B2). Then 

(A2-B1) X (A2•B2) = (A2 X  A O • (Bt X B2); 

this result generalizes to 

(Ai •Bi• CI) X (A2. B2 C2) X  (A3 • el • C3) 

= (A1 x A, x A,)• MI X  B2 X  B3)• (CI X C2 X C3) 
etc. 
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by (14) and (15), the bk are M2-dimensional unit-basis vectors: that is, 
bk has one element unity and the remainder M2 — 1 elements 
Note from (52) and (50) that 

r(t)] = 0], t 0, t > T. 

zero. 

(53) 

We illustrate these relations for the binary case," in which only 
two signal waveforms gi(t) and Mt) are transmitted. Then 

gcoi - [ gm)  [ 0 
92(1) j =  0 , 

t  —T, t > T.  (54) 

— T < t T. 

(55) 

1 — T, t > T. 

{
e1101(i)+01(1- T)1 
elk), (0+02(t-.T)] 

e11g2 (1)±01(e•••• n]  I 

egg, co-Fa:it-7'm 

O <1  T. T. 

r(t)] =  (56) 

[0O 

O 
01 ' 

t 0,  1>71. 

bk = [ai" al2)] X [(41-1 and 
= [cte (el all) ni% e ai2) (57a) 

,i, 
aic [10] [01] 

[10] [1 0 0 0] [0 1 0 0] 

[01] [0 0 1 0] [0 0 0 1] 
(57b) 

The four possible waveshapes for OW in the (0, T] time slot are 
shown in Fig. 2. 

4.3 Overlapping pulses: General K 

The general case is treated by straightforward extension of the above 
method; Fig. 1 illustrates the phase modulation for K = 3, 4. The 
following expressions differ slightly for the even and odd cases; they 
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o I it) 

o 

91 It) 

o 

821.0' 

Fig. 2-0(t) for 0 < t  T, binary signaling, and K = 2. 

correctly reduce to the above results for K = 1, 2. 

K — 1 K ± 1 
t T.  K odd. 

2  ' 
g(t)] = 0],  (58) 

K  K 
2  t >  T;  K even. 

eia,(t) . e.igm col 

K — 1 K 1  ' —  T < t  T. 
2  —  2   

— —2 T <t  T. —  ' 

K — 1 K  1  
t  T, t>  T; 

2  2 

t  —  T, t > —2 T; 
z 
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The parameters of (43) are: 

(K-1)/2  (K-1)/2 

bk =  ri x    r(t)] =  11 x q(t — iT)];  K odd.  (60)/ 
i=-( K-1)/2 i=-( K-1)I2 

K/2  K/2 

bk =  ri x  ,ak+4 , r(t)] = llx  q(t — iT)];  K even.  (61)/ 
•¡ - (K 12)+1 

Note that 

r(t)] = 01,  t < 0, t > T.  (62) 

V. PSK WITH NONOVERLAPPING, CORRELATED SIGNAL PULSES: K =1 

Assume the signal pulses are confined to one time slot, as in (45): 

g(t)] = 0],  t 5 0, t> T.  (63) 

From (46) to (48) and (160) to (161), 

eigi(t) 

elleg(t) 
R(f)] = e-i271-1t  dt.  (64) 

eig, ▪ (I) 

We separate v(t) of (2) and (3) or (41) and (42) into line and continuous 
components: 

v(t)  ejou) = Mt) + 14(0.  (65) 

Using (48) and comparing (32) to (37) with (149) to (153), we have 
from (171) 

I   Vi(t) =  —  ▪  „ 

From (165), 

pvicn =  2 7, E  (f _ 

(66) 

(67) 

t The symbol flx used here and subsequently indicates a multiple Kronecker 
product: 

H A  AL X AL+1 X • • • X AN-1 X AN. 
i-L 

The products in (60) and (61) contain K factors. 
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which may be written 

1 
P.1(.1) =  itviRi(t)  w2R2(D  • • • ± wmenr(f)1 2 

• ,5(f— it). (68) 
n=--e 

From (162) and (164) 

Pp.(f) = ",R(.n • nf .e—'21̀ fr ' {W. — wi • El .R*(ni. 
We illustrate these general results with two examples. 

5.1 Independent, M-ary signal pulses 

Equation (32) now holds for all n  0; using (21), 

wi 

W .2 • [ W1 WI 

W M 

= 

From (27), 

WO = Wd 

o 

w2 

(69) 

• • • wm],  n  0.  (70) 

Then only the n = 0 term remains in (69); 

P„cn = Rcn • wd.R*cfn — 

Writing out the matrix operations, (72) yields 

=  [wilRi(f)1 2 w21 12cni 2+ • • • + wmiRmcn 2] 
T IwiRi(f)  w2R2(f) ± • • • + wm Rm(f)12 

11 Iv; — 

(71) 

(72) 

(73) 

This result has been given in Ref. 6. The line component is given by 
(66), its spectrum by (67) and (68). 
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5.2 Correlated, binary signal pulses: M = 2 

The matrix W,, consists of the four upper left-hand elements of 
(23). The constraints of (19) and (20) or (25) and (26) render three of 
these functions dependent on the fourth. 

--- [W.(1, 1) — 'Lid] [_ 11 —1 ] + w]•NLy.  (74) 
1 

From (27) 

from (30) 

and from (31) 

Equation (69) becomes 

W o(1, 1) = w1, 

W.(1, 1)  W_.(1, 1), 

hm W.(1, 1) --w. 
n 

(75) 

(76) 

(77) 

1 
P1(f) = —7, IR1(f) — R2(f)1 2 E e-,2.17'.[W„(1, 1) - wn.  (78) 

n = — 

W.(1, 1) may be any discrete covariance function satisfying the con-
straints of (75) to (77). The line component and its spectrum are again 
given by (66), (67), and (68) with two-component vectors, e.g., 

Pue = itv,Ricn + wiimn  - .;) • (79) 

The binary independent case is obtained by setting 

W.(1, 1) = wi,  n  0.  (80) 

Then (78) becomes 

P„ .() — wip R1(f) — R2(f)1 2.  (81) 

This agrees with (73) for the binary case. 

VI. PSK WITH INDEPENDENT, OVERLAPPING SIGNAL PULSES: K =2 

Assume that no more than two signal pulses overlap, as in (49): 

= 0], t < — T, t> T.  (82) 
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R(f) is determined from (50) to (53) and (160) to (161): 

R(f)] =  e-12 '1' 

From (52), 

eft (e)-Fo,(t— r)) 

09,(o+.9m(t—T)i 

eg 02 (t)+01((— T)) 

e11o2(i)-F;ru(t—T)1 

eitga(o+gi(t—e)) 

ei( crid,(t)-f-o m(t— T)) 

e110m(e)-1-121(t—T)) 

dl.  (83) 

bk = ak X ak+i.  (84) 

We determine the mean and covariance of bk from (32) to (37) and 
(149) to (153). We assume throughout this section that signal pulses 
in different time slots are independent, as in (70) and (71): 

Wo = wa; W. = w]• „ ni 0.  (85) 

For the mean, since ak and ak÷i  are independent, 

(1,21) =  
(86) 

w [2] . 

We introduce the notation that an integer exponent enclosed in square 
brackets denotes the Kronecker power, 12 i.e., the Kronecker product 
of the matrix (or vector) with itself the indicated number of times. 
For the covariance (see footnote, p. 908): 

«'b(fl)  (bka-0 -1,24) 
((ak+.] X ak+.+1]) • (AL, X ,ak+i)) 

= ((ak-F],) X (ak+.+1].,ak+0). 

Since 

Ob- (n) =  

(87) 

(88) 

we study only n  0. We treat three cases. 
First assume In!  2. All the a's in (87) are independent; from the 

second line, 
4b(fl) = (w] X w]) • (Lv, X à_v) 

- w][2].w121,  ini 2. 
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Next consider n = 0. From the third line of (87) and the fact that 
ak and ak.4.1 are independent, 

(Ito) =  (90 ) 

Finally, for n = 1, from the third line of (87) we have (see 
footnote, p. 908): 

011,(1) = ((ak+1] X AO X (ak+2] X ,ak+4)) 
= 1 X (ak+1] X   X ak+21-  (91) 

Since ak, ak+i, ak+2 are independent, 

ib(1) = 3v X wd X w].  .(92) 

From (88), 

b(-1) = w] X wd X w.  (93) 

From (86) to (89), (153) is satisfied, i.e., bk for widely separated 
time slots are uncorrelated.t Therefore, from (86), (165), and (171): 

vi(1) =  — 1  w [21  E R  (94) 

P.,(n = HAI2j • R U M I 2 n &( f - nT).  (95) 

In comparing these results with (66) and (67), note that R(f) of (83) 
differs from R(f) of (64). 
Substituting (86), (89), (90), (92), and (93) into (162) and (164), 

the continuous spectrum is 

P,„(n = i1,R(D•f(wP] - wif21•sim) 
(w X wd X w] — w][21•w12])e-erIT 

+  Off] X Wd X 31, — w] [2 ' * M[2] )el- '72 ' "/ •R*(f)].  (96) 

We illustrate these results for the binary case. 

The following vector relations may be established by inspection: 

a] .= = a] X ji= ,13,X a]. 

bk, and bk also become independent as n —) .0, because the bk are unit basis 
vectors (Ref. 10). 
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6.1 Independent, binary signal pulses: M =1 

R(f) in (83) now contains four components, the Fourier transforms 
of the components of (56). We have 

w1  0 
= [wl w2], W d  [ 

W2 

w [21 = 
CLI 

W ] 121 .,! L2J=_-

Ewl W1W2 W1W2 WI] 

W1 W2 

O  W1 W2 

„„2 

(97) 

(98) 

(99) 

WI  WIW2  WIW2  WIWI [ 

who2  WIWI  /DM wiwl 
who2 wiwl wild wiwl  (100) 

?DM wi.w wild  wl 

tv  o ukw2  o :,„2 
O wed  o 

o taw2  o w 11A 
,,„3 

0  W il d  0  (R/2 ., 

w] X wd X si = (s, X wd X wr.  (102)t 

Equations (98) to (102) substituted in (94) to (96) yield the final 
results for independent, binary signal pulses. 
To illustrate, we write out a few terms of the matrix contained in 
{ j in (96), for the continuous spectrum in the binary case:" 

Iv, X wd X Iv] = 

= wi(1 — w)(1 + 2w1 cos 2r fT), 
112 =  WI W2e+ e1Ffr  —  O W2(1 ±  2 cos 2w fT), 

(101) 

(103) 

144 = • " • 
Writing out even the present simplest overlapping case produces an 
awful mess. Consequently, in the examples presented in this paper the 
digital computer is programmed to work directly with (96) or its 
generalization (116), performing matrix operations (both ordinary and 
Kronecker matrix multiplication) directly, rather than entering expres-
sions such as (103). In this way, quite complicated cases involving 
multilevel signal pulses overlapping several time slots may be simply 
treated. 

t See footnote, p. 908. 
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The general results for K = 2, (94) to (96), require the signal pulses 
to be less than two time slots in duration (82). Therefore, they must 
apply when the signal pulses are restricted to a single time slot, i.e., 
when the stronger condition (63) is satisfied, and must then reduce to 
the results for K = 1, (66), (67), and (72). This reduction is demon-
strated in Appendix C. 

VII. PSK WITH INDEPENDENT OVERLAPPING SIGNAL PULSES: GENERAL K 

Finally, assume that the signal pulses occupy at most K time slots, 
so no more than K signal pulses overlap; g(t) is now given by (58). 
r(t) is given by (59) to (62), and R(f) by (160) and (161). 
The bk are given by (60) or (61); the mean and covariance of bk 

are found from (32) to (37) and (149) to (153), assuming throughout 
that signal pulses in different time slots are independent, as in (70) 

to (71). 
For the mean, 

= (12/1,) =Ilx   (104) 

by the independence of the ak. The limits over the rj x, given in (60) 
or (61) for K odd or even respectively, extended over K factors in either 

case. Thus, 
ss = w [xl. 

For the covariance (see footnote, p. 908): 

«b(n)  (bki-ni•h_4) 

= (M x ak-F.-i-il•aixitk+» 

= (ilx (ak+.+J .,ak 4), 

(105) 

(106) 

the 11 x being taken over K factors as given by either (60) or (61). 
By stationarity, (106) is independent of k; consequently, for both even 
and odd cases 

•b(fl)  (bk+ni 

/  K 

=  ç(Ilx a,=+il) ( K  •  x Ab)) 
i=1 

(rix (a.÷11.1._))• j-1 
(107) 
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First, for n = 0, from the third line of (107) and the independence 
of the ak, 

CI O) = Ilx (ad*Lt:%) = wVc]. (108) 

Next consider n = 1. From the third line of (107) (see footnote, 
p. 915), 

cPb(1)  (flx (8i, X a+1]) 

=  (e_4) x {  (ai].A.)} X aK+11) 
i-1 

At X %1v.K-1]  X w], 

the second line again following from the independence of the ak. 
For n = 2, proceeding as above: 

ci) b (2) -= (  x x a,+0)) 

= (81) x (fix (ai+i] X )) X (aK+2]) 

= (al) X (Ax (£2.1 X ai+d)) X (aK+23) 
= (ªL) X (82,) X {llx (ai].  8,7) +K+1]) X (aK+2]) 

i=3 

_= A U] X  w VC-2]  X  w ]121 . 

By induction: 

sib(3) = 

4b (K — 1) = 

«i'b(K) = 

sin) X w.Vc-3]  X wit') 

W [K-1]  X  Wd X  w ] [K 1] 

wilC1 X  w iIin 

(109) 

(110) 

Next, from the second line of (107) and the independence of the air, 

4'b(fl) = w]fKl•wuel, n > K.  (112) 

This result is of course consistent with the final line of (111) (see foot-
note, p. 915). Finally, 

«b(fl) =  (113) 
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From these results the line component is: 

1 vi(t) = — W1-"-J •  E R (_)] e1n2,rt/T; 
T 

Poe = 1IA[Ki.Rcni 2 E o 
n= — 

The continuous spectrum is: 

Pvc(f) = R(D • f (wilc] — wiEK)-à_v1K0 

(114) 

nT ).  (115)  

K-1 

E (w1n) X ye-71X w]["] _ w]tKi. w[K])e—in2,fr 
n=1 

K-1 E (win] X wy—n] x wt ., _ 
n-1 

•R*(f)].  (116) 

If we set K = 2 in (114) to (116), these results agree with those of 
Section VI. If the signal pulses are restricted to a smaller number of 
time slots .1? < K, the present results reduce correctly to those ap-
propriate for -1?; this reduction is shown for Le = 1, K = 2 in Appendix 
C, but the general case is left as an exercise for the reader. 

VIII. EXAMPLES 

We now consider a number of examples of computing spectra of 
multiphase PSK systems, subject to the following assumptions: 

(i) The number of phase levels is a power of 2, 

M = 2N,  N an integer.  (117) 

(ii) The M signaling pulses have a common shape, and the M 
phase levels (peak phase modulations) are equally spaced. 

g(t) = mir [1 3 • • • (2M — 1)]g(1),  (118) 

g(t)„,„„ = 1.  (119) 

Figure 3 shows vector diagrams of the peak phase modulations 
for M = 2, 4, and 8. We also assume that g(t) is symmetric, 

g(t) = g(— t), K even, 

g(t + T/2) = g(—t  T/2),  K odd, 
(120) 
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m = 2 

m = 8 

m = 4 

Fig. 3—Peak phase modulation for PSK with equally spaced levels. 

with maximum at 

t = 0, 

t= 
2' 

K even, 

K odd. (121) 

(iii) Signal pulses in different time slots are statistically indepen-
dent, and all signal pulses are equally likely; 

1  1 
w] =  1],  wd = m- I,  (122) 

where I is the identity matrix of order M. 

As a consequence of (118) and (122), we can show that P(f)  is 
symmetric, that is 

P(f) =  D. 

8.1 Rectangular nonoverlapping signal pulses 

If g(t) is a rectangular pulse (see Fig. 4) of duration n  T, 

T — T   
< t  0 <  T, 

—  2 ' 
0, otherwise. 
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From (118) and (64), 

.  .  sin irfn  
Ri(f) = {exp I m  (2i — 1)1 — 11  e 

Sin irfT . 
f  e—nc.fT, 1, 2, • • • , M.  (125) 

The spectral density P„(f) can be computed from (68), (73), and 
(122) with Ri(f) given by (125). The results can be shown to agree 
with those given in Refs. 4 and 6. Since this case can be treated as 
amplitude modulation and has been discussed extensively in Refs. 4 
and 6, we shall not discuss it further in this paper. 

8.2 Raised-cosine nonoverlapping signal pulses: K =1 

If g(t) is a raised-cosine pulse (see Fig. 5) of duration T, the pulse 
just fills the time slot, and 

1 [1 — cos 27rt  0<t 5. T 
T  ' 

g(t) =  (126) 
0,  otherwise. 

In this case, R(f)] may be evaluated either numerically or using 
Bessel function expansion (which again requires the use of a computer). 
For M = 2, 4, 8, and 16, we have evaluated as above 

Pi a = P.g(n  P..(n,  (127) 
with results shown in Fig. 6. We note that there is very little variation 
in either the discrete or the continuous spectrum when M is increased 
from 2 to 16. The tails of the spectrum are not shown in Fig. 6, although 
they are easily calculated down to the — 60-dB level. 

9011 

2 

T-1?  

2 

Fig. 4—Square-wave signaling of duration n T. K = 1 
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gk 

Fig. 5—Raised-cosine signaling with pulse duration T. K =1. 

8.3 Raised-cosine overlapping signal pulses: K =2 

If a raised-cosine signal pulse (see Fig. 7) just fills up two time slots, 

1 Tt 
§- [1 + cos y  —T <t  T, 

g (t)  (128) 
0,  otherwise, 

K = 2, and two signal pulses overlap. 
In this case, P„(f) and P c(f) are given by (95), (96), (122). Using 

a digital computer, P.(f) has been determined for M = 2, 4, 8, and 
16, and the results plotted in Fig. 8. Again, it may be noted that there 
is not very much variation in either the discrete or the continuous 
spectra when the number of phase levels M is increased from 2 to 16. 
Comparing Figs. 6 and 8, we observe that the power in the line 

components in a PSK system with overlapping signal pulses is smaller 
than the power in the lines with nonoverlapping pulses. Also, for the 
same signaling rates, the principal portion of the continuous part of 
the spectrum with K = 2 is narrower than that with K = 1. The tails 

of P(f) were calculated down to —60 dB even though they are not 
shown in Fig. 8. 
In Fig. 9, for M = 4, and raised-cosine wave signaling, we plot the 

spectral density P,(f) when the amount of overlap is increased from 
zero to one time slot. Specifically, we assume that 

1  rt 
[1 + cos -0 ,] ,  <t 5_ eT, 0.5  13  1, 

g(t) =  (129) 
0,  otherwise. 

Note that K = 1 when e = 0.5, and K = 2 when 0.5 < i s 1. 
Figure 9 shows that there is a gradual reduction of power in the line 
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POWER IN LINE COMPONENTS 

\  

NUMBER OF PHASE LEVELS 

2 4 8 16 

0 3.63 x 10 -1  3.30 x 10- 1 3.23 x 10 -1  3.22 x 10 -1  

1 6.60 x 10 -2  6.99 x 10 -2  7.07 x 10-2  7.09 x 10-2  

2 2.68 x 10 -3  1.47 x 10-3  1.24 x 10 -3  1.18 x 10 -3  

3 4.71 x 10-5  2.15 x 10 -4  2.63 x 10-4  2.75 x 10-4  

4,8, 16 

1  2 
NORMALIZED FREQUENCY IT 

Fig. 6—Spectral density of binary, quaternary, octonary, and 16-ary PSK systems 
with raised-cosine signaling and pulse duration T. K = 1. Although the values of the 
spectral density for M = 2, 4, 8, and 16 are shown to be the same over certain seg-
ments of the range of f, they are usually different from each other, but this difference 
is not large enough to be shown on the linear scale in Fig. 6. 

components when the overlap is increased from zero to one time slot. 
There is also the narrowing of the principal portion of the spectrum. 
Decrease of the carrier component [n = 0 term in (68) or (95)11 when 
e is increased may result from the fact that the phasors in Fig. 3 spend 
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gk (t) 

- 

Fig. 7—Raised-cosine signaling with pulse duration 2T. K = 2. 

increasingly less time in the neighborhood of 00. There are also smoother 
transitions between the phasors with: increasing 13; this probably ex-
plains the decrease in width of the main part of continuous spectrum. 
The narrowing of the spectral density and the reduction of the discrete 
spectral lines may or may not indicate better interchannel and inter-
symbol performance, but this remains a subject for future investigation. 

IX. SUMMARY AND CONCLUSIONS 

Matrix methods have been used to express the spectral density of a 
sinusoidal carrier phase modulated by a pulse train with a finite pulse 
duration. Arbitrary pulse shapes may be used for M-ary digital signal-
ing and they may overlap over a finite number of signaling intervals. 
If the pulse duration is one signaling interval, our results give the 

spectral density even though successive symbols are correlated. If 
the pulse duration is more than one signaling interval, we assume that 
symbols transmitted during different time slots are statistically inde-
pendent; the case of correlated symbols may be considered by ex-
tension of the present work, but the required statistical description of 
the modulation ak will be more complicated. For example, if K = 2, 
in addition to (ad), (ad X 81›, we need to know (ad X ak] X ,e1,X e..,_>„ , 
the fourth order statistics of ak, to determine the spectral density from 
our methods. 
The spectral density has a compact Hermitian form suitable for 

numerical computation by a digital computer. The associated Hermi-
tian matrix is a function of only the symbol probabilities, and the 
column matrix associated with the Hermitian form is the Fourier 
transform of certain time functions related to the signaling pulses. The 
computations presented in this paper for binary, quaternary, octonary, 
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POWER IN LINE COMPONENTS 

o 

2 

3 

NUMBER OF PHASE LEVELS 

2 4 16 

5.57 x 10-2  

1.56 x 10 -2  

4.90 x 10 -5  

2.23 x 10-8  

3.73 x 10 -2  

1.13 x 10 -2  

1.03 x 10 -4  

1.88 x 10-7  

3.39 x 10 -2  

1.04 x 10 -2  

1.12 x 10-4  

2.58 o 10-7  

3.31 x 10 -2  

1.02 x 10-2  

1.14 x 10-4  

2.78 x 10-7  

13, 16 
r 

NORMALIZED FREQUENCY fi 

Fig. 8—Spectral density of binary, quaternary, octonary, and 16-ary FISK systems 
with raised-cosine signaling and pulse duration 2T. K = 2. Although the values of 
the spectral density for M = 2, 4, 8, and lb are shown to be the same over certain 
segments of the range of f, they are usually different from each other, but this dif-
ference is not large enough to be shown ou the linear scale in Fig. 8. 
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SPECTRAL DENS
ITY P,, If} /
1 

POWER IN LINE COMPONENTS 

ri\ \,. \\3 
LAP PARAMETER 

0.500 
0.5710VER 

0.667 0.800 1.000 

0 3.30 x 10 -1  2.64 x 10-1  1.88 x 10 -1  1.05 x 10 -1  3.73 x 10-2  

1 6.99 x 10-2  6.69 x 10-2  5.52 x 10-2  133 x 10-2  1.12 x 10-2  

2 1.47 x 10-3  5.32 x 10-6  2.95 x 10-4  4.92 x 10-4  1.03 x 10-4  

3 2.15x 10-4  9.45x 10-6  1.30x 10-6  3.57 x 10-6  1.88x 10-2  

0.5 

M = 4 

2 

NORMALIZED FREQUENCY tT 

Fig. 9—Spectral density of quaternary PSK system with raised-cosine signaling 
and pulse duration 213T, 0.5  1. When /3 = 0.5, K = 1, the pulse fills up just 
one time slot and the spectral density is as shown in Fig. 6. When t3 = 1, K = 2, 
the pulse fills up just two time slots, and the spectral density is as shown in Fig. 8. 
Although the values of the spectral density for t3 = 0.5, 0.571, 0.667, 0.8, and 1.0 
are shown to be the same over certain segments of the range of f, they are usually 
different from each other, but this difference is not large enough to be shown on the 
linear scale in Fig. 9. Note that when 13 = 0.5, 0.571, 0.667, 0.8, and 1.0, 1/13 = 2, 
1.75, 1.5, 1.25, and 1.0. 
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and 16-ary PSK systems do not consume very much computer time 
and are quite inexpensive. 
Extraction of a timing wave is often essential in the detection and 

regeneration of digital signals. In a self-timed digital system not 
containing a timing wave, the wave is extracted from an incoming 
pulse stream by a nonlinear processing of the signal. For example, the 
incoming pulse stream may be passed through a square-law rectifier 
and a linear narrow-band filter to get the timing wave. We would like 
to note here that the methods given in this paper can be extended to 
determine the spectral density of the output of a nonlinear device 
whose input is a random time pulse train of the form (16) or (42). The 
results presented here apply to the particular nonlinearity exp j( •); 
other nonlinear functions are treated in a similar manner. 
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APPENDIX A 

Spectra of Complex and Real PSK Waves 

From (1) written in complex form, the covariance of the real wave 
x(t) is 

=  r) 

= { eerf (r)-Fe-1211 T(1)40(r)  Orferei4Tieg(Pr„.(t, r) 

e—erf'te—"f‘tee(t, T)17  (130 ) 

where the cross-variance is given by 

T) =  (V(t  T)V(t)) =  (ee 4(g+T)+95(e)] ).  (131) 

Now (1)„,,.(t, r), with T regarded as a parameter, is periodic in t with 
period T; 

T, r) =  r).  (132) 

This follows from the assumed strict stationarity of the sk of (2). Then 
we may write 

44.44  =_  en (r)ein2rtir (133) 
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Substituting in the time average quantity of (130) and interchanging 
the order of summation and integration, 

‘.› 
eoricte,...(t, 7-) = E  lim  f  ei2r( 21'÷(nIT)l tdt 

—A 

sin 21[2f,  (n/TMA  
= E  en(r) lim  (134) 

n —  A  27r[2f  (n/T)]A. 

The Hm 0 if 2fc (n/T)0 0 for every integer n, i.e., if twice the 
A -4 

carrier frequency is not a precise multiple of the modulation fre-
quency 1/T. Under this condition, (130) and (134) yield (5). 
Next, assume that P.(f) is strictly band-limited; 

Pv(f) = 0, IfI  f.-  (135) 

Then P.(f — f.) and P„(—f — f.), the two terms appearing in (5), 
do not overlap. Now define 

v(t)  e22rmv(t).  (136) 

Then 
4,„(t, r)  ei2rf<.r4),(t, r);  4),(r) = el2whrcl),(r). 

13 (f)  P.(f  f.); 1), *(f) = P(— f — 

Therefore, subject to (135) 

Pc (f) = 0, 

Py.(.t) = 0, 

.f - 0. 

f 

f  — 2f.. 

(137) 

(138) 

f  O. 

Now the cross-variance of v(t) and v*(t) is 

= (ripe«,  = ei2Thr ei4r1age„.(t, r),  (139) 

where 4)„« is given by (131). The Fourier transform of (139) is the 

corresponding cross-spectrum P,,,*(f). Since the two spectra P(f) and 
P,*(f) do not overlap by (138), the cross-spectrum P.,*(f) must be 
identically zero,16 and hence also the cross-variance; 

= 0, P.(f) = 0 for  Ifi k fa.  (140) 

928 THE BELL SYSTEM TECHNICAL JOURNAL MAY-JUNE 1974 



Substituting (139) and (140) into (130) and taking the Fourier trans-
form, 

P.(f) = iPv(f — f.) +  f - 
Pi,(n = o for  I fl  fa. (141) 

While P,(f) will never be strictly zero, it will eventually fall off so 
rapidly with increasing I fi that the spectral relation of (5) will be a 
good approximation when fg is large enough so that the two terms do 
not overlap appreciably, even if 2f, is an integral multiple of 1/T. 
Consider now the exceptional case of a low carrier frequency that is 

an integral multiple of half the modulation frequency: 

no 
2f, -I-  = 0. (142) 

Then in (134) the lim -9 1 for the no term, and --> 0 for all other 

terms as before. Therefore, (130) and (134) yield 

1€12'1'Ecbv(r)  ço-21,r(r)] 

ie-12 T1erE (r)  e*-21.2, (r)], 2fgT = integer.  (143) 

The exceptional case requires the evaluation of the additional quantity 
cp-2f0T (r), 2f,T = integer, where cp is defined in (133). This may be 
done similarly to the evaluation of ib,(r) performed in the text, but 
it is not undertaken here. 
Finally, consider the wave of (9), with 4,(t) given by (2), with the 

carrier and modulation phases ybo and to independent random variables, 
independent of the modulation. Equation (130) is replaced by 

4›.(r) =¡Iej2Ticfrb„(r)  e-I2"1er) 

±ei2.10.(es2o.)(0.1‘10)04.1,t4,..,,(t, 7.) 

-Fe—i2wler(e—J20,)(e—Plirfete)e—i4irfci eve(1, 7.)J, (144) 

where y, tI)„, and 4,„„. remain as given in (3), (7), (8), and (131) for 
to -= O. The last two lines of (144) vanish if any of the three quantities 

el4rics,,,.(t, .1), (€124 0), (€14'4) 

vanish. Therefore, 

P.cn =  f.) + PUH f - f.) 

(145) 

(146) 
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if any of the following conditions are satisfied: 

2f,T 0 integer. 
2f,T = integer, 00 is uniformly distributed over an interval 

7r, 27r, 37r, • •  (147) 

2f,T = integer, to is uniformly distributed over an interval 

2f,T ' 2 3 2f,T '  2f,T '  • 

The first condition is, of course, that of (5). The last two conditions 
show that suitably randomizing the phase of either the carrier or the 
modulation suffices to yield the simple spectral result of (5) when 
2f,T = integer. 

APPENDIX B 

Spectrum of a Baseband Pulse Train With Different Pulse Shapes 

We determine the spectral density of (43), 

v(t) =  bir(f - kT)],  (148) 
k=-0, 

by the vector analog of the corresponding derivation for a train of 
equally spaced pulses with similar shapes. In this appendix, the wave-
forms r for different time slots (i.e., different k) may overlap, although 
they do not overlap in the applications of this paper. Also, bk may be 
complex in this appendix. It is real in the main part of the paper. 
Let bk in (43) and (148) be wide-sense stationary. Then, using the 

notation of (35) to (40): 

(149) 

4)-1,(k —  (bki•LiD•  (150) 

15b(n =  (151) 
n 

ib(n) = Eifib(f)e indf. 

Further, assume that bk+ and bk become uncorrelated as n 

lim tib(fl)  lib(°°) = 
n 
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(148), 

r) = (v(t  r)v*(t)) 

Since 

we have 

r(t  T  kT),• ti,b(k — 1) •r*(t — /71)].  (154) 

€19„(t  T, r)  .D(t, r),  (155) 

43.(r) = e.(t, 7-) =  j."  r)dt.  (156) 
.t -T/2 

Substituting (154) in (156) and making the substitutions k — 1 = n 
and t — 1T = t', 

1  
r(t  r — nT),• ib(n) •r*(t)]clt 

I'v(T)  =  nE  - (1-1-1)T 

=  E"  j_eo .r(t  T  nT),• •b(fl) • r*(t)Ilt. (157) 

The spectral density of (148) is now the Fourier transform of (157): 

P(f) =Joe (T)e-32.1.rdr 

1 = y, e-i2'f rpr(t  T -  nT), 

• cib(n) • r* (t)1clectr.  (158) 

The treatment differs slightly from that for the scalar case, because 
the order of the factors in the matrix products may not be changed. 
Setting t'  t  r, (158) becomes 

1 w 
P,(f) =  nE. ,r(t' — nT)dt'} • ib(fl) 

12r f t r*widg i. 

Define 

(159) 

R(f)1 =- R(f)'  e-e2r1g  r(O]dt;  (160) 

i.e., the elements of r(t) and R(f) are the pulse shapes and their 
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Fourier transforms, respectively. In applications throughout the re-
mainder of this paper, 

r(t)] =  t 5_ 0, t > T,  (161) 

and the integral in (160) therefore takes the limits foT. However, the 
restriction of (161) is not necessary in this appendix. Substituting 
(160) into (159) and using (151), 

131 Cn =  R(D .Ébun .R*(ni,  (162) 

our desired result. Eq. (162) reduces correctly to the scalar case. 17 
It is convenient to separate out the line component of v(t). As in 

(39) and (40), the line and continuous components of (151) are, using 
(153), 

Pbt(f) =ÉJ] .1,* É ,(f — n).  (163) 

-Pb(f) =  e—"irfq.-eb(n) — 51• 51-  (164) 

The line and continuous spectral components of (148) are found by 
substituting (163) and (164) into (162). For the line component 

Pz(f) =  ,R(f),*@I t' R*( n1 7„#° 

= 11;2- ig•R(f) r n (3(f —  (165) 

The line component is composed of de and sine waves at the signaling 
rate and its harmonics. 
Finally, taking the expected value of (148) and using (149), 

(v(0) = L J   g• r(t — kT)].  (166) 
k—. 

Then 

ce(,)(t, •r) = (v(t  r))(v*(t)) 

=  ir(t  — kT),•Éi]• r •r*(t —1T)].  (167) 
Ic.=—co 1=-03 

932  THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1974 



Comparing with (154) and proceeding as above, 

1 - 
= - E fe' ,r(t + r — n71). LI] .2.* • r*(t)]dt.  (168) 

Consequently, (168) is a periodic function of T with period T. Compar-
ing (157) and (168) as Ir I ---+ co, using (153), and assuming that r(t) 
eventually falls off for large I t I [the stronger assumption (161) applies 
throughout the rest of this paper], 

ei,(r) --> e(,)(T) as  11.1 --> œ• (169) 

Therefore, we may write (148) as 

v(t) = vi(t) + vc(t), 

where, from (166), 

vi(t) = tl• f r(t — k T)] 

i - = -e• E 
T,—, n= — 0 R ( )jejn2rt/T 1 

J. 

(170) 

(171) 

and the spectral densities of vi(t) and v(t) are given by (165) and by 
substituting (164) into (162), respectively. Equation (171) contains 
phase information lost in (165). 
The assumption of (153) follows if the vector coefficients bk become 

independent for widely separated time slots. For the applications of 
this paper, the bk are unit basis vectors, i.e., each bk has a single 
component equal to unity and all other components zero. In this 
special case, the assumption of (153) that bk in widely separated time 
slots are uncorrelated also guarantees independence. 1° 

APPENDIX C 

Simplification of PSK Spectra for K = 2 for NonoverlappIng Signal Pulses 

We demonstrate that the K = 2 results, (94) to (96), which apply 
subject to condition (82), specialize to the K = 1 results (66), (67), 
and (72) when the stronger condition (63) is satisfied. 
We distinguish the different R's in Sections V and VI by appending 

subscripts K, denoting (64) and (83) as R1 and R2, respectively. Then 
if, in Section VI, (82) is replaced by the stronger condition (63), (83) 
becomes 

R2(ni = Ri(n] X 11  (172) 
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where R1 is given by (64) and 1 is the M-dimensional vector with all 
components unity defined in (24). 
Considering first (94) and (95), using (26) and (172) (see footnote, 

p.908): 

m121 •R2(f)] = (A X Ar) •(121(f)] X I]) 

= (•R1Cni) X (N,Ar: 1]) 

Substituting (173) (173) into (94) and (95) yields (66) and (67). 
Next, substituting (172) into (96), we evaluate the following resulting 

products using (26) and (28) (see footnote, p. 908): 

R2(f)•w 2] •R;(f)] 

= (ili(f), X 1)•(wd X wd)•(Ri(f)] X1]) 

= (illi(f),•wa•le.(f)1) X (! w .1]) 

= Ri(f) • wd • Ri(f)]. 

R2cn • w] [21 •31.(21. e(f)] 

= (Ri(f)i X iL.) • (w] X w]) • (E X ) • (Ri(f)] X 1]) 

(Ri(f), • w] •M• e(f) i) X (,• w].  1]) 

= (1(f), • w])  e n]) 

=1 M•R ai1 2. 

R2(f)1 • (3.v, X wa X wi)•R'2‘cni 

= (1 x  x  (mr, X W X w]) • (R(f)] X 'I X 1) 

= (i•Li-le(f)]) X (R.I(A•wd•1]) X (l-wl•l) 

(2L• ecni)(,Ri(f),.w]) 

= 

Substituting (174) to (176) into (96) yields (72). 

(173) 

(174) 

(175) 

(176) 
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We consider a communication link in which a band-limited speech 
signal is delta-modulated, detected, and filtered by a low-pass filter, and the 
analog output is delta-modulated again with an identical encoder. We are 
concerned with the correlation C between equal-length bit sequences, desig-
nated {b} and {B} , that result from the two stages of delta modulation. We 
study C as a function of the sequence length W; the starting sample T 
in {b} ; the time shift L between PI and {B}; the signal-sampling fre-
quency F; and a parameter P(_.1) which specifies the speed of step-size 
adaptations in the delta modulators. (P = 1 provides nonadaptive, or 
linear, delta modulation.) 
Computer simulations have confirmed that for small time shifts L and 

for statistically adequate window lengths W, C is a strong positive number 
(0.4, for example). Moreover, the C function tends to exhibit a maximum 
C„„ at a small nonzero value of L (between 1 and 5, say) reflecting a delay 
introduced by the low-pass filter preceding the second delta modulator; 
and when W is on the order of 100 or more, the dependence of C.ax on the 
starting sample T is surprisingly weak. Also, in the range of F and P 
values included in our simulation, C ro. increased with F and decreased 
with P. Finally, the positive C values for small L are retained even when 
the delta modulators are out of synchronization in amplitude level and 
step size, as long as the delta modulators incorporate leaky integrators and 
finite, nonzero values for maximum and minimum step size. 
With a given T, the C(L) function can exhibit significant nonzero 

values even for large L. However, these values are both positive and nega-
tive; and if correlations are averaged over several values of T, the average 
C(L) function tends to be essentially zero for sufficiently large L (L a. 100, 
Say), while still preserving the strong positive peaks at a predictable small 
value of L. This observation is the basis of an interesting application 
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where the value of C is used to determine whether or not two digital codes, 
appearing at different points in a speech communication system, carry 
identical speech information. 

I. THE PROBLEM 

Consider a speech signal subjected to two successive stages of delta 
modulation, with an intermediate stage of low-pass filtering, as shown 
in Fig. 1. A previous paper' has studied how signal quality degrades 
as a function of the number of delta modulations. The present paper 
is concerned with the amount of correlation that exists between the 
bit sequences { b } and {B} from the two (identical) delta modulators. 
Specifically, we employ computer simulations to study the correlation 

1 T + W  
C =  E biBi+L. 

vr i=T 

It is assumed that { b } and {B} are zero-mean sequences with equi-
probable ±1 entries. Apart from being a function of the window 
duration W and time shift L, the correlation C will also depend on the 
signal-sampling frequency F and a parameter P specifying the step-
size logic used in the delta modulators. The delta-modulator simu-
lations are described in Section II and the properties of C are described 
in succeeding sections. 
The studies reported in this paper were prompted by an interesting 

potential application where the value of the correlation C would be 
used to determine whether or not two digital codes (appearing at 
different points in a speech communication network) carry the same 
speech information. More specifically, we were considering a telephonic 
system that incorporated digital and analog signal terminals capable 
of being interconnected via a common switching network. The problem 
was to determine whether digital terminals communicating with each 
other (in other words, handling the same speech information) could be 
detected by digitally correlating the signals of each digital terminal 
with the signals at other digital terminals in the system.2,3 The digital 
coding under consideration was delta modulation, and the results of 
this paper indeed suggest that the detection of communicating termi-
nals should be possible on the basis of appropriate bit correlations. 

BAND - LIMITED 
SPEECH INPUT DELTA 

MODULATOR 

BIT 
SEQUENCE 

{b} 

LOW-
PASS 
FILTER 

DELTA 
MODULATOR 

BIT 
SEQUENCE 

Fig. 1—Block diagram of the simulated speech communication system. 
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T, = X, - 

INPUT 

OUTPUT 

Y =Em 

y, 
INTEGRATOR 

sg n T, 

UNIT DELAY 
r-1 

UNIT DELAY 
àr-1 

ADAPTATION 
LOGIC 

FOR STEP-SIZE 
MAGNITUDE 

Fig. 2—Schematic diagram of an adaptive delta modulator. 

II. SIMULATION DETAILS 

The delta modulator utilized in our simulations is schematized in 
Fig. 2 and is the same instantaneously adaptive delta modulator 
(ADM) discussed in Ref. 4. Basically, it is described by the equations 

b,. = sgn (X,. — 

Yr  Yr-1  . b,., 

and 
=  r_i . p b,•• 

where X, is the amplitude of the input sample r, and Y,_, is the ampli-
tude of the latest staircase approximation to it. The parameter P 
( 1) automatically increases step size when Y is not tracking X 
fast enough (b, = b,-i), and decreases it when Y is hunting around 
X (b, = — b,_1). Nonadaptive or linear delta modulation (LDM) 
corresponds to the special case of P = 1. 
The speech signal is a 1.5-second male utterance of "Have you seen 

Bill?" that is band-limited to 3.3 kHz. The sampling rate, unless 
otherwise noted, is 60 kHz. A plot of the speech waveform appears in 
Fig. 3, where a number at the right of a line represents the last 60-kHz 
sample in that line. The original signal samples are quantized to a 12-bit 
accuracy, and have integer amplitudes in the range —2" to +2". 
Finally, the low-pass filter is a programmed recursive filter with an 
18-dB/octave roll-off. This seems to represent adequate filtering for 
toll-quality speech reproduction using ADM at 60 kHz. 

III. DEPENDENCE OF CORRELATION ON TIME SHIFT 

Figure 4 shows the dependence of C on the time-shift L for two 
different values of starting sample T. It is interesting to observe that 
both the functions show a maximum at L = Lna. = 4. Even more 
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9,000 

18,000 

im\f\f\fA\  
27,000 

36,000 

/2,000 

Fig. 3—The speech waveform of "Have you seen Bill?" 

interesting is the fact that respective values of CXZ(L), the correlation 
between the speech input X and the low-pass filter output Z, are also 
maximized (as determined in a separate simulation) at L = 4. It 
would seem that the nonzero value of Lmax in Fig. 4 is to be attributed 
to the delay introduced by the low-pass filter. Actual values of Cm. 
and ',max depend on the short-term speech spectrum and the nature of 
low-pass filtering, as determined by the parameters T and F (see 

Tables I and II). It is a general result, however, that the C(L) function 
always shows a unique, strongly positive maximum value at a small 
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Fig. 4—Dependence of correlation C on time shift L. 

• 

1,000 10,000 

value of L. Secondary peaks at large values of L tend to be less unique, 
and they tend to be randomly positive and negative depending on the 
part of the speech utterance being considered, as determined by T. 

IV. DEPENDENCE OF MAXIMUM CORRELATION ON SAMPLING FREQUENCY 

Table I indicates a tendency for C„,„„ to decrease with decreasing 
sampling frequency. This may be ascribed to the fact that, at a lower 
sampling rate, delta modulation provides a cruder approximation to 
the input signal. The bits, therefore, carry more signal-independent 
noise information, and they have corresponding random properties 
that cause a decorrelation between 11)1 and {B I . 

Table I — Dependence of maximum correlation C„,„x 
on sampling frequency F (P = 2, W = 1000) 

60 kHz 40 kHz 

Lmn  CMRX L,01  cm„. 

17425 
37425 
57425 

4  0.46 
4  0.37 
4  0.48 

3  0.32 
1  0.28 
2  0.33 

DM BIT SEQUENCES  941 



Table II - Dependence of correlation C on starting sample T 
and time shift L (W = 150, P = 2, F = 60 kHz; 
numbers in parentheses are values Of L ax) 

7425 (4) 
17425 (4) 
27425 (5) 
37425 (4) 
47425 (2) 
57425 (4) 
67425 (1) 

0  L .  10  100  1000  10000 

0.27  0.69  0.20  0.08  0.04  0.01 
0.35  0.48  0.24  -0.09  -0.04  -0.11 
0.23  0.47  0.11  -0.03  -0.03  0.03 
0.15  0.37  -0.11  -0.16  -0.08  -0.08 
0.29  0.33  0.31  -0.13  -0.11  -0.08 
0.37  0.43  0.11  -0.04  0.21  0.13 
0.39  0.44  0.37  0.27  0.22  -0.03 

Average of C 
values (over T) 0.29  0.46  0.18  -0.01  0.03  -0.02 

V. DEPENDENCE OF MAXIMUM CORRELATION ON STEP-SIZE MULTIPLIER P 

Table III demonstrates how C . tends to decrease with increasing 
P. Larger values of P increase the high-frequency excursions of the 
staircase function Y. These are filtered out by the low-pass filter. 
This leads to lesser correlation between the filter output Z and the bit 
sequence {b} and, thence, to a decorrelation of {B} and { b j . 

VI. DEPENDENCE OF MAXIMUM CORRELATION ON WINDOW LENGTH 

Our results so far have tacitly assumed window length values that 
represent bit sequences whose durations are of the order of a few 
milliseconds. Figure 5 shows C explicitly as a function of W. It is seen 
that very stable indications result with W in the order of 1000, although 
values close to a respective asymptote are sometimes reached for W 
values in the order of 100. In fact, a window length of W = 10 is seen 
to be sufficient, for all values of T in Fig. 5, to bring out the strong 
positive nature of C .. The convergence of the three curves in Fig. 5 

Table Ill - Dependence of maximum correlation C„,„x on 
step-size multiplier P (F = 60 kHz, W = 1000) 

37425 37000 

L .a.  C1,16.% L,,,,..  cni. 
1.0 
1.5 
2.0 

4  0.91 
4  0.66 
4  0.34 

4  0.89 
4  0.62 
4  0.44 
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Fig. 5—Dependence of correlation C on window length W. 

is not at all surprising. Note that, by definition, C should indeed be 
independent of T for W  co . The results of Fig. 5 were based on a 
search for C. in the range 0 < L  10. Except for W = 1, unique 
maxima were noted at nonzero values of L. For W = 1, the value of 
Ci.  was surprisingly constant in the range 0  L  10, the constant 
value being +1 for one value of T, and —1 for the other two. 

VII. DEPENDENCE OF MAXIMUM CORRELATION ON WINDOW LOCATION 

As seen in the last section, C„,„„ is a significant function of the start-
ing sample for finite W. Table II shows the values of C„,.x for seven 
equally spaced values of T. The average value of C. is 0.46 and the 
standard deviation is only 0.10. Note also that C values for large L 
are smaller in general, and the effect is more noticeable when corre-
lations are averaged over T. This is because the positive C. values 
always add up, while C values for large L, being randomly positive or 
negative, tend to average out to values close to zero. 
At least one interesting application of the preceding observations has 

been suggested." Suppose the second delta modulator has several 
potential speech inputs including the input Z resulting from X. The 
function C would then assume the strong positive values of Table II 
only when the input to the second delta modulator is indeed the DM 
version of the speech X; and it would show values of C --> 0 if the input 
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Table IV —The effect of unsynchronized delta modulators 
(7 = 37425, P = 2, F = 60 kHz, W = 1000. Values in 

parentheses are for W = 150) 

Case 
Initial Conditions 
17 1  Y 2  -à. 2  -  A> 2 

Integrators Limits 
Step Size L..  CM« 

I 0 0 1 1 Perfect (0, ,..t) ) 4 (4) 0.34 (0.37 
II 0 0 1 1 Leaky (25, 250) 2 (3) 0.48 (0.83 
III 0 —50 1 —10 Leaky (25, 250) 2 (3) 0.47 (0.76 
IV 0 —50 1 —10 Perfect (0, co) 5 (1) 0.11 (0.16 

was an entirely different speech signal° (possibly due to a different 
speaker). This effect will be more pronounced if the averaging process 
indicated in Table II is carried out. We are suggesting, in other words, 
a means of determining whether or not two digital DM codes, appearing 
at different points in a speech communication network, carry the same 
segment of speech information. The basic recipe is a DM bit correlator 
with a window of 0.1 to 1 ms, and a window location T that seems to 
be quite uncritical, especially when time diversity (averaging over T) 
is possible. 

VIII. EFFECT OF UNSYNCHRONIZED DELTA MODULATORS 

In practice, the two delta modulators in Fig. 1 can be unsynchronized 
in amplitude Y and step size à when either or both of them are in some 
kind of a transient state of operation. It is an interesting result of our 
study that the strong positive values of C. are retained even during 
such asynchronous periods, provided the delta modulators operate with 
a leaky integrator, and with finite and nonzero limits on step size. 
Leaky integration decreases the effect of amplitude history and, hence, 
the effect of amplitude asynchrony. Finite and nonzero limits on step 
size provide potential meeting points for the two step-size sequences, 
although they may begin with a different starting value. 
In Table IV, Y1 and Y2 represent initial amplitudes for the two delta 

modulators, while 711 and 3:2 are the initial (signed) step sizes. The 
step-size limits, 250 (maximum) and 25 (minimum), include a signifi-
cant range of step sizes that are called for in the adaptive delta modu-
lation of speech (with F = 60 kHz, and with signal amplitudes in the 
range —2'1 to +211).4 Finally, the leaky integrators of Table IV 
leaked 5 percent of signal amplitude in a sampling period. 

This situation is hypothesized to be equivalent to the case of large L. 
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Fig. 6-Dependence of correlation C on time shift L  -example of unsynchronized 
delta modulators. 

Note that Table IV shows that leaky integration and finite, non-
zero step-size limits are imperative in the asynchronous case (rows 
III and IV, Table IV) to preserve a strong positive C..; they are 
also desirable to boost the value of Cm in the synchronous case 
(rows I and II, Table IV). (The boost is quite significant for W = 150). 
A separate simulation showed that finite (nonzero) step-size limits 
and leaky integrators were effective only when employed in unison; 
and in one study of C as a function of L, they also sharpened the peak 
at Lam. (see Fig. 6). 
Finally, Table V is a counterpart of Table II for the case of un-

synchronized encoders. The step-size limits are 25 and 250, the leak 
is 1 percent in a sample duration, and P = 1.5. (The last two numbers 
are probably more representative than the corresponding values in 

Table V - Dependence of correlation C on starting time T and 
time shift L with unsynchronized delta modulators 

(W = 10, P = 1.5, F = 60 kHz) 

O  L..  10  100  1000  10000 

7425 
27425 
47425 
67425 

-0.4 
-0.4 
0.4 
0.6 

0.0 
0.4 
0.4 
0.6 

0.0 
-0.4 
0.4 
0.6 

0.0 
-0.4 
-0.4 
0.6 

0.0 
-0.2 
-0.2 
0.6 

0.0 
0.2 

-0.2 
0.0 

Average of C 
values (over T) 0.05  0.35  0.15  -0.05  0.05  0.00 
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Table IV.) Finally, we have reduced the window duration to W = 10. 
This results in obviously crude C (L) functions for a given beginning 
sample T. But, as in Table II, when C(L) values are averaged over T, 
the resulting C function shows a clear tendency to decay to near-zero 
values for L ›- 100. The values of C. in Table V represent largest 
values as seen in a finite search (0  L  5). None of these was a 
unique maximum, which is possibly due to the insufficient duration 
(0.16 ms) of the window, IV = 10. 
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Optical Waveguides With Very Low Losses 

By W. G. FRENCH, J. B. MAcCHESNEY, 
P. B. O'CONNOR, and G. W. TASKER 

(Manuscript received April 25, 1974) 

Low-loss optical fibers may be necessary for economical optical 
transmission systems. We have developed fibers that exhibit losses 
of less than 2 dB/km, at 1.06 gm. The fibers were made by a chemical 
vapor deposition (CVD) technique that employs simultaneous re-
action and fusion to a clear glassy core material. 
Two fiber compositions have been used. In the first fiber, a Ge02-

doped fused-silica core is deposited inside a fused-quartz tube that 
acts as the cladding after the tube is collapsed into a rod and pulled 
into a fiber. 
Figure 1 shows the loss spectrum of a fiber made in this manner. 

The fiber is 723 m long and has a core approximately 35 gm in diameter. 
The numerical aperture is 0.235. The loss decreases by approximately 
X-4, the expected Rayleigh scattering dependence, to a minimum just 
under 2 dB/km at 1.06 gm. Hydroxyl-ion-related absorptions at 0.72, 
0.88, and 0.95 gm are low, amounting to less than 10 dB/km at 0.95 gm. 
We believe that the OH impurities causing these absorptions are due 
to siloxane present in the SiC14 starting material. This can be removed 
by fractional distillation, and loss peaks due to the hydroxyl-ion-
related absorptions as low as 2 dB/km above background at 0.95 gm 
have been observed in similar fibers. This process has been used to 
produce Ge02-doped fibers with numerical apertures as high as 0.35, 
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Fig. 1—Loss spectrum of a fiber waveguide with a Ge02—SiO2 core and a SiO2 
cladding. 

and lengths up to 1.2 km. The length is presently limited by the avail-
able fiber-drawing facilities. 
Figure 2 illustrates the loss spectrum of a second type of fiber 

consisting of a pure fused-silica core and borosilicate cladding. In this 
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Fig. 2—Loss spectrum of a fiber waveguide with a SiO2 core and 13203—Si02 
cladding. 
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Fig. 3—Loss spectrum of a fiber waveguide with a graded-refractive-index core 
(B203-8i02) and borosilicate cladding. 

case, both core and cladding were formed by CVD with simultaneous 
fusion inside a fused-quartz tube, which will be described in an article 
to be published in the near future. This fiber was over 0.5 km long and 
was characterized by an 18-gm-diameter core, a 15-pm cladding thick-

ness, a 100-pm overall diameter, and a numerical aperture of 0.17. 
Loss minima occurred at 0.86, 0.90, and 1.02 pm. The average losses 
at these wavelengths were 1.9, 2.4, and 1.1 dB/km, respectively. The 
loss at 1.06 pm was 1.2 dB/km. 
In addition to low loss, optical waveguides should exhibit low pulse 

dispersion so that high data rates can be achieved. One way to accom-
plish this is through the use of graded-refractive-index cores.' By 
gradually changing the concentration of reactive gases as the film 
thickness is built up, graded-refractive-index profiles can be achieved. 
This has been accomplished in the Ge02-doped-core system by varying 
the concentration of GeC14 in the gas stream and in the silica-core, 
borosilicate-clad system by varying the concentration of BC13 during 
the deposition. The loss spectrum of a fiber in which the B203 concen-
tration gradually changes from 0 at the center to about 20 percent at 
the core-cladding interface is presented in Fig. 3. This fiber had a 
22-µm core diameter, a 15-pm cladding thickness, and a 0.17 numerical 
aperture. Minima occur in the loss spectrum at 0.90 and 1.04 pm. 
The losses at these wavelengths were 2.3 and 1.7 dB/km, respectively. 
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