
THE BELL SYSTEM
TECHNICAL JOURNAL

DEVOTED TO THE SCIENTIFIC AND ENGINEERING

ASPECTS OF ELECTRICAL COMMUNICATION

Volume 54 January 1975 Number 1

Copyright © 1975, American Telephone and Telegraph Company. Printed in U.S.A.

Bell Laboratories Fiftieth Anniversary

Since its formation in January 1925, Bell Laboratories has taken
over the central role of scientific research and technical development
from its predecessors in the Bell System. The pages of The Bell System
Technical Journal have reflected a steady flow of Bell Laboratories
technological contributions over the intervening years (see "Fifty
Years of B.S.T.J." in the July -August 1972 issue). It is, therefore, par-
ticularly fitting that we give some recognition to this half -century
anniversary of Bell Laboratories.

With its preeminent contribution to such broad fields as information
theory, solid-state technology, and electronic data processing, Bell
Laboratories has been the creative force in a vital and closely integrated
Bell System team for transforming technical possibilities into economi-
cal telecommunications realities. Examples include the development
and deployment of today's vast microwave carrier network (now con-
taining over 300 million circuit miles), the burgeoning array of elec-
tronic switching systems-providing a new degree of flexibility and
reliability in the handling of telephone calls-and the provision and use
of an increasing family of versatile, sophisticated, computer -based
systems for better network implementation and maintenance as well
as for more efficient business operations.

In an era when the Bell System is being attacked for its monolithic
structure, while at the same time being generally praised for the quality
of its service and its record in keeping costs down, we should carefully
note that our spectacular progress is largely a result of the close ties
among Bell Laboratories, Western Electric, the Operating Telephone
Companies, and the AT&T parent company, and is not an independent
phenomenon.
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The second half -century of Bell Laboratories scientific and engineer-
ing activity is beginning with the same exciting promise as did the
first. Innovative research in basic materials and processes flourishes.
At the system level, trends in both switching and transmission are
pointing to a steadily growing digital network with important ad-
vantages in quality and flexibility of service. Giant projects such as
toll ESS switching and millimeter waveguide transmission are har-
bingers of this future. Optical fiber transmission will form the basis for
another avenue of important telecommunications advances. Low-cost
electronics are extending the fruits of the solid-state revolution to
the loop plant. The realization of control and processing functions in
ever smaller, cheaper electronic packages opens the door to increased
sophistication in system operation while maintaining uncomplicated
interfaces with those who use and maintain such systems. An integrated
Bell System team is the key to successful transformation of such
technological promises into telecommunications service to the nation
and, less directly, to the world.

W. E. Danielson
Chairman,
B.S.T.J. Editorial Committee
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Mode Coupling in an Optical Fiber With
Core Distortions

By D. MARCUSE and H. M. PRESBY

(Manuscript received May 17, 1974)

The variations in the geometry of a step -index optical fiber are deter-
mined as functions of position along the axis of the fiber by an analysis of
the backscattered light produced when a beam from a cw laser is incident
perpendicular to the fiber axis. The power spectrum computed from this
distortion function is then utilized with coupled -mode theory to predict
the mode coupling, the reduction in pulse dispersion, and the accompany-
ing increased radiation loss of the fiber. The theoretical calculations support
experimental observations and account for a partial reduction in the multi -
mode pulse dispersion.

I. INTRODUCTION

Optical -fiber communication systems utilizing incoherent light
sources such as light -emitting diodes require the use of multimode
waveguides to insure efficient excitation of the guide. Such guides,
however, suffer from multimode pulse dispersion, because modes with
higher group velocity arrive at the receiver earlier than modes with
lower group velocity, limiting the information -carrying capacity of the
fiber.

Thus, in a fiber of length L, uniform core of index n, uniform cladding
of index n (1 - A), and constant cross section, a short pulse feeding
equal amounts of power to every mode at the input will arrive at the
other ends with a width T = nAL/c, where c is the speed of light in free
space.' For example, a fiber with A = 0.01 and n2 = 1.5 will have a
delay spread of T/L = 50 ns/km, a serious limitation on either high -
capacity or long-distance transmission.

Multimode pulse distortion can be reduced by introducing coupling
between the guided modes.2 The reduction in the pulse length comes
about because some power traveling in a fast mode is eventually trans-
ferred to a slow mode, while power starting out in a slow mode finds
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itself at least partially in a fast mode, so that the extremes of the
group velocity spread are partly equalized. The root -mean -square
delay spread is proportional to the square root of the product of fiber
length L and the coupling length L, associated with steady-state power
transfer.' The multimode delay spread T is thus reduced by a factor of
(Lc/L) which, in the case of strong coupling, Lc << L, can be sig-
nificant.

One coupling mechanism that has been investigated in detail is
geometric variations of the fiber along the longitudinal direction z.8 If
the deformation function f(z), which is defined by these variations, is
expanded in a Fourier series, two guided modes A and v with propaga-
tion constants fl and 13 will be coupled by the Fourier component
whose spatial frequency is given by3 Sl = tip - /3. In other words, the
spatial period is the beat wavelength between the Ath and with modes.
Using ni = 1.5 and = 0.01 as before and assuming a signal wave-
length of 1.0 Am and a fiber core 50 Am wide, the beat wavelength for
the adjacent lowest -order modes is 10 mm and for the adjacent modes
near cut-off is 0.7 mm. Spatial periods greater than 10 mm will have
very little effect on mode mixing and spatial periods less than 0.7 mm
will create signal loss by coupling guided modes to the radiation field.

In this paper, the observation is reported of interface irregularities
"unintentionally" introduced into a fiber during the pulling process.
Distortions that are on several microns are detected and
measured by a backscattered light analysis technique. With the dis-
tortion function in hand, the power spectrum is computed and utilized
to predict mode coupling, reduction in pulse dispersion, and accom-
panying increased radiation loss of the fiber. This represents the first
time that the distortion function of a real fiber has actually been mea-
sured and utilized to predict transmission behavior.

II. EXPERIMENT

The fiber studied was pulled from a preform produced by a chemical
vapor deposition (cvD) process.4 The core of the fiber is elliptical, with
major and minor axes on the order of 50 Am and 30 Am, respectively.
The corresponding measurements for the outside fiber dimensions are
118 Am and 110 Am. A microinterferogram and a plot of the index pro-
file are shown in Fig. 1. The profile is close to that of a step -index fiber
with a very slight modification at the center. The maximum index
difference between the core and the cladding is about n1 - n2 = 0.0135
or 0 = 0.0093. It is important to point out that the refractive index
profile did not vary by measurable amounts (less than one part in 104)
over distances of interest for mode mixing in the fiber (0.2 cm to 2.0
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Fig. 1-Microinterferogram and index profile of CVD step -index fiber.

cm), though it did vary from one end of the 1 -km fiber to the other.
If the geometry of the fiber remained uniform along its length as in

Fig. 1, the fiber would propagate a given set of modes that would not
couple among each other, producing a pulse spread of approximately
45 ns/km. The measured pulse width at the 10 -dB point, however, was
about 10 ns after nearly 1 km of fiber.'

To determine the core -cladding interface distortion, which we believe
is at least partially responsible for this reduction in pulse dispersion,
a backscattered light analysis technique was utilized.' This method can
be used to detect the parameter b/a, where b is the radius of the fiber
core and a is the radius of the cladding, assuming constant indexes of
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refraction for the core and the cladding.' The technique has been ex-
tended to make observations on extended lengths of fiber by the set-up
shown in Fig. 2. Light from a cw He-Ne laser is directed to oscillating
mirror M2 by means of fixed mirror M1. The oscillating mirror serves
to transform the -,i1-mm circular beam into a line 1 -mm wide, with
length determined by the amplitude of oscillation. This line impinges
upon the fiber, and the backscattered light is detected with photo-
graphic film.

A typical backscattered light distribution is shown in Fig. 3. Figure 3a
is the overall pattern arising from a 12 -cm length of fiber, and Fig. 3b
is an expansion of the section on which measurements are made. The
magnification in Fig. 3b is approximately 1 to 1. Figure 3a is symmetric
about the midpoint with sharp cut-offs at the ends, typical of the back -
scattered light distribution.6 As we go from the center of the pattern
outward, we observe a region of enhanced fringe intensity. The loca-
tion of the last fringe in this region is determined by the parameter
b/a, assuming constant n1 and n2.7 Here we interpret b and a as an
average diameter. If the fiber were of uniform geometry along its
length, the fringes would be straight parallel lines; the departure of
this fringe from straightness gives a measure of the variation of b/a,
and hence the distortion function of the fiber.

Measurements were made on several 14 -cm lengths of fiber taken
from both ends of the 1 -km length. The appearance of the fringe dis-
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Fig. 2-Optical arrangement to determine core distortion function.
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(a)

(b)

Fig. 3-Backscattered light patterns. (a) Complete pattern from 12.0 -cm section
of fiber. Slit in center allows for passage of incident light and bright spots in center
are photographic artifacts. (b) Expansion of section of interest.
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tortion was similar visually for other sections taken from intermediate
portions of the fiber, but detailed measurements were not made on
them. Figure 4 is a representative curve of the core distortion. The curve
shows Ab = f(z) plotted versus position along the fiber axis, with
measurements made every 2 mm. The f(z) variations are on the order
of several percent.

We believe that the core -cladding interface distortions observed
were introduced into the fiber during the pulling process. The preform
was reduced to fiber form in an oxyhydrogen flame -pulling apparatus.
Either the instability of the flame as a heat source or slight movements
of the fiber because of air currents and back -flame effects or combina-
tions of these are probably the contributing factors. Nonuniform pull-
ing speeds and varying preform geometry may be additional factors,
but they are expected to introduce variations with a much longer
periodicity.

III. ANALYSIS

Given the core distortion function, the Fourier transform is then
obtained by computer. A typical transform plot is shown as a bar

Z IN cm

Fig. 4-Representative core distortion function.
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graph in Fig. 5. We see that significant components exist in the coupling
regions of interest. It is our aim to relate this spatial Fourier spectrum
of the distortion function f(z) to the pulse width reduction caused by
mode coupling. The theory is described in detail in Ref. 8 for a fiber
whose core maintains its circular cross section but is randomly bent.
The core of the fiber examined in this paper has an elliptical cross sec-
tion, and the observed variations consist of changes in the ellipticity.
Modes of the elliptical fiber are very complicated and are difficult to
apply to a mode -mixing analysis. For this reason, we simplify the prob-
lem by assuming that the fiber core nominally has a circular cross sec-
tion that deforms itself randomly into an ellipse. It is assumed that
this model is capable of yielding order -of -magnitude estimates of the
performance of the actual fiber.

The core -cladding boundary r of a fiber with elliptical deformations
can be described by the function'

r = b + f(z) cos 24. (1)

The constant radius of the perfect fiber is b, f(z) is the distortion func-
tion shown in Fig. 4 whose Fourier power spectrum is shown by the
vertical bars in Fig. 5, and 4 is the angle of the cylindrical coordinate
system. A fiber with the core -cladding deformation of (1) couples
modes according to the selection rule At, = ±2.3 The label v, indicat-
ing the azimuthal mode number, enters the field expressions' via
cos v4) or sin v4.
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Fig. 5-Fourier transform of core distortion function.
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If the power spectrum of f (z) drops off sufficiently rapidly to limit
mode coupling to nearest neighbors, the coupled power equations
reduce to the form'°

aP,,.
az

= 14+2 ,m; y ,m(P y+2,n, -P y.nt) - hy ,,n; Y-2 , m (P,,m - P v-2, m)

+ hy+2,m-1;v ,m(P v+2,m-1 - Ps, ,m) - hy ,m;v-2.m+1(P vm -P v -2,m+1) (2)

13 'on is the average power carried by the mode labeled v, m. In a crude
approximation (applicable for small v values and modes far from cut-
off), the transverse propagation constant can be expressed as"

N 7
IC, on = (v + 2m) a (3)

In addition to the already mentioned azimuthal mode number v, we
have also introduced the radial mode number m. Together, these two
parameters form the compound mode number

M = v + 2m. (4)

The expression in the second line on the right-hand side of (2) describes
coupling among modes whose compound mode numbers differ by
AM = 0. In the crude model indicated by the approximation (3),
modes with the same value of M have the same propagation constant
and the same group velocity. This is not strictly true, since the de-
generacy does not exist in the exact theory. However, the modes with
the same M values are coupled very strongly, since coupling among
them is caused by the large amplitudes at low spatial frequencies seen
in Fig. 5. It is thus reasonable to assume that mode mixing among
modes with identical values of M is so rapid that these modes carry
equal amounts of power. This assumption causes the differences of

the power with equal M values to disappear so that only the first line

on the right-hand side of (2) remains. This coupling process is implicitly
taken care of by requiring that modes with equal values of M carry
identical amounts of power. Using the compound mode number, we
write

Pyon = PM P y+2 ,in = P M+2 P v-2, m = PM -2

hp+2,m; pm = hM+2,M km; v -2,m = hM,M-2.

Equation (2) now assumes the form

aPm
az

= hm+2, M (P M+2 - PM) - h M, M-2 (PM - PM-2)

(5)

(6)

(7)

We proceed by adding all equations of type (7) with the same value of
M." However, in addition to this simple summation we use the fact
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that there are M modes with mode number M, but M + 2 modes with
number M + 2. By replacing the differences occurring in (7) by differ-
entials, we obtain

aP m aP m+2 2Mhm , M-2 alp mM
az

= 2(M + 2)hm+2'm am am (8)

The replacement of the difference terms with derivatives is an approxi-
mation that is valid if there are very many guided modes, so that the
M numbers are large and can be regarded as a quasi -continuum. With
this approximation, (8) assumes the form

aPm
M = 4 Wia (mhm aaPmm) (9)

We can express the compound mode number in terms of the cone angle
0, at which modes with the same values of M appear in the far -field
radiation pattern that escapes from the end of the fiber.3." Using"

and

2kbM= 0

ae ir

am = 2kb '

(10)

with k = free space propagation constant and b = core radius, we
obtain finally from (9) with hM = h = h(0)

aP(z, 0)
az

( )2 1 a (ohkbebe ao
(12)

The propagation of pulses is described by the time -dependent par-
tial -differential equation

aP , 1 aP (,r)21 a f aPN
az vat kb 7)wa " ae-) (13)

where v = v(0) is the group velocity of the mode labeled 0. Solutions
to this equation are expressed in the form

P(z, t, 0) = ci(w)B(0), 0)e-Pwoozewtcico. (14)
1=1 -.,

The function B;(0.), 0) and the parameter p(5) (w) are obtained as solutions
of an eigenvalue problem.3 The eigenvalue p(i) is expanded into a
perturbation series

p = (i) iw uopp) opp
v.

(15)
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The second -order perturbation of the first eigenvalue, pr, deter-
mines the width of the equilibrium pulse via the formula"

T = 41,r/Wi, (16)

where T is the full width of the gaussian-shaped impulse response of
the multimode fiber measured between the lie points and L is the
length of the fiber. It was assumed that the coupling coefficient h is
independent of O. This assumption corresponds to a spatial Fourier
power spectrum of the distortion function f(z) of the form

( I F(0) 12) = (17)

Numerical differences between our present case and the example treated
in Ref. 3 arise from the fact that the mode spacing (in /3 space) of
nearest neighbors coupled by elliptical core deformations is twice as
large as the spacing between nearest neighbors coupled by random
bends. Taking these differences into account, we arrive at the following
formula for the width of the equilibrium pulse :

1.26n2[(ni/n2) - l]fT - Art (18)
cAe'

,

in which n1 and n2 are the refractive indices of core and cladding, c
is the velocity of light in vacuum, C is the constant defined in (17),
and L is the length of the fiber.

For comparison with the length T of a pulse carried by uncoupled
modes, as mentioned earlier,

LT = - n2a)

we use the "improvement factor,"

T 1.26&
T 1W1

with A = ni/n2 - 1. The numerical values of R are physically mean-
ingful only if R < 1. If R > 1, the guide length L or the coupling
strength are too small for an equilibrium pulse to have established
itself. The relative decrease of the pulse width achieved by mode
coupling improves with increasing fiber length.

R

(19)

(20)

IV. DISCUSSION OF EXPERIMENTAL RESULTS

The step -index fiber used for this study exhibited unintentional,
random fluctuations of the core -cladding boundary resulting in mode
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coupling. According to (19), an uncoupled pulse width of 7 = 45 ns/km
should have been observed for A = 9.3 X 10-3; the actually observed
pulse width was r = 10 ns/km. The observed core -cladding irregulari-
ties are able to account for a substantial part of the pulse shortening.

The function f(z) of (1) is shown in Fig. 4 for a 12.6 -cm section of
the fiber. We consider the distortion of this fiber section as typical and
representative of this particular fiber. The absolute square values of the
Fourier components of the function shown in Fig. 4 are plotted in the
bar graph of Fig. 5. It is clear that Fig. 5 does not represent the spatial
power spectrum of the distortion function that enters the coupled -
mode theory. The required power spectrum would have to be obtained
by computing the Fourier spectrum of the function f (z) for the entire
length of the fiber. An approximation of this function could be ob-
tained by computing Fourier spectra for a large number of shorter
fiber sections and averaging. This procedure is time-consuming if it
must be done manually, and an automated process would be required
to determine the spatial Fourier spectra of the core -cladding interface
distortion of the fiber.

In the absence of more information, we used the Fourier power spec-
trum shown in Fig. 5 to extract information about the mode coupling
process. Since a theory based on a fourth -power law [see (17)] was
already available, we approximated the data in Fig. 5 by fourth -
power -law curves. The four curves plotted in the figure are possible
approximations that may be roughly guessed from the bar graph.
The numbers used to label the curves, T = 15, 20, 25, and 30 ns/kmi,
are the result of determining the constant C of (17) from the curves
and using it to calculate the width of the equilibrium pulse according
to (18). Which of the four curves is the most plausible approximation to
the actual Fourier power spectrum is open to discussion. It appears to
us that the curves between T = 20 and T = 25 ns/km4 seem to ap-
proximate the power spectrum reasonably well. The Fourier compo-
nents for high spatial frequencies tend to exceed the values of the
curves, while the curves are a little high for small spatial frequencies.
Perhaps the fourth -order power law is not the best approximation to
the Fourier power spectrum. On the other hand, we do not have enough
information to obtain an accurate power spectrum. The high spatial
frequencies shown in the bar graph result from rapid fluctuations of
the curve f (z) that are partly noise of the measurement process. It can
thus be expected that the amplitudes of the high -frequency compo-
nents appear exaggerated.

The most important point of this discussion is the observation that
the measured core boundary distortions are indeed of the right order
of magnitude to help explain the observed pulse shortening. Our data
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can easily account for an improvement of the pulse width by R = 0.5.
Since an improvement of R = 0.2 has been observed, it appears clear
that the core boundary fluctuations are an important contributor to
the observed pulse coupling behavior. The remaining amount of cou-
pling may easily have been contributed by the bends of the fiber axis
caused by the support mechanism and/or tension on the drum."

Mode coupling with a fourth -power Fourier spectrum of (17) results
in a loss penalty of"

R2cr(i)L = 0.5 dB. (21)

a cl) is the steady-state loss coefficient resulting from mode mixing.
For an R = 0.5, we thus expect an additional fiber loss of a (1) L = 2 dB.
The observed pulse width improvement of R = 0.2 results in a loss
penalty of cr(')L = 10 dB. The fiber losses actually observed are a = 30
dB/km at a wavelength of 0.9 /.4m. The difference between these loss
values is attributable to absorption losses in the fiber material.

The improvement factor R of (20) can be expressed in terms of a
coupling length L2

R = I LCV)

For R = 0.5 we have Lc = L/4 or Lc = 250 m, since L = 1 km was
assumed.

(22)

V. CONCLUSIONS

Mode coupling in multimode fibers may be caused by a number of
fiber irregularities. Random index fluctuations, random bends, and
core -cladding interface deformations are the most likely candidates.
In this paper we have considered mode coupling by core -cladding inter-
face deformations observed by a light -scattering technique that ex-
tracts the necessary information from the backscattered light of a
laser that impinges on the fiber at right angles to its axis. The mea-
sured information was used to estimate the amount of pulse shortening
that might be caused by this coupling mechanism. We found that the
observed magnitude of the core -cladding boundary irregularities can
explain some observed pulse shortening. The remainder may be caused
by random bends introduced by the surface roughness of the drum on
which the fiber is supported, or by refractive index changes along the
fiber.

It appears that the backscattering technique used for the determina-
tion of the core -cladding interface irregularities may be a useful tool
not only for monitoring the precision of fiber drawing processes but
also for predicting the amount of mode coupling and consequently the
pulse performance of multimode optical fibers. As shown here, to a
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good degree this information can be extracted from a fiber only 12.6
cm long.
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Quasi -Ray Analysis of Crosstalk Between
Multimode Optical Fibers

By A. H. CHERIN and E. J. MURPHY
(Manuscript received April 3, 1974)

A model based on frustrated total reflection of waves in a multilayered
medium has been developed to analyze the crosstalk between multimode
optical fibers. Kappa (K), the parameter indicating the power distribution
among the modes of the fiber, and fiber cladding thickness play very im-
portant roles in determining the crosstalk isolation between fibers. Sig-
nificant but less dominant effects on crosstalk are due to variations in fiber
numerical aperture, length, and transmitting wavelength.

I. INTRODUCTION

Crosstalk between communications circuits has long been a problem
concerning engineers and designers in the telecommunications in-
dustry. In a digital communications system using optical fibers as a
transmission medium, at least a 30 -dB signal -to -crosstalk ratio will
be needed. In those applications where a lossy jacket around the fiber
is undesirable, proper design of optical fiber cables and circuits requires
an understanding of the parameters that control crosstalk between the
fibers.

A number of models can be found in the literature to describe cross-
talk between optical fibers.' --8 Maxwell's equations are the usual start-
ing point for these models, and a field theory approach describing the
coupling coefficients between individual modes results. Each of these
models provides insight into a possible mechanism for describing cross-
talk between optical fibers, and each is operationally useful for cal-
culating crosstalk between single -mode fibers or guides with a small
number of propagating modes. A very interesting model describing
crosstalk resulting from scattering from a rough core -cladding inter-
face is also described in the literature.'

In this paper, a meridional quasi -ray tracing procedure is used to
describe crosstalk between highly multimoded optical fibers. This
approach is an extension of work developed by H. P. Yuenn and N. S.
Kapany.11-14 The mechanism for crosstalk coupling of energy between
fibers is that of frustrated total internal reflection of waves in a multi -
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layered medium. Integral expressions for crosstalk and transmitted
power are developed in terms of the geometry of the system, the ab-
sorption loss of the fiber cores, the transmission and reflection coeffi-
cients at the core -cladding interface, and the energy distribution at the
launching end of the fiber. It is assumed in this work that the propagat-
ing modes within a fiber are uncoupled. The error resulting from this
assumption should be small when the excitation is chosen to coincide
with the equilibrium energy distribution and the coupling between the
fibers is weak. A computer evaluation has been made of the integral
expressions for crosstalk and transmitted power. Results of a study
showing the functional relationship between far -end equal -level cross-
talk (FExT) and cladding thickness, mode energy distribution, length,
numerical aperture, and wavelength are included in this paper, along
with a discussion of future work in this area.

II. DERIVATION OF GENERAL TRANSMISSION AND CROSSTALK FORMULAS

For the system of fibers shown in Fig. 1, we present a general deriva-
tion of the transmission of energy within a fiber and the crosstalk be-
havior between fibers. We assume that each fiber in an assembly is
excited by a source that focuses its power on the center of the entrance
end of a fiber, exciting meridional rays as shown in Fig. 2. The ray
incident at an angle 00 to the axis of the fiber is refracted into the fiber
at an angle 0 which can be simply related to 0a by the law of refraction.
Consider a distribution of input radiant intensity or input power per
unit solid angle F0(0, 0) for some polar angle defined on the entrance
surface. A certain fraction of the power, T0(0, 0), will be transmitted
into the fiber because of refraction at the entrance surface. Within the
incremental solid angle, sin Oded4), the power coupled into the fiber,
dP (0, 0), can be written as

dP (0, ck) = F(0, 4)) sin Oded0 = F0(0, 0)710(0, 4)) sin Od0d4) (1)

Or

(dP (0, (1)) = F(0, q5) (la)
c/12 /entrance

We assume here that an absorption coefficient a per unit length is
defined for the fibers. The coefficient a takes into account both bulk
absorption loss and scattering loss.

The power flux just prior to hitting the core -cladding interface of the
fiber for the first time is given by

(dP -a (02)c8c eF (0, 0),
di) p,

where d is the fiber core diameter.
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Fig. 1-System of optical fibers.

The power reflected froth the first reflection at the core -cladding
interface can then be written as

dd S213 ) R1

The power transmitted into a neighboring fiber from the first reflection
at the interface is given by :

OPTICAL
SOURCE

-.(d/2)csc 0 R (0 (I))F (0, (t))

(dP -a (d/2)ese oT (0, 0)F ( 4)).
dS2 T

ni

(3)

(4)

Fig. 2-Meridional ray fiber excitation.
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n3

ni

Fig. 3-Ray tracing of transmitted and crosstalk rays in adjacent optical fibers.

The next section shows how R(0, 41), the reflection coefficient, and
T(0, 0), the transmission coefficient, are calculated. T(0, 0) in this
study is, in effect, the mechanism for obtaining crosstalk between fibers.
Crosstalk is shown to be caused by frustrated total reflection of plane
waves at the interface of a multilayered medium. The reflected rays

A fraction of energy is then tunneled as crosstalk to the neighboring
fibers, and another fraction is reflected. This process is repeated until
the rays reach the exit end of the fiber, as illustrated in Fig. 3. Let us
make the following definitions :

( dEP )pn 1---- incident power density at the nth hit

( ddP ) E--- transmitted power density at the nth hit

( dP reflected power density at the nth hit.\ dO)R
The following power expressions for the nth hit clearly hold.

(dd2P)rn=

( °lc 112P )Rn=

I dP \
k =d[2 bn+,

(:) pnT(°' 4')

(datP)

( dP\ _.,
k di2 hn
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For a ray of angle 0 relative to the fiber axis, the total number of
hits M is the largest integer smaller than (L/d) (tan 0) + 1.

M = [L tan 0 ± -1-] (8)

and the total path length is L sec 0. The output power distribution at
the exit end is therefore

( dP = caLgeceRm (6, 0)F(0, 0),at )0.tput
(9)

so that the total output power of the fiber is

f2r 8...
Poutput = 1 .1

f
.

sin OF(0, ,)RM(0,4 4))c'eT0(0, 4004. (10)
,

If the exit end of the fiber is not matched to the surrounding medium,
there is a transmission factor, T0(0, 4)) 1. From eqs. (2), (5), (6),
and (7), we obtain

1 dP \
c/12 )2,

= cad(n-i) me TR (0, 0L, i -in-1 TO, 0)F (0, 0). (11)

Let each crosstalk ray at the nth hit suffer a further attenuation
A'(0, 4), L, n) before it reaches the exit end. The total crosstalk output
power is then given by

27 0.a.

13 xt = .1, 0

sin eF(e, 4))T (0, 4))
M

x E [R(0, 4))]"-lAi (0, 4, L, n) E -ad (4 -4) cs"dedd). (12)
n = 1

Note that M is a function of O. Equations (10) and (12) provide the
general formula for signal and crosstalk output power at the end of the
fiber as a function of the system parameters. For a specific model of
the crosstalk transfer, it is necessary to provide explicit expressions for
F(0, 4)), R(0, 45), T(e, 4.), and 11/(6,0, L, n). A very simple model is
discussed later in this paper.

That quantity of particular interest in system design is the signal -
to -crosstalk power ratio defined by

Poutput

( Ns) XT
= PXT

(13)

Far -end equal -level crosstalk in decibels is then defined as

FEXT = 10 lOgio Poutput
D (14)
1 X T
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III. FRUSTRATED TOTAL INTERNAL REFLECTION IN A MULTILAYERED
MEDIUM-A CROSSTALK MECHANISM

In this section, a discussion is given of frustrated total reflection of
plane waves in a multilayer medium. This mechanism is the one re-
sponsible for crosstalk in our model and serves as the basis for our
crosstalk power transmission calculation.

Consider the usual representation of total internal reflection shown
in Fig. 4. The ray is completely reflected when 1,1/ exceeds the critical
angle, IP, = sin-' (n2/ni). The field amplitude decays exponentially
in the optically rarer medium. This picture is quite different when we
look at the energy flow of the waves more closely."-" The Poynting
vector in the rarer medium is by no means zero ; only its time average
vanishes. This energy flow is depicted in Fig. 5, which also shows that
a displacement A exists, because of the Goos-Hanchen shift,"," be-
tween the incident and reflected beam. For plane waves, this shift is
readily calculated." It increases with decreasing angle of incidence IP,
as expected. The Poynting vector also makes a deeper penetration
when IP is smaller.

With this picture we can see that, if a third medium of refractive
index, ni, is brought into close proximity to the first surface from below,
as shown in Fig. 6, some energy will be trapped by it as the incident
rays make their penetration. This trapped energy will then propagate

Fig. 4-Total internal reflection from plane dielectric boundary.
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<
I

//
2e,

I /
I /
I/ n

n

Fig. 5-Displacement of ray-the Goos-Hanchen shift.

tfr2 > Vic

n > n2

into the third medium. This phenomenon of energy transmission
through a lower refractive index slab for incidence greater than the
critical angle is called frustrated total internal reflection. It is a wave
phenomenon outside the domain of pure geometrical optics and is
exactly analogous to the tunneling of quantum mechanical particles
through a potential barrier, which is classically forbidden.

Consider now three homogeneous media that might represent the
core, claddings, and core of adjacent fibers and model them by two half
spaces of refractive index, n1, separated by a third medium, n2, of
thickness, t. We have three homogeneous media for which the trans-
mission coefficient can be obtained by matching boundary conditions
directly. The result, for plane wave incidence, is well known in the

> 0c

n > n2

ni

4,

n

n,

Fig. 6-Frustrated total internal reflection in a multilayered dielectric medium.
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literature" and has been derived in the appendix for the N media case
and specialized to the three -media case discussed here. We assume that,
in the vicinity of the core -cladding interface, the signal can be repre-
sented as a plane wave and quote the result for the lossless case for the
geometry and notation shown in Fig. 7.

Let
ni

-y
.

= R
n2

)2 sine 01 - 111 (15)

The transmission coefficient, T (0, t), which can be defined as the
ratio of the transmitted power flux to the incident power flux, is
given by

T(e, (I)) = [Ai
cosh2

_
0 + E(n2'Y2 -

1

nl cos2 01)/2nin2 cos 01712 sinh2 #

1
] ,+ A 2[

cosh2 13 ± [(n2i cos2 01 - 72n1)/2 cos Olnin27]2 sine h/3
(16)

where

A1 ---- the fraction of incident power polarized perpendicular to the
plane of incidence.

A 2 = the fraction of incident power polarized parallel to the plane
of incidence.

Q = -2r n2t7.
X

(17)

Formula (16) is written in terms of 00, the incident angle at the input
of the fiber, and is used in the calculation of crosstalk power later in this
paper.

01 > B.

1 n1 > n2

ni

n2

ni

Fig. 7-Geometry for calculation of transmission and reflection coefficients in a
single -layered three -medium dielectric.
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IV. CROSSTALK FORMULA ADAPTED TO CIRCULAR GEOMETRY

We assume now that the only crosstalk that is modeled here is that
which is due to frustrated total reflection. The geometry of the rays
near the fiber wall at a hit is illustrated in Fig. 8, which is a cross-sec-
tional view of a fiber and one of its neighbors. Here, (1) is the polar
angle which also serves to define the length t. Using simple geometry
we see that

t = c cos 4) - d/2 - [(d/2)2 - c2 sin' ck]i (18)

and that the angle Om for which the line ON is tangent to the circle
0' is

4'm = d/2c. (19)

Let E denote the center point of the entrance end of the fiber. Then a
meridional ray ES hitting the wall of the fiber lies in the plane of inci-

Fig. 8-Geometry of two adjacent round optical fibers.
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dente EOS, which cuts the fiber 0' at a line passing through S' parallel
to the axis of the fiber. The transmission coefficient is calculated in
the form of plane wave tunneling through a slab of thickness t, as in
Fig. 7. When the medium between is homogeneous and lossless, eq. (16)
can be used.

The transmitted ray will propagate as a skew ray and emerge from
a point a number of wavelengths from S' depending on 0, as is clear
from Figs. 5 and 7. Since the displacement A is small compared to the
path length between bounces and very small compared to the length
of fiber we are interested in, we can essentially regard the ray to emerge
from S' for the purpose of calculating the path length of the trans-
mitted ray.

Skew ray analysis shows" that the length of the skew ray crosstalk
path lengths are also given by L sec 0. We can now calculate the ex-
pressions for PXT and Poutput- From the above discussion, substitution
into the crosstalk integral, eq. (12), yields

Al (n)ead(n-i) awe e-cd,sece

and
M M

[R(60, csn'A'(n)cad(n-i) cace = caLsece E R ( - 4,-n0, ) -1
n =1 n =1

= eaL sec 8

The crosstalk integral simplifies to

r 1 - R(o, 0)Af 1.
L 1 - R(0,0)

PXT =
8m.. 2rf do do sin OF (e, 0) e--thsea T (o, 0)

. 0

(20)

(21)

x r l - R(0, (A)Af I (22)
L 1 - R(0, 0)

Making a change of variable to t with

do c2 _ (d/2)2 _ (t + d/2)2
dt - (t + d/2){(c2 - t2)[(t + d)2 - c2] } # 2

we can then write

ts

PXT = NI
emax

do dt
0 gi

do
-t- sin oF(e, t)e-LBeceT (0, t)

)

11 - R(0, t)m
L 1 - R(0,0X

(23)

(24)

where N = 2 times the number of fibers adjacent to the excited fiber.
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V. SIMPLIFIED CROSSTALK FORMULAS USED FOR INITIAL
COMPUTER STUDY

A specific model requires a knowledge of F(0, 0), R(0, 0), and T (0, cp)

in eqs. (24) and (10) to calculate the crosstalk between fibers. As a
first -order approximation, the following assumptions were made :

(i) The interfiber medium is lossless and homogeneous so that eq.
(16) is valid as well as :

(ii) T (0, 0) + R(0, 4) = 1. (25)

(iii) The input angular power distribution of the fiber is a gaussian
function of the form

F(0, 0) = e-oixec)2, (26)

where K is a parameter that is a measure of the width of the
beam and also an indication of how the power is distributed
between the modes of the fiber. Oc is the critical angle of the
fiber.

(iv) The air spaces between the fibers are replaced by cladding
material for the purposes of calculating the transmission co-
efficient, T(O, 0). A partial check of this assumption showed
that the primary contribution
values of 0. Replacing the air spaces by cladding material
caused a maximum error in crosstalk of 4.5 dB.

Under the assumptions mentioned above, the crosstalk integral,
(24), becomes

PXT = Nf 8M" dO i t2 dt (-cil )
0 ti .6

X sin ee-wicele)te--"Lae" f1 - [1 - T(0, t)]m}

The total output power of the transmitting fiber becomes

(27)

2r as

Poutput = clip sin 0E-WK"CaLgeeT4)]Mde.- T(O, Od0. (28)
0 0

VI. COMPUTER STUDY-SUMMARY OF RESULTS

A computer program was written and the integrals (27) and (28)
were evaluated for typical fiber parameters. A number of studies were
made to determine how FEXT [eq. (14)] varies as a function of cladding
thickness, numerical aperture, length, K (kappa), and wavelength.
Table I is a guide that defines the parameters and relates the variables
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Table I

Far -End Crosstalk
as a Function of

Figure
Number Parameters Held Constant

Range of
Independent

Variable

d Core Diam
9

NA = 0.10, d = 25.4 pm, L = 1
km, A = 0.6328 pm

a = 20 dB/km, K = 0.25, 0.35,
0.4, 0.5, 10.0

d
c

- 0.3 to 0.7
c Cladding Diam

d
-c 10

NA = 0.15, d = 25.4 pm, L = 1
km, X = 0.6328 pm

a = 20 dB/km, K = 0.25, 0.35,
0.4, 0.5, 10.0

dc. - 0.3 to 0.7

d
-c 11

NA = 0.20, d= 25.4 pm, L = 1
km, A = 0.6328 pm

a = 20 dB/km, K = 0.25, 0.35,
0.4, 0.5, 10.0

d

c
- 0.3 to 0.7

d
-c 12

NA = 0.10, d= 50.8 pm, L = 1
km, X = 0.6328 pm

a = 20 dB/km, K = 0.25, 0.35,
0.4, 0.5, 10.0

d
e

- 0.5 to 0.9

d
-c 13

NA = 0.15, d = 50.8 pm, L = 1
km, X =0.6328pm

a = 20 dB/km, K = 0.25, 0.35,
0.4, 0.5, 10.0

d - 0.5 to 0.9

d
c

14
NA = 0.20, d = 50.8 pm, L = 1

km, A = 0.6328 pm
a = 20 dB/km, K = 0.25, 0.35,

0.4, 0.5, 10.0

d

c
- 0.5 to 0.9

d 15
NA = 0.10, d= 76.2 pm, L = 1

km, X = 0.6328 pm
a = 20 dB/km, K = 0.25, 0.35,

0.4, 0.5, 10.0

dc - 0.5 to 0.9

d
-c 16

NA = 0.15, d= 76.2 pm, L = 1
km, A = 0.6328 pm

a = 20 dB/km, K = 0.25, 0.35,
0.4, 0.5, 10.0

d
-- - 0.5 to 0.9

d
-c 17

NA = 0.20, d= 76.2 pm, L = 1
km, X = 0.6328 pm

a = 20 dB/km, K = 0.25, 0.35,
0.4, 0.5, 10.0

d-c - 0.5 to 0.9

Numerical aperture 18 d = 50.8 pm, c = 85 pm, a = 20
dB/km, L = 1 km, A = 0.6328
pm, K = 0.25, 0.35, 0.40, 0.50,
10.0

NA = 0.05 to
0.30

Fiber length 19 d = 50.8 pm, c = 85 pm, a = 20
dB/km, NA = 0.15

A = 0.6328 pm, K = 0.25, 0.35,
0.4, 0.5, 10.0

L = 100 m to
5 km

K (Kappa) 20 L = 1 km, d = 50.8 pm, c = 85
pm, a = 20 dB/km

NA = 0.15, A = 0.6328 pm

K= 0.1 to 1.0

Wavelength 21 L = 1 km, d = 50.8 pm, c = 85
pm, a = 20 dB/km

NA = 0.15, lc = 0.25, 0.35, 0.4,
0.5, 10.0

A = 0.6328 to
1.06 pm
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(26.4) (19.05) (12.71 (8.5) (5.4)

CLADDING THICKNESS IN MICROMETERS

NA=0.10

d=25.4p.m

L=1 km

X =0.6328[Lm

a =20 dB/km

0.8 09

Fig. 9-FEXT vs. d/C (cladding thickness), d = 25.4 Am, NA = 0.10, L = 1 km,
X = 0.6328 Am, a = 20 dB/km.

in the study to the figure numbers appearing in this paper. Figures 9
to 11 show, for numerical apertures of 0.10, 0.15, and 0.20, respectively,
the relationships between FEXT and cladding thickness for a 1 -mil fiber
core diameter. For the same numerical apertures, Figs. 12 to 14 and
15 to 17 show this relationship for 2- and 3 -mil core diameters.
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Fig. 10-FExT vs. d/C (cladding thickness), d = 25.4 Am, NA = 0.15, L = 1 km,
X = 0.6328 Am, a = 20 dB/km.
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Fig. 11-FEXT VS. d/C (cladding thickness), d = 25.4 pm, NA = 0.20, L = 1 km,
X = 0.6328 pm, a = 20 dB/km.
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Fig. 12-FExT vs. d/C (cladding thickness), d = 50.8 pm, NA = 0.10, L = 1 km,
X = 0.6328 pm, a = 20 dB/km.
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FIG. 13-FEXT VS. d/C (cladding thickness), d = 50.8 IAM, NA = 0.15, L = 1 km,
X = 0.6328 Aim, a = 20 dB/km.
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Fig. 14-FExT vs. d/C (cladding thickness), d = 50.8 Am, NA = 0.20, L = 1 kin,
X = 0.6328 Am, a = 20 dB/km.
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Fig. 15-FExT vs. d/C (cladding thickness), d = 76.2 Am, NA = 0.10, L = 1 kin,
X = 0.6328 i.n, a = 20 dB/km.
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Fig. 16-FEXT vs. d/C (cladding thickness), d = 76.2 Am, NA = 0.15, L = 1 km,
X = 0.6328 Am, a = 20 dB/km.
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Fig. 17-FEXT VS. d/C (cladding thickness), d = 76.2 Am, NA = 0.20, L = 1 km,
X = 0.6328µm, a = 20 dB/km.
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For practical claddings greater than 12 microns in thickness, in-
creasing the cladding thickness will improve crosstalk isolation by
approximately 0.8 dB/micron. Cladding thickness is an important
design parameter for improving crosstalk isolation between optical
fibers. If we attempted to eliminate crosstalk by coating the cladding
with an opaque substance, cladding thickness would also play an
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20
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0 0.05 0.10 0.15 0.20

NUMERICAL. APERTURE

d=50.8/1m

L=1 km

C=85p.m

X =0.6328/1m

a =20 dB/km

0.25 0.30

Fig. 18-FEXT vs. numerical aperture, d = 50.8 Ann, C = 85 Am, a = 20 dB/km,
L = 1 km, X = 0.6328 Am, K = 0.25, 0.35, 0.4, 0.5, 10.0.
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important role in determining the amount of loss suffered by the trans-
mitted energy in the core owing to the lossy coating. A cross-check of
Figs. 9 to 17 shows a very weak dependence of FEXT on core diameter.

A fiber core diameter of 50.8 Am and cladding diameter of 85 i.em was
chosen to represent a typical fiber geometry in the remainder of this
study. Figure 18 shows the relationship between FEXT and numerical
aperture with a fixed cladding refractive index of 1.458. For a given
kappa, crosstalk isolation improves by approximately 6 dB by doubling
the numerical aperture in the range from 0.10 to 0.30. For an NA
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A
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w
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300-
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A ---A
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A

10.0

NA=0.15

d=50.8,1.un

C=85Am

X=0.6328µm

a =20 dB/km

ni=1.4657

n2=1.458

a

0
100 200 500 1000 2000 5000

FIBER LENGTH IN METERS

Fig. 19-FExT vs. fiber length d= 50.8 Am, C=85 Am, a = 20 dB/km, NA =0.15,
X = 0.6328 ihm, K = 0.25, 0.35, 0.40, 0.50, 10.0.
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= 0.15, crosstalk was evaluated as a function of length as shown in
Fig. 19. For a fixed kappa, crosstalk isolation decreased by approxi-
mately 2 dB per decade of length. The effect of kappa on crosstalk is
shown in Fig. 20. Kappa is an indication of the distribution of power
among the modes of the fiber. As kappa decreases in value, the energy
distributed in the lower -order modes of a fiber increases. A knowledge
of the steady-state mode distribution should enable us to estimate an
effective K for use in this model. As illustrated in Fig. 20, K is an ex-
tremely important parameter in determining the crosstalk between
fibers. For kappas less than 0.5, crosstalk isolation is greater than 40
dB for a kilometer length of fiber. For kappas less than 0.40, crosstalk
isolation is greater than 50 dB. The final study, illustrated in Fig. 21,
shows the relationship between FEXT and wavelength. For a given
kappa, doubling the wavelength of the transmitting signal decreases
crosstalk isolation by approximately 7 dB. It is envisioned that typical
fiber losses in a future optical transmission system will be less than
the 20-dB/km loss reported here. We will extend, in the future, our
computer study to include fiber losses ranging from 2 to 20 dB/km,
but do not expect this loss parameter to change the general conclusions
drawn in this paper.

To determine if the primary mechanism for crosstalk in optical
fibers is frustrated total reflection of waves in a multilayered medium,
a crosstalk experiment on a long length of parallel fibers must be per-
formed. In this experiment, crosstalk and kappa should be measured
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FIG. 20---FERT VS. K (kappa), L = 1 km, d = 50.8 pm, C = 85 pm, a = 20 dB/km,
NA = 0.15, X = 0.6328 Am.
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1.2

as a function of length at a number of different wavelengths. This type
of experiment will enable us to check many aspects of the model.

APPENDIX A

Calculation of Transmission Coefficients in a Multilayered Medium

The general expression for the transmission coefficients in a multi -
layered dielectric medium is well known in the literature16.1738 and is
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presented here. This expression is simplified for the three -medium case
and, ultimately, eq. (16) in the text is derived.

Consider the geometry shown in Fig. 22. Let us suppose that between
two semi -infinite media, denoted by 1 and 71. + 1, there are n - 1
layers of dielectric material denoted by 2, 3, , n. Let a plane wave
be incident on the last layer at an angle of incidence On+i and let the
plane of incidence be the x - z plane. As a result of multiple reflec-

tions at the boundaries of the layers, two waves exist in each medium
with the exception of medium 1. Our problem will be to determine the
amplitude of the transmitted wave in medium n 1 and hence the
transmission coefficient. The following notation will be used.

z; = the coordinate of the boundary between the jth and (j 1)st

layers.
d; = z; - = the thickness of the jth layer.
k; = (27r/X)(n;) = the wave number in the jth medium.
a; = k; cos 0; = z component of the wave vector in the jth layer.

= aid; = the phase change in the jth medium.
Z; = the self -impedance of the jth layer.

Zi7;, = the input impedance looking into the jth medium from the
j 1 medium.

The electric and magnetic fields in the jth medium can then be
written as

= Ai exp [-iaa(Z -Z1_1)]+ B.; exp Eia;(Z - (29)

Iljz = -1 exp C-jai(Z - Z5 -1n- Bi exp Eia;(Z - Z5-1)1. (30)
Z;

x

n+1 n n-1

-SS

2

z

Fig. 22-Geometry used for calculation of transmission coefficients in multilayered
dielectric media.
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The x and t dependency in this case is omitted for the sake of brevity,
but assumes the general form :

exp i(kn+ix sin On+i - wt).

A; and B;, B1 = 0 are the amplitudes of the incident and reflected
waves in the jth medium. The amplitude A .44 of the incident wave is
assumed to be known. To obtain the transmission coefficient of interest,

A1 AlA2 An -1 An - (31)Tn-1-1 - - A
2 213 An 21n-3-1

We can write 2n boundary equations for the tangential components of
the fields and solve these equations for Al) A2, A n+1; B1, B2, ,

Bn+1. When these coefficients are known, the transmission and reflec-
tion coefficients for the multilayered medium are obtained.

A second approach, and one that develops an iterative scheme more
suitable to a digital computer, describes the transmission coefficient in
terms of a generalized input impedance.19 This is the approach that
will be followed here. It is straightforward to derive, and it is shown in
the literature that :

A; Zin

A j+1 Zi+i
exp (*). (32)

Substituting into eq. (31) yields

rc=n Z  +
rn-1-1 = x.e p (45),

-1 Z;+1 Zln

with d1 = 0, where

(33)

- iZi tan (I);Zt Z (34)Z.; - iZ 1 tan of

Specializing eq. (33) for the three -medium case discussed in the text,
we can obtain, with some algebraic manipulation, the following
formula :

T2 =
4Z1Z2

(Z1 - Z2) (Z2 Z3) Ems' + (Z1 + Z2) (Z2 + Z2) (44' (35)

For electric fields parallel and perpendicular to the plane of incidence,
eq. (35) will take different forms. For El,

Z.
- 2.3Z1 -

nl cos 01

Zo ZoZ2 - _
n2 cos 02 inn' '

(36)

(37)
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where

=
713 )2

sine 01R
n2
- sm2 01 - ]1 (38)

Zo = (39)

= k2d2y. (40)

After some algebraic manipulation,

- Ki cosh /3 - iKiK2 sinh (41)T2 i KV cosh2 0 ± K2 sinh2

where

'

K1 = 274912 cos en, (42)

K2 = 472 - nl cos2 01,

for Eli

(43)

Zi
Zo cos 01- = Z3 (44)

ni

Z2

and T2,, becomes
IQ

Zo cos 02 iZoy (45)

(46)

=
n2 n2

cosh 13 + iKiK3 sinh
T2

cosh2 + K3 sinh2

where

'

K3 = n2 cos2 el - 724 (47)

Utilizing eqs. (41) and (46), we can obtain the power transmission co-

efficients directly :

T21 = 1 721 12

T211

1

cosh2 + [(7/2272 - nl cos2 01)/2nin2 cos Ory]2 sinh2

= 1 721112

(48)

1 (49)
- cosh2 Q + [(n3 cos2 01 - -y24/2 cos 01nin27]2 sinh2

Equations (48) and (49) were used to obtain eq. (17) in the text of this

paper.
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Two Derivations of the Time -Dependent
Coupled -Power Equations

By S. D. PERSONICK

(Manuscript received April 12, 1974)

In this paper, the time -dependent coupled -power equations originally
derived by Marcuse from intuitive arguments are rederived two ways, one
using the coupled -line equations with perturbation theory and the other
using the Kronecker product approach of Rowe and Young.t

I. INTRODUCTION

Suppose a multimode fiber guide with random mode coupling is
excited by an optical source at one end at time t = 0.

This input excitation will produce, at time t, a response of optical
power in each mode v at a position z from the input end given by
s(t, z).

Marcuse2 has suggested from intuitive arguments that s,(t, z) should
satisfy the following differential equation

az
(s

' Co)
-1

a
-at (s, (t, z)) = E I KP ,I2F(s(t, z))

- (E lic12F)(s1(t, z)), (1)

where K is the coupling coefficient in the coupled -line equations
(described below) between modes pi and v, F is the spectral height of
the mechanical perturbation in the fiber geometry responsible for the
coupling, (s,, (t, z)) is the average1 power in mode µ at position z, and
CT, is the group velocity in mode v.

In this paper, we derive eq. (1) from the coupled -line equations first
using perturbation theory and then using the Kronecker product
approach of Rowe and Young.'

The importance of this work is to show that the intuitive eq. (1)
does in fact follow directly from (i) the coupled -line equations, (ii)

t Subsequent to the writing of this paper, it became known to the author that many
of the results included in the paper were independently and concurrently derived by
It. Steinberg of Columbia University.'

Average for an ensemble of guides with similar gross properties and similar
excitation.
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voltage linearity of the guide (from Maxwell's equations), and (iii)
ensemble averaging over the random coupling perturbation. It is

encouraging to note that skillfully framed power -flow arguments such
as those used by Marcuse lead to the same results as the more cumber-
some approaches that start from the coupled -line equations.

It should be pointed out again that, however it is derived, eq. (1)
describes the average of the flow of power for an ensemble of guides.
How the flow of power in a particular guide compares to the average
flow is still an open subject.'

II. ANALYSIS

We start with the coupled -line equations that describe the z evolu-
tion of ,../. (co, z)-the complex amplitude of the voltage in a mode v at
position z resulting from a single Fourier component of the optical
excitation at frequency w at position z = 0. (We can use Fourier
components since the guide is linear in voltage.)

aAT,(w, z) -E A m(co, z)Kf (z) exp [i(19 - f3 )z], (2)
az ,

where z4,,(o.), z) (the complex amplitude in mode v) = A, (w, z)
X exp [-ii3.(w)z],

/3 = propagation constant for mode v (which is a function of
w), and

Kf (z) = coupling coefficient between modes /.1 and v (K:. = -K).

If the input power excitation is a function of time, then the average
power response at position z is given by the average of the square of the
complex envelope, a(z, t), at position z, i.e.,

(8(z, t)) = (1 a(z, 012) = f (ezi(co + 0) 2)eA:(CO, z)) exp [i(w + a)t]

X exp (-icot)dcod(co + cr), (3)

where the complex envelope ay (t, z) is the Fourier transform of IA (a, z).
We shall next derive eq. (1) by obtaining a differential equation for

(a/az) (s, (t, z)).

2.1 Perturbation theory approach

Following techniques used previously by Marcuse,2 we first write

1 (A,,(w + a, z)A:(o.), z)) = ([ 1 A .(co
+

cr, z)] ii(c.o, z))

+ (il v(co + a, z) [ 1 il:(c o , z)]) (4)

48 THE BELL SYSTEM TECHNICAL JOURNAL, JANUARY 1975



az

Using (2) in (4) we obtain

a
(A(co + 0-, z)A:(co, z))

= (E A ,,(co + a, z)K,,,,f(z)

 exp (iD3,(w + 0-) - #((.0 o-)]zIA:(co, z))

(E A v(co + a, z)A,*,(co, z)1C:,,f (z) exp -0(w) - /3,,(co)]z}). (5)

Next we recognize that the perturbation solution to (2) is given by

A(z) = A ,,(z') KAp(zi) f z: f(x) exp - /3,)x]dx. (6)

We shall now substitute (6) into (5) with the following approxima-
tions: We assume f(x) is independent of A (z')A*(z') for x > z'. We
keep only terms that are second order in K,, because first -order terms
would include the factor (x) to first order and, since (x) has been
assumed independent of A ,,(z')A (e) for x > z', the expectation of
these terms would vanish f (x) has zero mean].

We obtain

az
a

(A (co o-, z)A:(co, z))

= E E (A6(w + a, z')A:(co, z'))KoK, .1" (f(x)f(z))
z

 exp cr) - 0-)](x - z)dx
 exp fip3(o) + a) - a(co 0-)]z}

+ E (A,(&) + a, z')Ato(co, z'))K,,4 f (f (x)f (z))

 exp -i[0(co) - f3,5(co)](x - z)Idx
exp (iD3.(co + a) - O(co + 0-) - 0.(w) fle(co)]z), (7)

plus two similar terms where (0 and w + a are interchanged and the
conjugate is taken.

In (7) we have again assumed independence between f(x) and
A ,(co, z') for x > z'. Now we assume that terms that are rapidly vary-
ing in z can be neglected, i.e., we neglect terms proportional to
exp (i[3 (w) - 0,(0.)1z) unless y = v. We obtain for small z - z' [so
that (A (0) + 0-, z)A* (co, z)) (A (co cr, z')A* (co, z'))].

az
(A(co + a, z)A:(co, z)) = - E (A(co a, z)A:(co, z))I

E (A (co z)A:(co, z))I K, 12F

 exP fiEfiv(o) cr) - Op(c4 + a) - Mw) p(co)]z}, (8)
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where F is the spectral height of the random process f (x), i.e.,

F ^ 2 f (f (x) f (z))e-.
exp fiD(co + o) - ja(co a)1(x - z))d(x - z) (9)

is assumed independent of D3.(co + - ,B (w a)], which implies
(f (x) f (z)) FS (x - z).

Next we assume that each mode has a well-defined group velocity
within the frequency band of interest, that is,

'Mu) + 0-) - 43.(w) a
Substituting (10) into (8) we obtain, using (2),

(10)

+ o, z)A:(w, z))

a= ((,4(0., + z)) exp (iaz/C.))
az

= - E I K12F(A(co + a, z)) exp (i02/ C.)
A

E K.I2F + o, z)4(co, z)) exp (iaz/C,). (11)

But

+ o, z) -4;(w, z)) exp

= exp (iaz/Co)

(iaz/C))

L

z (.A(co + a, z)A(w, z))

+ (c.4 (w + a, z),./1: (co, z))] (12)

Substituting (12) into (11) and Fourier transforming as in (3), we
obtain

a a(Mti z))(t, z))

= -E I Ku 2F(8.(t, z)) + E I Kg.I2F(8,(t, z)), (13)

which is the same as eq. (1).

2.2 Kronecker product approach

Rowe and Young' assume two modes and write (in our notation)

z)
Ki2f (z) exp [i(3 - 132)z] A2(w, z)

az

aA2(w, z)
K21f(z) exp [i(132 - 01)z] Ai(w, z),

az
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where
K12 = K21 = iK.

They then assume that f(z) is the derivative of an independent in-
crements process satisfying

(f (z) f (z')) = Fo(z - z') (Dirac delta).

They divide the fiber into intervals (sections) of length A and assume
that all the coupling takes place at the right end of each interval. They
obtain the following difference equation:

A1(0.), LA) = cos (Kci)Ai[co, (1 - 1)A] i sin (Kcz)A2[w, (1 - 1)A]
exp [i(01 - /32)/A]

(15)
A2(w, /A) = i sin (Kci)A1[.0, (1 - 1)A] exp [i(/32 - 01)/A]

+ cos (Kci)A2[4.), (1 - 1)A],

where

ci = f (z)dz.
flnterval

From (15) we obtain

(A 1(w + a, 1A)A.1(ca, 1A))

= (cos2 (Kcz))(Ai[w a, (1 - 1)A]ill[co, (1 - 1)A])
(sin2 (Kcz))(A2[w cr, (1 - 1)AII:Eco, (1 - 1)A])
 exp fiDi(co + - Ri(w) - i62(co (r) 192W)). (16)

In (16) we used the fact that ci is independent of AI[D, (1 - 1)A]
and A2[w, (1 - 1)A] because f(z) has been assumed to be the deriva-
tive of an independent increments process. We also used the fact that
terms like (sin (Kci) cos (Kci)) equal zero because ci is a symmetrical
random variable.

In the limit as A 0 (intervals (11 get small) we have

(cos2 (Kcz)) 1 - FK2A (sin2 Kcz) FK2A.

We obtain from (16)

+ a, z)AT(co, z))

= - FK2 (Ai(co cr, z)A:(co, z)) FK2(A2(co + v, z)4 (co, z))

 exP firtli(o) cr) - Si(w) - 02(w 132(w)]z},

az
02((., + a, z)A:(co, z))

= -FK2(A2(w o-)A;(co)) FK2(Ai(co a)A.;(o.)))

exp (i[02(co cr) - 02(w) - 01(w + a) + 01(6.))]zl.

COUPLED -POWER EQUATIONS 51



This is the same as eq. (8) with K12 = K21 = iK and K11 = K22 = 0.
Thus, the coupled -power equations follow from (17) by Fourier trans-
forming and making use of approximation (10).
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Effect of Junction Capacitance on the Rise
Time of LED's and on the Turn -on Delay

of Injection Lasers

By T. P. LEE

(Manuscript received April 29, 1974)

The space -charge capacitance of the forward -biased junction has been
found to play a major role in (i) the apparent rise time of the emission
from small -area, high -radiance LED'S and (ii) the apparent turn -on
delay of stripe -geometry DH -structure laser diodes. For a zero -bias
capacitance of 200 pF , a typical value for such devices made by oxide -
masking techniques, the measured rise time of an LED that is fully turned
on and the turn -on delay time of injection lasers may be as much as twice
the limitation imposed by the spontaneous carrier recombination time. A
proposed method to reduce these delays by preshaping the driving pulse is
analyzed, and a reduction of the delay by a factor of 2 or better is predicted.
These results are in agreement with experiments.

I. INTRODUCTION

Among the optical sources presently available for optical communica-
tion applications, A1GaAs light -emitting diodes1.2 and injection lasers3,4
are probably the most compatible with low -loss optical fibers.5.6 The
possibility of direct pulse modulation of the optical output of these
devices by varying the driving current is a major advantage, and the
intrinsic radiative recombination time suggests that very high modula-
tion rates are possible. Fractional -nanosecond rise times and modula-
tion rates to 100 Mb/s for LED's7,1° and modulation rates to hundreds
of Mb/s for injection lasers" --17 have been reported. Faster rise times
and higher modulation rates are more difficult to attain.

For an ideal LED, if the injected carriers arrive instantaneously at
the recombination (diffusion) region, the rise time of the spontaneous
emission is governed solely by the spontaneous recombination time of
the carriers. However, in driving a practical diode, the junction capaci-
tance and the stray capacitance cause delay in the arrival time of the
injected carriers at the recombination region. Thus, the rise time of the
spontaneous emission in an LED and the delay time of the stimulated
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emission in a laser diode would be either (i) material -limited by the
spontaneous recombination time T8 or (ii) circuit -limited by the time
constant rc of the driving circuit (including the junction capacitance
of the diode). The space -charge capacitance effect has been reported
previously in large -area GaAs LED's18 and in GaAso.6Po.4 LED's."

In a previous report, Dawson and Burrus" measured the rise time
of small -area GaAs LED'S." They showed that the rise time decreased
with the capacitance of the unit. For instance, a GaAs diode with a
junction capacitance of 200 pF had a rise time of 5.5 ns; when the
capacitance was reduced to 20 pF by etching away the excess area of
the junction, the rise time was reduced to 3.5 ns. They also observed
that the rise time decreased with driving current. More recently, in
doing the modulation experiment for LED'S, Dawson employed a low -
impedance driver to improve the speed of modulation. A rate of 48
Mb/s" with approximately 1-ns rise time was obtained using a driver
with an output impedance of 2 to 4 ohms. At the higher rate of 280
Mb/s22 a snap -diode driver with an effective impedance of 1 to 2 ohms
was used to produce a train of short pulses. The apparent rise time of
the observed optical pulses was 0.7 ns. However, the peak power was
less than that for dc drive, since the LED was not fully turned on in
this case. Also, White and Burrus8 used a low output -impedance tran-
sistor driver that produced a light pulse with 2.5-ns rise time.

In view of the previous experimental results, the present work studies
the junction capacitance effect in detail and correlates theory with
experiments. The effect on the turn -on delay of injection lasers is
studied similarly. The expected reduction of such delays by means of
a preshaped driving pulse is calculated.

In practical applications for high modulation rates, a combination
of the following techniques can be used : (i) constructing diodes to have
low capacitance, (ii) employing drivers with low output impedance
(to match the diode impedance) and (iii) properly shaping the driving
current pulse.

One additional point in the results of this work is that, in determi-
ning the spontaneous recombination lifetime by the measurement of
laser turn -on delay," good results can be expected if (i) the junction
capacitance is less than about 10 pF and (ii) the laser is operating in
a single filament.24," The latter requirement is necessary because the
distribution of current among filaments and the determination of the
threshold become ambiguous in diodes lasing in multifilaments.

II. DESCRIPTION OF THE DIODES AND THE EQUIVALENT CIRCUIT

The LED used in the study was a Zn-diffused n -type GaAs
(Nd > 3 X 10" cm -2) diode made by C. A. Burrus.1,2 In this structure,
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p -n junction is formed in the entire wafer of about 1.44 X 10-s cm2
area, and the Si02 layer masks most of the p+ surface except for a
small window where the contact is made to the junction. The current
is restricted to flow largely in the small contact region, resulting in a
small emitting area of 2 - 3 X 10-5 cm2. In our investigation of the
rise time, the current density in the primary emission region ranged
from 5 kA/cm2 to 80 kA/cm2.

The laser diode we used was a GaAs-AlzGal_r As double-heterostruc-
ture device with a stripe contact." This geometry forces the current to
flow only in a narrow region, thereby confining the laser actions to the
small part of the junction below the contact. The wafer had an area
about 2.5 X 10-3 cm2, whereas the stripe contact area was about
1.25 X 10-4 cm2 (500 Am X 25 gm). Room temperature threshold
current density was about 3.5 kA/cm2.

The common feature of both diodes is that the large junction over
the entire wafer presents a space -charge capacitance comparable to
the diffusion capacitance of the junction.

Figure 1 shows the equivalent circuit for study of the transient
behavior of both diodes. A nonlinear resistor represents the I -V char-
acteristic of the diode, described by

id = /0 [exp nqkvdi, - 1] , (1)

where vd is the junction voltage. The factor n is unity for an ideal diode
diffusion current but, in our heavily doped p -n junction in GaAs, n
is approximately 2. In the transient case, part of the injected carriers
will replenish the carriers that recombine, and the rest will build up
as stored charges. Thus, the stored charges will increase as (1 - e-tir.),

V

R,

O

Rs

hv id

vd

Qs

Cd id

Fig. 1-The diode equivalent circuit.

LED JUNCTION CAPACITANCE 55



where the time constant 78 is the carrier spontaneous recombination
time. This is equivalent to a capacitance, Ca, whose charge, qa(t), is
equal to the stored charge and whose instantaneous charge -voltage re-
lationship satisfies

qd Q° [exP
d

nkqVT\

1 (2)

where va is the instantaneous junction voltage, and Qo = /or,. To
satisfy eq. (2), the diffusion capacitance is defined as

C
dqa did

dva aVd.
(3)

In addition to the diffusion capacitance, there is the space -charge
capacitance of the depletion layer. The space -charge capacitance, in
parallel with Ca, is given by the usual form

(A -A e) coC = A ea,
(4)

(1 - va./4))rn (1 - vd/O)rn

where co is the zero -bias capacitance per unit area, ch is the barrier
voltage which is 1.26 volts from C -V measurement, the exponent m
is 1, A is the total area, and A e is the emitting (contact) area. At small
forward voltages, the current spreads over the entire area of the diode
chip. The current confinement in the contact area is obtained only at
a voltage vae, at which the junction resistance is less than the spreading
resistance. Thus, the first term in eq. (4) accounts for the space -charge
capacitance of the junction surrounding the emitting area, while the
second term is the space -charge capacitance of the emitting area itself.
Since A >> A. and va vae, eq. (4) can be approximated by

Ce
Co

(1 - vd./(b)m (5)

where Co = Aco is the total zero -bias capacitance.
Referring to Fig. 1 again, resistance R. in the equivalent circuit

accounts for the series resistance of the bulk material as well as the
contact resistances. The driver output impedance is represented by
Rg, and V g is a rectangular voltage pulse amplitude. For completeness,
the following circuit equations are included :

- Vd
(6)R, + R.

ic = i - id (7)

ic
Vd = f

C8
dt. (8)
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Table I - Constants for diode parameters

Jo n* m R, Rg Co

LED 2.3 X 10-12 2 0.5 5.6 12 50 12 150-250 pF
Laser 1.2 X 10 -la 2 0.5 0.6 S2 50 1-2 130-200 pF

* For ideal diodes, n = 1 for the diffusion current at low injection and n .--- 2 at
high injection. In our GaAs with heavily doped n -region (Nd > 3 X 1018 cm -3), n
is usually equal to 2.

Numerical solutions to the system of eq. (1) through (8) have been
obtained using the experimentally determined constants for both LED'S
and laser diodes, as tabulated in Table I. Since the spontaneous emis-
sion is proportional to the diffusion current, the time dependence of
emission can be found from the time response of id.

III. EXPERIMENTAL SETUP

The diode was mounted at the end of a 50 -ohm microstrip line (in
series with either a 50 -ohm resistor for the laser diode or a 47 -ohm
resistor for the LED chosen experimentally to minimize the reflections),
and was driven by a Tektronix* 110 pulse generator that produced a
rectangular pulse with a rise time less than 250 picoseconds and ripple
below 1 percent. The pulse width used was 20 ns, and the repetition
rate was 300 p/s. The output was detected by a p-i-n photodiode
with a rise time better than 150 picoseconds and displayed on a 90 -pico-
second rise -time sampling oscilloscope.

IV. NUMERICAL RESULTS AND COMPARISON WITH EXPERIMENTS

4.1 Characteristics of LED response

The diffusion current, as a function of time, resulting from a step
input voltage to the LED can be obtained by solving eqs. (1) to (8).
Using the measured diode parameters given in Table I, we obtain the
dependence of the rise time, between the 10- and 90 -percent points of
the light pulse, and the delay time between the application of the
current pulse and the 10 -percent point of the light pulse. These quanti-
ties are functions of driving current density and the junction capaci-
tance. Such dependence for various values of zero -bias space -charge
capacitance is shown in Fig. 2a. It is seen that, for very large current
densities, the rise time is unaffected by Co and approaches an asymp-
totic value of 2r,, slightly faster than an ideal exponential rise of the
form (1 - e-ei T.). The delay time is largely due to the space -charge
capacitance as clearly shown in Fig. 2b, and it approaches zero at very

' Trade name of Tektronix Corporation.
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Fig. 2-(a) Rise time of LED output. (b) Delay time of LED output as a function of
current density for various zero -bias diode capacitances.

large current densities. This is understandable since, for very large
current densities, the space -charge would be completely neutralized.
Such neutralization would require a current density on the order of

qNdWo AJ -- (9)
Ts A e '
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Fig. 3-Comparison of calculated total rise time (td tr) with measured values.

where Wo is the space -charge width at zero -bias, Nd is the net donor
density, A is the total junction area, A. is the light -emitting area where
the current flows, Wo = 0 fril /Co = 0.66 X 10-5 cm (for A = 1.2
X 10-3 cm, Co = 200 pF, and Er = 12.8). If we use Nd = 3 X 10's cm -3
and r. = 1.4 X 10-8, we see the estimated current density is 9 X 105
A /cm', a value in good agreement with the curves of Figs. 2a and 2b.

The experimentally measured total rise time (td t7) indeed showed
a current dependence similar to those calculated above. The spon-
taneous recombination time r, can be determined by noting that, at
large current densities, the rise time approaches 2r,, independent of
the junction capacitance. Figure 3 shows the experimentally observed
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current -dependent total rise time normalized to T. plotted against the
current density. It is clearly seen that the experimental points can be
matched to a calculated curve if Co is assumed slightly larger than 200
pF. This value of Co is in very good agreement with the measured value.

4.2 Laser turn -on delay

Below lasing threshold, the accumulation of injected carriers in a
laser is similar to that in an LED. Thus, the spontaneous emission from
a laser has a similar response to the emission from an LED. When the
current increases to a level at which the laser has gain equal to the total
loss of the cavity and mirrors, laser action commences and the light
output increases sharply. The stimulated emission reduces the spon-
taneous lifetime considerably, so that the rise time of the stimulated
emission is much shorter than that of the spontaneous emission. Thus,
the delay time of the stimulated emission is just the response time
required for the diode current to reach the lasing threshold. This delay
time can be determined as a function of //(/ - Ith) by calculating the
response of the diffusion current for experimental diode parameters and
by determining experimentally the threshold current of the laser.

Curves of delay vs current above threshold for various values of
zero -bias diode capacitance are shown in Fig. 3. For Co = 0, the rela-
tionship is a straight line given by the usual delay -time formula"

Itd = r, In - /ih.
(10)

It is clear that the space -charge capacitance will further delay the laser
turn -on time. For large Co, the relationship deviates from the straight
line, a phenomenon observed in past experiments* that has not been
explained adequately. For Co = 200 pF, a typical value for the experi-
mental diode, the delay time is about twice that for zero capacitance.

To determine r, experimentally from delay measurements, there-
fore, a correction for the effects of junction capacitance must be made.
Using C, = 200 pF, the corrected 7, would be 1.8 X 10-9 for our par-
ticular laser diode. The measured delay time td, when normalized to
Ts as a function of //(/ - /a), agrees well with the results calculated
in this way.

4.3 Effect of driver output impedance

It is obvious that the resistance -capacitance time constant of the
charging current can be shortened by either reducing the space -charge

 In past experiments, the result that the straight line did not pass the origin was
attributed to filamentary lasing or multimoding (Ref. 24). Perhaps the effect of the
capacitance is also contributing to the undesirable results (Ref. 25).
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Fig. 4-Laser turn -on delay (normalized to the spontaneous recombination time
T,) as a function of excitation currents above threshold for various zero -bias diode
capacitances. Solid lines are calculated.

capacitance* or lowering the output impedance of the driver."," Using
the same diodes, we varied the impedance of the driver by shunting the
diode with a low resistance. Figure 4 shows a typical result of a laser
diode. The turn -on delay time of the laser as a function of the shunt
resistance for various driving currents and the luminescence rise time
when the laser diode was operated below threshold were measured. To
assure that the same amount of current was injected into the laser
as the shunt resistance was changed, the light output was monitored
first for 50 ohms (no shunt). For other shunt resistances, the driving
current was increased until the same output was obtained. For a given
diode current, the delay was shortened by lowering the driver imped-
ance. The amount of reduction in delay reduced as the diode current
increased. This is in line with the results indicated in Section 4.1 that
the effect of space -charge capacitance decreased at higher currents. With

J. C. Dyment (Ref. 25) has observed independently that proton -bombarded
stripe -geometry lasers with shallow penetration have delay times almost 1.5 times
that of units with deep penetration. The unit with shallow penetration had a capaci-
tance of about 75 pF, while those with deep penetration had 15- to 20-pF capacitance.

LED JUNCTION CAPACITANCE 61



a 1 -ohm shunt resistance, the capacitance effect should be negligible.
The results in Section 4.1 showed that the luminescence rise time would
be about 2.278. Thus, we can deduce from the rise time (4.1 X 10-9 s)
that the spontaneous recombination time Ts = 1.85 X 10-9 s. Again,
it agreed with the delay time measurement mentioned in Section 4.2.

V. EQUALIZATION OF LASER TURN -ON DELAY

As discussed above, the accumulation of charges in the recombina-
tion region is approximately exponential with an effective time con-
stant Teff. This time constant may be larger than or equal to the spon-
taneous lifetime T depending on whether the space -charge capaci-
tance is significant. To reduce the delay from Teff, a driving current
with amplitude many times higher than Ith would be necessary, and
this would require a driver with high power capability if its output
impedance is larger than that of the diode laser, which is about a few
ohms. An alternative is to preshape the current pulse to equalize the
delay. One of such a pulse shape, the exponential decay shown in Fig.
5a, has been investigated.

Using the exponentially decaying pulse, I = Le -tire + /0, shown
in Fig. 5 as the driving current pulse, and using the same approach as

50

10

3

2

0.5

0 2 3 4 5 6 7

TIME IN NANOSECONDS
8 9 10

Fig. 5-Laser output delay time and luminescent rise time as a function of the shunt
resistance for various excitation currents.
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(a)

cl

(b)

Fig. 6-(a) Current waveform for delay reduction of laser diodes. (b) The pulse
shaping network used in the experiment.

in Ref. 23, the laser turn -on delay can be derived as

/a e-Td/T. /a 1 /0 ) ±
I th
I° = (11)Ithl Td/Tc iih - 1/7', Ith

1,

where la is the amplitude of the exponential portion of the current
pulse, /0 is the constant portion of the current pulse, and I th is the
threshold current with a rectangular current pulse. Td = td/Teff is the
normalized delay time, and Te = Tc/reff. Since the parameters I. and
Te are independent, we considered two cases : (i) Set Tcheff = 1, and
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find the decrease of td with L. (ii) Set I. = Io and find the decrease of
td with Tc. The results are shown in Figs. 6a and 6b, respectively. In
Fig. 7a, for each /0, the curves start on the Y-axis at a value of td/ Teff
that equals the normalized delay for a rectangular pulse given by (10).
As Ia increases, the delay decreases and approaches 0.1 Teff at I. = 8

This implies that a sharp spike in the driving current pulse would
help considerably in reducing the delay.

Figure 7b shows the reduction of td as a function of Tc( = tc/Teff).
For a very small value of Tc, the exponential portion of the current is
too fast for the charge to respond, and the reduction of td is marginal.
For Tc>>1,td asymptotically approaches 0.287 Teff at I a = Io = 2 I th

1.2

1.0

0.8

0.6

0.4

0.2

Lath
10

Fig. 7a-Reduction of delay time as a function of the peak pulse amplitude.
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Fig. 7b-Reduction of delay time as a function of the pulse decaying time constant.

At T, = 1, td = 0.316 Toff. Thus, a factor of 2.2 reduction in td can be
realized with this shaped pulse compared to that obtainable with a
rectangular pulse.

Experimentally, we have realized the pulse shape in Fig. 6a by
shaping a rectangular pulse with the network shown in Fig. 6b as an
example. This pulse shape not only serves to reduce delay, but its
negative after -pulse serves to turn the laser off faster than a rectangular
pulse. The resistors R1 and R2 are necessary for matching to our 50 -ohm
measuring system. The capacitor C1 may be chosen to provide differ-
ent time constants. Table II summarizes the experimental and cal-
culated results, and it can be seen that the agreement is excellent.

VI. CONCLUSIONS

Both theoretical and experimental investigations of the effect of
junction capacitance on the rise time of LED'S and the delay time of

LED JUNCTION CAPACITANCE 65



Table II - Comparison of experimental and calculated
delay reduction

I/Igh

Rectangular Pulse,
IP = 2I, Exponential Pulse, I. = Io = 2I :n

Ten
(ns)

td(/ = 210.)
(ns)

tc
(ns)

R1
(0)

R2
(0)

Cl
(pF)

td Mea-
sured
(ns)

td Cal-
culated

(mg)

3.8 2.4 0.25
0.5
1.95
3.9

100
100
100
100

82
82
82
82

5
10
39
79

2.3
1.6
1.2
1.0

2.2
1.8
1.3
1.1

injection lasers lead to the conclusion that the apparent response delays
in these devices can be attributed largely to the shunting capacitance
of the junction itself. The effects are greatest in devices operating at
relatively low currents. Thus, in the more efficient double-heterostruc-
ture devices, the response time is much larger than would be expected
from the spontaneous recombination time of the carriers. Homostruc-
ture devices, normally operated at much higher current densities, are
affected less."

Practically, the effects can be minimized by constructing devices to
have low capacitance (by isolation of the active junction through the
use of mesa structures or proton bombardment, for example) and by
providing the lowest possible impedances in the driving circuits.
Furthermore, in certain systems applications where short delay is
required, a simple delay equalization (in the form of a shaped driving
pulse) can be employed in conjunction with a driver that has low -
output impedance.

It should be pointed out, however, that our definition of rise time is
the time required for the light output to reach 90 percent of its fully
developed steady-state value, when the diode is driven by a step cur-
rent. In many practical applications, the LED can be modulated at
much higher speed than that imposed by the spontaneous recombina-
tion time.28 In such cases, the light output would not reach the steady-
state value before the driving pulse is off, resulting in an apparently
narrower output pulse but smaller amplitude. The price one pays, of

course, is the reduced driving efficiency."
In addition to the effects of the capacitance on the pulse modulation

of these devices, it is also pointed out that great care must be exercised
in determining the semiconductor carrier recombination time by mea-
surement of the delay time of junction lasers. To assure good results,
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the junction capacitance must be less than 10 pF, and the device must
be operating in a single filament.
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A high-performance, depletion -load, bipolar-IGFET technology is
described. The optimization of device and circuit parameters, the ion -
implanted depletion -load fabrication process, and the high-speed input
and output circuits, which allow direct interface with the TTL circuit
family, are discussed.

I. INTRODUCTION

Since the development of the low -threshold (VT = -1 volt) metal -
gate p -channel A1203-Si02 IGFET technology,' further technological
advances have been made to improve circuit speed and interface flexi-
bility of IGFET circuits. Two significant improvements have been the
incorporation of bipolar-IGFET (BIGFET)2 devices on the same mono-
lithic silicon -integrated circuit (sic) and the application of ion im-
plantation to fabricate depletion -load IGFET'S.3 These have resulted in
an IGFET technology whose circuits are completely compatible with
the standard 5 -volt bipolar irri, family in terms of input and output
levels as well as power supply. Furthermore, the relatively high func-
tional packing density of the IGFET technology makes it an extremely
attractive option in MSI/LSI applications. These have been successfully
realized in the design and fabrication of several Bell System catalog
and custom circuits.

In this paper, the technology characteristics of the depletion -load
BIGFET technology are described.

II. DEPLETION -LOAD INVERTER

2.1 Circuit characteristics

The advantages of the depletion -load inverter over a similar all -
enhancement or resistor -load inverter become obvious when we con-
sider the various load -line characteristics. In Fig. 1, the load lines of
a resistive load, an enhancement-IGFET load, and a depletion-IGFET
load are shown over the family of IV curves for the enhancement -
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-- RESISTIVE LOAD
-- ENHANCEMENT

IGFET LOAD

DEPLETION
IGFET LOAD

Fig. 1-Inverter load -line characteristics.

IGFET driver (QD). The three load lines are chosen to intercept at the
same point in the Vin = V DD and Vin = 0 characteristics curves to
reflect the fact that they will produce the same output de levels. The
area under the load line represents the transient power dissipated
during one logic transition. For a given capacitive loading on the in-
verter output node, the transient power dissipation is proportional to
the frequency of operation. Therefore, the area under the load line is
directly proportional to the maximum operating frequency of the
inverter. The speed advantage of the depletion load is apparent because
it has the largest area between Vout = V.. and Vout = V off -

2.2 Circuit equations

In this section, the approximate circuit equations of the depletion -
load inverter are reviewed. In spite of their inexactness, they are useful
because they provide insight into the functional dependence of circuit
parameters on device parameters. However, the final choice of device
parameters, discussed in Section 2.3, was based on more exact com-
puter calculations.

Assuming the gradual -channel approximation, the output levels
(V.. and Voff) and the corresponding single -stage noise margins (V M1
and Vm2) of a depletion -load inverter with QD on and off, respectively,
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Fig. 2-Depletion load inverter.

as shown in Fig. 2, may be given by4

where

and where

1' VIN

V1
Von

'.:.--1 2( VDD - VTD)
(1)

Voff = VDD (2)

Vmi = I Vci - Von I (3)

V m2 = IV C2 - Voff 1 ; (4)

ycl - Va

(1 + 13R)4
+ VTD (5)

V c2 = 1447 -To ± VTD (6)

V.
N

= IVk (7)
i 13R '

VTD, VTL = threshold voltages of QD and QL, respectively,
VDD = supply voltage,

#D) I3 L, # R = IGFET gain parameter of driver and load and their ratio.

The propagation delay (td) is directly related to the inverter -output
rise time (tr) and fall time (4). Since the rise -time charging current is
given by I,. = (k/2)  (VTL)2, tr may be approximated as

tt. -
/3 L vim

2VDDC
(8)
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where C is the output capacitance and, neglecting interconnection
capacitance, may be expressed in terms of fiD as

C = /2DfD (1 + F), (9)
A

where /D is the channel length of QD, µ is the mobility of carriers in
the channel, and F is the number of similar inverter gates to be driven
(fan -out). If interconnection capacitance is expressed as equivalent
fan -out, eq. (9) is still applicable. Substituting (9) into (8) results in

2 VDDfIRO,tr - (1 -I- F).
A V277,

Likewise, since the fall -time discharging current,

If = (f1D/2)( VDD - VTD)2 - (13L/2) VTL,

the fall time of the output voltage may be approximated as

(10)

2VDD11)(1 + F)ti -
v

-1' (11)
µL, DD - VTD)2 - VIL/pru

Since td is proportional to (t, + tf), we observe from (10) and (11) that
td is directly proportional to ll, F, and VDD. A more important ob-
servation, perhaps, is that as VTL/OR increases, tr decreases and ti
increases. Thus, depletion -load inverters designed for optimal speed
have tr and tf nearly equal.

A final useful relationship is the power -delay product of the inverter.
Using the average power for PD for small VTL/13R,

( VIDLDC ) "'v2 ^'V1D/Di3D (1 + F)
PDtd r.. P Dtr t'a (V DDI L) DDc

A

where CD is the gate capacitance of QD, and PDtd is completely inde-
pendent of VTL. However, for larger values of Vh/l3R,

TTLD13D/2D(1 + F)
PIA! ^' Pptf 1"..,

A
[I3R(VDD - VTD)2 d'

VTL

and PDtd increases quadratically as I VTL I increases until I VTL I

i'''' litTRIVDD - VTDI.
As we stated earlier, the preceding approximate equations provide

insight into the dependence of circuit parameters on device parameters
for a depletion -load IGFET inverter. This is appropriate for characteriz-
ing the properties of any depletion -load IGFET random logic circuit,
normally comprising an assortment of n -input NAND and NOR gates,
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because both these logic gates can be analytically reduced to an
equivalent depletion -load IGFET inverter.

2.3 Selection of VT1, and pR

In this section, the method of determining the parameters of the
depletion -load IGFET and the corresponding OR are discussed. Since
the equations developed in Section 2.2 are only approximate, more exact
calculations were made using the circuit analysis program SERVICE.6
In this way, the voltage dependence of VTL was properly accounted for.

The objectives and constraints of the technology were chosen to be:

(i) Single -supply voltage VDD = -5 ± 0.5 volt.
(ii) VTD = -1 ± 0.4 volt at end of life.

(iii) I V. I -5. I VTD I

(iv) Vmi and V m2 > 0.5 volt.

The problem is then, simply : Given these conditions, determine FAR
and VTL such that td is nearly a minimum for an assumed typical fan -

out of five from each inverter. The net result is a family of Id vs. VTL
curves. Since V., VM1, and V m2 are functions of VTL, a different NR,
the minimum value consistent with conditions (iii) and (iv) was
chosen for every value of VTL used. A nominal td vs VTL curve is

shown in Fig. 3, where the PDtd product is also plotted against the
same VTL scale. As can be seen from the curve, the value of Id reaches
a nearly minimum constant value for VTL "/ 4.5 volts, when tr ,-,, tf.
We may further note that the PDtd product increases approximately
quadratically as VTL increases. Based on this type of plot of all corn -
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= -5.0 VVDD
VT = -1.0 V
VTR= +4-5 V01-

10

MEASURED

0 CALCULATED

-2 -3 -4 -5
VIN IN VOLTS

Fig. 4-Depletion-load inverter transfer curve.

binations for different limits of VDD and VTD, an optimal VTL = 4.5
± 0.5 volt was chosen, corresponding to a minimum design OR of 5.

Figure 4 shows a calculated and a measured dc transfer curve. The
good agreement between the two is an indication of the validity of the
present work.

HI. DEPLETION -LOAD FABRICATION AND CHARACTERISTICS

A proven method of fabricating depletion IGFET'S is the use of a
selective ion implant through the gate dielectric in the IGFET channel
regions. To achieve good control of the device properties, it is desirable
to have the majority of the implanted ions in the silicon rather than
in the gate dielectric, which requires 120 keV for the boron ions used.
The resulting device no longer behaves exactly like the normal IGFET

VDRAIN + VFB < VGATE < VFB
, METAL,

VDRAIN

DEPLETION REGION

+++++ ACCUMULATED HOLES

Fig. 5-Depletion IGFET cross-sectional view.
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in which conduction takes place only in the surface inversion. It is
actually a deep depletion IGFET with a subsurface channel, whose con-
ductivity is modulated both by surface depletion and by the channel
to substrate junction as shown in Fig. 5. The current -voltage charac-
teristics of such a deep depletion IGFET have been previously described.'

To achieve a reproducible profile of the ion -implanted dopants in
the silicon, it is desirable to minimize the duration and extent of high
temperature anneal treatment after the ion implantation. Since all
the diffusion processes take place before the gate oxidation, the latter
is the last high temperature step. Therefore, ion implantation is per-
formed after the gate oxidation process. The photomask step for the
boron implantation utilizes a thick photoresist layer (1.4 mm) that is
opaque to the 120-keV boron ions. Furthermore, since the required
implantation dose of 7.6 X 1011 cm -2 is rather low, no damage to the
gate dielectric is either expected or observed in the fabricated samples.
The needed anneal' of implanted species is achieved in a subsequent
process step when the masking SiO2* is deposited over the whole wafer
at 900°C for 20 minutes.

Figure 6 shows the effective threshold V'T = A1(2//(3) as a function
of the implantation dose of boron at 120 keV. The current is measured
when gate and source are common and the drain biased at -5 volts.
We observe that the V'T -Q curve is essentially linear over a fairly
wide range of dose (2 X 1011 to 9 X 1011 cm -2).

' The metal -gate IGFET (Ref. 1) has a double layer A1203-Si02 for its gate di-
electric. The deposited oxide is needed to serve as a mask when A1203 is selectively
etched.
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IV. INTERFACE CIRCUITS

To allow realization of the speed advantages offered by the depletion -
load and BIGFET technologies, two buffer circuit configurations have
been developed to facilitate efficient interface between inputs and
outputs of BIGFET sic's as well as to inputs and outputs of Tim (L)
circuits. These two circuits are the level -shifting input circuit and the
low -impedance output driver.

4.1 Input Interface

It is necessary that the input voltage to an IGFET inverter be within
one device threshold of substrate potential to assure complete turn-off
of that inverter. Since this requirement is not met for the 1 -volt thresh-
old p -channel technology by either TTL or BIGFET output levels, the
input level shifting circuit has been designed to accept these logical 1
levels. The schematic of the input circuit is shown in Fig. 7. The corre-
sponding dc transfer curves are shown in Fig. 8. The internal feedback
configuration of the level shifter produces a very sharp gain charac-
teristic that lowers the required level for logic 1 and also provides in-
creased noise margin and input signal wave shaping. In the design of
this circuit, both the (3 ratio of Q1 to Q2 and the 3 ratio of Q3 to Q4
strongly affect the acceptable input voltage range. The # ratio of Q1
to Q3 is not critical, but may be chosen to produce minimum propaga-
tion delay of signals through the input level shifter in a specific
application.

A further constraint on the j3 values of Q1 and Q2 is the fan -out
desired from TTL (L) outputs and from BIGFET outputs into this level
shifting input. During a 1 to 0 transition of the input voltage, IGFET'S
Q1 and Q2 conduct current from the substrate to the input node. The
requirement of conducting this current to ground while maintaining
a valid 0 level at the input determines the fan -out from a given output
to the level shifting input circuits. Maximum 0 level V1, to the level

IN 6 (Q1) = 12 g mhos/V
13 (Q2) = 12 gmhos/V
p (03) = 6 lAmhos/V

(Q4) = 30 gmhos/V

EN TO
CIRCUIT

+vss

Fig. 7-Inverting level shifting input circuit.
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Fig. 8-Inverting level shifter transfer curves.

shifting input inverter is Vss - 3.4 volts, which is 1.1 volts for Vss = 4.5
volts. Allowing 0.4 -volt interface noise margin requires that the input
voltage be < 0.7 volt for the 0 level. The TTL(L) output is rated at 28
mA to ground at 0.7 volt. The level shifting input inverter of Fig. 7 can
conduct $ X 4.2 i.LA during a 1 to 0 transition, where $ = 0(21 or 0 C12
is expressed in micromhos per volt. Therefore, the fan -out from TTL(L)
to level shifting inputs is fan -out = 6667/i3, where (3 = 0 Q1 or 0 Q2.

Similarly, the BIGFET output with maximum output resistance of 2.1
kilohms can conduct 0.333 mA at 0.7 volt. Therefore, fan -out from
BIGFET outputs to level shifting inputs is fan -out = 79/0, where
0 = 0Q1 or 0Q2

The circuit of Fig. 7 has been used in various depletion -load circuits
for both custom and general-purpose applications. It provides

Min. Max.

 in 0
 int

0.0
Vss - 2.2

Vss - 3.4 volts
Vss volts.

4.2 Output Interface

The BIGFET output circuit configuration is shown in Fig. 9. This
circuit provides an ideal coupling between the high -impedance IGFET'S

and the desired low -output impedance. The current gain provided by
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+vss

13(01) = 30 pmhos/V
)3102) = 3 #mhos/V
/3104) = 20pmhos/V

VOUT Q3 BIGFET EMITTER AREA 0.5 mil2
Q5 BIGFET EMITTER AREA 2.4 mile

KaROUT = 1.45 K

Fig. 9-BIGFET SIC output circuit.

the Darlington BIGFET structure permits the gate capacitance of Q1
to be as small as that normally used internally in an IGFET circut. Since
average power dissipation of the output circuit is cc (Rout)-', it is
desirable to make Rout large. But the maximum allowed value of Rout
is determined by the input characteristics of Tri,(L), -240 ya at 0.4 -
volt input logical 0. Consequently, Rout is nominally 1.45 kilohms, and
the other device values are as shown in Fig. 9 for this BIGFET output
configuration with fan -out = 1 capability to TTL(L) circuits.

The value of Rout, the Vbe voltage drops of Q3 and Q5 operating as
a Darlington pair, and the BIGFET emitter area of Q5 are designed to
prevent Q5 from entering the saturation region, which would sig-
nificantly increase the turn-off time of Q5.

The circuit of Fig. 9 has been used in various depletion -load circuits
for both custom and general-purpose applications. It provides

Min. Max.

Vout 0
Voot 1

0.0
Vss - 1.7

0.4 volt
Vss - 1.2 volts.

V. SUMMARY

The p -channel depletion -load BIGFET process has been demonstrated
to be a successful technology for producing BIGFET sic's. Circuit be-
havior has been approximately described using simplified circuit
equations, and exact circuit behavior has been characterized using
results from computer circuit analysis programs. Good agreement has
been achieved between experimental results and circuit simulation.
The application of ion implantation to the fabrication of depletion
mode IGFET load devices has been described, and a correlation is shown
between the effective threshold voltage and implant dose. Finally, the
input and output buffer circuits, which allow interface between BIGFET
sic's and TTL (L) circuits, are presented.
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A Speaker -Independent Digit -Recognition
System
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This paper describes an implementation of a speaker -independent digit -
recognition system.. The digit classification scheme is based on segmenting
the unknown word into three regions and then making categorical judg-
ments as to which of six broad acoustic classes each segment falls into. The
measurements made on the speech waveform include energy, zero cross-
ings, two -pole linear predictive coding analysis, and normalized error of

the linear predictive coding analysis. A formal evaluation of the systems
showed an error rate of 2.7 percent for a carefully controlled recording en-
vironment and a 5.6 percent error rate for on-line recordings in a noisy

computer room.

I. INTRODUCTION

With the widespread growth in the use of digital computers, there
has been an increasing need for man to be able to communicate with
machines in a manner more naturally suited to humans. The realization
of this need has motivated a great deal of research in automatic recog-
nition of speech by computer.'-' Although only a moderate degree of
success has been obtained in solving the problems associated with
machine recognition of continuous speech,4 a greater degree of success
has been obtained in recognition of isolated words from a fixed vocab-
ulary. The performance of these systems range from about 92 percent
correct decisions for 561 isolated words by an individual for which the
system has been carefully trained' to nearly error -free performance for
the recognition of a limited vocabulary (e.g., the digits) also spoken
by a speaker for which the system has been trained.' However, per-
formance of many of these word -recognition algorithms is radically
degraded when the system has not been tuned to the speech character-
istics of the individual user. The subject of this paper is an isolated -
word, digit -recognition system that achieves high accuracy without
having to be trained every time a different speaker wishes to use the
system.
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The development of a speaker -independent limited -vocabulary word
recognizer is inherently more difficult than a speaker -adaptive system
that can use comparatively simple pattern -matching algorithms to
recognize the input words. It has been argued that the extended effort
needed to design a speaker -independent system is unnecessary in view
of the relative ease of training an adaptive scheme to learn to recognize
the speech of a new user. There are two major reasons why such argu-
ments are invalid. For small vocabulary systems (e.g., digit recog-
nizers) with a large number of potential users, it is not feasible to store
training data for every possible user. Furthermore, most systems can-
not train themselves on new speakers very rapidly. Thus, the turn-
around time for new users is often a major factor limiting the use of
speaker -dependent systems. For a large vocabulary (250 words), the
time required for a new speaker to form reference patterns for all the
words in the vocabulary can be prohibitive. In addition, the variation
with time of a speaker's voice characteristics may necessitate frequent
updating of his reference patterns. Finally, the design of a speaker -
adaptive word -recognition algorithm is so dependent on the uniqueness
of each talker that very little insight is gained in the actual problem of
recognizing speech. On the other hand, it is hoped that the development
of a speaker -independent scheme will contribute to an understanding
of the acoustic attributes of speech that reliably distinguish the various
sounds. Without such an understanding, it would be difficult to dupli-
cate the human capacity of recognizing the speech of a wide variety
of speakers.

This paper discusses a speaker -independent digit -recognition system
that was implemented on the computer facility of the acoustics research
department at Bell Laboratories. Section II discusses the basic speech
parameters that are measured and shows how the digits can be classi-
fied from these features in a speaker -independent manner. This section
includes a discussion of the various signal -processing techniques that
are heavily relied on throughout the classification process. Section III
discusses the digit -classification scheme. The classification procedure
is a tree -like decision algorithm for which backwards tracing is allowed
when one of the parallel -decision algorithms indicates a high prob-
ability of error. Section IV gives the results of a formal evaluation of
the recognition system. Finally, the paper concludes with a discussion
of the strong and weak points of the system and suggestions for how it
can be improved.

II. FRAMEWORK OF THE RECOGNITION SYSTEM

Figure 1 is a block diagram of the overall digit recognition system
that was implemented. Following endpoint alignment in which the

82 THE BELL SYSTEM TECHNICAL JOURNAL, JANUARY 1975



SPEECH ENDPOINT
ALIGNMENT

HZERO CROSSING
RATE

ENERGY

2 -POLE
LPC ANALYSIS

RESIDUAL
LPC ERROR

INTERVAL
SEGMENTATION

PRELIMINARY
CLASS

DECISION

RECOGNIZED
DIGIT

FINAL
DECISION

Fig. 1-Block diagram of the overall digit recognition system.

interval containing the word to be recognized is carefully determined,
the speech is analyzed every 10 ms to obtain zero -crossing rate, energy,
two -pole model linear -predictive -coding (LPc) coefficients, and the

making preliminary classifica-
tion decisions, the speech interval is segmented into three well-defined
regions. All the speech information is fed in parallel into a preliminary
decision -making algorithm that chooses one of several possible digit
classes for the input utterance-e.g., one class contains the digits 1
and 9. A final decision is then made based on the presence or absence
of certain key features in the input speech.

In this section, we show how the various digits can be characterized
in terms of certain acoustic features. Then we discuss some key signal -
processing functions that are heavily relied on in the decision algo-
rithms and that contribute strongly to making the system speaker -
independent.

2.1 Characterization of the digits

The elemental speech units (phonemes) that comprise English words
can be classified into two broad categories, vowels and consonants.
The vowels can be further classified into front (/i/, /I/, /e/, /c/, and
/ae/), middle (/s/, /A/), and back vowels (/u/, /U/, /o/, and /o/). It
is also convenient to subdivide the consonants into the categories
noise -like (fricatives, plosives) and vowel -like (nasals, glides). Table I
gives a list of the sequence of phoneme categories for each of the ten
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Table I - Sound classes characteristic of the digits (from Ref. 6)

Digit Sequence of Sound Classes

0 VNLC -0 FV -o VLC -4 BV
1 VLC -) MV -) VLC
2 UVNLC -o FV --o BV
3 UVNLC -0 VLC -o FV
4 UVNLC --3 BV -4 MV
5 UVNLC -o MV -) FV -* VNLC
6 UVNLC -4 FV -o UVNLC
7 UVNLC --4 FV -o VNLC -) FV -o VLC
8 FV -o UVNLC
9 VLC -, MY -4 FV -o VLC

VNLC = Voiced, noise -like consonant.
UVNLC = Unvoiced, noise -like consonant.

VLC = Vowel -like consonant.
FV = Front vowel.

MV = Middle vowel.
BV = Back vowel.

digits, 0 through 9.6 Our approach toward speaker -independent
recognition of the digits is to use a set of robust measurements to
classify the phonemes into the six broad categories listed in Table I.
By robust measurements, we mean acoustic parameters that give a
general indication of the gross nature of each phoneme without being
too dependent on the speaker's voice characteristics. Through a com-

the
categories are determined and the spoken digit is recognized. We now
discuss the criteria for the selection of the robust measurements that
are used, the technique of self -normalization of measurements, and
finally the method of parallel -processing of the data to give a speaker
independent classification of the digits.

2.2 Robust measurements for digit recognition

The requirements for a recognition parameter to be selected as being
a robust measurement are :

(i) The parameter can be simply and unambiguously measured.
(ii) The parameter can be used to grossly characterize a large pro-

portion of speech sounds.
(iii) The parameter can be conveniently interpreted in a speaker -

independent manner.

Based on the above requirements, the zero -crossing -rate and spectral -
energy parameters are excellent candidates for robust measurements.
These parameters can be used to effectively characterize the general
acoustic properties of the sound categories listed in Table I. For ex-
ample, noise -like sounds have a relatively high zero -crossing rate,

84 THE BELL SYSTEM TECHNICAL JOURNAL, JANUARY 1975



relatively low energy, and a relatively high concentration of high -
frequency energy. Thus, the noise -like sounds of any speaker can be
characterized quite accurately based on these measurements. The term
"relatively," in the above classification of noise -like sounds, can be
conveniently interpreted for a given speaker by a simple self -normaliza-
tion technique discussed later in this paper

To measure the distribution of spectral energy, a two -pole LPC

analysis has been suggested by Makhoul and Wolf' as an excellent
means of representing the gross features of the spectrum. Figure 2
(from Makhoul and Wolf') shows the results of applying a two -pole
model to a variety of speech sounds. This figure is a comparison of the
spectra of several speech sounds obtained directly from FFT spectrum
measurements compared with the spectra of the best two -pole LPC

fit to the spectrum. For a two -pole LPC analysis, there is either one
complex -conjugate pole or two real poles. In Fig. 2a, the spectra for
the sound /sh/ as in the word "short" are plotted. For this example,
the two -pole LPC analysis gives a complex conjugate pole at about 3000

60
(a)

50 -

40 -

30

20 -

10 -

0

60

50

30 -

20 -

10 -

(b)
0

/S11/
f = 3007 Hz
b = 335 Hz

/a/
f = 839 Hz
b = 114 Hz

(d)

2 3 4 5 0 1

FREQUENCY IN kHz

VOICE BAR
fi = 0 Hz
f2 = 0 Hz
b1 = 25 Hz
b2 = 2510 Hz

3

/
= 0 Hz

f2 = 0 Hz
b1 = 261 Hz
b2 = 2710 Hz

Fig. 2-Comparison of Frr spectra and two -pole LPC spectra for several speech
sounds.
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Hz-i.e., the region of maximum energy concentration in the spectrum.
In Fig. 2b, similar results are shown for the vowel /a/ where the major
concentration of energy in the spectrum is around 800 Hz. In the ex-
amples of Figs. 2c and 2d (a voice bar and the vowel /i/), the major
concentration of spectral energy is around 0 Hz ; thus, the two -pole
LPC analysis gives two real poles in the right -half z -plane. From Fig. 2,
it can be seen that the computed pole frequency gives a good indication
of the location of the dominant portion of the spectral energy of the
sound and can thus be effectively used to characterize sounds with
relatively high -frequency or low -frequency concentrations of energy.
For example, noise -like sounds are characterized by a relatively high -
frequency spectral concentration of energy, while nasals and vowels
generally have a much lower frequency for the energy concentration.

Figure 3 (also from Makhoul and Wolf') illustrates the dynamic
behavior of the computed pole frequency of the two -pole model and
the corresponding spectrogram of the utterance, "Has anyone measured
nickel concentrations  ." Examination of Figs. 2 and 3 shows that,
for vowel -like sounds, the computed pole frequency is invariably
situated somewhere between the first and second formants. In general,
when F1 and F2 are not too far apart and have comparable amplitudes,
the pole frequency falls almost midway between the two resonances.
Since F1 does not usually have as much dynamic movement as F2, the
computed pole frequency tends to follow the motion of the second
formant. Since the motion of F2 is quite important in the characteriza-

iN 5000 -

Z (LOG)
w).-

C.)

0 Z 500
a. Lu

D
0 (LINEAR)
Lu
cc
IL 0 0I1 0.16 0.8I

I

1.0 1.12 1.'4 10.20.41.6
SECONDS

Fig. 3-Spectrogram and computed pole -frequency of two -pole LPC model for the
utterance, "Has anyone measured nickel concentrations ."
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tion of the digits, the ability of the two -pole LPC analysis to track this
motion has been used in the classification phase of the digit -recognition
system.

It should be noted, however, that when either F1 and F2 are suffi-
ciently far apart or the amplitude of F1 is significantly greater than
the amplitude of F2, the pole frequency will either follow F1 or result
in two positive real poles. Figure 3 shows that, during the /i/ in the
word "anyone," the pole frequency begins to dip sharply as the separa-
tion between F1 and F2 grows greater and finally results in positive
real axis poles as the separation reaches some critical threshold. For
nasal sounds, the energy is so highly concentrated near the first reso-
nance that the two -pole model usually results in positive real axis
poles, as seen in Fig. 3.

In addition to using the computed pole frequency as a measure of
the location of dominant spectral energy and a characterization of the
dynamic movement of F2, the normalized error of the two -pole model
contains important information about the spread of spectral energy.
The normalized or residual error is defined as

V = 1 - - a2r2,

where al and a2 are the two -pole LPC coefficients and r1 and r2 are the
normalized autocorrelation coefficients. It can be shown that the more
concentrated the energy spectrum, the lower the normalized error.8
For speech sounds, the relative magnitude of the normalized error
generally increases from sonorants to vowels and then to fricatives.
Within the three vowel types, the back vowels have the lowest relative
normalized error and the front vowels have the highest. By observing
the relative changes in the pole frequency and normalized error, im-
portant information about the structure of the voiced region of the
word can be obtained. An example of the usefulness of the pole param-
eter in specifying the speech sounds comprising the digits is given in
the next section.

In summary, a reasonable set of robust measurements that have
been implemented for this digit recognition algorithm is as follows :

(i) Zero crossing rate, which is defined as the number of zero cross-
ings in a fixed frame length (on the order of 10 ms).

(ii) Energy, which is defined as the sum of the squared values of the
speech waveform in a given frame.

(ii) Normalized error obtained from a two -pole LPC analysis of a
given speech frame.

(iv) Pole frequency (or frequencies) obtained from a two -pole LPC
analysis of a given speech frame.
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2.3 Self -normalization of parameters

Almost all classification algorithms use some set of threshold levels
in the decision process. Using a fixed set of thresholds leads to a large
number of problems for speech recognition in that many of the thresh-
olds are speaker- or time -dependent. To eliminate this difficulty, the
technique of self -normalization of parameters was used in which many
of the most significant thresholds were obtained from measurements
made directly on the speech sample being recognized. Thus, for ex-
ample, in the case of setting thresholds on zero -crossing rate to deter-
mine whether a sound is noise -like or nasal, a statistical description of
the zero -crossing rate (zcR) was made for the entire utterance. The
statistical description consisted of measuring the mean of the ZCR and
its standard deviation over the region of strong energy (i.e., the region
where the energy exceeded 10 percent of the maximum energy of the
utterance). Based on ZCR measurements, one criterion for classifying
a segment as noise -like was if its ZCR exceeded a level one standard
deviation above the mean during the segment. Figure 4 shows the ZCR
measurements for the word "seven." Indicated in this figure are the
average ZCR and a range of one standard deviation around this average.
During the initial /s/, the ZCR is significantly above the threshold, as
anticipated.

120

ZCR

0 0.1 0.2

/ s /

0.3 0.4

TIME IN SECONDS

/SEVEN/

0.5 0.6

/6/ /v/ /a/ mnl

Fig. 4-Energy and zcR for one example of the word "seven."
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In much the same manner, a self -normalized ZCR threshold can be
set for classifying a segment as a nasal -like sound. In such cases, the
ZCR generally falls below a level one standard deviation below the aver-
age ZCR for the utterance. As an example, Fig. 5 shows the measured
ZCR for the word "nine" and gives the spread of ZCR around the average
value. For the initial and final nasals, the ZCR is much lower than the
average and thus is a good indication of the nasals.

The idea of determining thresholds based on measurements made
during the course of the utterance being recognized can be used for any
or all measurements described in the preceding section. For example,
Fig. 6 shows the two -pole model normalized error and the pole fre-
quency for the word "nine." The nasal sections are clearly charac-
terized by low normalized error and a zero -Hertz pole frequency. In
contrast, Fig. 7 shows the same measurements for the word "six."
Again, the noise -like sections are clearly depicted by the relatively
high values of normalized error, pole frequency, and ZCR.

The transitional nature of the normalized error and pole frequency
can be used to classify the vowels into types high, middle, and back.
Figure 8 shows the normalized error and pole frequency throughout
the word "two." After the frication region, which is marked by high
normalized error and low energy, the normalized error uniformly
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decreases. The decrease in the normalized error is due to the fact that
the vowel nature changes from front (because of the /t/) to back. Thus,
without specifying any absolute thresholds, the constituent structure
of the voiced section of the word can be obtained by noting the relative
changes in the normalized error. As described earlier, changes in the
pole frequency can also be used to indicate the constituent vocalic
structure. As seen in Fig. 8, the pole frequency is continually decreasing
throughout the voiced region in the word "two," thereby indicating
a continually decreasing second formant. As another example, Fig. 9
shows the parameters for the word "four." The gradually increasing
normalized error and pole frequency are indicative of a progression
from a back vowel to a middle vowel.

2.4 Parallel processing

Using the self -normalization technique, each robust measurement
can, by itself, classify a speech sound into one of the six broad categories
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of interest. Unfortunately, the classification will not be error -free; but
if the results of all the measurements are "intelligently" pooled to-
gether, then the classification performance can be significantly en-
hanced. The operation of combining the measurements is termed paral-
lel processing. Parallel -processing ideas have met with good success in
other areas of speech processing.'

The idea of parallel processing as it is used here not only involves
a suitable combination of the robust measurements but also the in-
corporation of certain structural constraints of the lexicon as addi-
tional input. For example, as seen in Fig. 9, the initial section of the
word shows only a slight indication of the initial fricative /f/ (i.e., the
high zero crossing and normalized error for the initial 10 to 20 ms of the
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word), and one might conclude that there is no frication. However, for
the digits, it is known that only 1, 9, and 8 do not normally begin with
frication. Since the ZCR, normalized error, and pole frequency are rela-
tively too high for the digits 1 or 9, these digits can be safely omitted
from consideration. In addition, a combination of the facts that the
normalized error is low and increasing and that the pole frequency is
increasing indicates that the voiced region in the word is more than
likely composed of a back -type voiced sound followed by a middle -type
voiced sound. Since the voiced section of the word "eight" is a front
vowel sound, the odds are quite high that the word is not "eight."
Additional evidence that the word is probably not "eight" can be

92 THE BELL SYSTEM TECHNICAL JOURNAL, JANUARY 1975



0.50

/FOUR/

cc
0
cc
cc 0.25 -
w

0.15

0

5000

2500

1000

500

0
0

, NORMALIZED
/ ERROR/ ZCR

. ... 1. ... 7 ................ ..... i ......
1 1

/ f /

0.1 0.2

TIME IN SECONDS

/ 0 /

0.3 0.4

60

CC

0
N

2o-- ZCR

- o

Fig. 9-Complete set of measurements for one example of the word "four."

obtained from the lack of a burst at the end of the spoken word. By
pooling knowledge from the individual measurements with information
about the structure of the words in the lexicon, the weak frication in
the spoken "four" can be recognized. Thus, the major feature of
parallel decisions is the ability to arrive at a correct decision even if
one or more of the parallel inputs is in error. In the next section, we
discuss the organization of the digit recognizer and the specific nature
of the logic rules.

III. DIGIT RECOGNIZER

As seen from Fig. 1, the first step in the recognition scheme is the
important problem of endpoint alignment (determining the location
of the spoken word during the recording interval). The algorithm used
in this scheme has been described by Rabiner and Samburl° and has
been shown to give reasonably good results over a wide variety of
speakers and background levels. However, the algorithm sometimes
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has trouble finding the end of the word when the speaker sighs or
puffs after reciting the word. To compensate for this problem, the
decision algorithm does not place too much dependence on the end
region of the word. The "end region" is defined as the region from the
end of the word to the point at which the energy first exceeds 10 percent
of the maximum energy. Equivalently, an "initial region" is defined
from the beginning of the word to the point at which the energy first
exceeds 10 percent of the maximum. The remaining section is termed
the "middle region." The process of determining the three regions of
the word is labeled "interval segmentation" in Fig. 1.

Throughout the duration of the detected word, the .four robust
parameters discussed in Section 2.2 are measured once every 10 ms
(i.e., every 100 points for a 10 -kHz sampling rate) and smoothed using
a nonlinear smoothing algorithm proposed by Tukey." In addition,
the first two formant frequencies are computed using a 12 -pole LPC
analysis at three points during the middle region. These include the
point of maximum energy, the beginning of the middle region, and the
end of the middle region. Since formant frequencies are quite speaker -
dependent, they were used in the decision process only as a supporting
measurement to discriminate between sounds that were quite dissimilar
when viewed in the F1 - F2 plane (/i/ and /a/ are examples). The
supporting nature of the formant measurement is also necessitated by
the fact that the extraction of formants is not a simple and unam-
biguous task, and too great a reliance on these parameters is fraught
with danger.

Following the measurement phase, a preliminary class decision is
made for the utterance. An expanded view of the preliminary decision
box is given in Fig. 10. The decision algorithm is in the form of a tree
structure that traces down the most probable branch to arrive at the
decided digit. However, it should be noted that there are provisions in
the algorithm for back -tracking if some measurement strongly suggests
that an error has been made.

The first branch in the tree is to decide whether or not the initial
portion is nasal -like. As we discussed previously, this decision is based
upon the fact that nasal -like sounds have relatively low ZCR, low
normalized error, and low pole frequency. If a nasal -like beginning is
detected, the preliminary choice is between 1 and 9. As a further check
on this preliminary 1, 9 decision, the ending region is checked for
nasal -like characteristics. If there is no evidence of initial nasal -like
sounds, the digits 1 and 9 are removed from further consideration.
When the initial region is deemed nasal -like, a relatively simple deci-
sion can be used to decide between 1 or 9. The digit 9 can be distin-
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Fig. 10-Preliminary decision tree for digit classification algorithm.
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guished by a sharp discontinuity in pole frequency (between the initial
nasal and the vowel) and high normalized error during the transition
from the nasal /n/ to the diphthong /aI/ (see, for example, Fig. 5). On
the other hand, as shown in Fig. 11, there is no discontinuity at the
end of the nasal -like section in 1.

Tracing along the decision tree, the next choice is to decide whether
there is any definite indication of initial frication as shown by sig-
nificantly high ZCR, normalized error, and pole frequency. The positive
detection of frication eliminates the choice of the word "eight." If
there is no definite frication, the end region is checked for a burst and
the middle region is checked for front vowel -like characteristics. The
formant parameters are also used to check if the middle region is com-
posed of only front vowels. A suitable combination of the results of
these tests is used to reject or accept the word "eight" as the digit. It
should be noted that the decision process is in the form of a hypothesis
test. In other words, we assume that the spoken word is "eight" and
check to see if the acoustic parameters are consistent with this hypoth-
esis. In fact, the basic structure of the entire digit recognizer is to first
hypothesize and then test the acoustic consequences of this hypothesis.
The parallel processing aspect of the decision assigns the appropriate
weight to a particular test. For example, the detection of a burst at
this point in the decision tree is an almost 100 -percent indication that
the word of a burst does not necessarily
preclude the possibility of "eight," and this result should be weighed
accordingly.

Assuming that we reject the spoken word as the digit 8, the remain-
ing possibilities are 0, 2, 3, 4, 5, 6, and 7. The end region is then checked
for fricative -like behavior. If frication is indicated, a hypothesis test
on the digit 6 is made. The middle region is checked for front vowel
characteristics, and the only timing measurement in the entire digit
recognition program is performed. This measurement compares the
relative duration of the initial frication plus ending frication to the
length of the middle region. The frication duration is defined from the
beginning (or ending) of the word until the point at which the ZCR

remains within one standard deviation of the average for three time
frames. This definition can be modified when any abrupt discontinu-
ities in normalized error or two -pole frequency indicate a more prob-
able location for frication. In addition, the extent of frication is not
allowed to go beyond the 10 -percent maximum energy points that form
the boundaries of the middle region. For the digit 6, the timing ratio
should be less than one and the middle region should be less than 250
ms. A combination of the results of the hypothesis test are used to
verify that the spoken word was "six."
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Fig. 11-Complete set of measurements for one example of the word "one."

If no frication is indicated during the ending region, a test for nasal -
like behavior is made. If this test is positive, then a hypothesis test of
the digit 7 is made. From Fig. 12, we can see that ZCR, two -pole fre-
quency, and energy dip sharply during the consonant /v/. The hy-
pothesis test consists of verifying these dips and checking the vowel
characteristics on either side of the dip. Again, the combined output of
the test determines whether to reject or accept 7.

If the digits 6 and 7 are eliminated from consideration, the middle
region is analyzed to ascertain its structure. The preliminary analysis
is achieved by noting the relative change in normalized error. If the
normalized error increases, then the structure is characterized as an
initial back vowel to a middle or front vowel. Thus, for increasing
normalized error, the digits 3, 4, and 5 are considered the most likely.
The relative change in the three -second formant measurements are
used as supporting evidence to confirm the structure. For the digits
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3, 4, and 5, F2 should be increasing. The final decision among the
possibilities 3, 4, and 5 is easily achieved on the basis of the robust
parameters and formant measurements.

If the normalized error decreases during the middle region, the digits
0 and 2 are then the most probable choices. A decreasing F2 helps
support these choices. To decide between 0 and 2, a dip detector pro-
gram is used to discover the presence of the sonorant /r/ as depicted
by a slight dip in pole frequency, normalized error, and energy. Figure
13 shows the typical dip behavior for these parameters during the
spoken 0. The presence (or absence) of a dip is checked with other mea-
surements to verify the final decision.
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IV. EXPERIMENTAL RESULTS

The experimental test of the digit recognizer was conducted in two
parts. The first part consisted of 10 speakers (five women and five men)
who each made 10 complete recordings of the 10 digits. The recording
sessions were spaced over a five -week period to include the effects of
time variation in the testing. The recordings were made in a quiet
room with a high -quality microphone. The decision algorithm was not
designed for the characteristics of each particular speaker, so as to give
a true test of the speaker -independent nature of the scheme. The results
of this experiment are shown in Table II. The average error rate is 2.7
percent.

A confusion matrix for each of the 100 tests of each digit is presented
in Table III. The confusion matrix indicates that all occurrences of
initial frication were correctly detected by the decision algorithm. In
only 6 out of 200 examples of the digits 1 and 9 was the initial nasal -
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Table II - Error scores for first digit recognition experiment

Correct Wrong Percent Correct

Women

SK 97 3 97
KD 96 4 96
CMcG 96 4 96
BMcD 97 3 97
SP 97 3 97

Total 96.6

Men

MS* 89 1 98.8
LR 100 0 100
RS 97 3 97
AR* 88 2 97.7
JH 97 3 97

Total 98.1

Sum 954 26 97.3

* Missed one recording session.

like consonant incorrectly determined. The confusion matrix also
shows that most errors were made in the final detailed decision. More
sophisticated processing would probably enhance the final decision
and thereby make the system performance compatible with adaptive
schemes.

Table Ill - Confusion matrix for first digit recognition experiment

Word Spoken

Word Recognized

0
1

2
3
4
5
6
7
8
9

O 1 2 3 4 5 6 7 8 9

93 0 3 0 0 1 0 0 0 1
0 96 0 0 0 0 0 0 0 0
2 0 90 1 0 0 0 1 0 1

2 0 2 97 0 0 1 0 0 2
O 1 2 0 97 1 0 0 0 0
O 0 0 0 0 96 0 0 0 1

O 0 0 0 0 0 97 0 0 0
1 0 0 0 1 0 0 97 0 0
0 0 1 0 0 0 0 0 98 0
O 1 0 0 0 0 0 0 0 93

Individual Errors 5 2 8 1 1 2 1 1 0 5

Total -26 errors out of 980 utterances
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Table IV - Distribution of errors for the second digit
recognition experiment

Number of Digits Incorrect Total Percent Correct

0 1- 2-
Female (30) 11 15 4 92.3
Male (25) 17 8 0 96.8

Total (55) 28 23 4 94.4

To ensure the validity of these experimental results, another more
challenging test was conducted. In this experiment, 55 speakers (30
women and 25 men) were selected at random and asked to give one
rendition of the 10 digits. Instead of using a high -quality microphone
in a quiet environment, the input speech was taken from a close -talking
microphone alongside a chattering Teletypewriter. The decision was
performed on-line, and the speaker was only instructed when to say
each digit. The results for this experiment show an average error rate
of 5.6 percent. In addition, no speaker tested did worse than 2 out of
10 wrong. The distribution of errors for this experiment is shown in
Table IV. The distribution matrix indicates the generally good per-
formance of the system.

It should be noted that there was no effort in our experimentation
to select speakers with good diction. The speakers represent dialects
from most of the regions in the U.S. In informal on-line demonstrations
of the system, many non -American speakers (French, Japanese,
Indian, German) tried having their English -pronounced digits recog-
nized. The informal results were in good agreement with the other
experiments. In addition, an informal attempt to "beat" the system
by holding one's nose or using falsetto also proved generally un-
successful.

V. DISCUSSION

The digit -recognition system that has been described in this paper
can be considered as a first pass in the direction of speaker-independent
speech recognition. Our approach has been to describe a variety of
speech sounds in terms of a set of robust measurements. We then
devised a tree -structured decision algorithm that used these measure-
ments to characterize the acoustic features of the presented word. The
sequence of branches in the tree was designed to resolve the most
obvious sounds and then proceed to the more difficult decisions. Thus,
the relatively easy problem of distinguishing between noise -like sounds
and nasal -like sounds was attacked first, and the determination of the
vowel -like constituents was then determined. The output of the pre -
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liminary decision tree was a small subset of the 10 possible digits that
almost invariably included the spoken word. The major portion of the
errors in the system were made in the box labeled "final decision" in
Fig. 1.

The preliminary decision tree (Fig. 10) incorporated some original
ideas about self -normalization that effectively eliminated the need for
tuning the system to the characteristics of a given speaker. Such a
decision tree can be extended to prune down a much larger lexicon and
arrive at a small list of possible choices. Improvements in the method
of selection within the list of possibilities could lead to speaker -inde-
pendent systems that can truly compete with the performance of
adaptive schemes. Such improvements could result by incorporating
more sophisticated probabilistic methods into the framework of the
"hypothesize -verify" technique proposed in this paper.

Our goal in the development of the digit -recognition system is to
show that speaker -independent digit recognition is possible through an
intelligent description of broad categories of speech sounds. This
description uses what is known about the necessary characteristics
of each category instead of blindly using pattern -matching algorithms
to rigidly quantify the sounds. The later approach is doomed to failure
for a large enough speaker population because it overlooks the fact
that the information in the patterns contain as much personal informa-
tion as linguistic information.
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Vertically separated antennas are recommended to increase the trans-
mission availability of line -of -sight microwave links by reducing the dura-
tion and frequency of multipath fading events. The emphasis is on applica-
tion to the 4- and 6-GHz bands on links with negligible ground reflections.

Necessary signal processing, links utilizing passive repeaters (reflectors),

and overwater links are also treated. Some new experimental data are
presented.

I. INTRODUCTION

Bell System microwave radio relay routes consist of links (paths,
hops) that have an average length of about 26 miles. Transmission
on most hops is along the line of sight, with antennas mounted on
towers that are typically 250 feet high. In some cases, when line -of -

sight transmission between towers is not practical, large reflectors
on prominent points of terrain (passive repeaters) are used. Tower
locations are selected to avoid ground reflections, but inevitable excep-
tions, such as transmission across a lake, do occur.

Multipath propagation during anomalous atmospheric conditions
can give rise to destructive interferences at the receiving antenna; the
resultant signal fluctuates (fades) and may be reduced to practically
zero for seconds at a time. The corresponding interruptions to service,
if permitted to occur, would be unacceptable. Interruptions to opera-
tion can be avoided by switching from an unserviceable radio channel
to a protection channel operating at a different radio frequency, since
multipath fading, being an interference phenomenon, is frequency
selective. Use of such protection (frequency diversity) has been re-
stricted to conserve the frequency spectrum.'

Space diversity is an alternative or additional form of protection
from the effects of multipath fading.2-8 Its effectiveness depends upon
the fact that multipath propagation results in vertical structure of the
electromagnetic fields at the receiving tower. Selection between two
vertically separated antennas receiving at the same frequency is com-
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parable in effect to a frequency -diversity system with a protection
channel for every working channel (switched on a per -hop basis).
Unfamiliarity with the principles of operation and unavailability of
space -diversity equipment, as well as costs, have inhibited use of
space diversity in the past. Currently, use of space diversity is in-
creasing. One reason for this (apart from spectrum conservation) is
that, in areas of high fading, frequency diversity alone cannot provide
the desired transmission availability.

Space -diversity engineering, as presented here, encompasses estima-
tion of fading, determination from transmission availability objectives
of the need for protection, and calculation of the antenna separation
needed to obtain the required transmission availability. The effects of
signal processing on the improvement available from an antenna pair
are discussed, with particular attention given to threshold switching.
Space diversity through passive repeaters and on over -water paths is
also discussed. Clearance requirements are summarized in the last
section; current work on antennas placed so low as to lack clearance
under normal propagation conditions is discussed in Appendix A.

The emphasis in this paper is on application in the 4- and 6-GHz
frequency bands, although the expressions for the estimation of the
amount of fading and the diversity improvement apply to other
microwave frequencies. However, transmission in the 11-GHz band is
also affected by rain, and this must be taken into account by additional
reduction of the effects of multipath fading. This design aspect belongs
more properly in a treatment of 11-GHz radio system design and is
not discussed here.

II. DESCRIPTION OF FADING

The RF power received after transmission over a microwave radio
hop is never absolutely constant ; even at noon, when the atmosphere
has "stabilized," there can be fractional dB excursions (scintillations
recurring a few times per second), as well as slower excursions of a dB
or two. In propagation experiments, the normal value of the received
signal is determined from the peak in a signal -level histogram obtained
over at least one-half hour at or near noon. This so-called free -space
value of the received signal is determined repeatedly at least once a
week to identify periods during which enhanced or depressed signals
have resulted from the relatively steady atmospheric focusing or de-
focusing. These periods, therefore, are not "normal."

During fading, the received RF power can be practically zero for
seconds at a time. The terminology to describe this is introduced in
Fig. 1 through an example in which the free -space value is -30 dBm
and a single, idealized fade decreases the received power temporarily
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to - 80 dBm ; levels in dB relative to normal are denoted by 20 log L.
The time during which a signal is below a level is called the duration of
fade of that level (the duration of a 40 -dB fade is illustrated in Fig. 1).
Average durations of fades are independent of microwave frequency*
and are proportional to L, typical numerical values are given by (see
also Fig. 2)9-11

(1) = 410 L seconds, L < 0.1. (1)

As an example, the average duration of a 40 -dB fade (L = 10-2) is 4.1
seconds, both at 4 and 6 GHz.
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Fig. 2-Average fade durations ((t) = 410L, L < 0.1).

* An underlying assumption throughout this work is that antenna sizes and path
lengths are as encountered most often in practice: antenna diameters are between
about 4 and 16 feet, and path lengths are between about 14 and 40 miles.
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The sum of the durations of all fades of a particular depth is called
"time below level." It is proportional to L2, since the number of fades
is proportional to L, and its numerical values are given by9

T = rT9L2, L < 0.1, (2)

where To is the time period over which the summation of fade durations
is made (a month, for example) ; the units of T are those of To (seconds
are normally used). The fade occurrence factor r for heavy fading
months (see Fig. 3) is9

r = c(f/4)D310-5, (3)

where

c = 4 over water and Gulf coast,
= 1 average terrain and climate,
= 1 mountains and dry climate,

f = frequency in GHz,

and

D = path length in miles.
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Fig. 3-Multipath occurrence factor.
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Fig. 4-Time below level in a heavy fading month (D = 26 miles, c = 1, To = 31
days = 2.68 X 106 seconds).

As an example, values of T as a function of fade depth for a 26 -mile
path (average length) and average terrain and climate are shown in
Fig. 4 for a heavy fading month. The lines have the decade of time per
10 -dB slope typical of multipath fading, specified by the L2 functional
dependence. The values of T at - 40 dB are 47 and 71 seconds at 4 and
6 GHz, respectively. Based on an average duration of 4.1 seconds, this
corresponds to 11 fades of 40 dB at 4 GHz.

The coefficient c in (4) incorporates the effects of both terrain and
humidity and is adequate for first estimates of expected fading in many
cases. Differentiation between paths of identical climate but differing
terrain can be done by introducing a terrain roughness parameter12
quantifying common knowledge that paths over rough terrain fade
less than paths over smooth terrain, presumably because stable atmo-
spheric layering is less likely to occur over rough terrain. Terrain rough-
ness is calculated from terrain heights above a reference level (sea
level, for example) obtained from the path profile at one -mile intervals,
with the ends of the path excluded. The standard deviation of the
resulting set of numbers is the terrain roughness, denoted by w (see
sample calculation in Appendix B). Applicable values of w range from
20 feet ("smooth") to 140 feet ("rough") ; values of 20 and 140 should
be used when calculated values of w are less than 20 or larger than 140.
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Modified for roughness, the equations for c become :

c = 2 (w/50)-", coastal areas,
= (w/50)-1.3, average climate,
= 0.5 (w/50)-1.3, dry climate,

where a roughness of 50 feet has been defined as "normal."

III. PERFORMANCE OBJECTIVES

(5)

The time below level of the received signal, at a fade depth equal to
the receiver fade margin, represents potential service -failure time. Pro-
tection is needed if this exceeds the value set by transmission -avail-
ability objectives.

Bell System short -haul objectives limit service failure time to 0.02
percent (two-way) annually on a 250 -mile route due to all causes. One-
half of this is allocated to causes associated with equipment, main-
tenance, and plant errors. There are obvious exceptions to this; for
example, unavailability on a route where all hops are exceptionally
short will be due mainly to equipment outages, and may be so allocated.

The allocation to fading, therefore, is 0.01 percent (two-way)
annually. In the past, this allocation had been apportioned between
multipath and obstruction fading ("earth -bulge" fading). However,
the occurrence of intolerable obstruction fading can be decreased by
increasing clearance (higher towers or shorter hops) or by increasing
system gain margin ; reliability records show that there has been a
gradual decrease in the occurrence of obstruction fading over the
years." In the construction of new hops or in the upgrading of older
ones in locations where obstruction fading is known to occur (or by
related experience is expected to occur), increased clearances (or limits
on path lengths) are assumed to be used. Consequently, no allocation
to obstruction fading is made in space -diversity engineering ; the entire
0.01 percent two-way annual fading allocation is applied to multipath
fading. The one-way annual multipath fading allocation for 250 miles
becomes 0.005 percent or approximately 26 minutes per year (1600
seconds per year). The corresponding allocation to a hop D miles long
is 1600 X D/250 seconds per year (165 seconds per year for the average
26 -mile hop).

Estimated annual time below level (for comparison with the objec-
tive) is obtained from the equation for T in the previous section, with
To describing the length of the fading season. As a geographic average,
the value of To in this estimate is equal to the number of seconds in
three months; this assumes that all significant fading is contained in
two heavy and two medium fading months, which is equivalent to
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Fig. 5-Annual time below level (average case). Objectives: (a) short haul = 165
seconds/year, (b) long haul = 20 seconds/year.

three heavy fading months." Estimation of the length of the fading
season as a function of geographic location is discussed in Appendix C.

Continuation of the example of Fig. 4 provides the annual time-
 below -level curves in Fig. 5 (142 and 212 seconds below -40 dB at 4

and 6 GHz, respectively). For a fade margin of 35 dB, considered here
for the purposes of discussion, the time below level is too large, com-
pared to the 165 -second objective, by factors of 2.7 and 4 at 4 and 6
GHz, respectively; protection against multipath fading (space or
frequency diversity) is needed when the fade margin is 35 dB. At a
fade margin of 40 dB, the 4-GHz channel in the example can get by
without protection.

For long -haul radio the overall objective is also 0.02 percent, but the
route length is 4000 miles. However, long -haul transmission models
assume that half of the hops never experience significant fading." With
the addition of this assumption to those previously made in this sec-
tion, the long -haul multipath allocation to a hop D miles long becomes
1600 X D/2000 seconds per year (20 seconds per year for the average
26 -mile hop). In practice, long -haul radio has at least one protection
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channel, which is required for equipment protection and maintenance
and is used to provide frequency -diversity protection. Such use modi-
fies the need for space -diversity protection (see Appendix D). Use of
frequency diversity in short -haul radio can be expected to be infrequent
because of regulatory restrictions.'

IV. THE SPACE -DIVERSITY EFFECT

During periods of multipath fading, deep fades of signals received
on two vertically separated receiving antennas rarely overlap in time.
The relatively few that do overlap give rise to simultaneous time below
level (sum of durations of simultaneous fades, see Fig. 6), which is
proportional to L4 and can be expressed as7,8."

T, = T /I0, (6)

where T is the time below level of the signal received on the main
antenna and /0 is the available improvement, given numerically in
practical units by the following (see also nomogram in Fig. 7) :7.8

10 = 7 X 10-5v282IIDL2, s < 50,

where

(7)

v = relative gain parameter (gain of secondary antenna relative
to main antenna in dB is 20 log v),

s = vertical separation of receiving antennas in feet, center -to -
center,

f = frequency in GHz,
D = path length in miles,

and

L = level parameter (level in dB relative to normal is 20 log L).

NORMAL LEVEL

TIME

DURATION OF
SIMULTANEOUS FADE
OF DEPTH
20 LOG L dB

Fig. 6-Definition of simultaneous fade.

110 THE BELL SYSTEM TECHNICAL JOURNAL, JANUARY 1975



40
 -

30
 -

-

20
 -

r-

14
 -

P
A

T
H

 L
E

N
G

T
H

,
D

 (
M

IL
E

S
)

11
 -

2

F
R

E
Q

U
E

N
C

Y
f (

G
H

z)

20 30 40 50

A
N

T
E

N
N

A
S

E
P

A
R

A
T

IO
N

,
s 

(F
E

E
T

)

/

-6
-1

R
E

LA
T

IV
E

 G
A

IN
 O

F
S

E
C

O
N

D
A

R
Y

 A
N

T
E

N
N

A
,

10
 L

O
G

 v
2 

(d
B

)

Fi
g.

 7
-N

om
og

ra
m

 f
or

 a
va

ila
bl

e 
im

pr
ov

em
en

t I
P.

30
 -

10
 -

40
 -

50
 -

F
A

D
E

 M
A

R
G

IN
,

-1
0 

LO
G

 L
2

(d
B

)

15 20
 -

30
 -

40
 -

60 80
 -

10
0-

15
0 

-

20
0 

-
A

V
A

IL
A

B
LE

IM
P

R
O

V
E

M
E

N
T

, I
a



Equation (7) applies only for the ranges of variables indicated on the
nomogram in Fig. 7. Extrapolation of the scales may lead to errors.
For example, under some conditions the increase in improvement due
to an increase in separation over 50 feet may be small. Separations for
which the available improvement is less than 10 should not be used ;
if possible, separations of at least 30 feet should be used.

The example of Fig. 5 is continued in Fig. 8 to demonstrate drawing
of a curve for T,; the secondary antenna in the example has the same
gain as the main antenna (v2 = 1) and the vertical center -to -center
separation of the antennas is 30 feet (s = 30). The values of /0 at - 40
dB are 145 and 97 for the 6- and 4-GHz channels, respectively. The
values of T. at -40 dB are 212/145 = 1.46 seconds and 142/97 = 1.46
seconds, identical for 6 and 4 GHz. This comes about because both T
and /0 are proportional to frequency. Having established one point
(1.46 seconds at -40 dB) for T., we draw through it a line with a slope
of a decade of time per 5 dB, as specified by the L4 functional depen-
dence. When /0 becomes less than about 5, terms in addition to that
proportional to L4 are needed to describe T which is why the line for
T. in Fig. 8 is not extended all the way to the left into the region (nor-
mally not of practical interest) where T. approaches T.

The simultaneous time below level in Fig. 8 is smaller than the 165 -
seconds -per -year short -haul objective for fade margins larger than
about 30 dB ; it is smaller than the 20 -seconds -per -year long -haul
objective for fade margins larger than about 34 dB.

V. COMPARISON OF SPACE AND FREQUENCY DIVERSITY

Space diversity in its most common form provides a protection
channel for every working channel (1 X 1 protection) on a per -hop
basis. Frequency diversity usually provides one or two protection
channels for m working channels (1 X m or 2 X m protection) on the
basis of switching sections that can contain as many as 10 hops in
extreme cases. The most effective form of frequency diversity is, of
course, 1 X 1 on a per -hop basis (now restricted in use at 4 and 6 GHz
because of spectrum conservation) ; this can readily be compared to
space diversity.

For equal performance the available improvements, /0, are equated.
A convenient form for /0 is

0 = v2qL-2,

where for space diversity (from the previous section)

q= 7 X 10-5s2f/D, s< 50
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Fig. 8-Annual simultaneous time below level for 30 -foot separation of antennas
(continuation of average -case example from Fig. 5).

and for frequency diversity"

q = 50(Af/f)/fD, Af < 0.5 GHz, (10)

where f is the frequency in GHz (4 or 6), and Af is the difference of
radio channel center frequencies, also in GHz; D is the path length in
miles. Values of separations in space and frequency providing equal
performance (for antennas of equal size; v' = 1) are obtained by
eliminating q from (9) and (10) :

s = 106 A ,(1f, in the 4-GHz band,
= 57.5 IX, in the 6-GHz band, (11)
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SEPARATION IN MHz
400

Fig. 9-Separations in space and frequency providing equal protection (one -for -
one switching on a per -hop basis; antennas of equal size, v2 = 1).

where s is in feet. A 30 -foot separation is equivalent to a Af of about
0.08 GHz in the 4-GHz band and about 0.27 GHz in the 6-GHz band
(Fig. 9).

VI. SIGNAL PROCESSING

The signals received by the two antennas must be processed to obtain
a diversity signal. Static addition at RF is not practical, since the dura-
tion of one-half cycle at, say, 4 GHz is i nanosecond, and delay changes
of this magnitude in the relative arrival times of the two signals arise
easily because of daily angle -of -arrival variations. Without dynamic
phase compensation, such changes would lead to signal cancellations
during normal daytime operation, even when multipath fading is not
present. The cost of dynamic phase compensation has so far been
prohibitive.

Addition at baseband without dynamic phase compensation has
been used (duration of a half cycle at 10 MHz is 50 nanoseconds). In
some implementations, the weaker signal is dropped from the sum,
when the relative signal strength ratio exceeds some 4 dB, to improve
the signal-to-noise ratio of the diversity signal. Simultaneous time
below level can be used to approximate the time below level of the
diversity signal.

Switching, particularly at RF, permits an economically advantageous
configuration of equipment. The simultaneous time -below -level curves
(Fig. 8) describe the performance of an idealized comparator (switch),
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where the diversity signal is, at every instant, the stronger of the two
received signals. The switching activity, accompanied by undesirable
step phase changes, is high. This can be reduced by introducing hys-
teresis, but at the cost of reduced performance. Suppose switching
occurs only when the ratio of the received powers is larger than a
number b2 (10 log b2 in dB). The improvement realized becomes

I = n/ o, (12)

where an estimate of the efficiency factor n (see Appendix E) is

n = 2/(1)2 + b-2). (13)

As an example, when 10 log b2 is 6 dB, n is 0.47, and an available im-
provement of 100 becomes a realized improvement of 47.

A different approach must be used when only one receiver per radio
channel is available, which is the case in long -haul radio. The diversity
implementation utilizes an RF waveguide switch activated by the
AGC voltage when the receiver input falls below a threshold (one
example of switching logic is shown in Table I). Switching of this sort
has been referred to as threshold or "blind" switching, since at the
instant of switching there is no assurance that a stronger signal will
be available at the other antenna. Most of the time, a stronger signal
is found, since few of the deep fades on the two receiving antennas
overlap in time. The time below level Te for threshold switching is cal-
culated (see Appendix F) in Fig. 10 for a 4-GHz channel (in continua-
tion of the example from Fig. 8) ; the threshold is at - 35 dB relative
to normal. The values of T, and T, are identical at the threshold. Above
threshold, Te approaches T rapidly, since the switch does not act for
fades during which the minimum signal does not drop below -35 dB.
The part of Ti of importance in space -diversity engineering is the
straight-line section below threshold. This straight-line section is
parallel to T, since it represents an average of the two single -antenna
statistics by virtue of the continued cycling of the switch due to failure

Table I - Switching logic of a threshold switch

Switch
Output
Relative
to Switch
Threshold

Switch
Connected to Action

High
High
Low
Low

Main antenna
Secondary antenna
Main antenna
Secondary antenna

Stay on main antenna
Switch to main antenna after 15 minutes
Switch to secondary antenna after 0.1 second
Switch to main antenna after 0.1 second
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Fig. 10-Time below level in threshold switching-continuation of average -case
example (4 GHz, threshold at -35 dB, 30 -foot separation of antennas).

of the receiver to locate a signal stronger than the threshold value,
which is - 35 dB relative to normal in the example.

A suitable value of the threshold is about 2 dB above the fade margin.
The - 35 dB threshold in the example would be appropriate for a fade
margin of 37 dB. The improvement (It = T/Tt) is constant below
threshold (about 30 in the example) and equal to the value of I, at
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Fig. 11-Example of reduced performance due to smaller secondary antenna (10
log = - 6, other parameters as in Fig. 10).
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the threshold. This is one reason for placing the threshold close to the
fade margin, since a threshold at -30 dB, for example, would provide
an It of only about 10. A second reason is to limit the occurrence of the
phase steps due to the cycling of the switch to occasions when the
signals border on the unusable (actually, the chance is small that the
signals remain for prolonged periods in the 2 -dB corridor between the
threshold and the fade margin, and many of the phase steps will occur,
therefore, when the signals are unusable). The cycling should occur at
a rate of at least five times per second; at much slower rates, a good
signal is not found fast enough and performance deteriorates. Cor-
ridors smaller than 2 dB should be avoided, since signal drifts caused
by aging of equipment or noise accumulation from hop to hop in a
switching section can frustrate design intentions and require frequency
diversity action before space diversity.

Use of a smaller secondary antenna reduces performance, as illus-
trated in Fig. 11, where the only change from Fig. 10 is that a second-
ary antenna with 6 dB less gain (v2 = 0.25) has been used. The im-
provement It has decreased to about 8 (c-:-.; 30/4) from about 30 in the
equal -size -antenna case.

VII. SPACE -DIVERSITY TRANSMISSION

Space diversity for microwave radio is usually envisioned as diversity
reception; i.e., the system consists of a single antenna which transmits
to two vertically separated receiving antennas. Since the path loss
from antenna to antenna does not depend on the direction of trans-
mission, an arrangement of two vertically separated transmitting
antennas and a single receiving antenna can also be used.

Combined use of transmitting and receiving diversity can reduce
tower work; on a long route only alternate towers would be affected.
A single bad hop can be corrected by additional installation at one
end only. On hops where additional installation at one end is impossible
because of economics or zoning, use of both transmitting and receiving
diversity at the other end provides full diversity protection in both
directions.

A drawback to transmitting diversity is the vulnerability of the
control signal. In diversity reception, the signals from both antennas
are always available at the switching site, to be processed in any de-
sired manner. In transmitting diversity, only one antenna can transmit
at a given frequency at a given time (dynamic phase correction for
control of the two transmitters does not appear feasible or desirable).
The required control information must be fed back from the receiving
to the transmitting end, since control must be based-because of the
frequency selectivity of deep fades (see Appendix G)-on fading in
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the controlled channel. The feedback link increases both the cost of
control and the possibility for failure of control.

VIII. FIELD EXPERIENCE

The basic experimental data on simultaneous fading on vertically
separated receiving antennas were obtained in Ohio and Texas in
1966. The variation of the improvement as the square of the vertical
separation of the antennas was further verified experimentally in
Georgia in 1968 (Appendix H). Field followup in terms of monitoring
performance of in-service space diversity was carried out in 1972 in
California and Florida. The monitoring was made possible by the
development of Portable Propagation Recorders (PPR), the first
installation of which was at Brawley, California, in May 1972.

Space diversity in the California case was installed by Pacific Tele-
phone and Telegraph Co. to improve transmission availability of two
hops (Salton-Brawley and Brawley-Glamis traversing Imperial Valley)
on the Dallas -Los Angeles route. Extensive irrigation and high tem-
peratures with little wind combine to create severe fading on the two
hops in question. Measured and calculated values of /0 are compared
in Table II (Fig. 12 is an example of measured data). RF threshold
switching was used, and the comparison was made at the threshold
value (- 35 dB relative to normal) where It and /0 are equal." The
agreement of calculated and measured values is good, showing that the
equation for /0 is applicable under diverse climatic conditions.

Two hops monitored in Florida (Andytown South-Andytown North
and Andytown North-Okeelanta in Northern Everglades) were
equipped with secondary receiving antennas and RF threshold switches
as part of a program to improve transmission availability of hops that
fade heavily. The measured results and the predictions for Andytown

Table II - Comparison of calculated and measured values of /0
(Salton-Brawley and Brawley-Glamis, California)*

Antenna
Spacing
(feet)

Frequency
(GHz)

Path
Length
(miles)

Relative
Gain of

Secondary
Antenna (0)

/0 at 20 log L = - 35

Calculated
from

Equation (7)
Measured

30 4 42.6 0.41 7.6 8.0t
15 4 42.6 0.41 1.9 1.50
15 4 37.1 0.41 2.2 2.5§

* Antenna configurations were dictated by circumstances; generally, configurations
providing an improvement of at least 10 would be used.

t Brawley to Glamis, 7/7-8/14, 1972.
t Glamis to Brawley, 5/11-7/3, 7/7-8/14, 1972.
§ Salton to Brawley, 8/17-8/29, 1972.
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Fig. 12-Threshold switching, Glamis to Brawley, California. Reception at (a)
Glamis, main antenna (unprotected), (b) Brawley, 15 -foot separation, (c) Glamis,
30 -foot separation.

South to Andytown North are summarized in Fig. 13." At - 47 dB
(bottom level of the PPR for this case), the predicted time below level
in the 148 -day test period was insignificant (only a few seconds), and
none was measured. Diversity performance thus conformed to expecta-
tions and the needed improvement in transmission availability was
obtained.

IX. PATHS WITH PASSIVE REPEATERS

Use of passive repeaters (large reflectors of, say, 40 by 48 feet) on
ridges or hilltops is sometimes dictated by terrain or by the unde-
sirability of active repeaters in remote locations (power and mainte-
nance -access problems). Tests on a Alountain Bell hop (Lusk-Wen-
dover, Wyoming) in 1973 established that space diversity is operative
through passive repeaters." A design procedure for practical cases,
based on the Wyoming results, is :

(i) Determine reflector size to obtain reasonable fade margin.
(ii) Estimate unprotected time below level (T) as the sum of the

values of T for the individual legs (distances from reflector to
ends of hop).
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Fig. 13-Threshold switch operation at Andytown North, Florida.

(iii) Determine improvement needed to meet transmission avail-
ability objectives.

(iv) If improvement is needed, determine vertical spacing based on
longest leg (use at least 20 or 30 feet) ; use this vertical spacing
at both ends of hop.

(v) If an antenna pair is in the near field of a reflector, ensure that
projected reflector height is not less than the distance from the
bottom edge of the bottom antenna to the top edge of the top
antenna.

The experimental data obtained at Wendover and Lusk are sum-
marized in Figs. 14 and 15 (the parameters of the experiment are sum-
marized in Table III).19 Time -below -level differences for individual
antennas in a pair arise from gain differences in instrumentation
chains ; curves fitted to the points have the standard decade of time per
10 -dB multipath slope in the deep -fade region. The curves fitted to the
simultaneous fading points have the standard decade of time per 5 -dB
slope in the deep -fade region. Space -diversity reception at Lusk is
effective (Fig. 15), which is a result that could not be predicted using
present methods. Successful space -diversity operation at Wendover
could be predicted beforehand by viewing the transmitting antenna at
Lusk as a feed illuminating a large aperture (the double reflectors),
since little fading would be generated on the short Lusk -to -reflectors
leg.

The measured improvements at - 35 dB, 50 at Wendover and 30 at
Lusk, are larger than the calculated values of 40 and 16, respectively.
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Fig. 14-Space diversity on path containing passive repeater; reception at Wend -
over, Wyoming.

The difference arises partly because use of the longest leg in the cal-
culations is a simple approximation of a complex situation and partly
because some scattering of measured points around the averages pre-
dicted by the equation for /0 can be expected.
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Fig. 15 --Space diversity on path containing passive repeater ; reception at Lusk,
Wyoming.
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Table Ill - Parameters of Lusk Radio test-Lusk to
Wendover, Wyoming

Reflectors Two 40- by 48 -ft reflectors
separated by 138.5 ft

Path lengths from reflectors :
To Wendover
To Lusk

31.5 miles
9.5 miles

Antenna separations at Wendover and Lusk 24 ft (nominal) vertical center to
center

Frequencies:
Wendover
Lusk

6049 MHz received
6301 MHz received

Calculations:
Values of v2 arising from gain differences in

instrumentation chains:
Wendover
Lusk

Calculated improvement at -35 dB based on
31.5 -mile path length

Wendover (v' = 1.6)
Lusk (v' = 0.63)

Allocation to multipath fading from
performance objectives for 41 miles
(31.5 + 9.5)

v2 = 1.6
v2 = 0.63

/0 = 40
/0 = 16
1600 X 41/250 = 262 seconds

per year

The multipath objective for the Wendover-Lusk link is 262 seconds
per year one way (see Table III). Even allowing the annual time below
level to increase by a factor of two due to late summer and fall fading,
the objective can be met comfortably with receiver fade margins in
the 35- to 40 -dB range.

X. OVER -WATER PATHS

Over -water paths, undesirable because of reflections, are sometimes
unavoidable. When the over -water area is too large to permit shifting
the reflection point off it via a high -low antenna combination, space
diversity can be used to reduce reflection fading. A procedure for
determining antenna spacing is discussed in terms of the geometry
shown in Fig. 16, in which the reference plane coincides with the sur-
face of the water during "flat -earth" propagation conditions (i.e.,
those obtaining when K, the ratio of equivalent to actual earth radius,
is infinity). The "bulge" height h of the surface reflection point A is

h = dic12/1.5 K, (14)

where h is in feet when d1 and d2 are in miles. If the height h2 of the
receiving point were changed, then the relative phase of the rays
arriving via the paths TR and TAR would also change. For a fixed
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Fig. 17-Lake surface at various K values in over -water path example (N denotes
boundary of Nth Fresnel zone at a frequency of 4 GHz).
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transmitting antenna height ht, the increment in h2 for a change from
an in -phase to an out -of -phase condition (half interference fringe
spacing) is approximately (for large K), in feet,

Ohl ,-e' 1300D/f(ht - h), (15)

where ht and h are in feet, D is the path length in miles, and f is the
frequency in GHz.

The desired antenna separation for good diversity, therefore, would
be equal to M2, but this is possible for one value of K only, since Ohl
increases as h increases (an increase of h results from a decrease of K).
For protection over a large range of K, a suitable initial choice for the
antenna separation is

s = 1300D/fht, (16)

which corresponds to Ohl for K = co . The appropriateness of this

255

27 8
MILES

Fig. 18-Values of K at which lake surface is tangent to even Fresnel zone boun-
daries at a frequency of 4 Gllz.
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choice must be verified. In a recently examined situation (shown in
Fig. 17) the path length D is 27.8 miles, the transmitting antenna
height ht is 307 feet, and the receiving antenna height h2 is 255 feet;
since the planned hop is on the Gulf coast, the antennas are placed
high to avoid obstruction fading. Protection from fading created by
reflections from the lake surface is desired for values of K ranging from
1 to about -1- (Fig. 17 and the subsequent drawings were generated2

very easily on an xy-plotter driven by a programmable desk calculator).
Values of K for which the lake surface is tangent to even Fresnel zone
boundaries (determined by trial and error) are shown in Fig. 18; at
these values of K, signal minima occur at the 255 -foot height. For
4-GHz transmission, a first choice for diversity antenna separation
would place the second receiving antenna at the 225 -foot height
[ (1300 X 27.8)/ (4 X 307) r,--,' 30 ; 255 - 30 = 225]. Simultaneous sig-

MILES

Fig. 19-Even Fresnel zone boundaries at 225 -foot height for bottom receiving
antenna at a frequency of 4 GHz.
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nal minima will not occur on the two antennas because even Fresnel
zone boundaries for the 225 -foot height are not tangent to the lake
surface at K values that correspond to signal minima on the top re-
ceiving antenna (see Fig. 19). The question of optimization now arises.
It would be desirable to place the bottom antenna somewhat lower to
move the boundary of F2 down, further away from the lake surface
at K = 0.88; this would bring the boundary of F12 closer to the lake
surface at K = -1.7 and, therefore, is not desirable. If the design
requirements were relaxed to cover values of K between z and 00 only,
then the bottom antenna could be brought further down to make the
separation closer to the value of Ohl at K = 3.

A possible alternative location of the bottom antenna, foreground
clearance permitting, is the 85 -foot height (see Fig. 20). This has some

MILES

Fig. 20-Even Fresnel zone boundaries at 85 -foot height for bottom receiving
antenna at a frequency of 4 GHz.
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of the properties of a high -low shot, and the even Fresnel zone bound-
aries are well placed.

A final observation on space -diversity design for protection from
reflections is that the antenna spacings often are suitable, fortunately,
for protection from atmospheric multipath fading.

XI. CLEARANCE RULES

Operating experience indicates that propagation conditions in
various sections of the United States can be classified, in broad terms,
as good, average, or difficult as shown on the map in Fig. 21. Desired
clearances for transmission between main antennas are summarized
in Table IV. In addition, hop lengths in coastal areas of the southern
United States are sometimes restricted to 20 miles to reduce obstruc-
tion fading.

Clearance requirements for antennas added to provide space -
diversity protection from multipath fading are less stringent : 0.6 F1
at K = I-, with a foreground clearance of 10 feet in the first 500 feet
from the antenna. In many cases, this permits placement of the sec-
ondary antenna below the main antenna.

It appears (from recent results discussed in Appendix A) that it
may be possible to relax the secondary -antenna clearance require -

GOOD

DIFFICULT

AVERAGE

Fig. 21-Geographic occurrence of good, average, and difficult propagation
conditions.
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Table IV - Clearance rules for top antennas

Propagation
Conditions

Clearance

Good
Average
Difficult

0.6 F1 at K = 1 (but not less than grazing at K = I)
The larger of 0.3 F1 at K = and F, at K =
Grazing at K =

ments ; however, results of further tests (now in progress) must be
evaluated before general recommendations on this can be made.
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APPENDIX A

Effects of Reduced Clearance

The purpose of the bottom antenna in a space -diversity pair is to
provide protection from multipath fading; its clearance therefore need
not be based on requirements for protection from obstruction fading.
Placement of secondary antennas lower than currently permitted would
reduce tower costs because of reduced wind loading.

An investigation of multipath fading as a function of antenna height
was undertaken at Palmetto, Georgia in 1972 at 4.198 GHz on a 26.4 -
mile path from Atlanta, Georgia." The path profile (Fig. 22; arrows
denote trees) shows that the controlling obstruction is located some 6
miles from the receiving antennas at Palmetto. Lines of sight that
graze the obstruction are shown in Fig. 22 for three kinds of atmo-
spheric conditions. Under normal conditions the gradient of the index
of refraction is - 39 N units per kilometer,* and the ratio K of the
equivalent -to -actual earth radius is I. When the gradient becomes
-157 N units per kilometer, the so-called flat -earth condition exists
(K = co) and clearance is substantial. For changes of the gradient in
the opposite direction, clearance becomes reduced ; in path design the
value of interest is K = s, which corresponds to a positive gradient of
79 N units per kilometer.

The projections of the grazing lines on the Palmetto tower are given
by the tops of the three bars on the right-hand side of Fig. 23, at 30,

The radio refractive index of air, n, is frequently expressed as n = 1 N X 108,
where N describes the refractive index in "N units."
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110, and 185 feet from ground. The center line of the horn -reflector
receiving antenna is 332.5 feet from ground. The center lines of the
antennas added for test purposes are labeled D6 through D9. The
antenna at D7 was a small 15 -dB -gain horn; the other three are 4 -foot -
diameter parabolic reflectors. The normal antenna height for recep-
tion from Atlanta would be at about D6; the tower is much higher
because clearance on another path controls its height.

The antenna of interest is the bottom 4 -foot parabolic reflector at
D9, with center line 95 feet above ground. The center line is 15 feet
below the point where the grazing line under normal conditions
(K = I) projects on the tower. The clearance in Fresnel zones is
about -0.2F1. The center line of the bottom antenna falls on the
grazing line when K is about 1.72, which corresponds to an index of
refraction gradient of about - 66 N units per kilometer, which is 27 N
units per kilometer higher than the gradient of -39 N units per
kilometer under normal K = I conditions.

The below -grazing location of the bottom antenna was further veri-
fied by noting that there was a signal loss of 14 dB when it was moved
from its previous (higher) location on March 14, 1972. A theoretical loss
of about 8 dB would occur if the obstruction were a knife edge; diffrac-
tion over a tree -covered hilltop accounts for the additional 6 -dB loss.

Data were analyzed on received power (recorded by MIDAS21)
during time intervals containing deep fading (more than 20 dB) on
any of the five receiving antennas in April, May, and June of 1972.
The total of such time intervals was about 13 hours during which the
amount of fading was similar for the top four antennas. The a priori
expectation was that the bottom antenna would fade more, since its
signal level during normal daytime conditions was 14 dB low because
of a lack of clearance. The opposite occurred : the signal received by
the bottom antenna faded less than signals received by the four upper
antennas.

The measured time -below -level data (during the 13 hours of deep -
fading activity) for the bottom antenna (D9) and the one above it
(D8) are shown in Fig. 24 (fading on the other antennas, after adjust-
ment for gain differences, was the same as that on D8). The single
antenna curves have the normal slope (decade of time per 10 dB) for
deep multipath fades. Time below level for the bottom antenna is
smaller than that for D8 by about a factor of three in the deep -fade
region.

Diversity performance of the combination of D8 and D9 was ex-
cellent. Simultaneous fades on the two antennas were never deeper
than about 18 dB from normal (see Fig. 24).

These results relate to aspects of radio propagation not covered by
previous experience or theory. Physically, the observations can per -
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Fig. 24-Fading measured at Palmetto, Georgia.

-40

haps be explained by the presence of layers with strong negative
gradients in the index of refraction that create fading but offset the
normal lack of clearance for the bottom antenna. Furthermore, since
the bottom antenna is relatively close to the ground, the terrain blocks
some of the potentially interfering rays, which would also tend to
reduce the amount of fading.

A tentative conclusion is that protection from multipath fading can
be obtained by placing the bottom antenna somewhat below grazing
under normal atmospheric conditions (diffraction loss of perhaps 10
dB). It must be established that antennas placed in such a manner
perform well consistently , results from tests at Culver, Indiana
(1973-1974) are encouraging.

APPENDIX B

Example of Roughness Calculation

The terrain heights (denoted by xi, terminal ends omitted) for the
19 -mile path in the example of Fig. 25 are provided in Table V.
The roughness (standard deviation) is the square root of the average
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Fig. 25-Determination of terrain roughness.

Table V - Example of terrain heights for 19 -mile path
(see Fig. 25)

xi (ft) xi (ft) xi (ft)

1 600 7 400 13 450
2 625 8 420 14 420
3 515 9 460 15 390
4 440 10 420 16 480
5 480 11 450 17 520
6 450 12 480 18 550

square of the deviation from the mean:

w =

(17)

M = 1 E xi = 8550/18 = 475 (18)
18 i_1

w = 1/(4133950/18) - (475)2 = 63.5 feet. (19)

APPENDIX C

Length of Fading Season

Multipath fading is a warm -weather phenomenon. Assuming that
the length of the warm portion of the year is proportional to the aver-
age annual temperature, the value of To to be used in eq. (2) to esti-
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mate the annual time below level is

To = (1/50)8 X 106 sec, 35 :5- t .... 75, (20)

where t denotes the average annual temperature of the locality in
question in °F as determined from Fig. 26.

In the average case (Figs. 5 and 8), To is equal to the number of
seconds in three months ; eq. (20) reduces to this when t is 50°F. The
temperature contours in Fig. 26 show that 50°F is appropriate for
middle latitudes in the United States and for Ohio in particular; data
from Ohio have often been used to describe average fading.

The range of average annual temperatures (Fig. 26) is from 35°F
in northern North Dakota to 75°F in southern Florida. The corre-
sponding fading season lengths range from 70 percent to 150 percent
of average (To ranges from 2 months to 41 months).

APPENDIX D

Addition of Space Diversity to Frequency Diversity

In the Bell System, fully loaded long -haul routes with radio channels
in both the 4- and 6-GHz bands will utilize cross -band frequency -
diversity protection with two protection channels -18 working chan-
nels in a 2 X 18 system." Expectations are that space diversity in
2 X 18 protection systems will be needed only when problem hops
are encountered-exceptionally high fading activity or unavoidable
ground reflections-that will have to be treated on an individual basis.
The need for space -diversity protection will arise on long -haul routes
that have radio channels in one frequency band only, 4 or 6 GHz ; the
single frequency -diversity channel permitted on such routes' may not
provide adequate protection in geographic areas where fading activity
is above average.

The time below level at the fade margin of an average working
channel in a frequency -diversity system with one protection channel
and m working channels (a 1 X m system) is approximately equal to
the simultaneous time below level of channels in an equivalent 1 X 1
system in which the separation of the center frequencies of the two
channels is

Afeg = ni/CE (1/A/01, (21)
k

where the sum contains am (m + 1) terms, extending the summation
over frequency separations of all channel pairs in the 1 X m system.
The equivalent 1 X 1 system (introduced to simplify calculations)
is derived from the first term in the alternating series describing trans-
mission unavailability" under the assumption that equipment works
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perfectly during fading (equipment failures are accounted for via the
allocation of transmission availability objectives).

The simultaneous time below level of the two channels in the
equivalent 1 X 1 system is

Teq = T/I.,2

where T is the time below level in an unprotected channel and

(22)

Ieq = qe,L-2, (23)

with q determined by using Afe, in eq. (10). As an example, in a
1 X 3 system with 60 MHz between channels

3

Lif" = (3/60) + (2/120) + (1/180)
= 41.5 MHz. (24)

Similarly, in a 1 X 7 system with 30 MHz between channels,

Aft,Q = 15.3 MHz. (25)

The use of these values of Af e, to calculate T., for one hop is illustrated
in the example in Table VI and Fig. 27. In a multihop switching section,
T., would be determined by adding values of Teq determined for each
hop.

-20

Teq FOR 1 x 7 ---).

Te, FOR 1 x 3 ---3.

OBJECTIVE

I I I

-25 -30 -35
SIGNAL LEVEL, dB RELATIVE TO

NORMAL, 20 LOG L

-40

Fig. 27-Example of need for space -diversity protection (see Table VI for path
parameters and calculations).
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Table VI - Sample calculations

Path parameters D = 20 miles (southern coastal area)
f = 6 GHz
w = 20 feet
t = 70°F

Fading in an unprotected channel c = 2(w/50) -L3 = 6.58
r = c(f/4)D310-5 = 0.79

To = (t/50)8 X 106 = 1.12 X 107 seconds
T = rT0L2 = 8.8 X 106 L2 seconds/year

Long -haul objective 1600 X D/2000 = 16 seconds/year

Equivalent 1 X 1 system
replacing 1 X 3

Af = 41.5 MHz
qeq = (50/6 X 20) X (41.5/6000) = 0.0029
I. = 0.0029 L-2

Equivalent 1 X 1 system
replacing 1 X 7

Af = 15.3 MHz
qeq = (50/6 X 20) X (15.3/6000) = 0.0011
./ = 0.0011 L-2

The long -haul objective (using D. to denote the length of the switch-
ing section) is

Tob = 1600D8/2000 sec, (26)

in terms of which the recommendations for the application of space
diversity are :

T < Lb, space diversity not needed, (27)

T> 1.5 To b, space diversity needed. (28)

Use of space diversity is optional in the tolerance band ( To b -.- Teq
-". 1.5 Tab), which reflects parameter uncertainties and the fact that
the approximation used to determine Teq overestimates the unavail-
ability. According to the above criteria, space diversity is needed in
the example in Fig. 27 (assuming a one -hop switching section with
40 -dB fade margin).

If space -diversity protection is needed, then it should first be applied
to the worst hop in a switching section. In subsequent calculations, T.
from eq. (6) should replace T for space -diversity -equipped hops,
since improvement due to space diversity is normally dominant.

APPENDIX E

Comparative Switching With Hysteresis

The analysis is carried out in terms of the envelope voltages (R1 and
R2) of the signals from the two receiving antennas. The antennas are
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assumed to be of the same size and R1 and R2 are normalized to be
unity in the absence of fading. The envelope R of the diversity signal
is a composite of R1 and R2 obtained by switching; R becomes R1 when
R1 > bR2 and R becomes R2 when R2 > bRi. The parameter b (b 1)

describes the hysteresis of the switch.
The probability of a fade of 20 log L dB is the probability that

R < L. Regions in the R1, R2 -plane over which the joint probability
density function p(Ri, R2) has to be integrated to obtain this prob-
ability are shown in Fig. 28. This shows that

L L

Pr (R < L) = dR2 R2) + f dR2 f dRip(Ri, R2)
0 0 2

over triangle 1,
(29)

1
f dR2 f dRip (RI, R2)

over triangle 2.

For deep fades and antennas of equal size,'

p(Ri, R2) 4q-TIR2. (30)

Substitution and integration gives

Pr (R < L) q --1L4
b2 b-2

2
(31)

In the absence of hysteresis, b is unity. When hysteresis is introduced,
b becomes larger than unity, and the probability of fading is increased
by a factor of 0.5(b2 b-2).

R2

IN THIS REGION A SUITABLE APPROXIMATION
A2 = bR1N, IS: HALF THE TIME R IS R1 AND

1\ HALF THE TIME R IS R2.

R = R2

= bR2

R = R1

R2

R1 --ft.
(a)

Fig. 28-Comparative switching with hysteresis.
Areas in which R < L.

44

(b)

(a) Switching diagram. (b)
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APPENDIX F

Threshold Switching Calculations

Below threshold the switch cycles, and R is R1 or R2 in equal amounts
of time; the below -level probability for below -threshold operation is,
with A denoting the threshold value,

Pr (R <L) = I Pr (R1 < L, R2 <A)
± Pr (Ri < A, R2 < L), L < A. (32)

Because of symmetry in the joint probability density function, this
simplifies to

Pr (R < L) = dRi dR2p(Ri, R2) L < A (33),

L A

0 0

for antennas of equal size. The below -level probability in above -
threshold operation is (invoking symmetry as above) the sum of two
terms. The first term describes the situation when R is R1, the second
when R has become R2 upon R1 dropping below threshold :

Pr (R < L) = Pr (A < R1 < L)
+ Pr (R1 < A, R2 <L), L> A. (34)

These equations are based on results obtained for correlated Rayleigh
distributed variables.2 Use of the probability density function from
eq. (30) in (33) gives a deep fade approximation :

Pr (R < L) u'A2L2, L < A, (35)

which shows the L2 behavior below threshold.
The curves in Figs. 10 and 11 were calculated (as outlined above)

for correlated Rayleigh -distributed variables with q determined from
the empirical expression for /0 (machine computation was necessary
because the integrals cannot be evaluated in closed form). The Rayleigh
distribution was used in the theoretical calculations because its previous
uses have provided insights valuable to the statistical description of

space -diversity operation. The theoretically predicted functional forms
have been verified by using actual fading records as inputs to com-
puter -simulated threshold switches.22

APPENDIX G

Common Control Switching

Space -diversity switching is normally implemented on a per -channel
basis : each radio channel has its own switch, and switching decisions
for a channel are based, in FM systems, on carrier levels received on
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Fig. 29-Improvement in a controlled channel as a function of frequency separation
from controlling channel (4-GHz band, 30 -foot antenna separation, 26 -mile path,
40 -dB fade margin).

the upper and lower antennas. Use of the carrier in one channel (con-
trolling channel) to control switching of other channels (controlled
channels) would reduce costs. For example, diversity transmission
could be controlled by the received carrier in another channel, thus
eliminating the feedback link ; similarly, a single broadband switch
could be used to switch a number of radio channels. Unfortunately,
the improvement obtained in such common control schemes is too
small to be of practical value.

The available improvement Lc in a controlled channel depends on
Af, the frequency separation of the carriers in the controlling and con-
trolled channels. When Af is zero, Lc is equal to the available improve-
ment /0 in the controlling channel, with /0 given by (7). In the limit,
as Lif increases and becomes large, Lc approaches unity as fading at
the two frequencies becomes independent. Theoretical estimates" show
that the initial decrease in No as Af increases from zero is rapid. As
an example, the approximate behavior of Le as a function of Af in the
4-GHz band is shown in Fig. 29 for a 30 -foot antenna separation on a
26 -mile path and with a fade margin of 40 dB. The value of Io, at
Af = 0 is about 100. At one channel separation, Af = 20 MHz, /.,
has decreased to about 3. Clearly, the improvement in the controlled
channels is too small to be of practical value. The lack of performance
in common control switching is simply a consequence of the fact that
deep multipath fades are highly frequency selective.
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APPENDIX H

Results of Palmetto, Georgia, Experiments In 1968

Power received at 4.198 GHz on five vertically separated antennas
(Fig. 30) was measured on a 24.6 -mile path from Atlanta to Palmetto,
Georgia over a 72 -day period in 1968 (August 16-October 27). Five
inputs of miDAs2' (Multiple Input Data Acquisition System) were
used to acquire the data. A power reading from the horn reflector on
top was obtained first; about 2 milliseconds later, a reading from the
top dish was obtained, and so on down the tower. This scanning was
repeated at a rate of five times per second. The readings were con-
verted to a logarithmic scale and recorded in digital form (nominally
1 dB quantizing) on magnetic tape for subsequent computer processing.
In the absence of fading, to conserve tape, the recording rate was less
than the sampling rate.

Improvement as a function of fade depth for the ten antenna pairs,
with separations ranging from 4 to 60 feet center -to -center, was ob-
tained by dividing at a given fade depth the measured time below level
for an antenna (T) by the measured simultaneous time below level
(T 0. The equation for improvement,

/0 = qL-2, (36)

was fitted to the points in the deep -fade region to determine a value of
q for each antenna separation (v2 = 1, since gains were set to equalize
free -space levels). The values of q so obtained are shown in Fig. 31
as a function of antenna separation; because of random differences in

HORN
REFLECTOR T - - T T -et-

8 FT I

I

1 12 FT

DI --Y.- 1

I 28 FT
D2 )- - - - _i_

60 FT

D4

Fig. 30-Receiving antennas at Palmetto, Georgia in 1968. D1 to D4 are 4 -foot -
diameter parabolic reflectors.
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Fig. 31-Variation of correlation parameter q: (a) Georgia 1968, and (b) eq. (9).
Increasing values of q denote increasing decorrelation.

T from antenna to antenna, there are two values of q for each antenna
separation, depending on whether T for the upper or the lower antenna
was used to form the ratio T/ Ts.

As a function of antenna separation, the correlation parameter q
first increases as the square of the antenna separation, but then levels
off and decreases (dotted line in Fig. 31) ; the presence of a small
dominant component in the multipath spectrum is the most likely
cause of this. Compared to eq. (9) (see also solid line in Fig. 31), q
is enhanced for smaller separations, but is reduced for separations over
about 50 feet. Dominant components being random on paths designed
for negligible ground reflections, the enhancement cannot be counted
upon when choosing an antenna separation; however, the possibility
that q may decrease for large separations must be provided for. This is
the reason why the applicability (for design purposes) of (7) has been
limited to antenna separations of 50 feet or less.
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A New, Fast -Converging Mean -Square
Algorithm for Adaptive Equalizers With

Partial -Response Signaling

By K. H. MUELLER
(Manuscript received December 5, 1972)

A new, generalized mean -square algorithm is presented to adjust the
taps of a transversal adaptive equalizer. Any knowledge of the channel or
the signaling format can be taken into account and will speed up the con-

vergence process. The main applications are seen in partial -response sig-
naling, where the new algorithm eliminates the interaction between the

individual tap increments. This is achieved by decorrelating the compo-
nents of the gradient in a fixed weighting matrix prior to the adjustments.

Convergence is
tion, a single iteration is sufficient to obtain the optimum tap vector (for

any timing and carrier phase). This is verified by computer simulations.
Finally, the new equalizer is compared with another structure recently
proposed, and some advantages of the new system with regard to imple-

mentation and flexibility are pointed out.

I. INTRODUCTION

Together with sophisticated modulation techniques and bandwidth -
conserving signal designs, automatic transversal equalizers are the
prime characteristics of the new generation of high-speed data modems
that have appeared on the market in the past few years. These modems
allow data rates in the range of 3600 to 9600 b/s to be transmitted
over voice -band channels. In addition to point-to-point transmission
between computers and data processing centers, a large demand for
high-speed data sets exists in multiparty polling systems. Because a
message in such a system may consist of only a few hundred bits, it is
essential that the start-up time of the modem be very short. Prefer-
ably, the modem start-up time should waste fewer bits than are
contained in an average message to guarantee a reasonable system
throughput. This would basically imply that start-up time should be
inversely proportional to the data rate; this is a very contradictory
requirement, since more accurate and complex operations are usually
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required during start-up of a high-speed modem than with a low -speed
version. Timing recovery, carrier recovery (if required), and training
of the automatic equalizer are the most important start-up operations.
The time that must be allowed for the equalizer training is usually
the major delay in start-up; thus, it seems worthwhile to concentrate
some of our efforts in this direction.

During the past few years, much attention has been given to partial
response signaling.'-' Some of these waveforms are particularly
attractive for data transmission over band -limited channels, since they
have a spectral zero at the Nyquist frequency. These signals can easily
be generated with virtually zero excess bandwidth, and yet their time
response decays faster than that of a sin (x)/x pulse. These advantages
result from a controlled amount of intersymbol interference in these
signals, which increases the number of levels in the baseband eye
pattern. In some formats, the impulse response has odd symmetry
and the spectrum is zero at dc (which is of particular interest if SSB
modulation is used).5 If a traditional transversal automatic equalizer
with an Nis (mean -square) gradient algorithms' is used for partial
response signals, the initial convergence will be very slow. Chang has
shown that the spread of the eigenvalues of the signal autocorrelation
matrix can become very large for Class IV partial response signals,
and he proposed a new equalizer structure that eliminates this problem
and thus can give fast convergence.' Of course, with the appropriate
modification of some parameters, his conclusions can be extended to
other partial -response signals as well.

In this paper, we propose an alternate solution to the problem of
fast partial -response signal equalization. Instead of changing the
equalizer structure, we propose to modify the tap updating algorithm.
The coefficients associated with the new algorithm are given by a
simple matrix inversion.

The advantages of the new equalizer structure are not limited to
partial -response signaling. Any knowledge of the channel or the
signaling format can be used to speed up the convergence process.
The classic transversal equalizer evolves as a special case (Nyquist
signaling) of the more general configuration that is proposed in this
paper.

II. A GENERAL MEAN -SQUARE ALGORITHM

Let us assume a transversal equalizer structure with N taps, with a
tap signal input vector xk and a tap coefficient vector c at time to + kT.
The equalizer output yk is given by

yk = xTc (1)
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and will not, in general, be exactly equal to the desired reference value

dk, the error being
ek = /k dk.

The Ms error that appears at the output will thus be

62 = E{ei},

(2)

(3)

and we now choose a tap -updating algorithm that adjusts c in such
a way that the Ms error (3) is minimized. The gradient of e2 with
respect to c can easily be obtained by combining (1) to (3),

1 a2g = --a-c = Efekxkl = Ac - v,

where we have introduced the signal autocorrelation matrix,

A = Efxkxrl,

and the signal correlation vector,

v = xkdki.

(4)

(5)

(6)

The optimum tap vector in the mean -square sense that minimizes (3)
is obtained when we set the gradient to zero,

Copt = (7)

We propose a tap -updating algorithm of the form

Cm+1 = Cm - Qfligirty (8)

where gm is the gradient evaluated with tap -vector cm after the mth
iteration, and Qm is a nonsingular matrix, which is discussed below.
Obviously, an algorithm of the general form (8) will stop updating
(turn itself off) when c = c.pt. If the algorithm converges at all, it

will thus converge to the Ms solution (7). The traditional steepest -
descent gradient algorithm is obtained as a special case from (8)
if we set Q. = 131 (or a more general diagonal matrix instead of the
unity matrix I if tapering should be included).

The algorithm (8) can be written in the form

c.+1 = (I - Q.A)c. Q,nv. (9)

If we introduce the tap error vector

it is easy to show that

4,n = Cm - Copt,

m

(10)

+m+1 = - (2.11-)4n = II (I - Q.A)+1. (11)
n=.1.
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Obviously, the convergence can be controlled to some degree by the
selection of Q., since this choice affects the eigenvalues of I - Q.A.
This is discussed in Section III.

III. SELECTION OF THE Q MATRIX

First we will make some general remarks without specifying that
the signal format be partial response. If the channel characteristics, de-
modulating carrier phase, and timing instant were perfectly known,
we would select Q = Q. = A--' and then obtain cos after the first
iteration. Actually, if that knowledge were available, it would, of
course, be easier to preset the taps to copt or to introduce a suitable
fixed compensation network. Unfortunately, the transmission channel
is not completely known. If, however, the spread within these channels
is not extreme, we can reduce the average equalizer training time if we
select a good estimate of the optimum tap vector for initial presetting.
For example,

c1 = E{Arivi}, (12)

where the expected value is taken over the ensemble of channels, and
a similar estimate for Q,

Q, = 0,[EfAin-i.
For a particular channel with

Ai = E{Ai} - Ai,

the critical matrix Bi = I - Q,Ai then becomes

Bi = (1 - 13,0/ -I- /3,[E{A i } ]-',6i.

(13)

(14)

(15)

If we select 13m = 1, the average Bi matrix is equal to the zero matrix.
For a randomly selected channel, the Bi matrix will, on the average,
be much closer to the zero matrix than with a gradient algorithm, and
faster convergence may be obtained. Modern digital signal -processing
techniques allow quick and easy change (or selection) of (12) and (13)
with different read-only memories at a fraction of the costs that are
involved when traditional compromise equalizers have to be changed.
Furthermore, even different signal formats may be processed effi-
ciently with the same modem.

IV. APPLICATIONS TO PARTIAL -RESPONSE SIGNALING

Our results have so far been quite general, as we have not yet
defined a special signaling technique. As was already mentioned in
Section I, we see a particular promising application to processing zero
excess -bandwidth partial -response signals. For such signals, the A
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matrix depends only on the amplitude characteristics of the channel
and is independent of the phase parameters' (timing phase, carrier
phase, and phase characteristic of the channel). Since the amplitude
response of voice -grade channels is relatively constant over the trans-
mission band (or at least under much better control than the phase
response), we may select an estimate

Q. = NmAO 1, (16)

where A 0 is the ideal partial -response signal matrix. More specifically,
for Class IV signaling, the matrix elements of A0 are

CAO ik = aik - - (17)

and for duobinary are

EA oiik = aik (18)

The inverse of both (nonsingular) matrices may be expressed as

= (I-G)-1 = I G G2 + , (19)

which shows that the elements of AV are rational numbers, and are
symmetric with respect to both matrix diagonals.

Having selected an ideal channel as an estimate for Q, our algorithm
takes the form

(I - 0.AVA)4). = (20)

Obviously, if we have only phase distortion, then A = A 0 and we
may select [3m = 1. The equalizer will then reach its optimum tap
vector within a single iteration because the matrix B, is zero.

If the channel has amplitude distortion, then A A 0 and thus
B, 0. The eigenvalues Xi and eigenvectors wi of AOA are defined by

AcTlAwi = Xiwi. (21)

Following a procedure shown by Chang,' we premultiply both sides by
wtiflo and obtain

wtAwi
Xs - (22)

wIA ow i

Since both A 0 and A are symmetric, positive, definite matrices, we
conclude that all Xi are positive. Chang' has further shown that the
eigenvalues can be bounded by

11/(0)ilin 5 Xi < 11/(0.)11., (23)

where H(co) is the quotient between the actual and the estimated
channel transfer function. For convergence, the spectral radius p of
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B. must be less than unity; this is guaranteed if we choose

0 < 13. < ,2 ,
Amax

(24)

since the eigenvalues Ai of B. are given by

,ui = 1 - i3,Xi. (25)

If the amplitude distortion is small, AVA is close to the identity
matrix, and the eigenvalues Xi will be closely scattered around unity.
We would then select fi, frz..-1 const ,c:-.; 1, and the matrix B would be
close to the zero matrix with all eigenvalues Ai close to zero. The tap
error vector after m iterations is given, from (20),

4, = (I - 13AVA)m+0 = Bin* (26)

if S is constant (this is, of course, replaced by the usual matrix product
if 13 = 13m). The squared magnitude of 4 and the excess Ms error are
given by the expressions

1 +.12 = 40B2m+0

2 = +,173mAB'n+0,

(27)

(28)

and can be used to estimate the convergence speed. The procedure
and the results are practically identical to those of Chang8 and are,
therefore, not repeated here.

V. IMPLEMENTATION

Figure 1 is a basic block diagram of the new equalizer. A version with
only three taps is shown for clarity, although a much larger and prefer-
ably even number of taps would actually be used. The upper part
represents a traditional Ms equalizer with the well-known circuitry
for correlating the error signal with each tap signal to obtain the
gradient g = Ac - v. Because of the particular structure of A for
partial response signals, the components of g are highly correlated.
The tap corrections obtained with a direct gradient algorithm would
thus not be independent of each other. This interaction (which would
cause a very slow convergence) can be eliminated if the gradient is
"decorrelated" in the fixed weighting matrix Q shown in the lower
part of Fig. 1. The resulting outputs are now decoupled and can be
used to adjust the taps free of interaction to obtain rapid convergence.

A somewhat different arrangement is shown in Fig. 2. Here the
(same) Q matrix is placed between the tap signals and the correlators.
It is obvious that this arrangement is equivalent to Fig. 1 because the
error signal is common to all correlator inputs.
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Fig. 3-Use of P matrix to obtain a modified equalizer structure.

As a comparison, we show in Fig. 3 a three -tap equalizer proposed
by Chang.' Here the input signal is first transformed by a weighting
matrix P into a set of orthonormal components that are then processed
as in a conventional equalizer. It is, in fact, identical to a conventional
equalizer except that the input signal vector x is replaced by Px,
where P is a suitably chosen matrix such that PTP = AV . Initial
presetting of the equalizer and constraining the range of the variable
gain coefficients can, however, be quite complicated with this structure.
These difficulties are avoided in the new proposal, since the equalizer
structure remains unchanged and only the updating algorithm is
modified.

Although the number of multiplications is the same in all three
structures (Figs. 1 to 3), we would like to point out one very important
difference : in Chang's structure, the accuracy of the transformation
is very critical. The input signals must be represented by their full
precision (say, 10 bits). To avoid round -off errors when all the products
are summed up, more than 12 accurate bits of these products must be
processed and can then (after summation) probably be rounded off
to 10 bits for the transformed tap signal. Any errors introduced in this
process will result in undesirable output noise that cannot be compen-
sated for by the equalizer. In the new equalizer, however, only the tap
increments are affected by errors in the matrix calculation. Obviously,
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a much lower accuracy is needed; in the extreme case, the correct
polarity will be sufficient. Even with comparatively large errors, the
tap -vector noise can be kept low by suitable scaling of the increments.
We thus conclude that the new equalizer has inherent advantages as
far as complexity, cost, size, speed requirements, and time-sharing
possibilities are concerned. Furthermore, simpler algorithms can be
derived from this one. If, for example, the structure of Fig. 2 is used
for an algorithm with tap signals quantized to one bit, the matrix
operation is reduced to controlling the addition and subtraction of
the coefficients and may, for a medium-sized equalizer, be cheap and
efficiently replaced by a suitably programmed read-only memory.
For such nonmean-square algorithms, the optimum Q matrix will, in
general, of course, be different from AV.

A few words should be said about the structure of the matrix
Q = .A6-1 in the special case of partial -response Class IV signaling. It
can be shown that every second diagonal array is zero ; furthermore,
if N is even, every second row (or column) is a shifted version of the
previous one. These properties are identical to those of Chang's P
matrix (the remaining nonzero coefficients are, however, different from
those of the P matrix) and can be used to simplify the signal -processing

operations.
Finally, we would like to point out that an all -digital implementation

for higher data speeds (group band) would still be extremely complex
and expensive. For such applications, an array of operational amplifiers
with suitable weighting resistors (probably mounted on a ceramic)
would be a far more economic solution with the present state of the art.

VI. SIMULATIONS

To test the proposals made in this paper, a 15 -tap ms equalizer was
simulated. A 4800-b/s, sss-modulated, partial -response, Class IV
signal was selected. A parabolic delay characteristic was assumed

with 1 -ms delay difference between the passband channel center and
edges. Table I shows the coefficients of the matrix Q = Aci. In Fig. 4,
the equalizer convergence is shown for four different timing phases
that are separated by 90 degrees each. After each iteration, the ms dis-
tortion of the overall impulse response is plotted. It is seen that the
minimum is basically achieved with the first iteration (the small resid-

ual error after the first iteration results from the time-domain trunca-
tion and round -off errors in the components of the initial impulse

response during the simulation). Some additional simulations were
made with an ms stochastic approximation algorithm (adjustments at
the symbol rate) and with amplitude distortion ; they also showed a
clearly improved convergence when the decorrelation matrix was used.
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Table I - Decorrelation matrix for N = 15
(elements multiplied with 36)

64 0 56 0 48 0 40 0 32 0 24 0 16 0 8
0 63 0 54 0 45 0 36 0 27 0 18 0 9 0

56 0 112 0 96 0 80 0 64 0 48 0 32 0 16
0 54 0 108 0 90 0 72 0 54 0 36 0 18 0

48 0 96 0 144 0 120 0 96 0 72 0 48 0 24
0 45 0 90 0 135 0 108 0 81 0 54 0 27 0

40 0 80 0 120 0 160 0 128 0 96 0 64 0 32
0 36 0 72 0 108 0 144 0 108 0 72 0 36 0

32 0 64 0 96 0 128 0 160 0 120 0 80 0 40
0 27 0 54 0 81 0 108 0 135 0 90 0 45 0

24 0 48 0 72 0 96 0 120 0 144 0 96 0 48
0 18 0 36 0 54 0 72 0 90 0 108 0 54 0

16 0 32 0 48 0 64 0 80 0 96 0 112 0 56
0 9 0 18 0 27 0 36 0 45 0 54 0 63 0
8 0 16 0 24 0 32 0 40 0 48 0 56 0 64

T
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1.0

10-'

10-3
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7
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72 i 31
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Fig. 4-Convergence of new algorithm for different timing phases.
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VII. CONCLUSIONS

The spread of the eigenvalues of the signal autocorrelation matrix
can become very large for signals with nonflat amplitude spectra. If
the gradient with respect to the tap gains of an Ms equalizer is calcu-
lated, its components are highly correlated. The resulting interaction
of the individual gain adjustments may cause a very slow equalizer
convergence. We have proposed a new Ms algorithm that eliminates
these problems. With this new algorithm, a set of uncorrelated tap
increments is calculated so that the individual adjustments are de -
coupled from each other. This can be achieved in either of two ways :
The gradient can first be calculated in the conventional way (corre-
lation of error signal and tap signals) and then be multiplied by a
decorrelation matrix Q to produce the final correction vector. On the
other hand, tap signals can first be passed through such a matrix and
the resulting outputs can then be correlated with the error signal. The
matrix Q is chosen as the inverse of the expected (average) signal
autocorrelation matrix A. The new algorithm was simulated for partial
response signals with zero excess bandwidth. In the case of a flat
channel, the optimum tap coefficients can then be determined within
a single iteration, independent of delay distortion, carrier phase, and
timing instant. This was confirmed by simulation. Compared with
other recent proposals for fast start-up, the new algorithm features
simpler presetting and requires less accuracy in the matrix trans-
formation. Furthermore, this method can easily be extended to systems
with nonmean-square cost functions.
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Numerical Evaluation of Integrals with Infinite
Limits and Oscillating Integrands

By S. 0. RICE
(Manuscript received March 15, 1974)

The numerical evaluation of slowly convergent integrals with infinite
limits and regularly oscillating analytic integrands is discussed. Functions
are presented that can be subtracted from the integrands to increase the
rate of convergence. One of the integrals used as an example is an often -
studied Fourier integral related to the power spectrum of a phase -modu-
lated wave. It is pointed out that, when Fourier integrals whose values are
known to be positive, e.g., probability densities, are evaluated by the
trapezoidal rule, the values given by the trapezoidal rule are never less than
the true values.

I. INTRODUCTION

This paper is in the nature of an addendum to an earlier paper in
this journal dealing with the numerical evaluation of definite integrals.'

Integrals with infinite limits and oscillating integrands often arise
in technical problems. In this paper, we assume that the integrand is
an analytic function of the variable of integration u (in a suitable
region) and tends to oscillate at a regular rate as u -+ 00 . The main
concern here is how to deal with cases in which the rate of convergence
is slow.

A number of ways have been proposed to handle the slow con-
vergence. One is to use integration formulas of Filon's type. In particu-
lar, E. 0. Tuck2 has given a formula of this type suited to an infinite
range of integration. Another method is to evaluate the contributions
of positive and negative loops of the integrand and apply Euler's
summation formula for slowly converging alternating series. Still
another is to (i) write the integrand in terms of complex exponentials,
(ii) deform the path of integration so that it becomes a path (or
portions of paths) of steepest descent in the complex u -plane, and then
(iii) integrate along straight-line segments that approximate the path.
A closely related procedure is to tilt the path of integration, if possible,
so that the integrand will decrease exponentially.
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In this paper most of our attention will be devoted to still another
method of improving the convergence, namely, that of subtracting
from the integrand functions that behave like the leading terms in the
asymptotic expansion of the integrand. This method is quite old. It is
related to a method used by Kummer to deal with series, and its
application to integrals is described by Krylov.3

Sections II through V are concerned with functions useful for
subtraction when the limits of integration are 0 and 00 . Section VI
deals with the evaluation of

00

J (b, a) = e-b [exp (bu--1 sin u) - 1 - bu-' sin u]eiaudu, (1)

which serves as a typical example of a slowly converging Fourier
integral with limits ± 00 .

The integral (1) has been the subject of several papers because of its
relation to the problem of calculating the power spectrum of a phase -
modulated wave (see Prabhu and Rowe4 and the references they
give). In Section VI, results of trial calculations are presented that
show that (1) can be efficiently evaluated by the trapezoidal rule after
suitable functions have been subtracted from the integrand.

Sections VII and VIII are concerned with the error introduced when
a general Fourier integral with limits ± 00 is evaluated by the trape-
zoidal rule.

II. PROPERTIES OF FUNCTIONS SUITABLE FOR SUBTRACTION-
LIMITS 0 AND 00

Let the integral to be evaluated be

I = f (u)du,

and let the leading term in the asymptotic expansion of f (u) for large
u be u-w exp (iau), where a is real and v > 0. Quite often, in performing
numerical integrations, this leading term is subtracted from the inte-
grand only for values of u that exceed some large value U. We have a
slightly different procedure in mind here.

Here we want to use the trapezoidal rule methods described in Ref. 1.
Since these methods require the integrand to be analytic, we assume
that f (u) is analytic in a region containing the positive real axis. Our
aim is to subtract an analytic function (which approaches u-v exp (iau)
as u 00) from f (u) over the entire interval (0, cc ). When this is done,
the resulting integral has an integrand analytic over (0, cc) and can be
evaluated by the trapezoidal rule methods described in Ref. 1 (see
especially Section IX).
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Functions suitable for subtraction when the limits are 0 and oo
should have the following properties :

(i) As u --)00 , they should be asymptotic to u cos au or u sin au
or, more generally, to

u-' exp (iau), (2)

where v > 0 and a is real.
(ii) They should be easy to compute and they should remain finite

at u = 0.
(iii) Their integrals between the limits (0, 0o) should be easy to

compute.

In some cases, moderately simple functions can be used for sub-
traction. If the leading term in the asymptotic expansion of the
integrand is (sin au) /u, then we can subtract and add the integral

r a > 0f: u-i sin au du = /2
-112,, a < 0.

Similarly, for (cos au)/u we can use

.1.:

and, for (cos au)/u2,

f:

(3)

u-Tcos au - exp (-au)]du = 0, (4)

(cos au)du/ (1 + u2) = lir exp ( - I a ) . (5)

The last integral (5) has the disadvantage that its integrand has the
asymptotic expansion

cos au cos au ± 
u2 us

, (6)

and if we desire to subtract terms of both 0 (u-2) and 0 (u-4) from the
original integrand, the term - (cos au) / u4 in (6) has to be taken into
account. In the applications we have in mind, the exp ( -au) in (4)
decreases so rapidly that it does not have to be taken into account
in the way that - (cos au)/u4 does.

III. GENERAL FUNCTIONS FOR SUBTRACTION -LIMITS 0 AND oo

Here we present a set of functions that meets the "ease of compu-
tation" requirements (ii) and (iii) reasonably well. It is quite likely
that there are better sets, but this one is the best I have been able to
find. There are two formulas according to whether v is an integer or not.
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The functions are the integrands in

-
fox u -n- g (e -an - e-Pu)ndu =

r(1
() n

e)

k -o (-)n -k( nk )
X [(n - k)a + kfi]n±'-1,

fa

co e-au - e-Pu
du =

u
1 L, i \

(n - 1) !
t

kt:, k -
,
i n kk kn )

X [(n - k)a + ki3].-qn[(n - k)a + 101

(7)

(8)

where n is a positive integer and n, «, $, and e are such that the integrals
converge. In (7), 6 is not an integer, and (00 = 1, (e)n = e(6 + 1) 
(6 + n - 1). In using (7) and (8), we set a = - ia/n, # = I a l /n.
In (7), n and e are chosen so that e < - 1 and n -I- e is equal to the
exponent v in (2). The choice e < - 1 is made to make the integrand
and its derivative in (7) approach 0 as u -> 0. This tends to reduce the
error in the numerical integration. Since a can be either positive or
negative M a = - ia/n and 13 = I a I /n, we take

- ir/2 .5 arg [(n - k)« + 43] < ir/2

when calculating the logarithm and the (n + e - 1)th power of
[(n - k)a + kill

Equation (8) is obtained by letting 6 -* 0 in (7), and (7) is based
upon (page 243 of Ref. 5)

dt { n -1 _ t) i
T (1 -n - e) = f 0** in_--7. e_,

(

1; '- 111 , (9)

where, in contrast to (7), E is restricted to 0 < e < 1 to secure con-
vergence. To obtain (7), expand [exp ( -au) - exp ( -#u)]" by the
binomial theorem. Then to each term exp [ - (n - k)au - kj5u], add
and subtract the series

-tio1 ( -u)i[(n - k)a + ki3T /1!.

Equation (7) then follows from (9) with t = [(n - k)« + kj]u and
the relation

kio ( -) k ( k) [(n - k)« + kfl]` = 0, (10)

where 1 = 0,1,  , n - 1. Equation (10) expresses the fact that un is the
lowest power of u in the power series for [exp ( -au) - exp ( -flu)]n.
After (7) has been established for 0 < E < 1, it can be extended by
analytic continuation to the values of e needed in the application of (7).

Other choices of a and (3 besides - ia/n and la I /n can be made in
(7) and (8). In some cases, it may be better to take a = - ia/n and
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= a b, where b is a positive constant at our disposal. For this
choice of a and 13, [exp (-au) - exp (-flu) ]n becomes exp (iau)
X [1 - exp( -bu) ]n and (n - k)« 10 becomes kb - ia. By using
these values in (7), equating imaginary parts, and letting e 1, we
can obtain

u-n-i - e-bon -) sin au du
n1

= Im E )n-k (kb + ia)nln(kb ia).
n! k =0

Here the integrand tends to (sin au)/un+i as u co .

IV. EXAMPLE ILLUSTRATING APPLICATION OF Ea. (8)

Consider the integral

I = (1 + u2)--iejudu, (11)

which is equal to K0(1) + iir[Io(1) - Lo(1)]/2, where Ko and /0 are
Bessel functions and L0 is a Struve function (page 498 of Ref. 6). As
u -*00, the integrand approaches

u-leiu -

Therefore, if we desire convergence like that of u-5e'is, we apply (8)
twice. First with n = 1, a = - = 1, and then with n = 3,
a = - i/3, =

1 (eitim - e -n13)8]
I = du [(1 u

-(eiue-u
2

1+ if! [-ln(-i) ln(1)]

1 1 v--,3 3 \- kL,0 k (-)3-k[(3 - k)(-i/3) k/3]2

X /72,[(3 - k)(- i/ 3) + k/3]. (12)

The second line reduces to iir/2 [which, incidentally, gives the com-
bination of (3) and (4)]. Although the last sum appears complicated,
it can be readily evaluated by a digital computer when the program
is written using complex variables.

The integrand in (12) now decreases as u--6eu when u is large, and
the integral can be evaluated by any suitable method of numerical
integration. Some computations were made using the trapezoidal
rule as described in Section IX of Ref. 1. In this method, the variable of
integration is changed from u to x, where u = a ln[1 exp (x/a)],
and the integral in x is evaluated by the trapezoidal rule. A computa-
tion using 52 points with h = Ax = 4.0 and a = 6 gave I = 0.42102 

i0.87308 -  , which agrees with tabulated values.
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This example brings to mind the question, when does one cease
subtracting terms from the integrand and start integrating? That is,
what is the trade-off between computing trapezoidal sums and those
sums in (7) and (8) ? There seems to be no well-defined answer, but
experience indicates that there is usually no need to make the integrand
decrease faster than the inverse fifth or sixth power of the variable of
integration.

Incidentally, the integral for I is quite readily evaluated by tilting
the path of integration. Arbitrarily choosing a 45 -degree tilt and setting
u = (1 + i)t carries (11) into

I = e-'f(t)dt,

f(t) = (1 + i) (1 + 2it2)-ie". (13)

The contribution of the 45 -degree arc at u I = 00 is zero by Jordan's
lemma (page 115 of Ref. 5). The integral is now in the form discussed in
Section VI of Ref. 1, and can be efficiently evaluated by the trapezoidal
rule after the change of variable t = eD, v = x - e-x. Computations
made with this example suggest that when "tilting" can be used, it is
preferable to "subtraction." However, tilting cannot always be used,
an example being the integral J(b, a) defined by (1).

V. EXAMPLE ILLUSTRATING THE USE OF EQ. (7)

Consider the integral

I=
0

(1 + u2)-516eiudu, (14)

the real part of which is related to the Besse] function K113(1). When
u 00 , the integrand becomes

u-5/3eiu ± 0 (u--." /3).

Therefore, to secure convergence of 0 (u-11/3), we apply (7) once with
n e = 5/3. Since n must be a positive integer, possible choices of E
are 2/3, -1/3, -4/3, . We also want E < - 1. We arbitrarily
choose E = - 4/3 (and therefore n = 3) to make the integrand of (7)
tend to 0 as u413 when u 0. Because n = 3 we take a = - i/3 and
# = 1/3. Then

I=
1.

CO

du[(1 + u2)-5/6eu - 11-513(eiu13 - e -u/3)3]

r (7/3) i (_
)3-k ( 3 )

+
( - 4/3) ( - 1/3) (2/3) k =0 k

X [(3 - k)(-i/3) + (k/3)1213. (15)
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This integral can be evaluated by the trapezoidal rule in much the
same way as was the integral in (12).

VI. NUMERICAL EVALUATION OF THE INTEGRAL J(b,a)

To simplify the discussion of J (b, a) defined by the integral (1), we
assume that b is positive. The parameter a is real and J (b, a) is an
even function of a.

The integrand in J (b, a) can be expanded as exp (iau) times

(bu-i sin u)n/n!,

and the term for n = 2 shows that the integral converges slowly.
Inspection shows that the rate of convergence can be increased by
writing J (b, a) as an integral from 0 to 00 and subtracting terms of
the form 11,-n exp (icu) as described in Sections III and IV. However,
it is more convenient to subtract terms of the form (u-' sin u) n and
use the known values of

B,, = f (bu--1 sin u)n cos au du/n!, (16)

where n > 1 is an integer and B is an even function of a.
When n = 1, B1 is equal to by for la < 1, to b7r/2 for I a I = 1,

and to 0 for la l > 1. When n > 2, B is a continuous function of a
which is 0 when a I >= n. When n LI 2 and I a < n,

()nB = n(nb/2 1)! in=0
E (-)m(

m
(n ± a - 2m)n-1, (17)

where M is the integer part of (n ± a)/2. The choice of the sign in ±
is arbitrary, but it must be the same in M and in (17). The minus sign
is the more convenient choice when a > 0.

When we desire convergence at the rate of, say, 1/u6, we subtract
and add e -b (B2 + B3 + B4 ± B5) :

J (b, a) = e -b f [ exp (bu-1 sin u) - 1
CO

- E (but sin u) n/n!] eiaudu e -b (B2 + B3 + B4 + B5).
5

(18)
n =1

Incidentally, J (b, a) is equal to e -b times the infinite sum B2
+ B3 + , a result useful for computation when b is small.

The integrand in (18) is an analytic function of u, and the results
of Ref. 1 suggest direct numerical integration by the trapezoidal rule.
Several trial computations were made to obtain an idea of the perform-
ance of this method of integration. In the actual work, the integral

INTEGRALS WITH INFINITE LIMITS 161



Table I - Values of J(b,a) obtained by the trapezoidal rule

b a h N Ural. J(b, a)

1 1 0.7 12 7.7 0.413 5433
1 4 0.4 20 7.6 0.000 0428
4 1 0.5 36 17.5 1.341 1671
4 4 0.4 45 17.6 0.011 6253

16 1 0.3 39 11.4 0.997 3179
16 10 0.225 52 11.5 0.000 2046
32 1 0.25 19 4.5 0.736 6452
32 10 0.175 26 4.4 0.007 6251

was rewritten as an integral from 0 to 00, and exp (iau) was replaced
by cos au. Typical results are shown in Table I. Here N is the number
of terms in the trapezoidal sum, and h is the spacing between successive
values of u. The trapezoidal sum was truncated at u = umax
= (N - 1)h. I believe the values shown for J(b, a) are accurate to
the number of places shown. A short table of J(b, a) for a lc. 1.25 is
given in Ref. 7, where J (b, a)eb is referred to as "Lewin's integral."
When b is large, the work of Prabhu and Rowe4 gives tight bounds on
.1(b, a) for all values of a.

The truncation value umax was chosen to be the value of u beyond
which the absolute value of the integrand remains less than 10-8.
This makes the truncation error less than 10-8umax/5. It can be shown
that umax has a maximum value of about 18 near b = 6.

The error E in the computed value of J(b, a) resulting from the
finite size of the spacing h, i.e., the "trapezoidal error," is of the order
of J(b, 271-h-' - a) when h is small. This follows from Section VII
below. The trapezoidal errors observed in the construction of Table I
agree well with the values of J(b, 21-h-1 - a) estimated from bounds
for J(b, a) given by Prabhu and Rowe.4 E decreases rapidly as h
decreases through the values shown in Table I.

VII. TRAPEZOIDAL ERROR FOR FOURIER INTEGRALS

Let the Fourier integral and the associated trapezoidal error be,
respectively,

1(a) = l F (u)eiaudu, (19)

E = h t F (nh) exp (ianh) - 1(a). (20)
n....-00

As in Ref. 1, Poisson's summation formula gives

E =
(E ± i ) 1(271ch-1 + a).
k = -... k-1
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When F (u) is an even function of u, I (- a) is equal to I (a), and
(21) gives

E = Dt [1(27rkh-1 - a) + I (271-kh-' + a)]. (22)
k=1

It is interesting to note that, if I (a) is known to be real and non -
negative for all real values of a, then E is nonnegative and the values
of I (a) obtained by evaluating (19) by the trapezoidal rule are always
greater than or equal to the true value of I (a), truncation errors aside.
This fact is of use in dealing with power spectra and probability
densities.

Now let F (u) be analytic in a strip in the u -plane containing the
real u -axis. When F (u) is even and analytic, usually only the k = 1
term in (22) is important if h is small. In addition, if a > 0, E and
I (27h-1 - a) are usually of the same order of magnitude.

VIII. DISPLACING THE PATH OF INTEGRATION OF A FOURIER INTEGRAL

In some cases, the numerical evaluation of the Fourier integral I (a)
defined by (19) can be facilitated by shifting the path of integration
from the real u -axis to a parallel path that passes through u = ic,
where c is some suitably chosen real constant. Changing the variable
of integration in the integral (19) for 1(a) from u to x, where u = x + ic,
and applying the trapezoidal rule to the integral in x gives the trape-
zoidal error

E' = h f F (nh + ic)eianh-ac - 1(a),

which, by Poisson's summation formula, goes into
-1

E' = E + i)
k = -co k =1

I (2irkh-1 + c)e2irkcih. (23)

When I (a) is known to be real and nonnegative for all real values
of a, then E' is nonnegative just as E is in (21), and the trapezoidal
values of I (a) obtained from the displaced path are greater than or
possibly equal to the true value of I (a), just as before.

The integral in the expression (18) for J (b, a) is of the Fourier type
(19), and some calculations were made to test the benefit obtained by
shifting the path of integration. Along the path u = x + ic, the real
part of the integrand is an even function of x, and the integral in (18)
can be rewritten as an integral from x = 0 to 00 of twice the real
part. For b = 32 and a = 10, the value of c was chosen to be 0.87. This
corresponds to the saddle point uo = 10.87 of exp (bu-' sin u + iau).
A trapezoidal rule evaluation with h = 0.3 along the line u = x + i0.87
gave J (b, a) to the accuracy shown in Table I. The number of terms
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required was N = 16 compared with N = 26 when the integration
was taken along the real u -axis (with h = 0.175).
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An experiment was designed to determine the effect of rainfall upon the
attenuation and polarization of millimeter waves. Vertically polarized
waves at 60 GHz were transmitted over a 1 -km path, and the energy re-
ceived in both the vertical and horizontal polarizations, as affected by rain,
was detected and recorded at the receiving site; similarly, a horizontally
polarized wave was transmitted and the same components measured. Data
were collected over a period of one year (1970) using an all -solid-state mea-
suring set. It was found that attenuation due to rain exceeded 42 dB for
5 minutes, and that a system employing orthogonally polarized signals
would have had to tolerate signal -to -crosstalk ratios as poor as 22 dB for
that same period of time.

I. INTRODUCTION

Crowding of the frequency spectrum is forcing designers of micro-
wave communication systems to use higher frequencies and to give
serious consideration to orthogonally polarized waves for increasing
communication capacity. If adequate orthogonality can be maintained,
the capacity of a system is double that of a system employing only one
polarization. However, it has long been known that imperfections in
antennas and other system components limit the degree of ortho-
gonality that can be maintained in a practical system. Rainfall on the
transmission path can also affect polarization and thereby limit the
degree of discrimination against the unwanted signals at the receiver.
The experiment described here was set up to determine the extent of
such depolarization as well as the attentuation of 60-GHz waves.

The mechanism of attenuation and depolarization involves the
geometry of raindrops. A number of workers have determined that
large raindrops are seldom spherical and that they are capable of
producing different amounts of attenuation for waves having different
polarizations.'.2 At the time our experiment was in the design stage,
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Semplak3 had already observed, at a frequency of 30.9 GHz, that
attenuation for horizontally polarized waves was significantly greater
than for vertically polarized waves during rainstorms. In this paper,
we report data at about twice that frequency.

II. DESCRIPTION OF THE EXPERIMENT

The propagation path at Holmdel, New Jersey, is about 1.03 km
long. The transmitting antenna is located on fiat terrain about 30
feet above the ground and the receiver is on the southern slope of
Crawford Hill. Propagation is along a path approximately 15 degrees
west of true north. The transmitted carrier frequency is 60 GHz, near
the maximum of the oxygen absorption line.4 A horn -reflector antenna
with 51 -dB gain is employed at the transmitter and a horn -lens
antenna with 53 -dB gain at the receiver. The net clear -weather path
attenuation is 39 dB, which includes a 15 -dB loss due to oxygen
absorption.

A single transmitter and receiver are employed. The polarization of
the transmitted wave is switched from horizontal to vertical 10 times
per second and the signal is gated on and off at a 20 -Hz rate. The re-
ceiver is switched to respond five times per second, first to a horizontally
polarized wave, and then to a vertically polarized wave. As a result
of the switching we provide four separate outputs corresponding to the
following conditions of polarization :

(i) Transmitter and receiver both horizontal, designated ThRh.
(ii) Transmitter and receiver both vertical, designated Tar?..

(iii) Transmitter horizontal and receiver vertical, ThR..
(iv) Transmitter vertical and receiver horizontal, T.Rh.*

Output signals corresponding to these four conditions are recorded
separately and constitute our data. The effects we measure are the
differences in the fading suffered by the various components during
rainstorms.

The pulse output of each gate is detected and integrated, applied
to a logarithmic amplifier, amplified, and recorded. It was not difficult
to obtain a truly logarithmic output over an 80 -dB range of input
voltage, but it was difficult to obtain a truly linear detector output.
By using one detector for the direct components and a separate one
for the cross -polarized components, we are able to accommodate 50 -dB
fades with the recorded output a truly logarithmic function of the input
over the complete range.

* In this nomenclature, for example, a cross -polarization discrimination is T,R,/
T vRh and a crosstalk ratio is 71.1t./71 AR..
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III. EQUIPMENT

The fact that we are dealing with a narrowband measuring set in
an application that requires a dynamic range of about 80 dB puts a
premium on frequency stability. A considerable part of our effort,
therefore, was directed toward obtaining such stability.

3.1 Receiver

We chose to injection -lock the receiving local oscillator to a stable
30-GHz signal obtained by harmonic generation from a 150 -MHz
source to obtain both a high degree of frequency stability and a low -
noise output. To provide means for injecting the locking signal, the
oscillator cavity shown in Fig. 1 was constructed. The IMPATT diode
is mounted at one end of the center conductor of this coaxial cavity
which is one wavelength long at 60 GHz. A probe, one -quarter wave-
length from the end, couples out 60-GHz energy into a section of the
RG 98/U output waveguide. The 30-GHz energy is coupled from the
RG 96/U injection waveguide into the cavity at a point one-half
wavelength (at 60 GHz) from the end of the cavity. Since this is at
a potential null for the higher frequency, coupling can be accomplished
with minimum reaction to the 60-GHz signal. The 30- and 60-GHz
waveguide sections are tuned by means of short-circuiting plungers
adjacent to the coupling probes. From an inspection of Fig. 1 it is
evident that oscillation and locking could take place at 30 GHz and
produce a 60-GHz output due to the generation of second harmonic.
Alternatively, 30-GHz oscillation could be suppressed by adjustment
of the coupling probe, leaving the circuit free to oscillate at 60 GHz

, TUNING

RG 96/U
INJECTION ---"t

WAVEGUIDE N

N

n.

ti

VOLTAGE
DISTRIBUTION

AT 60 GHz
- AND 30 GHz

- -RG 98/U OUTPUT
WAVEGUIDE

DIODE

Fig. 1-60-GHz imPATr oscillator. Diode is mounted at the end of the center
conductor of the coaxial cavity.
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Fig. 2-60-GHz solid-state receiver with injection -locked local oscillator.

and lock on the second harmonic of the 30-GHz signal. The latter mode
of operation proved most favorable.'

The IMPATT local oscillator in the receiver is locked to a signal
generated from the output of the 150 -MHz, crystal -controlled oscillator
(see Fig. 2). A high-level 300 -MHz voltage is applied to a step -recovery
diode which has an output tuned to 15 GHz, thus providing a fre-
quency multiplication of 50. The final locking signal, at a level of 0.2
mW, is obtained by doubling the 15-GHz signal in a diode harmonic
generator. The locking range with this power level is known to be a
few tens of MHz, which is sufficient to override cavity detuning due to
temperature changes. Output power of the local oscillator of the
receiver was about 4 mW.

For favorable adjustment, the FM noise output of the oscillator,
when injection locked, was found to come largely from the injection

* In a preliminary experiment, 3 mW from a tunable Gunn oscillator was applied
to the 30-GHz input to the oscillator, which delivered about 15 mW at 60 GHz. The
IMPATT output frequency could be varied over a range of plus and minus a few
hundred MHz by adjusting the frequency of the Gunn oscillator but leaving the
imPAIT tuning fixed, resulting in a very satisfactory frequency lock.
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signal. With a frequency multiplication of 400, this noise is 52 dB above
that of the 150 -MHz oscillator. However, the most frequently ob-
served situation was one in which the IMPATT was noisy and the
noise output was reduced by application of the locking signal. The
cavity adjustments that resulted in stable, low -noise operation were
obviously different from those that gave the widest frequency lock;
the former condition was used in operation.

In the receiver the local -oscillator output is applied to a balanced
converter where the incoming signal is translated to an intermediate
frequency of 160 MHz. The converter employs wafer -type, silicon,
point -contact rectifiers of the type described by Sharpless.5 A transistor
preamplifier with 10 dB of gain and a 2 -dB noise figure is coupled
directly to the converter. Although extensive measurements have not
been made, there is evidence that local -oscillator noise is not limiting
the performance of our system. The 160 -MHz signal is mixed with 150
MHz in a second converter to provide a 10 -MHz second intermediate
frequency. After amplification, this IF signal is detected by linear
detectors.

3.2 Transmitter

With only 0.2 mW of 30-GHz locking signal available, it was not
possible to obtain the high output power needed from the transmitter
and at the same time have a really satisfactory frequency lock. For
this reason, the transmitter is controlled by an AFC circuit using a
harmonically -generated 60-GHz signal as reference (see the block
schematic in Fig. 3). With a feedback factor of nearly 1000, the trans-
mitter output frequency is determined almost entirely by the cross-
over point of the 160 -MHz discriminator and, therefore, is largely
independent of changes in cavity tuning.

3.3 Performance

Before the system was installed in the field, the transmitter output
was coupled to the receiver and the resultant 160 -MHz IF signal
monitored with a frequency counter. The frequency stayed within a
few tens of kilohertz over a period of many days.

In the low -frequency section of the receiver, a logarithmic amplifier
of the type described by Paterson,6 simple and easily adjusted, pro-
vided a truly logarithmic output over a range of 80 dB. Obtaining a
linear detector to drive this amplifier was more of a problem, but by
amplifying the 10 -MHz signal to a level of about 50 volts at the
detector, a linear output was obtained over an input range of more
than 50 dB. The required 80 -dB dynamic range was obtained by
dividing the incoming signal into two branches, one to recover low-
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Fig. 5-Polarization discrimination with respect to stability. Not plotted for
weekends.

level cross -polarization signals and the other to process the high-level
signals.

3.4 Polarization discrimination and stability

After preliminary adjustments of the system on the path, a polariza-
tion shifter was placed in the receiver input to rotate the plane of
polarization of the incoming waves and thereby determine the polariza-
tion discrimination of the system. The resultant outputs, plotted on
Fig. 4, show that an excellent balance could be obtained for the
condition TRv/TRh but, as a result of system imperfections in the
antennas and other system components, the maximum discrimination
for the condition ThRh/ThRO was only 32 dB, which indicates that
slight elliptical polarization was present in the latter case. The system
is normally adjusted to operate near the minimum of the horizontally
cross -polarized component (see dashed line in Fig. 4), which at the
same time provides more than 30 dB of discrimination against the
vertically polarized component. Due to temperature or voltage changes,
the operating point varied somewhat with time, as shown in Fig. 5.
The gaps in the plotted data result from readings of stability not
being taken during weekends.* Although no particular steps were taken
toward stabilization, the discrimination ratio remained better than
30 dB over long periods of time without readjustment.

This remark applies only to stability readings; all other data were accumulated
continuously.
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IV. EXPERIMENTAL RESULTS

4.1 Distribution of fades

Although the primary purpose of the experiment was to obtain data
concerning polarization, it also yielded one year of information on the
distribution of rain fades. Figure 6 is a plot showing depth of fade
versus the fraction of time this fading level was exceeded. We see, for
this year, that for 60-GHz transmission over this 1 -km path, a rain -
fading margin of 40 to 42 dB would have been needed to meet a
reliability objective of not more than 5 minutes of outage time (a
probability of 10-5). These data are found to be in good agreement
with attenuations predicted from point rainfall rates.'

4.2 Polarization crosstalk distribution

The experimental results verify expectations that rainfall does
degrade the polarization of 60-GHz waves, although much less than
at lower frequencies.' The effect for this path is plotted in Fig. 7. The
solid dots indicate crosstalk into the vertical channel (T0R,/ThR,),
and the open circles indicate crosstalk into the horizontal channel
(ThRh/T,Rh). It is evident that, for our system, the polarization cross-
talk ratio is 22 dB or more for 5 minutes during the year 1970.

Figure 8 shows data for a heavy rainstorm of July 31, 1970. This
storm behaved as expected in the sense that all quantities varied in
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Fig. 6-Distribution of rain attenuation (1970).
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Fig. 7-Distribution of the crosstalk ratio.

21

the way one might expect from simple theory; i.e., differential attenua-
tion was always positive (fade in horizontal polarization was greater
than in vertical). The crosstalk variations were pretty much the
same for both polarizations, with the ratio becoming poorer during
the deeper fades.

On the other hand, the storm of November 4, 1970, plotted in Fig. 9,
did not produce results expected from the simple theory. For a con-
siderable portion of the time the differential attenuation was negative,
indicating that attenuation of the vertical component was greater than
that of the horizontal component. The fact that the crosstalk ratio in
both channels (Fig. 9) improved slightly in this case may be explained
by referring to Fig. 4, which shows the clear -weather operating point
near +0.5 degree ; a negative rotation (caused by the rain) of the
vertical component from this value would reduce the cross -coupled
energy and thereby improve the ratio. Similarly, a positive rotation of
the horizontal component would improve the crosstalk ratio in that
channel.

One expects differential attenuation at 60 GHz to increase with the
absolute value of attenuation (much less than at lower frequencies).2
This appears to be true on the average, as seen in Fig. 10. For fading
levels greater than 25 dB, the differential appears to remain constant,
but the limited amount of data available for very large fades makes de -
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Fig. 8-Behavior of the various polarization components for the shower of July 31,
1970.

termination of the trend uncertain. The data points are very scattered,
most likely due to variations of factors such as size, shape, and tilt of
the raindrops involved. A number of negative differential attenuations
are found for fades up to about 17 dB, but none above that value. The
solid curve in Fig. 10 is drawn through the average value of the
differential. A more significant quantity might be the maximum values,
shown by the dashed curve; the maxima seldom exceed 2 dB, which is
much less than the 6 dB observed' at 30 GHz for the same magnitude
of fading.
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Fig. 9-Behavior of the various polarization components for the shower of Novem-
ber 4, 1970.

V. CONCLUSIONS

Consideration of propagation measured over a period of one year
on a 1 -km path in New Jersey, at a frequency of 60 GHz, leads to the
following conclusions concerning this path and this frequency :

(i) Aside from polarization effects, a rain -fading margin of 40 to
42 dB would have been needed to meet a reliability objective
of less than 5 minutes outage per year on a 1 -km path.
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(ii) The 60-GHz attenuation produced by rain is usually, but not
always, greater for horizontally polarized than for vertically
polarized waves ; the differential is seldom greater than 2 dB
and the average differential is only 1.25 dB, even for fades
greater than 30 dB.

(iii) Rainstorms affect the polarization of 60-GHz waves trans-
mitted through them, although not nearly as seriously for a
given fade depth as at lower frequencies. A system accommo-
dating a crosstalk interference ratio of 22 dB would operate
satisfactorily over this path, suffering no additional outage over
that resulting from attenuation.
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Rain -Scatter Interference in Terrestrial
Microwave Systems

By K. BULLINGTON
(Manuscript received October 23, 1973)

The potential interference caused by scattering from raindrops is viewed
as foreground reflections that "spoil" the off -beam antenna pattern. This
approach greatly simplifies interference calculations and is sufficiently
accurate for most engineering purposes.

The principal uncertainty that limits not only this simplified approach
but also the "exact" solution is the inability to characterize the variable
rainfall distribution along any given radio path by a single parameter,
such as the rainfall rate, either at a point or as an average along the path.

I. INTRODUCTION

The potential cochannel interference between two stations, illus-
trated on Fig. la, is usually assumed to occur along the shortest
path (dotted line) between stations. The transmission loss along the
dotted path includes not only the free -space loss, but also any addi-
tional loss caused by obstructions or by site shielding. Transmission is
further modified by the antenna patterns in the direction toward the
other site. In addition, reflections from nearby trees and terrain may
reduce the expected suppression of the antenna in directions away
from the main beam.

If the two antenna beams intercept, any reflection from rain, air-
craft, or birds in or near their common volume can provide another
path by which interference can occur. While the magnitude of such
reflections is normally small, this "sneak" path has free -space trans-
mission with full antenna gain at one end and, thus, bypasses the
suppression that is normally provided by the antenna patterns and
shielding losses.

II. APPROACH

A simplified procedure for estimating the transmission loss by way
of reflection from rain can be obtained, in most cases, by replacing
Fig. la with Fig. lb. In this case, antenna G1 is replaced by a phantom
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(a) (b)

Fig. 1-(a) Plan view of two cochannel stations. (b) Interference path from common
volume.

antenna, G'i, whose equivalent gain relative to an isotropic antenna is
given on Fig. 2 for various frequencies and rates of rainfall. The
phantom antenna, Gi, can be considered to be located at the beam
intersection, which is at a distance r2 from G2.

In other words, the effect of rain is to fill in the nulls and reduce the
normal side- and back -lobe suppression of the antenna, and then to
raise it to within line of sight of the distant station. Even when all of
the energy from the transmitter is scattered, G; cannot exceed the
unity "gain" of an isotropic antenna. This means that for comparable
antennas, distances, and transmitter power, the unwanted scattered
signals will be less than the desired signal by the gain of the antenna
nearest the heavy rainstorm.

2 4 6 8 10 20 40 60 80 100 200

RAIN RATE IN mm/HOUR

Fig. 2-Effective antenna gain G; during rain.
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If the two antenna beams do not intersect, the antenna gain G2 is
reduced in accordance with its directivity pattern for the off -beam
angle between its axis and the direction needed for full intersection.

The use of Fig. 2 requires an estimate of the rainfall rate R to be
expected for a given percentage of the time. Typical values in current
use that are expected to be exceeded for no more than 10-4 of the time
are given in the following table.' For a probability of 10-5, the above
values of 10 log Z should be increased by about 6 dB.

Section of USA R

Southeastern and Gulf
East and Midwest
Pacific region
Rocky Mountain region

80 mm/hr
56
33
13

10 log Z'

53 dB
51
47.5
41

* Reflectivity factor Z =105 (R/50)1.6.

While Fig. 2 provides a first -order solution that is sufficiently
accurate for most engineering purposes, the complete rain -scattering
problem is, of course, much more complex. It is necessary to consider
the more general problem so that the quantitative significance of the
many secondary factors can be evaluated and included whenever it
is necessary to do so. Several solutions to the more complete scattering
are given in Refs. 2 through 4. In spite of the variety of methods,
symbols, and units, all of the papers referenced lead to essentially the
same quantitative results for the same set of assumptions, because all
use the same meteorological premises. The seeming complexity and
diversity result in part from the three-dimensional geometry and in
part from the inclusion of several factors that have been neglected in
the first -order solution in Fig. 2 because their quantitative effects are
small.

Atmospheric absorption is omitted from the first -order engineering
solution because it is an unnecessary complication at 4 and 6 GHz ; this
loss can be included, if needed, at the end of the computation. To some
extent, the omission of attenuation caused by rain is compensated for
by the asymptotic behavior of the curves shown on Fig. 2. These
curves include a factor to ensure that Gi -. 1. More complicated
methods (that theoretically are more accurate) add the expected
absorption loss and then offset it in part by a gain due to "forward
scatter." The difference between the two procedures is expected to be
less than the effect of the uncertainty in the effective rain rate for a
specified location and percentage of the time.

The polarization -mismatch factor is an additional loss of about
20 log cos r dB, where is the angle between the polarization of the
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desired and undesired signal. It is a safety factor that can ordinarily
be neglected, because the accuracy of the other factors in the overall
computation seldom warrants this precision. Some methods add 3- or 4 -
dB loss for this factor, but any assumption of a significantly larger
amount (say, 20 to 25 dB because the interfering polarizations are
expected to be orthogonal) seems unrealistic because the normal cross -
polarization discrimination can be significantly reduced during rain.

In addition, some references include a dielectric factor [(E - 1)/
(E 2)12. This factor is negligible for rain but is automatically in-
cluded in the factor Z used in Fig. 2.

Example

When the two stations illustrated in Fig. la are separated by z = 30
miles (50 km), the free -space loss between isotropic antennas is 138 dB
at 4 GHz. The net transmission loss along the z direction is

138 - G1 - G21 S, where S is the shadow and shielding loss in
dB and the antenna gains G1 and G2z (along the z direction) are also
expressed in decibels. On the other hand, the coupling loss from inter-
secting beams illustrated in Fig. 1 is 138 - - G2 + 20 log r2/z,
where CI is the equivalent antenna gain shown on Fig. 2 for the sta-
tion nearest the rainstorm and G2 is the antenna gain along r2 of the
more distant station. With 40 -dB antennas at 4 GHz, z = 50 km,
r2 = 62 km, and a rainfall rate of R = 100 mm/hour, the coupling
loss by way of rain scatter is 138 - ( - 25) - 40 + 2 = 125 dB.

In calculating the data in Fig. 2 it was assumed that the area of
maximum rainfall has an effective diameter D = 1 km; if the user
prefers some other value, say, D' in km, the rain rate to be used in
entering Fig. 2 should be R' = RD'. The model also assumes
(Gi/d) > (G2/72), but this is no restriction because of reciprocity.

III. DISCUSSION OF THE SCATTER PROBLEM

The remaining sections review the scattering equation that leads to
the results given in Fig. 2. In addition to the rain -scatter problem, the
general method given below also derives the radar equation, the ex-
pression for passive repeaters, and the equation for rough or smooth
ground reflections. The free -space transmission loss for a path length r
and a wavelength A is given by

PR =
G1A2 G1G2X2 A1A2

PT 47rr2 (47-02 (X02
(1)

where G is the antenna gain and A is the area of the antenna aperture.
The transmission loss PR/PT by way of reflection from a large plane
surface, illustrated in Fig. 3, is the product of two free -space paths.
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Fig. 3-Reflection from passive repeater.

The first section has an effective receiving area (cross section) denoted
by a and the second section has an effective transmitting antenna gain
g that is related to both the cross section a and the degree of both
smoothness and reflectivity of the plane reflector. By algebraic re-
arrangement, the expression is separated into the free -space loss to
the image of the distant antenna and a power reflection coefficient :

where

CI =

PR Gia gA2
PT 47-r? 474

Free space Reflected
to image power
antenna coefficient

Gilt 2 Crg

47r(ri r2)2 )( 4.74, '

xy rir2do - , ,

y ri r2

(1 + ) (1 +

(4waK )2
,

K = 1 for perfectly smooth surface (mirror)
exp ( -0) for irregular surfaces

-+ 0 for very rough surface,

and

(2)

(1) = standard deviation of phase variations caused by irregular
surface.

By the simplifying assumptions that ordinarily apply to radar
(G1 = G2 = 47-A2/X2; r1 = r2 = r; g = 1; K << 1), eq. (2) reduces to
the radar equation

PR G2X20"
PT (4703r4 (3)
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When both dimensions of the plane reflector in Fig. 3 are large
compared with the first Fresnel zone (4)Tcro), the cross section a = Ado.
For this case, the transmission loss is the free -space loss along the
image path multiplied by a power -reflection coefficient :

PR t G1A2 \( cr2K ) i G1A2 )
(K). (4a)

PT = \47(r1 + r2)2 A x2dg k 47r(ri + r2)2

When the y dimension of the plane reflector is less than the first
Fresnel zone, CI = y-Mo, the corresponding transmission loss is

PR I G1A2 v y2 \
(K).

(4b)
PT k 47r (ri ± r2)2 ) Ado )

Finally, when both dimensions of the reflector are small compared with
the first Fresnel zone, a approaches the geometrical cross section of the
reflector, and the corresponding transmission loss is

PR
( G1A2 \I Xy \2

PT 47(ri ± r2)2 A Ado ) (K). (4c)

In all of these cases, the first bracketed term is the free -space loss
along the image path.

When the cross-sectional area cr of a single reflector is small compared
with X2/4ir (or its surface is so rough that K --- 0), the energy is
scattered in all directions. The antenna gain of the scatterer [see (2)]
becomes g = 1, and this leads to

PR i A2 \( \ I cr \
P T k 4ird A 47rd ) k Lirri ) A'i r

where

(5)

G1 = 1

4ir fiiivOui

Al = cross-sectional area of beam from antenna 1 at distance r1

and

OTT,H = antenna beam widths in radians (assumed uniform).

The assumption of isotropic scattering is not strictly correct, but
Setzer5 has shown that, for frequencies below 30 GHz, the difference
between isotropic scattering and the exact value is less than 3 dB at all
angles.

The next step toward solution of the rain -scatter problem is to
assume a large number (NV) of small particles, each with a cross
section a << X 2 1 4 7r , randomly spaced with an approximately uniform
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V 1.2 P2V

A sin
- D

Fig. 4-Geometry of common volume.

density throughout the common volume illustrated in Fig. 4. The
resulting transmission loss is

where

and

A 2
4117:1 ;, (VN) 4/rd (aN) (1 +DaND)

= 4Airr2)2 (GI), (6)

N = number of particles per cubic meter,
V = common volume A'D,

D < 7'202
sin 0

s( size of rain cell with
maximum "uniform" rain rate )

The first bracket in (6) is the free -space transmission loss for a
distance r2 between an isotropic antenna and an antenna whose gain
is G2 = 47rA2/X2. The term aN is a meteorological parameter (total
cross section per cubic meter) that depends on the rate of rainfall and
the wavelength. Essentially, the same assumptions on the distribution
of raindrop diameters and on their velocity of fall are used by all the
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references with the result that

aN - 7510-18Z
A4 meters -1,

Z = reflectivity factor,
= 180 R1.6 from Ref. 2,
= 400 R1 .4 from table in Ref. 3,
= 200 R1'6 from Ref. 4,

and

(7)

R = rainfall rate in mm/hour.

Since the primary interest is in heavy rains (R > 50 mm/hr), this
work uses

Z= 105
50

(11 )1.5\ / '
(8)

which is in good agreement with all references in the vicinity of
R = 50 mm/hour, and splits the difference for much smaller and much
larger values of R.

The equivalent antenna gain given in Fig. 2 is based on
G' = aND/ (1 + a -ND) as defined in (6). The parameter D represents
a somewhat uncertain (or "rubbery") length which, perhaps, can best
be defined as the smaller of either V/A' or the diameter of the rain
cell associated with the peak rain rate. One of the references uses
D = 4 km in calculating its principal quantitative result, another uses
D = 1 km, and a third uses 0.71 km. In this work, a value of D = 1 km
is assumed in the results shown on Fig. 2.

Finally, the factor 1/(1 + a -ND) has been included to prevent a
calculated value of G' greater than unity, because such a result would
be inconsistent with the basic assumption of isotropic scattering.

IV. RAIN ATTENUATION

As previously mentioned, the first -order solution (using Fig. 2)
considers only the scattering and omits the attenuation caused by
rain. The attenuation computed by Setzer is shown by the solid lines
on Fig. 5 and agrees with values given previously by Medhurst.6.7
The dotted lines are calculated from the following empirical formula,
which may be useful for engineering purposes :

where

0.a - 3R2
2 dB/km,

[I ± On

A = wavelength in cm.
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As in the scattering problem, there is some uncertainty regarding
the effective distance to be used with the data in Fig. 5. The distance to
be used in computing attenuation is greater than the diameter of a
rain cell associated with the maximum rate of rainfall but cannot
exceed the path length. Many authors prefer to think in terms of the
average rate of rainfall over the actual path length, but this merely
transfers the uncertainty from an effective distance to the determina-
tion of the average R. Based primarily on measurements in New Jersey,
Hogg has related the average rainfall rate along a path to the rainfall
rate at a point in the same climate.' Typical values to be exceeded for
less than 10-5 of the time are given for path lengths in the 1- to 10 -km
range and extended to other climates. The results can be represented
approximately by the following empirical formula :

R ti+
5o)

Rd \-4
k

where

R = average rainfall rate along path d (in km).

(10)
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In principle, the rain attenuation can be computed if the number and
size of drops are known at every point in the space between the two
antennas at every instant in time. In practice, significant variations
with time and location are likely because the distribution of the rain-
storm is completely independent of the radio path.

Rain attenuation estimates are necessary in calculating the fade
margin against set noise, but only the difference in attenuation be-
tween signal and interference affects the carrier -to -interference ratio.
When the desired signal (C) and the interfering signal (I) are at-
tenuated equally, the C/I ratio is unchanged and the interference -to -
noise (I/N) ratio is less than in the absence of attenuation. When the
desired signal is attenuated more than the interfering signal (as, for
example, by heavy rain at a location to the left of the intersection
illustrated on Fig. la) both the C/I and C/N are decreased and either
one may be controlling. Estimates of outage time caused by rain at-
tenuation (low C/N) can be obtained without reference to rain scatter
or other types of interfering signals. Conversely, estimates of the
probability that a rain -scatter interference will exceed the set noise (or
some lower limit required by the difference in interfering effects be-
tween thermal noise and a single frequency tone) can be made inde-
pendent of the rain attenuation. For an efficient microwave transmis-
sion system, it is essential that the probability of service degradation
caused by interference should be less than for set noise alone. Any
more sophisticated attempt to combine the two separate probabilities
of outage requires more information on the distribution of rainfall
with geography and time than is available.

V. CONCLUSION

The interference caused by scatter from raindrops is a complex
problem, as indicated in the references. Some complexity is unavoid-
able when all pertinent factors are to be included regardless of their
magnitude. Fortunately, a relatively simple engineering method for
interference calculation can be obtained by neglecting several factors
whose magnitudes are small compared with the fundamental uncer-
tainty in the exact rainfall distribution along the path.
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Optimum Timing Phase for an Infinite Equalizer

By J. E. MAZO
(Manuscript received September 14, 1973)

A digital equalizer for data transmission linearly combines a sequence
of samples [b(r kt), k = 0, ±1, of the received data wave to miti-
gate the effects of intersymbol interference and noise. A natural question is,
How will the performance of such a system depend on the timing phase r,
0 T T?

We examine this problem in considerable detail for an infinite equalizer
using a mean -square measure of performance. Excess bandwidth results
in a significant difference in performance between the best and worst timing
phase. Under practical noise conditions, it is estimated that the excess
bandwidth must be down to 1 or 2 percent before the timing effect becomes
insignificant. With a 10 -percent roll -off, a 3 -dB penalty can be incurred
by choosing a bad timing epoch.

Our main result is that under conditions likely to be encountered on
channels similar to voiceband telephone channels, the optimum sampling
instants will be accurately approximated by the consecutive maxima and
minima of the sine wave that result when an alternating sequence of posi-
tive and negative pulses (dotting sequence) is transmitted. There are no
additional local minima of the minimum mean -square error as the timing
phase is varied.

I. INTRODUCTION

We consider a noisy, random, baseband pulse train,

b (t) = E anx(t - nT) n(t), (1)

where x (t) is the channel (or channel front-end filter) impulse response
and the an are independent binary data which take values ±1 with
equal probability. The additive zero mean gaussian noise process is
denoted by n(t). Under very ideal conditions, the pulse x(t) would be
of the form (sin at/T)/(irt/T), and sampling (1) at time t = k T would
yield the quantity ak n(kT). Under more realistic conditions, the
brick -wall shape of the above pulse is difficult to approximate in prac-
tice, and a smoother characteristic in the frequency domain is taken as
the ideal. Using some excess bandwidth (i.e., the Fourier transform
extends beyond r/T rad/s) still, in principle, allows the ideal set of
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samples expressed by

x(0) = 1, x(kT) = 0, k 0;

but this ideal set is never exactly attained in practice because of un-
known channel distortion. One possible measure of distortion could be

x2 (kT)

x2(0)

Actually, since there is now nothing special about choosing t = 0 as
the sampling instant for x(t), an even more appropriate measure
would be

E x2(7- + kT)
min k 00

T
x2(7)

The above measure allows us to choose a best sampling epoch T before
declaring how badly the signal has been distorted. However, any direct
consideration of the above type of criterion seems to result in con-
siderable mathematical difficulty. Also, in practice, one is more in-
terested in the situation where the set of digital samples { x (7 + kT)} ,

or rather their noisy versions { b (7 + kT)} , are linearly combined by
an equalizer attempting to undo the channel distortion. It is the dis-
tortion at the output of the equalizer that is of practical interest.
Remarkably enough, it is this distortion measured at the output of an
infinite equalizer that is most easily studied with regard to its properties
as a function of timing phase. A discussion of this dependence follows.
We begin by making more precise some of our general remarks.

The received signal b(t) is to be equalized by passing it through a
(2N + 1) tap transversal filter to yield for the signal portion of the
output a waveform

q(t) = E anh(t - nT), (2)

where

h(t) = gcnx(t_ nT). (3)

The coefficients cn are the tap weights of the equalizer and are adjusted
to optimize some measure of performance. Since decisions are based
on the sampled output q (t), one usually discusses the problem by fixing
a sampling epoch r and denotes the sampled values of x(t) and h(t)
by xk and hk, respectively. That is,

x(7 + kT) ------= Xk

N k = -1, 0, 1, . (4)
h(T + kT) ---E--- hk = E cxk_n

n. -.N
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We assume throughout that the tap weights are chosen to minimize
the expression

62 = f ill + (ho - 1)2 + at
rt.-..co

where al is the sampled noise variance at the output of the equalizer,
and the prime on the summation indicates deletion of the n = 0 term.
Letting Rn = R_n be the (discrete) correlation function of the sampled
noise at the input to the equalizer, we see that

and

N
=go E ciRj-kek

j,k.-N

N N

82 = E cimi_k + Ai_ock - 2 E CnX-n + 1,
idc.. --N n.-N

where the channel correlation matrix,

A,,n = i Xk-nXk-m)
k-oo

(5)

(6)

(7)

(8)

has been introduced. The optimum tap settings (copt)n are determined
by differentiating
system of equations for the best tap gains which, in an obvious matrix -
vector notation, reads

(A + R)copt = x. (9)

Using this in (7), we then obtain for the minimum mean -square error

8L = 1 - ho. (10)

Finally, we may state our problem. The above discussion of known
results was in terms of a fixed timing epoch T. Here we shall determine
for some special but important cases the value of 7, which will minimize
Rni, as defined above. Instead of resorting to a direct numerical in-
version of (9), we introduce the approximation of treating the equalizer
as infinite. This approximation aids the analytical inversion of (9) and
thereby directly leads to useful insights concerning the proper timing
epoch. It will be seen that in the N = 00 limit, timing recovery is only a
problem when the received pulse x (t) has a bandwidth greater than
1/2T Hz, a result that could have been guessed from the sampling
theorem. With the practical situation of excess bandwidth, there is the
possibility that a badly chosen timing phase will considerably de-
grade performance. Only when there is very little excess bandwidth,

EQUALIZER TIMING PHASE 191



say of the order of one percent, is the timing unimportant in practice.
Our main result can be best stated in terms of the pure sine wave that
appears at the channel output (sampler input) when the sequence
a. = ( -1)n (dotting sequence) is transmitted. The optimum sampling
instants are, under certain conditions, the consecutive maxima and
minima of this wave. Furthermore, if the timing phase is varied, no
extraneous local minima of the minimum mean -square error (regarded
as a function of timing phase) will appear.

II. MATHEMATICAL DETERMINATION OF OPTIMUM TIMING PHASE

On comparing (8) and (9), we see that the infinite matrix equation is
in the nature of a convolution and, therefore, is best solved by trans-
form methods. Thus, given a sequence { x. } , we define a transform

Xeq(w) = T E x. exp (- iwnr w I < -T

with the xk recoverable from X(w) in the obvious way :

1 frIT
Xk = X eq(W)eiw k dW (12)

_(TIT)

This formula shows that, from the impulse -response point of view,
X,(w) is, in fact, the Nyquist equivalent spectrum of x(t). That is,
if X (w) is the Fourier transform of x (t) , then

xeq (w) = E X (w - k 247 , Iwl T

In this transform language, the solution of (9) is*

T re,(w)
C (w) =

R ,(w) -T I X ,(w) 12

In writing this, we have made use of (8) to write

A (w) = I X eg(w) 12.

Equation (4) gives the relation

H (w) = C (w)x e(i(w) - IX oqi(w) 12

R (w) I X,, (W) 12

(13)

(14)

(15)

(16)

* We will not always use the subscript "eq" on the transform (11) when there does
not exist an associated impulse response in a natural way.
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and, hence, from (10) and the recovery formula for ho, we have

8 =
T

f TIT
R (w)

R ,(w) -T I Xe'(D) 12

dw. (17)
2Tr-(T/T)

Let us now explicitly put timing recovery into this solution for 8m,,.
In evaluating the above formula, one would naturally calculate X(w),
possibly by choosing t = 0 as the peak of the pulse x(t), and calculate
X(w) by (13). Any other timing epoch T can be obtained by replacing
X(w) by X(w) exp (iwT). This corresponds to sampling the original
x(t) at t = T instead of t = 0; in general, Xeq(w) will depend on T.

For further specifics, we limit our discussion to small but nonzero
excess bandwidth, letting a denote the fraction of excess bandwidth.
Thus, (1 + a) r / T is the total bandwidth (in rad/s) occupied by the
baseband pulse, a < 1. Further, we take the noise at the input to the
equalizer to be independent from sample to sample and to have vari-
ance cd; thus,

R,(w) = TQi. (18)

Equation (17) thus becomes

T friT dw

27r .1-or/T) 2 1 1Xeq(w)12+

2
T (TIT(1-a) dw

27r j_(riT)(1-4t) 2 + -1 I X eq(W) 12
T2

2ai
ir _O

T r dw

zrIT)(1-a) 2 + 1 lx. (w)12
cri

(19)

T2

We note that the first term in the right-hand side of (19) is not affected
by timing phase since the portion of I Xeq(W) I for I w I < 7/T(1 - a)
is not affected, whereas the second term, on account of the foldover
from excess bandwidth, is affected.*

To obtain estimates regarding the magnitude of the effects of poor
timing phase, we consider the case of an undisturbed pulse x(t) having
a transform X(w) that is equal to T for 0 < w < (1 - a)r / T and
decreases linearly to zero for (1 - a)r / T < w < (1 + a)7/T, with
X( - w) = X(w). If this pulse is sampled at t = 0, the "main bang"
has value unity, and there is no intersymbol interference. From (19),
the minimum mean -square error is 01(1 + cri) ai for small noise.

8 =

Of course, if there is no noise, the equalizer inverts Xeq(w) (if the latter is not zero)
without any penalty, and the question of timing is moot.
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If, however, it is sampled at T = T/2, we have

I xeci(w) 12 =

T2, 0 6_ w (1 - a) ;

aT2 (w - i-02, (1 - a) y-,7 5_ w 5_ ;
2

(20)

and, hence, with the infinite equalizer doing the best it can, we obtain
from (19) for small noise

62 = (1 - a)cr2i + acri tan-' -1
a-i

/ 7
k 1 - a)ai ± -2 acri.

(21)

If for binary transmission we assume a 10 or 15 percent roll -off (a = 0.1
or 0.15) and al = 0.01 to 0.04, we see that a degradation of from 2 dB
to 4 dB might be encountered. Only if the roll -off is of the order of
1 or 2 percent is the effect of timing negligible for the value of noise
power considered here.

We now concentrate further attention on the second term of (19).
We introduce a variable

A
ir ]= T [tv- -

Ta
(22)

for 7/T(1 - a) .5_,- w 5 it/T(1 + a); thus, -1 5 A 5 1. When w and
A are related by (22), we define a nonnegative amplitude function R(w)
and a real phase function v (A) by the relation

X(w) = R (A)eiwoo, R (A) Z 0. (23)

Further, we introduce the even and odd parts of amplitude and phase
about the Nyquist frequency w = ir/T(AL = 0) :

R(µ) = Rs (A) -I- Ro(A) (24)
R.(12) = R.(-- A); Ro(A) = -Ro(-1h);

co (1.1) = cee(A) + coo (µ) (25)
(Po (A) = co.( - ti) ; soo GO = - coo ( -/4).

Thus, for -1 5 12 : 0, we calculate

X, (A) 12 = CR! - RP) Coe (p. + RFJ, (26)

where, for notational simplicity, the A dependence of the function on
the right has not been shown. Using (26), the second term S of (19) is
written

-f

0 clAS = aal
4

1 oi ± 71
[(R2e - RO) cost ve ± RS]
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A number of remarks concerning (27) are in order.

(i) The odd component of phase distortion about the Nyquist
frequency does not influence "foldover" or the timing recovery
problem.

(ii) From the positivity of R (A), we note that (R2, - Rt,) >= 0. We
assume that ER2,(A) - fa(A)] > 0 on some interval contained
in -1 0.

(iii) Relative to an arbitrarily selected sampling instant, called zero,
the timing phase T enters co. through

(Pe =T T -I- (iA)) (28)

where 0.(.4) is the phase characteristic for T = 0. It is evident
that the mean -square error is a periodic function of r with
period T. Physically, if r is displaced by an integer (k) mul-
tiple of T, the "center tap" will be shifted k units down the
equalizer.

(iv) In many situations, can, to a first approximation, be treated
as a constant. A recent survey' shows that an "average" tele-
phone channel has an envelope delay that changes by 312 As
from 2850 Hz to 3000 Hz. Assuming this to be an excess band-
width region and the change to be due entirely to a quadratic
term in the phase curve yields a phase change of 8.4 degrees.*

We now come to the main point of this section, which is to recognize
where the optimum timing phase is. This will be done with the sim-
plifying assumption

= e = const. (29)

Since S is a smooth periodic function of T, we look for a minimum by
examining solutions of

that is,

sin 2 co. 1°

as - o
aT

(R2, - RS)dil
-1Qr

(30)

- 0 (31)

- (R2e - RO) cost (p. Rg]
T2

4

From (ii) we deduce that the integral is strictly positive and, hence,
the only solutions are those of

sin 24o, = 0. (32)

* This is meant to be a rough estimate only. No attempt was made to separate out
even and odd contributions to the change in phase. Low -end envelope delay is more
severe and this separation should be carried out so as to obtain a not -too-pessimistic
answer.
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Thus, because of periodicity the only solutions 7 of interest may be
written

7,--1-0= 0 (33a)

Y' T ± 9 ± ; = CE (33b)

By taking second derivatives of S with respect to 7, we see that the
first of these, namely (33a), corresponds to the minimum of S while
the second solution is a maximum. In addition to giving a description
of optimum timing phase, our discussion has also shown that for
co, = const. there are no other local minima of ain as T is varied.' Thus,
a gradient search for the optimum 7 is feasible. More precisely, we
have shown this for the quadratic Nyquist I criterion (5), and have
assumed that the search is slow in the sense that the equalizer "settles
down" before the next step in 7 is taken.

Equation (33a) provides a mathematical description of the optimum
timing phase 7 in terms of the phase 0 of the channel at the Nyquist
frequency it/T. It is useful to give a more physical interpretation of
this result. Consider the transmission of the special sequence a.
= ( -1)". From (1), we receive the signal

Or

E (-1)nx(t - nT),
n=o:.

which has as its Fourier transform
ce

X (w) E ( - 1) n exp (-iwnT)
n= 0.

aD co

= X(w) i exp (-iw2kT) -X (w) exp (-iwT) E exp (-iw2kT)
k= co k = -0.

2r i (w - kr 2r -
A ( ) exp (-iwT) E .3 (w - -7,-Icr )

T ' ' T ) T

4r kr
= -,,, X (w)

k
E 8 (w ---,)

.L odd I

Hence, if X (w) is band -limited to a bandwidth less than 37r/T, and if
we write X(7/L) = A exp (i0), the received signal is

-T
4 rt

A cos ( y, ± 0)

Comparing this with (32) and (33a), we see that the optimum timing

* See the appendix for a more general condition under which the existence of a
unique minimum is guaranteed.
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7* = i° (We - RD
L1 10-1 + (4/7'2)R2,12 At

where 7* is the approximate value of -y for optimum timing phase T.
We see 7* is bounded in magnitude by max e (µ), but in general it will
be a fraction of this. Assuming max E(µ) corresponds to 9 degrees, this
rough bound suggests that a correction of at most 5 percent of a sym-
bol interval would be required.

For a more refined estimate we take the following

phase is at the successive maxima and minima of the tone that results
when a dotting sequence is transmitted.

Finally, we note that corrections for a small, varying, even compo-
nent of phase distortion about the Nyquist frequency are easy to make.
If we define y by

r
-E, T + 0 '''. 7, (34)

where, again, 0 is the phase at the Nyquist frequency, and if we write
[recalling (28)],

(Pe (1) = y + E(µ), E(0) = 0,

where  (A) is assumed small, then

(0 (R2. - ne(µ)
J-1 Di + (4/ T2)R2e12 11

R.(2) = 1, Ro(A) = 11, and 61) = 40.

(35)

(36)

Note that R2, - Rg = (R. - Ro) (R. + R0) = R(A)R(-14). Since R(1)
will vanish by the design of the signal, R2, - Rg will be zero at 12 = -1
and, thus, no multiplicative constant is included in Ro(A). Using (36)
in (35) yields

-* r....,r ti - E L0
(1 _ 2,,A,24

i _
i0

..,_, (1 _ ,,)di.,

E

5.
(37)

Thus an estimate of 1 of the even part of the phase variation over the
roll -off band results for the correction term to (34). This would appear
to be a negligible effect.

III. DISCUSSION FOR PASSBAND TRANSMISSION

We now generalize the foregoing discussion to treat a QA.M passband
signal format. We assume a transmitted signal

EE anP (t - nT)] cos wct - CE bnp (t - nT)] sin wet, (38)
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where (an) and (bn) are independent digits. Let the impulse response
of the linear distortion medium m(t) be written as

m(t) = 2F1(t) cos wet - 2F2(t) sin wet. (39)

Further, denote the convolution of p (t) with F1(t) and F2(t) by x(t)
and y(t), i.e.,

p (t) *Fl (t) = x (t) p (t)*F2(t) = y (t). (40)

Then the received signal is

r(t) = cos wct[E anx(t - nT) - E bny(t - nT)]
- sin wctCE any(t - nT) E bnx(t - nT)] n(t), (41)

where n(t) represents additive gaussian noise. The waveform r(t) is then
linearly filtered by a passband equalizer, whose output can be de-
scribed by replacing x(t) by g(t) and y(t) by h(t), where

N N
g(t) = cnx(t - nT) - E dn y(t - nT)

-N

and (42)

h(t) = :4Ndnx(t - nT) 4cny(t_ nT).

noise has variance
vo = c+Rc d+Rd, (43)

where Ri; = R[(i - i) T]. We adopt as our criterion

82 = E gi ± g 0)
2

± t hi ± moo (44)

and seek to minimize this quantity. Analogously with the baseband
case we define two baseband autocorrelation functions [corresponding
to x(t) and y(t) in (41)] by

Anm = An -m = X j-nXj-m
j=-00

and (45)

cc

B nm = B n-m = E j-nY j-m
ja1=-00

Further, a cross -correlation matrix between x (t) and y (t), namely,

Knm = Kn-m = -Kmn = E - xi -my; -n) (46)
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If, as before, we write (x). = x_, (y). = y_., then

= c÷ (A + B)c (A B)d - 2c+ Kd - 2c  x 2d  y
+ 1 -I- c+Rc d+ Rd. (47)

If one defines the matrix Q = A + B R, the equations for the
optimum taps are

E (Q _.c,,, -K = x_
m

E K ._,.c,.) = -y-
m

and
82raln = 1 - (q0)opt = 1 - Copt  X + dept  Y.

We introduce the same transform as before, noting

Q(w) = IXB (w) 12 ± 1 Yeti (w) 12 R(w) = Q(-w)

and

K(w) = yi [XL, (W) Y., (w) - (w) Y:, (w)] = -K(-w).

Straightforward solution of (48) and (49) yields

82 _T riT Q(w)R(w)
min - 2r f_orir) Q2(w) K2(w) w

_T r IT [Q(w) - iK(w)]R(w)
2r Lorin Q2(w) K2(w)

T(*IT R(w)
= Q(w) iK(w) dw' (52)

where the oddness of K (w) [and evenness of Q(w) and R(w)] has been
used. If we formally introduce S(w) by

S(w) = X(w) iY(w), (53)
and

we see that

1Seq(w)12 =

or, briefly,

= X q(w) iY(w), (54)

EXag(w) iYeq(w)i[XL(w) ireq(w)]
1Xeq(w)12 + 1 Yoq(w) 12

iY, (w)X:, (w) - iX, (w) Y eq(w)
/TA (w) B (w) iK(w)],

Q iK = 8 "12 + R.

(55)

(56)
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Thus,
T TIT R (w)82mm

dw..= -(fIT) 1 S eq(W) 12
T +R (w)

(57)

This formula has a close analogy to the baseband formula when we
realize that the overall channel (transmitting and distorting filter)
has frequency characteristic

C(w) = IS(w - wc) iS*( -w - wc). (58)

Thus, in terms of the overall channel, (57) has a straightforward
interpretation. One uses a formula similar to the baseband version (17)
except that now one forms an equivalent Nyquist characteristic using
twice the positive frequency part of the passband channel and treats
the carrier frequency as zero. It is essential to note that the transfer
characteristic from which Seq (w) is formed no longer needs to have
even amplitude and odd phase about "zero" as would be required in
the baseband case. In particular, the envelope delays at the two band
edges can have an effect on timing phase. In practical cases, the carrier
frequency can be chosen to give equal envelope delays, thus minimizing
the effects of odd phase about the band edges. However, in doing this,
the amplitude effects may have worsened the situation. The main
point to be emphasized here is the interplay of carrier placement and
bit timing with an excess bandwidth system.

Regarding the description of optimum timing phase, let v± be the
channel phase at w = w, f it/T, and assume these phases to be con-
stant over their respective roll -off regions. Then, for any reasonable
amplitude distortions, the unique best sampling instant T is given by

(59)

Under these conditions, we again have that there exists but one local
minimum.
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APPENDIX

Uniqueness of Local Minimum of Mean -Square Error for Small rp.(x)

The interesting portion of the mean -square error is given by (27),
which is of the form
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1 dx
,1 o a(x) + b(x) cos2 [7 + co(x) ] '

with a(x) and b(x) positive. If (x) is always small, then any local
minimum of (60) has to occur when 7 is small. Thus, if 140(x) I < 7/8,

we see that the derivative

1 b(x) sin [27 + 2c(x)](7\
' fo fa(x) + b(x) cos' [y + ,p (x)12

dx1 (6 1 )

can only vanish if 1-y1 < T/8 or I ir - 71 < 7/8, for otherwise the
integrand always has the same sign. Let us investigate the solution

in 1-y1 < 7/8 in more detail. Taking another derivative gives

1 b cos (2y + 2(p)
g (7) - 2 f dx

0 [a + b cos° (y + (p) ]°

+ 2 dx
1 b2 sin' (2-y + 2v)

(62)
o [a -I- b cos2 (7 + co) ]3

which is positive. Hence, there can be only one solution of g'(7) = 0
for 1-y1 < 7/8 (we cannot have two minima without a maximum in

between). Likewise, if 140(x)1 < 7/8, there is precisely one maximum
of g (7), and it occurs in the range 17 - -y1 < 7/8.

g (7)
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Erratum

"Delay Distortion in Generalized Lens -Like Media," B.S.T.J.,
Vol. 53, No. 2, February 1974, pp. 177-193, by S. E. Miller.

Equation (35) on page 183 should read as follows:

ni A(u - 2) i 1 (u + 2) \i
c Afu + 2 3u + 2 (2u + 2)2)a= (35)
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