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T H E  C O V E R  

A n  a r t i s t i c  r e n d i t i o n  o f  
g l o b a l  i n t e r n e t  c o m m u  
n i c a t i o n s ,  s h o w i n g  f i b e r  
o p t i c  t e c h n o l o g y  a s  t h e  
backbone  fo r  un ive rsa l  
connec t i v i t y .  

Tera Era 

We are approaching an era in which people wi l l  need 1-Gbi t /s  communica 

t ions ports in their off ices, their homes, and even on the road. These high 

s p e e d  t e l e -  p o r t s  w i l l  e n a b l e  t e l e c o m m u t i n g ,  t e l e m e d i c i n e ,  t e l e -  

educat ion, and a variety of mult imedia appl icat ions for entertainment and 

comput ing.  These demands for  h igh-speed communicat ions wi l l  require new 

te lecommunicat ions and data communicat ions inf rastructure wi th terabi t /s  

data rates.  Addi t ional ly,  these communicat ions networks wi l l  require very 

high-speed computers (Tf lops), very high-speed instrumentat ion (THz), and 

large information storage (Tbytes). The technologies needed to reach these 

rates are being worked on at many R&D organizat ions around the world. 

In fact,  many demonstrat ions have been completed in 1996-1997 showing 

1-Tbii /s communications l inks over more than 100 ki lometers, 1 -Tflops com 

puters, and 1 -THz instrumentation. Thus, we can safely say that the Tera Era 

is on the horizon. 
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This special issue of the HP Journal contains papers on technologies 

needed long- high-speed communications. The papers address the long- 

hau l ,  and  and  loca l  a rea  ne tworks  us ing  f i be r -op t i c ,  copper  w i re ,  and  

wireless communicat ions l inks. This series of art ic les is spl i t  into two 

parts:  part  1 ( th is month) wi l l  address the area of  communicat ions tech 

nologies for  f iber-opt ic and copper wire l inks.  Part  2 (next  issue) wi l l  

address the area of wireless communicat ions. 

Waguih Ishak 
Di rector  
Communicat ions and Optics 
Research Laboratory 
HP Laboratories 

W H A T ' S  A H E A D  

Besides six articles on wireless commu 
nications, the February issue will also 
contain an article on an option in the HP 
8648A signal generator for pager testing, 
and an article on HP CaLan, a cable 
system tester. 
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Articles 

C o m m u n i c a t i o n s  C h a l l e n g e s  o f  
t h e  D i g i t a l  I n f o r m a t i o n  U t i l i t y  

J o e l S .  B i r n b a u m  

The director of HP Labs shows how the 
Internet and World Wide Web are the har 
bingers of an emerging era of pervasive 
computing. 

R e s i d e n t i a l  C o m m u n i c a t i o n s  

Danie l  A .  P i t t  

The demand for Internet access in the 
home is driving advances of many kinds 
in residential communications. 

O p t i c a l  N e t w o r k s :  B a c k b o n e s  
f o r  U n i v e r s a l  C o n n e c t i v i t y  

Rober t  C .  Bray  and  Doug las  M .  Baney  

The authors discuss the rapid growth in 
communications traffic on the world's 
fiber-optic backbone and the new tech 
nologies that address it. 

^ 2 ^  D a t a  T r a n s m i s s i o n  f o r  H i g h e r -  
Speed  IEEE 802  LANs Us ing  
Twisted-  Pa  i r  Copper  Cabl ing 

Steven G.  Meth ley ,  A l is ta i r  N .  Coles ,  and Er ic  
De l io t  

Can twisted-pair copper cabling support 
LAN speeds above 100 Mbits/second? 

S p e c t r a L A N :  A  L o w - C o s t  M u l t i -  
w a v e l e n g t h  L o c a l  A r e a  N e t w o r k  

Br ian  E .  Lemof f ,  Lewis  B .  Aronson,  and  
L isa  A .  Buckman 

HP's SpectraLAN project is an approach 
to multiwavelength LANs with multigiga- 
bit-per-second data rates. 

Map courtesy of KMI Inc., Newport, Rl, U.S.A. 

.  

^ 2 ^  G i g a b y t e - p e r - S e e o n d  O p t i c a l  
I n t e r c o n n e c t i o n  M o d u l e s  f o r  
D a t a  C o m m u n i c a t i o n s  

Kenneth  H .  Hahn,  K i rk  S .  G iboney ,  Rober t  E .  
W i l s o n ,  a n d  J o s e p h  S t r a z n i c k y  

Optical interconnects are essential to 
meeting the bandwidth needs of evolving 
communications technologies. 

{ Â ¿ J  D e v e l o p i n g  L e a d i n g - E d g e  F i b e r -  
O p t i c  N e t w o r k  L i n k  S t a n d a r d s  

D a v i d  G .  C u n n i n g h a m .  D e l o n  C .  H a n s o n ,  
Mark  C .  Nowel l ,  and  C .  S teven  Jo iner  

The authors discuss HP's role in develop 
ing and promoting open standards for the 
global fiber-optic LAN market. 

1 3 0 0 - n m  S t r a i n e d  Q u a n t u m  W e l l  
Lasers  For  F iber -Opt ic  
C o m m u n i c a t i o n s  

Wi l l i am S .  R ing ,  S imon  J .  Wra tha l l ,  and  
Adr ian  J .  Tay lor  

Uncooled semiconductor lasers offer 
compelling price/performance advantages. 

December 1997 â€¢ The Hewlett-Packard Journal 

© Copr. 1949-1998 Hewlett-Packard Co.



m Â ¿ - J  M o d e l e d  O p t i m i z a t i o n  a n d  
E x p e r i m e n t a l  V e r i f i c a t i o n  o f  a  
Low-  D ispers ion  Source  for  
L o n g - H a u l  2 . 4 8 8 - G b i t / s  S y s t e m s  

Stephen M.  Gee ,  Herber t  Lage ,  Chr is  Park ,  
Kev in  A .  Wi l l i ams ,  R ichard  V .  Pen ty ,  I an  H .  
W h i t e ,  a n d  J o s e p h  A .  B a r n a r d  

Low-dispersion-penalty diodes are crucial 
in today's world of faster digital modula 
tion and longer transmission length. 

I â€” I â€” I â€” I â€” I â€” r 

{ Â £ Â £ }  F l i p - C h i p  P h o t o d e t e c t o r  f o r  
H i g h - S p e e d  C o m m u n i c a t i o n s  
I n s t r u m e n t a t i o n  

Tun  S .  Tan ,  Dav id  M.  Braun ,  T im L .  Bagwel l ,  
Chr is  Kocot ,  Joseph St razn icky ,  and  Susan 
R . S l o a n  

The authors describe a promising new 
micro-flip-chip process for packaging 
photodetector and electronic amplifier ICs. 

A  2 . 4 8 8 - G b i t / s  S i l i c o n  B i p o l a r  
C lock  and  Da ta  Recovery  C i rcu i t  
f  or SONET Fiber-Opt ic 
C o m m u n i c a t i o n s  N e t w o r k s  

R i c h a r d  W a l k e r ,  C h e r y l  S t o u t ,  C h u - S u n  Y e n ,  
and  Lewis  R .  Dove  

A new clock and data recovery circuit 
from HP can regenerate clean data from 
corrupted signals. 

f Q j )  T e s t i n g  E r b i u m - D o p e d  F i b e r  
A m p l i f i e r s  

J i m S t i m p l e  

Increasingly sophisticated testing of 
erbium-doped fiber amplifiers is crucial 
to their ability to deliver significant 
performance gains consistently. 

H e w l e t t - P a c k a r d  P r o f e s s i o n a l  
Books 

Recently published HP Press books and 
how-to-order information. 

The  Hew le t t -Packa rd  Jou rna l  On l i ne  

http://www.hp.com/hpj/joumal.html 

What's new? 
â€¢ The Previews section, contains an 

early look at our February 1998 issue 
featuring: 

W i r e l e s s  C o m m u n i c a t i o n s :  A  S p e c t r u m  
o f  O p p o r t u n i t i e s  

T h e  I r D A  S t a n d a r d s  f o r  H i g h - S p e e d  
I n f r a r e d  C o m m u n i c a t i o n s  

R F  T e c h n o l o g y  T r a d e - o f f s  f o r  W i r e l e s s  
D a t a  A p p l i c a t i o n s  

A n  E n h a n c e m e n t - M o d e  P H E M T  f o r  
S i n g l e - S u p p l y  P o w e r  A m p l i f i e r s  

D i rec t  Broadcast ing  Sa te l l i t e  
A p p l i c a t i o n s  

0 . 1 - L i m  G a t e - L e n g t h  A l l n A s / G a l n A s / G a A s  
M O D F E T  N M I C  P r o c e s s  f o r  A p p l i c a t i o n s  
i n  H i g h - S p e e d  W i r e l e s s  C o m m u n i c a t i o n  

P a g e r  T e s t i n g  w i t h  a  S p e c i a l l y  E q u i p p e d  
S i g n a l  G e n e r a t o r  

HP CaLan:  A  Cable  System Tester  that  is  
Accura te  Even  in  the  Presence  o f  Ingress  

In addition, you will find: 
â€¢ A nostalgic look at our June 1972 issue 

on the HP 35 handheld calculator. 

â€¢ A small example showing how 
animation can be used to illustrate 
TDK waveforms. 

The HP Journal Website is evolving 

rapidly â€” we invite you to keep up! 
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Communicat ions Chal lenges of the Digi tal  
In fo rmat ion  Ut i l i t y  

Joel S. Birnbaum The Internet and World Wide Web are forerunners of a digital information utility 

that society, as will provide computing as well as information to society, just as 

other utilities provide water and electric power. 

T  A h i i  

I Joel S. Birnbaum is Hewlett- 
Packard's Senior Vice Presi 
dent of Research & Develop 

ment and Director of HP Laboratories (the 
company's central research and development 
organization), a position he assumed in 1991. 
Joel joined HP in November 1980 as founding 
director of the Computer Research Center of 
HP Laboratories in Palo Alto, California. Before 
that, he spent 15 years at IBM Corporation's 
Thomas J. Watson Research Laboratory in York- 
town Heights, New York, where he last served 
as Director of Computer Sciences. His personal 
contributions are in the areas of distributed 
computer system architecture, real-time data 
acquisition, analysis and control, and RISC 
processor architecture. He holds a Bachelor's 
degree in Engineering Physics from Cornell Uni 
versity (1960), and MS (1961) and PhD (1965) 
degrees in Nuclear Physics from Yale University. 
He is a member of several professional science, 
engineering, and computer organizations. He 
also serves on engineering advisory councils of 
Carnegie Mellon University, Stanford University, 
and the University of California at Berkeley. 

.his is a turbulent, uncertain 

time in communications and 

computing because major changes 

are taking place at the same time in 

related measurement, computing, 

and communications technologies. 

This is a time when suppliers of 

technology, operators, and users 

alike must attempt to predict the 

future, yet that's never been harder. 

As Yogi Berra, the former manager 

of the New York Mets, once said, 

"Prophecy is hard, particularly about 

the future." 

In this article, I will explore the idea 

that the Internet and the World Wide 

Web built upon it are the earliest 

form of what will become a digital 

information utility that eventually 

will bring information and comput 

ing to most homes, schools, and 

businesses. Because important 

breakthroughs are needed in high 

speed communications, network 

management, security, and many 

other issues that result from the 

enormous increases in the scale 

of these emerging global nets, we 

might not see this utility for a 

decade or more. I believe, though, 

that market forces will ultimately 

cause these barriers to be overcome 

and that the resultant digital infor 

mation utility will create a new style 

of computing that will both demand 

and enable a new type of high-speed 

communications infrastructure. 

P e r v a s i v e  I n f o r m a t i o n  S y s t e m s  

For about 20 years, I have pursued a 

dream that one day computing would 

become a pervasive technology â€” 

that is, more noticeable by its 

absence than its presence, just as 

automobiles, television sets, tele 

phones, and many other technolo 

gies have become part of everyday 

life for most people. 
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Figure 1 shows the progression of 
computing technology over several 
decades. It shows computing ele 
ments below the S-curves and shows 
how they are interconnected above 
the curves. 

A key transition occurred at the 
beginning of the 1990s. At that point, 
our ability to make devices small 
enough let us begin specializing them 
according to their function and pro 
ducing them in sufficient volume 
that they could be priced for mass 
markets. The architected interface 
between the requesters and providers 
of services â€” the so-called clients and 
servers that produced open systems 
â€” is the enabling transition for com 
puting technology to become perva 
sive within the next decade. Because 
only people born after a technology 
has been invented think of it as part 
of the environment, and not as a 
technology, tomorrow's children will 
think of computers the way we think 
of telephones and TV today. 

For a technology to become truly 
pervasive, it must transcend being 
merely manufacturable and common 
place. It must become intuitively 

accessible to ordinary people and 
deliver enough value to justify the 
large investment required to build 
the supporting infrastructure. Think 
for a moment how easily most of us 
can use a telephone or drive a car 
with an automatic transmission; 
think too of the investment needed 
to build the infrastructure behind the 
telephone and highway systems. 

In the next century, computers will 
often be embedded in devices dedi 
cated to performing a particular task, 
and they will let people think in terms 
of the task being performed instead 
of the underlying technology. A com 
parison with electric motors and 
consumer appliances helps convey 
this idea. We think of the function of 
a washing machine, electric tooth 
brush, or VCR, not about the motors 
within. In fact, the motors are very 
different and have required sophisti 
cated engineering development. 
However, we do not think of this 
when we use these appliances 
(note that they are almost always 
named by what they do). We do not 
know, nor do we care, how many 
motors we own; the same will be 

true for computers when they too are 
pervasive. 

I believe that we will see the emer 
gence of information appliances, 
which I view as devices that will 
offer a means to a particular end and 
whose use will seem quite natural to 
most people. They will differ greatly 
from portable general-purpose 
computers because of what these 
appliances will do and because they 
will be easier to use. We expect 
appliances to evolve to hide their 
own complexity, just as today's one- 
button automatically tuned television 
set has replaced its less-complex but 
harder-to-adjust ancestor. Because of 
continued advances in semiconduc 
tors and software, tomorrow's infor 
mation appliances will be able to 
do the same and likely will conform 
to a simple model of use, like the 
"Neutral-Drive-Reverse" of an auto 
matic transmission. The Internet and 
the World Wide Web could not have 
achieved such dramatic growth 
without the concurrent invention of 
the intuitive point-and-click-style 
browsers, which let users think about 
what they want to access without 
concern for where or how it is stored. 

The Digi ta l  Informat ion Ut i l i ty  
I mentioned earlier that the Internet 
and World Wide Web are the fore 
runners of a digital information utility 
that in time will provide computing 
as well as information to society, 
just as other utilities provide water 
and electric power. User expecta 
tions certainly will change once we 
begin thinking of information flowing 
over a digital utility. Like all success 
ful infrastructures, the digital infor 
mation infrastructure will have to be 
so dependable that we notice it only 
when it fails. It will also have to be 
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secure, endure over generations, be 
found everywhere, and serve a pur 
pose important to almost all of the 
population. 

Like other pervasive infrastructures, 
it will foster new industries. Think 
for a moment of how the public high 
way infrastructure, which made the 
personal automobile a pervasive 
technology, spawned many new in 
dustries such as auto insurance, car 
rentals, driver training, car washes, 
muffler shops, and gasoline stations, 
to name just a few. 

In a world in which clients â€” whether 
general-purpose computers or infor 
mation appliances â€” connect to this 
utility, most people will pay for their 
computing by usage. This will change 
what is now a capital investment into 
a competitive service such as that 
provided by the electric power and 
water utilities. This will not be the 
same as timesharing, which was pro 
prietary, closed, and often location- 
dependent, hi client-utility computing, 
open resources, located arbitrarily, 
will be combined as needed. In fact, 
one day, when the communications 
bandwidth is great enough and the 
costs low enough, it will no longer 
matter where the computers are lo 
cated or which manufacturer makes 
them. Today's suicidal obsolescence 
schedule will be replaced by the 
capacity requirements of the service 
provider. Just as users don't notice 
when their electric utility replaces 
a generator at the power plant, so 
information utility users shouldn't 
detect upgrades. 

Quality of service will become a cru 
cial competitive differentiator at the 
systems level because users will 
expect the information utility to be 
available, ready and waiting, just 

as today they pick up a phone and 
expect a dial tone. 

A key aspect of this information 
utility is that it will be digital. This 
means that devices that send and 
receive information can be indepen 
dent of each other instead of having 
to be designed in matched pairs, as 
analog fax machines or TV and radio 
transmitters and receivers must be 
today. Given the appropriate inter 
change standards, your digital fax 
machine, for example, could begin 
communicating with your television, 
which could also receive your news 
paper as well as diagnostic informa 
tion from your car. 

This change also means that many of 
the decisions now made at the trans 
mission end instead can be done at 
the receiver. Once information inter 
change standards are in place, ap 
pliance and peripheral families will 
emerge, and many of these will be 
able to communicate directly with 
out the intervention or invocation of 
a general-purpose computer and the 
attendant, cumbersome general- 
purpose operating system. In fact, 
many, if not most, of the computers 
of the next generation will be enor 
mously powerful nonreprogramma- 
ble invisible processors. I'm thinking 
here, for example, of the several 
dozen embedded processors hidden 
in a modern car that control the car's 
ignition, suspension, braking, steer 
ing, engine-management, and climate- 
control systems and that provide diag 
nostic information to the driver and 
the mechanic. No one has ever asked 
a car dealer whether these computers 
run UNIXÂ® or WindowsÂ® NTâ€” the in 
terface is the steering wheel or brake 
pedal, and function is augmented 
without the need to introduce an 

unfamiliar interface or force users to 
pay attention to the inner workings 
of the software. The embedded pro 
cessors of the future will enable 
users to invoke powerful functions 
at a much higher level of abstraction 
than is common today. 

Everything Could Have a Web Page 
It is already practical to embed a 
web server, which can be a small 
amount of code in a very inexpensive 
microprocessor, in individual devices. 
This means that everyday appliances 
can have a web page at negligible 
cost. With a conventional browser, 
you could easily check things like 
home security and heating or cooling 
systems and control individual 
appliances like a hot tub or toaster 
from anywhere that you can click on 
a web page. We may even make it 
possible for ordinary adults to pro 
gram a VCR! In fact, any instrument's 
front panel, or a subset or simpler 
replacement'of it, could be viewed 
from anywhere by people with ac 
cess rights. This would let engineers 
and scientists inexpensively collabo 
rate across vast distances and make 
practical remote maintenance for 
low-cost devices. Virtual instruments, 
which are networked combinations 
of real ones, could be created. Notifi 
cation capability can be incorporated; 
imagine, for example, a printer that 
automatically signals a supplier to 
ship a replacement toner or ink car 
tridge when some usage threshold 
has been crossed. 

If the communications pipe is fast 
enough and cheap enough, this also 
means that you can do things far 
away that appear to be done locally. 
Distributed computing power, remote 
distributed measurements, very rich 
user interfaces in small, inexpensive 
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devices, and remote printing and 
scanning all become practical and 
will enable applications at a scale 
and cost unthinkable today. 

I believe that client-utility computing 
will provoke as great a change in the 
computing industry as open systems 
did in this decade. The new paradigm 
will do for computation what the 
Web did for data and will produce 
such dramatic decreases in cost of 
ownership, with concomitant in 
creases in uptime and accessibility, 
that those companies that do not 
react to the opportunity will not be 
able to satisfy customer expectations. 
History tells us that this can have dire 
consequences. 

Much technology â€” consisting mostly 
of middleware to address issues of 
scale, interoperability, security, 
robustness, and end-to-end systems 
management â€” is needed. Developing 
this technology won't be easy, but HP 
and many of the world's computer 
and software companies and re 
search laboratories are today busy 
developing practical engineering 
solutions to these problems. It is just 
a matter of time before the greatly 
decreased cost of ownership of client- 
utility systems, coupled with their 
functional advantages, makes this 
the way that most people will access 
multimedia information and solve 
problems requiring computation. 

Needed: Communications 
Breakthroughs 
A number of telecommunications 
technology breakthroughs are needed 
for this dream of pervasive informa 
tion systems to come true. We are 
entering a period that some at HP 
Laboratories have begun calling the 
"Tera Era" because the demanding 
technical requirements needed to 
support inexpensive high-bandwidth 

networks are measured in quantities 
of trillions â€” that is. trillion-bit-per- 
second transmission, trillion-byte 
memories, and trillion-instructions- 
per-second computers. The viability 
of the digital infrastructure for multi 
media documents, appliance-utility 
computing, and distributed remote 
measurements depends on a number 
of key technologies coming together. 
Particularly critical is having high 
bandwidth at low cost, and many 
people are working to bring this 
about. 

Other articles in this issue discuss 
some of these technologies, but I 
would like to focus for a minute on 
important developments taking place 
in optics technology that could have 
a huge effect on the telecommunica 
tions system. The theoretical capac 
ity of the fiber is vast â€” something on 
the order of 25,000 GHz. In fact, 
though, we typically don't take 
advantage of anything but a tiny frac 
tion of that capability. If we could 
find a way to send and switch more 
signals through a fiber-optic cable, 
we could increase the system's ca 
pacity by at least two or three orders 
of magnitude. It would mark a radi 
cal change in such systems because 
for the first time the electronic 
switching components would be 
come the bottleneck instead of the 
transmission lines connected to them. 
This suggests that an all-optical sys 
tem is needed, and the most promis 
ing approach is called wavelength- 
division multiplexing (WDM). This is 
not a new idea, but it is now becom 
ing realistic to think of such systems 
being widely deployed in the not-too- 
distant future. 

Fiber technology has advanced over 
the last 20 years to the point that the 
distance across which a usable light 

pulse can be sent has grown from a 
fraction of a kilometer to hundreds of 
kilometers, and cost has plummeted 
concurrently. If we could transmit 
and then select all the theoretically 
possible frequencies, a wavelength- 
division multiplexed system could 
work the way that a radio does. That 
is, at one end, a particular station 
chooses its frequency; at the other 
end, the user has what amounts to a 
big dial. Depending on whom you 
want to be connected to, you turn 
the dial and change the frequency 
of the receiver. Sometimes a movie 
comes over the pipe, sometimes a 
newspaper, sometimes the result of 
an economic model from a distant 
supercomputer, sometimes your 
child's voice. 

This is, of course, a lot more easily 
said than done. Early WDM systems 
used mechanical electrooptical 
devices for frequency selection. 
Essentially, movable gratings would 
preferentially select a single fre 
quency. However, this is not very 
practical because such interferome 
ters are slow, expensive, and limited 
in frequency range. Laboratories 
today are investigating promising 
low-cost high-performance optoelec 
tronic transceivers and other elec 
tronic and photonic devices that 
could replace or augment existing 
terminal equipment. 

We also need other new or dramati 
cally improved technology, including 
multigigabit-per-second semiconduc 
tor lasers and photodetectors, multi 
gigabit-per-second integrated elec 
tronics for laser drivers and clock 
and data recovery, large input/output 
cross-connect switches, and optical 
circuits such as add/drop filters and 
wavelength converters. 
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If these technology challenges can be 
met, the results will be fabulous. Just 
one strand of fiber, in principle, could 
carry a billion separate audio tele 
phone calls â€” all the telephone calls 
for a large city. Many users of the 
digital information utility will want 
enough bandwidth , say, a 100-MHz 
channel, for high-resolution real-time 
multimedia. That's ten times an entire 
Ethernet for each user. With WDM, a 
single optical fiber could carry a 
quarter million of these superband- 
width channels. 

N e t w o r k  M e a s u r e m e n t  a n d  
M a n a g e m e n t  

The digital utility will also require 
much more sophisticated network 
management because users will ex 
pect the quality of service they now 
get from their telephone system. 
The Internet as we know it today is 
nowhere close to this. 

To manage applications end-to-end, 
there can be no alternative to making 
distributed, continuous measure 
ments of performance, capacity, and 
usage statistics and relating them to 
a model of the system, or of part of 
it. By measuring what's actually hap 
pening across the entire system, you 
can, among other things, adjust its 
capacity, detect many types of fraud, 
predict where performance bottle 
necks are likely to occur, locate out 
ages, and identify unused parts of 
the system for reserve capacity. 
Once again, Internet technology will 
reduce the complexity and lower the 
cost. In fact, HP has built a success 
ful prototype of such a system that is 
operating today in a London cellular 
telephony trial. 

Network management and measure 
ment are the Achilles heel of the 
robust, flexible infrastructure that 
operators and users want. I think 

these will be the pacing core technol 
ogies of the Information Age, and 
they demand the immediate attention 
of telecommunications and computer 
manufacturers alike. It will be impor 
tant to develop international stan 
dards; and while the technology will 
be similar in some ways to that now 
used by distributed computer systems 
and the telephone networks, it will 
have to solve problems of scale and 
speed that people have not had to 
deal with before. Systems with mil 
lions, or even tens of millions, of 
nodes will be commonplace, and 
the heterogeneity of the hardware 
and software will be unprecedented. 

Once developed, this core capability 
of measuring and managing the 
evolved Internet itself will be ex 
tended to enable a vast range of dis 
tributed measurement applications 
that today would require specialized, 
expensive systems. The utility pro 
vides the infrastructure to link dis 
tributed sensors at low cost in a 
ubiquitous way. Many industries, 
such as healthcare, agriculture, and 
transportation, will be transformed 
by this ability to operate on a conti 
nental basis. 

S e c u r i t y  

An issue much in the news is security, 
which stands in the way of many 
commercial applications. Security is 
a hard problem because we're on a 
difficult tightrope. On one hand, we 
want maximum interoperability for 
authorized, authenticated users 
among all computers, all appliances, 
and all nations. Essentially, this 
means that we impose no barriers to 
interconnection. But this aim of un 
fettered interoperability conflicts 
with access control, privacy, and 
system integrity. Citizens' rights to 
privacy are often in direct conflict 

with the needs of national security 
and criminal justice agencies. Build 
ing a truly open, global system is 
technically antithetical to a secure 
system with good performance and 
attractive cost, creating a difficult set 
of technical, social, and political 
trade-offs to be resolved, and com 
promises are not easily achieved. 

I believe that the security issue will 
be solved more easily than the band 
width and network-management 
problems. Most of the world's 
computing and communication 
companies are working feverishly on 
security-related issues because these 
issues stand in the way of the profits 
that can be reaped from electronic 
commerce. Although no perfect solu 
tion is likely to emerge, I think that 
an acceptable de facto standard, 
based on a sensible range of trade 
offs and compromises, will emerge 
because of the overwhelming finan 
cial and market forces demanding it. 

C o n c l u s i o n  

In closing, the telephone system that 
we know today and the Internet and 
Web technology built upon it are pre 
cursors of a global digital information 
utility. The Internet is delivering today 
at low bandwidth and relatively high 
cost entirely new classes of informa 
tion and services. As the bandwidth 
and usage grow, costs inevitably will 
decline. The resulting information 
utility will dramatically change com 
puting as well as telephony and the 
delivery of multimedia information. 
In time, we will think of today's 
systems as quaint. 

UNIXÂ® is a registered trademark in the United States and 
other countries, l icensed exclusively through X/Open Com 
pany Limited. 

X/OpenÂ® is a registered trademark and the X device is a 
trademark of X/Open Company Limited in the UK and other 
countries. 

Windows is a U.S. registered trademark of Microsoft Corpo 
ration. 
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Resident ia l  Communicat ions 
Daniel A. Pitt Establishing a communications infrastructure to get information to, from, or 

around future residence is not a straightforward task today. However, in the future 

the equipment and wiring within a residence for Internet communications 

will be treated the same as the wiring and equipment for services such as 

telephone, electricity, and cable television are treated today. 

R 

Danie l  A .  P i t t  
Dan Pitt came to HP after 
13 years at IBM where he 

I worked as a networking 
architect responsible for token ring architecture 
and token ring standards. He joined HP in 1992 
as manager of the multimedia systems depart 
ment at HP Laboratories. He recently left HP to 
become vice president of Bay Networks. He 
holds a PhD degree in computer science from 
the University of Illinois. Dan was born in Madi 
son, Wisconsin, is married and has two children. 
He is comfortable in several languages besides 
English, particularly French and Italian. He plays 
the mandolin and the trombonium, and is a 
prolific writer of profound limericks. 

'esidential communications involves getting information to, from, and 

around enterprise people live. What makes this different (from, say, enterprise 

communications), unique, or interesting? Well, for one thing, people do 

different things at home than they do at work (although they are working 

more places home today). Also, there are many more homes than there are places 

of work. Perhaps most important, residents themselves pay for most of the 

communications out of their discretionary budgets. What is clear is that 

residential communications is growing in magnitude, type, and extent. It is 

being driven by demand (as for Internet access) and competition (from 

deregulation) rather than by technological advances, which are being sought 

as a means of satisfying demand. 

As we two residential communications, we must keep in mind two 

distinctions. The first is between communications to the residence and 

communications within the residence. The second is between different types 

of residences. All too often we fall into the trap of equating the residence with 

the owner-occupied single-family home, but the worldwide market includes 

huge numbers of potential customers in single-family rental and multiple- 

dwelling units. These can vary from duplexes to high-rises, and they differ 

from single-family homes in their construction materials, infrastructure, and 

ownership. Indeed, the fact that these dwelling units are not owned by their 

residents is significant. 
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Communications to the Residence 
Communications to a residence today comes in many 
forms and what is notable is that they are all service- 
specific. Telephone lines provide telephone service. 
Cellular networks provide telephone service. Cable TV 
networks provide video entertainment. Satellite networks 
provide video entertainment. Paging networks provide 
paging services. Where they exist, energy-management 
networks provide energy-monitoring and control services. 
Moreover, each type is owned and operated by a service 
provider whose business is to sell a particular service. 
To date, only the telephone and cellular companies view 
communications as their business, and the others view 
services as their business. While the telephone and cellular 
providers welcome the growth of revenue from fax and 
data applications on their networks, they are not ade 
quately equipped to handle the growth. These residential 

access networks base their economics on the cost of bring 
ing the network to each residence and the anticipated 
revenue from each residence, especially as regulation 
diminishes. 

The effect of deregulation and competition is an attempt 
by network operators to offer multiple services on their 
networks and to increase the capacity of their networks. 
These efforts stimulate the advance of network technology. 
Let us now examine some of these technologies. In each 
case we will connect the technology to the services it most 
naturally supports and speculate on its future. Specific 
technical aspects of these technologies are discussed in 
other articles in this issue. 

Wirel ine Telephony Networks 
Over 80% of homes in the U.S.A., and a not dissimilar per 
centage elsewhere, connect to the central offices of their 
telephony providers with twisted-pair copper wires (see 
Figure la). In some cases a few dozen customers share a 
high-quality twisted pair partway from the central office to 
the home, but in all cases each home has 4 kHz of analog 
bandwidth dedicated to itself. A bidirectional telephone 
conversation occupies all of this band, or it can be modu 
lated to carry bidirectional, half-duplex data. Advances 
in signal processing have enabled the data rate to rise 
recently from the common 14.4 kbits/s to 28.8 kbits/s, 
33.6 kbits/s, and even 56 kbits/s. 

Perhaps 12 to!5% of U.S. homes are served by digital loop 
carrier systems (Figures Ib and Ic). In these systems, the 

Figure 1 

Telephone network evolut ion,  (a)  A l l -meta l  beginnings 
in  wh ich tw is ted-pa i r  copper  w i res  go to  each home,  
(b) Digi tal  loop carr iers, (c) Fiber-opt ic digi tal  loop. 
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telephone signals are carried in digital form on an optical 
fiber from the central office to a point somewhere in the 
neighborhood, with all the signals for a group of homes 
multiplexed onto the same fiber. In a typical case, the 
fiber carries around 700 simultaneous calls (each at 
64 kbits/s) giving an aggregate bit rate of 43 Mbits/s. Call 
ing patterns suggest that this capacity can serve around 
3500 homes. The remote node where the fiber terminates 
converts the digital signals to analog (for voice, dialing, 
ringing, and other signaling) and sends them on individual 
twisted pairs to each home. The user sees no difference 
between the all-copper system and the digital loop carrier 
system, but the operator's maintenance costs are lower 
with digital loop carriers. Telephone operators that wish 
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to offer higher-bandwidth services have three main 
alternatives: integrated services digital networks (ISDN), 
asymmetric digital subscriber Une (ADSL), and fiber to 
the curb (FTTC). 

ISDN. This service provides a circuit-switched service 
made up of two full-duplex 64-kbn/s data (or voice) chan 
nels and a 16-kbit/s signaling (or data) channel. Many 
ISDN modems allow the user to combine the data chan 
nels to gain 128 kbits/s full-duplex, which is markedly 
better than dial-up modems. Because ISDN is a switched 
service, the user dials the destination (which must also be 
equipped with ISDN), uses the connection, and hangs up. 
During the connection, a path through a telephone switch 
is dedicated to the connection, whether or not data is 
flowing. A switch connection is a costly resource for 
both the subscriber and the operator, and it has proven 
notoriously difficult to get an ISDN line up and running, 
so ISDN is not a good technology for bursty, packet data. 
Its speed is much too slow for digital video, which requires 
anywhere from 1.5 to 6 Mbits/s for acceptable quality. 

ADSL. The asymmetric digital subscriber line provides a 
packet-stream overlay on analog twisted pairs at megabit 
rates, exploiting unused bandwidth on the twisted pair of 
up to 1 MHz. Voice is sent unchanged in its analog form in 
the O-to-4-kHz band. Megabit rates are possible in only 
one direction, hence the asymmetry, which is typically 
ten times greater in the downstream direction, which is in 
the direction of the home. Rates today range from 1.5 to 
8 Mbits/s in the downstream direction and depend on the 
length of the line. Some 95% of U.S. customers are within 
18,000 ft of their central offices, and 1.5 Mbits/s should be 
able to reach all these subscribers. Those at 12,000 ft or 
less could receive up to 8 Mbits/s. The latest designs in 
corporate rate adaption so that the ADSL modem adjusts 
its speed to the line quality (for which distance is one 
factor) in a static or dynamic manner. At the central 
office, the voice and data are separated, with the voice 
signal going through a circuit switch as usual and the data 
going into a separate packet network. A similar separator 
operates in the home, feeding the voice into the telephone 
wires and the data available to an Ethernet port. 

Two competing technologies appear in ADSL products. 
One, endorsed by American and European standards 
organizations, employs discrete multitone (DMT) modula 
tion, in which 1024 kHz of bandwidth is divided into 256 

4-kHz segments, each modulated at a bit rate dictated by 
its noise characteristic at the moment. Thus, it is robust 
to narrowband interference. The other ADSL product, 
which has been on the market longer and is vying for 
standards approval, employs carrierless amplitude 
and phase (CAP) modulation. We believe it unlikely that 
either one will prove vastly superior to the other in real 
deployments. 

The main advantage of ADSL is that it can be deployed 
without any modification to the infrastructure in the field 
(only endpoint modifications are necessary). It can be 
deployed one subscriber at a time when the subscriber 
agrees to pay for it and without the security risks of a 
shared medium. The barriers to ADSL's acceptance are 
(1) the cost of the equipment, which has been slow to drop 
below U.S. $1000 per line, (2) the data line concentration 
task at the central office, (3) the continued maintenance 
of the copper plant, and (4) its inability to carry broadcast 
video. As a medium-term technology for Internet traffic, 
ADSL might be promoted where there is competing 
cable-modem service. 

FTTC. Fiber to the curb provides very high data rates over 
an expensive plant that carries fiber very close to the 
home. Voice traffic for one to three dozen homes is con 
veyed in digital form using digital loop carrier technology 
to the end of the optical fiber. Data is conveyed on the 
same or a different fiber to the same point but is kept 
logically separate. At the end of the fiber, the voice is 
converted to analog form (with ringing and signaling 
converted as well) and frequency multiplexed with the 
data on a dedicated twisted pair or coax line to each 
home. Downstream data rates can reach 51 Mbits/s with 
upstream rates ranging from 2 to 20 Mbits/s. Like ADSL, 
these figures represent dedicated bit rates for each home, 
not shared rates. FTTC has not been deployed widely 
because of its high cost and its inability to carry analog 
broadcast video. However, its data capabilities are unsur 
passed and it represents how most telephone operators 
would like to send voice in the future. A compromise on 
cost, data rate, and distance between ADSL and FTTC is 
called very high bitrate digital subscriber line, VDSL. 
VDSL takes fiber to within 3000 ft (instead of FTTC's 
<1000 ft), reduces the data rate to 25 Mbits/s, and lowers 
the system cost substantially. From the end of the fiber to 
the home the techniques of ADSL are applied. 
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Cable  TV Networks 
The networks used for those 30, 50, or 70 channels of 
broadcast analog video are being upgraded to carry digital 
video and two-way data services. This requires replacing 
the all-coax tree-and-branch network with a fiber link that 
leads to a much smaller coax tree to just a few hundred 
homes instead of thousands. This is called hybrid fiber/ 
coax (HFC). 

More than any other factor, the development of wideband 
linear AM lasers, allowing the optical fiber to be modulated 
exactly as if it were coaxial cable has made HFC possible. 
HFC expands the system bandwidth from 300 MHz 
(a typical value) to 750 MHz. The 6-MHz channelization 
is retained, and the new channels each carry around 
30 Mbits/s of digital traffic, be it video, Internet, or voice. 
All traffic reaches every home since the system was 
designed for broadcasting. At home, a subscriber tunes 
to a given channel to receive one analog TV program (by 
a cable converter box), or one of up to 10 digital TV pro 
grams carried in one channel (by a digital set-top box), 
or some Internet data packets (by a cable modem). 

The cable modem and digital set-top box also transmit 
upstream to convey upstream data or program-selection 
commands. Upstream transmissions fall into the 
5-to-42-MHz band, which is notoriously noisy and narrow. 
Downstream transmission typically employs 16-, 64-, or 
256-level quadrature amplitude modulation (QAM) to 
squeeze as many bits into the 6-MHz channel as possible. 
The most common upstream modulation scheme is quad 
rature phase shift keying (QPSK). Some vendors advocate 
spread-spectrum techniques to combat high noise levels 
and some even claim satisfactory operation over all-cable 
plants. At this point proprietary media access control 
(MAC) protocols govern the shared upstream channel, but 
several organizations are working on standardizing the 
MAC. 

The 30 Mbits/s of downstream digital traffic is shared 
among several hundred homes. Upstream capacity is in 
the range of 10 Mbits/s with individual homes limited in 
most designs to around 2 Mbits/s; this, too, is shared 
among these same homes. Telephony, which requires 
symmetric bandwidth, must share the same upstream ca 
pacity but uses its own dedicated downstream channel. 

' The MHz channelization divides the spectrum into channels 6 MHz wide with each 
channel sort. either for one analog television program or for digital traffic of any sort. 

Eventually, Asynchronous Transfer Mode (ATM) is likely 
to multiplex all traffic types in each channel so that inte 
grated receivers in the home can access nearly all of the 
home's traffic from a single 6-MHz channel and system 
capacity is optimized. 

The strength of the HFC solution is that it carries on one 
network all types of traffic types including broadcast 
analog video, broadcast and interactive digital video, high 
speed data, and telephony. Its weak points are its upstream 
capacity, the cost of upgrading the existing all-coax plants, 
and the lack of experience in highly reliable two-way 
communications. It is a natural upgrade choice for those 
cable operators that can afford it. However, it is not likely 
to become popular among telephone operators. 

Wireless Networks 
Cellular Telephony Networks. Cellular systems can be and 
are used for data, but their capacity is limited and their 
cost is high. Speeds are typically limited to 19.2 kbits/s 
and the charges for cellular digital packet data make it 
unsuitable for file transfer, web page downloading, or 
anything other than small message exchange. The main 
advantage of cellular networks is their accessibility from 
nearly any location, including while moving. 

Terrestr ia l  Microwave and Mil l imeter-Wave Networks.  
These networks are emerging as attractive alternatives to 
reaching the home without digging up roads or yards or 
stringing cable. They use a grid of base stations, often 
similar in siting to cellular stations, and fixed receivers on 
homes (so no mobility is provided). Multichannel multi 
point distribution service (MMDS), also known as wire 
less cable, is a one-way scheme occupying 200 MHz of 
bandwidth in the 2-GHz band. So far only broadcast 
analog video has been sent on the 33 6-MHz channels 
assigned to these wireless networks. However, many of 
these channels are gradually being converted to digital 
using 16- or 64-quadrature AM. There is no upstream 
channel so interactive services are limited to dial-up re 
turn. A multichannel multipoint distribution base station 
can serve tens of thousands of subscribers (at distances of 
tens of miles) so the data capacity per subscriber is low. 

Local multipoint distribution service (LMDS) offers much 
greater capability. In 1997 the U.S. Federal Communica 
tions Commission (FCC) allocated over 1000 MHz in the 
28-to-30-GHz band for local multipoint distribution. Other 
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countries have allocations in that band and in the 40-GHz 
bands. Deployments are expected to start in 1998 with 
most of the bandwidth being used for downstream and 
broadcast transmission, partly because of the way the 
bandwidth was allocated. 

Depending on the amount of broadcast traffic and because 
of the use of sectorized antennas, the downstream capacity 
ranges from 1 to 2 Gbits/s and the upstream capacity from 
300 to 600 Mbits/s (aggregate). A typical cell radius is 1 km 
serving anywhere from 1,000 to 20,000 subscribers, so the 
capacity is considerable. The rooftop antenna need be no 
larger than one square foot and is not expensive, though 
it needs to be correctly aimed. The main problem with 
local multipoint distribution service is that a Une of sight 
between the base station and the home is required, so the 
technology works poorly or not at all in heavily forested 
areas. Also, the entire transmission must be digital for ade 
quate signal reception, so analog video is not supported. 

Satellites. For quite a while satellite networks have been 
employed for broadcasting television programs. They also 
offer capabilities for other services. Geosynchronous sat 
ellites, which are used for TV today, can be and are being 
used for data by modulating a TV channel digitally as is 
done in cable networks. The difficulty is finding the right 
application for this. The satellite has no return channel so 
interactivity is not possible without using telephony return, 
which is awkward and undesirable. Moreover, today's 
satellites, designed for broadcasting, have footprints that 
reach tens of hundreds of millions of people, so the ca 
pacity per subscriber is minuscule. These features, along 
with the long transmission time, make the geosynchro 
nous satellite a very suboptimal choice for interactive 
services. 

As applications for data broadcasting grow, however, the 
satellite could become the ideal transmission medium. 
Low earth orbit satellites (LEOS) offer an altogether dif 
ferent service. Designed for telephony, these systems of 
dozens or hundreds of satellites offer ubiquitous access 
without the erection of base stations or the worry of 
being out of range of them. They also allow access by 
users in motion. However, if these satellites retain the 
data rates of terrestrial cellular services, they will be suit 
able only for telephony and control services and of little 
use for Internet services. Video, it seems, is out of the 
question, as is broadcasting of any sort. 

There is also some activity in other wireless technologies, 
using various little places in the spectrum and speeds in 
the ISDN range. These are likely to remain niche services. 
The pursuit of an effective and affordable wireless data 
service with capacities of tens of Mbits/s continues mainly 
as a research activity. 

Where Are these Network Technologies Heading? 
What we expect is a period of experimentation with these 
new technologies in which we will try to determine: 

â€¢ How easy they are to install 

â€¢ How well they support various services 

â€¢ Which services are profitable 

â€¢ Which technologies lead to the greatest profitability in 
the shortest time. 

The deregulation of the telecommunications business in 
most countries will result in competing operators, usually 
with different technologies, in many regions and to many 
homes. Our expectation is that some services will migrate 
to certain technologies that offer incomparable economic 
advantage, such as satellites for nonlocal broadcast video, 
while most remaining services will be carried jointly on 
a few multiservice networks. The subscribers will have 
little say regarding which technologies reach their homes, 
but will increasingly have more than one multiservice 
network at the home. Homes in wealthy urban areas will 
have the greatest choice the soonest, since, for example, a 
telephone company is more likely to accelerate ADSL or 
FTTC deployment to homes that are getting cable modem 
service from a cable operator. In general, subscribers will 
get more bandwidth to the home, lower cost, and greater 
choice of service type. 

Communications within the Residence 
Applicat ion Areas 
The deployment of communications technology within 
the home will depend on, more than anything else, the 
applications that the user wishes the communications to 
enable. We see the most important of these being: work at 
home, entertainment, and personal life and communica 
tions. Work at home includes home business, daytime 
telecommuting, and night and weekend access to corpo 
rate networks. Entertainment includes passive video and 
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audio programming as well as interactive games and infor 
mation. Personal life and communications includes home 
finance, home photography and videography, home 
e-mail, and of course fax and telephony. Other areas of 
lesser importance are home automation, home health 
care, and electronic commerce. We have not mentioned 
the Internet explicitly because nearly every application 
area cited above will use the Internet. Particularly signifi 
cant as motivators for home communications are the 
following factors: 

â€¢ Increasing use of the home computer to interact with 
entertainment and automation equipment (especially 
using web technology), 

â€¢ The growth of home imaging (embodying digital 
cameras, printers, and storage media) 

â€¢ The multiplicity of home computers in many homes 

â€¢ The need to share digitally delivered programming to 
cable modems and set-top boxes by multiple devices 
within the home. 

O b s t a c l e s  t o  H o m e  C o m m u n i c a t i o n s  

Communications within the home will not become per 
vasive (nor will the applications that require it) until a 
number of obstacles are overcome. 

Wiring. Although wiring is not a major obstacle in offices, 
it is a major one in homes. If the wires are not already in the 
walls or do not go where they are needed, the user needs 
to install wires or forgo communications between rooms. 
This obstacle, in terms of cost and delay, motivates the 
development of wireless and powerline communications. 

User Skills. Knowledge about how to hook up, configure, 
and use a home communications system cannot be so 
great that it reduces the market to the technically adept 
few. Even the technically adept have a dedicated support 
staff at the office for maintaining their complex commu 
nications networks. 

Consumer Pricing. Affordability for home communications 
systems will probably be reached only with mass markets, 
which suggests standard approaches. Standards, as well, 
promote interoperability among different vendors, another 
consumer necessity. 

Embedding Communications Functions. This obstacle, 
perhaps better stated as the invisibility of communica 
tions functions, reflects a consequence of the previous 

two obstacles. For low cost and ease of use, it will be 
helpful to embed the communications into appliances that 
perform some application function, rather than develop a 
bevy of communications widgets that users will have to 
tangle with. 

Privacy. Users will demand privacy not only for financial 
records but for all communications that leave or enter the 
home. The broadcast media of HFC, LMDS, and satellite 
violate this, so explicit techniques to ensure privacy must 
be added. 

External Access. While external access is not necessary 
for all home communications, which increasingly will 
originate and terminate in the home, it will be mandatory 
for many devices in the home to deliver their full value to 
the user. How the combination of internal and external 
communications is provided most simply and economi 
cally is a matter of no small import. 

I n - H o m e  C o m m u n i c a t i o n s  T e c h n o l o g i e s  

In-home communications technologies fall into three 
categories: wireline, power line, and wireless. Wires are 
suitable when devices to be connected are in the same 
room, when existing wiring suits the communications, or 
when new construction allows the installation of special 
wiring. Otherwise, power line or wireless communica 
tions is highly desirable. Other than telephone twisted 
pair or cable TV coax, there is no installed base of any 
magnitude for in-home communications. 

Ethernet and AppleTalk. These two network technologies 
are used today to connect home computers to their peri 
pherals. With cable modems and ADSL modems terminat 
ing in Ethernet ports, Ethernet will be used increasingly 
to connect multiple home computers. Its 10-Mbit/s data 
rate, inexpensive adapter cards, and operation over un 
shielded twisted pair (with a hub) make it attractive for 
computer interconnection. Ethernet versions with 
100-Mbil/s and 1000-Mbit/s data rates will trickle into the 
home as their cost comes down because of increased en 
terprise penetration and as the need for more bandwidth 
justifies their higher cost. 

Universal Serial Bus (USB). This is a new peripheral bus 
that supports up to 12 Mbits/s with a simple connector 
and daisy chaining or hub/star wiring. It has features for 
isochronous and asynchronous traffic and we expect it to 
appear on PC motherboards in 1997. 
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IEEE 1394. This standard, which is also called fireici re. 

has been embraced by the consumer electronics manufac 
turers for connecting digital video cameras, VCRs, and 
televisions. It is being adopted by home computer and 
set-top box manufacturers as well. IEEE 1394 is a high- 
performance serial bus that operates at 100, 200, or 
400 Mbits/s over its own special cable. The cable is cur 
rently limited to 4.5 meters but developers are working to 
extend it to whole-house distances. It is hooked up in 
daisy-chain fashion, which allows flexible configuration 
and requires no hubs. 

Consumer Electronics Bus (CEBus). This bus is an emerg 
ing home networking standard defined for operation over 
power line carrier, radio frequency, infrared, coax, and 
twisted pair. It defines a 10-kbit/s control channel and 
frequency spectra for data on coax and twisted pair but no 
data protocol, allowing various MAC protocols to be used. 
CEBus is being deployed for home automation and con 
trol of low-bandwidth applications and not for high-speed 
data (or video, or voice). The CEBus specification also 
includes a common application language (CAL), which is 
being adopted in the IEEE 1394 world as well. A simple, 
object-oriented programming language, CAL will find use 
for control and communications among security systems, 
light switches, and consumer goods. 

Power Line Carrier. This transmission medium allows 
communications over the home's electrical mains. It 
offers the advantage of using wires that are already in the 
walls and requires no separate plug. Data rates of tens of 
kbits/s are available now, and claims for Mbits/s are viewed 
skeptically. Powerline transmission is highly susceptible 
to noise and attenuation through transformers. The latter 
is an advantage for transmissions intended to stay within 
one home. However, the signals reach all homes that 
share the same transformer, resulting in loss of privacy 
and the need to coordinate transmissions. 

Infrared Communications. Infrared offers regulation-free, 
radiation-free communications within a room. Interfer 
ence with neighbors is never a worry, although high levels 
of ambient light can be a problem. Infrared links exhibit a 
high inverse relationship between speed and distance, 
with Gbits/s speeds possible over a few centimeters, a 
few Mbits/s possible over a meter, and kbits/s in diffuse 
room-wide use. Many in the industry are interested in 
seeing the speed-distance product increase, and no orga 
nization has been more effective at gaining industry-wide 

adoption, pervasion, and interoperation of infrared than 
the Infrared Data Association (IrDA). 

Plastic Optical Fiber. Optical fiber offers regulation-free, 
radiation-free, high-bit-rate communications at the ex 
pense of having to be strung around the home and using 
unfamiliar connectors. The diameter of plastic fiber is 
fifteen times that of glass fiber (980 um versus 62.5 um), 
so affixing connectors is easy, and 650-run LED drivers 
and detectors are inexpensive. Its modal bandwidth of 
10 MHz â€¢ km allows whole-house distances at 100-Mbit/s 
data rates. The cost of the medium and its connectors is 
comparable to that of data-grade twisted pair. 

Radio Frequency (RF). RF communications covers a broad 
array of technologies, even within the context of the home. 
The attractions of RF are that it requires no wiring or con 
nectors and that it allows mobility. The challenges are 
keeping the transmissions out of the neighbors' houses, 
finding an appropriate operating point in the speed- 
distance-cost triangle, dealing with the highly-regulated 
RF environment, defining suitable medium access con 
trols, and keeping the power low enough for its use in 
small, lightweight, battery-powered appliances. 

There is far too much material on RF for us to be anything 
but brief so here are only the barest of highlights. The 
most prominent RF technologies are for telephony (cellu 
lar and cordless) and these are only now moving from 
analog to digital and rising in frequency to the 900-, 1800-, 
and 1900-MHz bands. Their use for data transmission is 
limited. The highly regulated 1.9-to-2.4-GHz band is used 
for industrial, scientific, and medical purposes, for emerg 
ing l-to-2-Mbit/s wireless local area networks in enter 
prises, and for unlicensed personal communications ser 
vices. Modulation ranges from analog to QPSK digital to 
direct-sequence and frequency-hopping spread spectrum. 

Most viable for the home is the 2.4-GHz band yielding 
around 1 Mbits/s. The real opportunity for the home lies 
at 5 GHz, where the European HIPERLAN and U.S. un 
licensed national information infrastructure (UNII) alloca 
tions have opened up 150- and 300-MHz slots, respec 
tively. Data rates of 10 to 20 Mbits/s per channel, with 
multiple channels, meet the needs of digital video, Inter 
net communications, and home file and image transfer. 

' The product of the number of megahertz times the number of kilometers is (at most) ten. 
Thus, you could transmit at 10 MHz over a distance of 1 km or at 1 MHz over a distance 
of 1 0 km, or anything in between as long as the product does not exceed 1 0. 
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The UNII band, especially, offers sufficient bandwidth to 
allow reasonable modulation efficiency with minimal 
interference. 

All the frequencies mentioned thus far propagate through 
most home walls without difficulty, allowing whole-house 
coverage (and perhaps some of your neighbor's). The next 
frequency band, at 60 GHz, offers enormous bandwidth 
(5 GHz) but has difficulty propagating through walls. 
Products are still some years away and component costs 
are uncertain, especially with GaAs being necessary. Also, 
it is not clear if 60 GHz is best suited for point-to-point or 
omnidirectional use. At both 60 and 5 GHz, open questions 
remain regarding modulation, and especially whether 
multicarrier modulation can effectively be harnessed to 
combat narrowband noise or if distributed feedback 
equalizers are necessary. 

Where Are these Technologies Heading? 
The in-home communications technologies are heading 
in whatever direction they can that leads to just enough 
capability at the lowest possible cost for the applications 
that will actually be there. None of these factors is known 
yet so a great deal of investigation is still required. Every 
one seems to think that consumers want more bandwidth 
than they have but no one can say exactly what for. We do 
not yet know what devices will need to communicate with 
other devices, what applications and demographics will 
tolerate the installation of new wiring, or how much 
money there is to be made in the communications versus 
the appliances that communicate. We feel that the pushes 
toward higher speed, mostly digital communications, and 
decreased reliance on wires are the right ones. 

Interconnection Technologies 
One other important aspect of residential communications 
is the means of allowing different devices to actually find 
and communicate with one another, regardless of where 
they are located. Thus the picture of residential commu 
nications is incomplete without the switches, routers, 
gateways, and networking software that devices and 
users need to identify, find, and reach one another. 

These technologies exist for public and enterprise net 
works but their translation to residential use is tenuous 
for several reasons. One is that they are presently far too 
expensive for consumers. Another is that they are too 
complex to set up and use, especially considering that 
the home has no dedicated information-technology staff. 
A third is that they do not deliver end-user applications 
or services but are only a means to that end, so vendors 
would have to overcome great consumer resistance to 
purchasing them. Nonetheless, consumers need ways to 
interconnect their automation network (CEBus?) with 
their computer (Ethernet?), their digital VCR (IEEE 
1394?) to their printer (USB?), and lots of their in-home 
gear with the outside world. 

People (and not just engineers) using these devices will 
need to know what other devices there are and how to 
address and name them. The interconnection of the in- 
home technologies with the access-network technologies 
is a particularly intriguing problem because the two 
domains have such different technologies, economics, 
demographics, and performance characteristics. A body 
of study has emerged on the residential gateways that 
allow devices within the home to access and exploit the 
external networks without understanding their technical 
specifics. 

C o n c l u s i o n  

Residential communications offers enormous potential 
for communications technology development, pervasion, 
and revenue. The key problems to be solved are matching 
communications capabilities to the needs of the applica 
tions, appliances, and users, driving down costs to con 
sumer levels, and making these systems usable for the 
nontechnical mass market. Technical innovation is needed 
in wireline, optical, powerline, satellite, terrestrial micro 
wave, and millimeter-wave technologies and in their trans 
ceivers, media, connections, interconnections, configura 
tions, and more. The other papers in this issue describe a 
wealth of basic-technology work touching most of these 
areas. 
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Optical  Networks:  Backbones for  Universal  
Connect iv i ty  
Robert C. Bray 

Douglas M. Baney 

Communications traffic in the world's fiber-optic backbone network is 

growing more than 1 0% per year and the growth rate is accelerating. The 

ever-increasing bandwidth demands are being met by an array of technological 

innovations including higher time-division multiplex (TDM) transmission rates 

combined with wavelength-division multiplex (WDM) overlays. 

W T Te a i  "e are living in a revolutionary age. Communications traffic is growing 

explosively. In this article we attempt to characterize and quantify this growth, 

and then comment on technologies to upgrade the usable bandwidth of the 

fiber-optic backbones of the world's communication networks. 

Voice, that fax, video â€” these are the forms of electronic communication that 

are growing at unprecedented rates. A large and increasing proportion of the 

messages are digital. This is because digital signals can be made practically 

error-free, and the computers that process them are cheap and getting cheaper 

and more powerful. 

How can universal quantify all this? Since all these signals are digital, the universal 

measure is the bit rate: how many bits per second leave the signal source. 

The aggregate bit rate of all the sources is the total communications traffic. 
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A single telephone call is sampled at 8 kbits/s with 8-bit 
resolution in each direction. The two-way conversation 
thus represents traffic of 128 kbits/s. One million conversa 
tions thus represent traffic of 128 Gbits/s. In one month's 
tune this traffic will have delivered a payload of (30 days) 
x ( 86,400 s/day) x (128 Gbits/s) = 331,776,000 Gbits = 
331.776 Pbits. Typical voice telephone calls last five 
minutes. Average traffic is less than the daily peak traffic 
by a factor we will assume to be three. 

Twisted pairs, coaxial cables, optical fibers, radio-frequency 
and microwave wireless, satellites, infrared â€” these are 
the media that carry the messages. The special role of 
single-mode optical fiber is as the high-capacity backbone 
of global connectivity. No other medium comes close to 
being able to fill this role. 

Network  Overv iew 
Taking a look at a hypothetical network, we might see 
various network shapes such as rings linking various 
sites, as shown in Figure 1. Star and tree structures may 
branch from the network depending on the locality, which 
could be dense metropolitan, suburban, or rural. Geo 
graphic features also influence the local network topology. 

The core network consists of all trunk lines between 
major central offices in the larger cities, including trans 
oceanic submarine links, festoon links, and long-haul 
terrestrial links. 

Metropolitan networks consist of rings connecting major 
customers â€” that is, business locations â€” in the regions 
near large cities. An advantage of the ring architecture is 
that data can be sent in the opposite direction around the 
link should a break in the fiber cable occur. Both the core 
network and the metropolitan networks consist of single- 
mode optical fiber. 

The local access network consists of the distribution net 
work from a telephone company central office switch to 
and from customers. These networks are typically a star 
configuration of twisted-pair lines. The signals are analog 
until they undergo analog-to-digital conversion, either at 
the central office or at a remote station in the local loop. 
At that point multiple calls are multiplexed to a higher bit 
rate. This description applies to traditional wireline com 
munications, which is supplemented by newer wireless 
networks. Cellular telephone systems are wireless net 
works that offer local access to mobile customers. 

Figure 1 
Typical network. 

At present many local access networks contain optical 
fiber lines carrying multiplexed traffic from central of 
fices to local substations, where a local star network of 
twisted-pair lines branches out to individual customers. 
Fiber to the home (FTTH) and fiber to the curb (FTTC) 
networks have had numerous trials but no large-scale de 
ployments. This may change in the near future as one al 
ternative to enable broadband services such as high-speed 
Internet access to homes.1 

At the network nodes, a number of operations are per 
formed to provide for information routing and multiplex 
ing. A layered model for a network node is shown in 
Figure 2. It provides a useful way of understanding the 
roles of the various network elements. In the optical layer, 
incoming signals in the form of modulated light are re 
directed to other optical network paths or converted to 
electrical signals and sent to an electronic layer. In the 
SONET/SDH layer, digital switches and electronic add/ 
drop multiplexers route and partition the data streams. 
These data streams are sent to the electronic switching 
layer where a finer level of partitioning occurs such as 
ATM (Asynchronous Transfer Mode) switching. Alterna 
tively, the SONET/SDH layer can send data directly back 
to the optical layer after performing switching at a coarse 
level. The activities described above are performed on a 
large scale in the central office and at a smaller level at 
remote nodes. 
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Figure 2 

Layered model  of  a network node.  

D X C  =  D i g i t a l  C r o s s  C o n n e c t  
A D M  =  E l e c t r o n i c  A d d / D r o p  M u l t i p l e x e r  
O X C  =  O p t i c a l  C r o s s  C o n n e c t  
OADM =  Opt ica l  Add /Drop  Mul t ip lexer  

Traf f ic  on the Core Network 
Core network telecommunications traffic within the U.S.A. 
has been estimated to be in the range of 200 to 400 Gbits/s, 
or the equivalent of 1.5 to 3 million telephone conversa 
tions.2 This estimate includes the combined voice, data, 
fax, and video traffic on all U.S. long-distance carriers 
during midday daily peak traffic. The average annual 
growth rate of this traffic in 1995 was 10%. 

Core telecommunications network traffic outside the 
U.S.A. has been estimated to be comparable to the U.S. 
traffic. This is intracountry traffic, which does not cross 
international boundaries. The exact growth rate is not 
known, but we believe it to be less than the U.S. growth 
rate at the present time because of higher rate structures 
and less developed services outside the U.S. 

International telecommunications traffic is well-docu 
mented by the International Telecommunication Union 
(ITU), with a three-year delay.3 As shown in Table I, 
calculations from ITU records estimate that U.S. outgoing 

international traffic in 1993 was 2.8 Gbits/s on average, or 
a bit more than one OC-48 link. Total worldwide inter 
national traffic was 11.9 Gbits/s on average, or more than 
one OC-192 link. These figures include, but are not limited 
to, the undersea cable traffic. 
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Market  Dr ivers 
The worldwide demand for communications drives the 
need for increased network capacity. Four factors in this 
capacity growth are: 

â€¢ Upgrades of existing networks 

â€¢ Increased global teleconnectivity 

â€¢ Worldwide deregulation of the telecommunications in 
dustry 

â€¢ Introduction of new broadband services. 

Upgrades of Existing Networks. In the U.S.A., all carriers 
are presently upgrading their terrestrial networks, replac 
ing repeater huts with optical amplifiers.4'7 This provides 
them with a significant cost savings, as well as a network 
that is much less data rate dependent. Increased reliability 
is achieved by configuring the network in a redundant, 
self-healing ring architecture. In this system, two redun 
dant paths that are physically separated are provided 
between any two access points. If a fault occurs on one 
path, for example if an errant backhoe cuts a buried cable, 
network supervisory software automatically redirects 
traffic along the alternate path after the fault is detected. 

Increased Global Teleconnectivity. Around the world, 
backbone networks of optical fiber continue to be installed 
at a remarkable rate. 30-count single-mode optical fiber 
cable is installed at an average rate of 80 km/hr, around 
the clock, all year long.8 A reported 1.06 million fiber-km 
were installed in China alone in 1994. China plans to add 
between 75 million and 100 million new lines to homes 
and businesses by the year 2000. 

So far, U.S.$11.6 billion has been invested in undersea 
systems that connect 70 countries, with 17 more countries 
connected in 1996. In the next three years, it is expected 
that U.S.$13.9 billion will be invested in new undersea 
systems, with less than 10 percent of the cable going into 
the Atlantic. With completion of the TAT-12/13 and TPC-5 
cable systems, the transatlantic and transpacific routes 
each have installed redundant, self-healing capacity of 
10 Gbits/s.9'10 This capacity was originally forecast to 
exceed the demand until 2006. However, by early 1997 the 
capacity on these cables was completely subscribed. New 
cables with capacity of 100 Gbits/s are planned.11'12 

Deregulation. Deregulation in the telecommunications 
industry will break down the present barriers to competi 
tion in all sectors of the market. Throughout the world, 

FigureS 
Pr ice  changes before  and a f te r  deregu la t ion  o f  the  te le  
communicat ions industry .  Courtesy Forrester  Research,  
Inc., Cambridge, MA, U.S.A. 
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government owned or controlled telecommunications 
monopolies are undergoing deregulation. The U.S.A. is 
further along than most countries. The current grouping 
of service providers in the U.S.A. â€” regional Bell operating 
companies (RBOCs), interexchange carriers, and CATV 
providers â€” is quickly blurring through mergers, acquisi 
tions, and collaborations between segments. The competi 
tive nature of this market opening will likely stimulate 
installation of redundant capacity in different providers' 
networks. This should lead to lower prices (Figure 3) 
and an increased growth rate for telecommunications 
traffic. The consulting firm Forrester Research predicts 
a growth of 250% in traffic by the year 2005. 

New Broadband Services. While telecommunications traf 
fic growth rates of 10 to 17 percent are impressive, these 
growth rates are low compared to those for existing and 
new data services. The Internet has grown exponentially 
for at least seven years, as shown in Figure 4. Backbone 
traffic on the U.S. National Science Foundation's NSFNET 
exceeded 50 Mbits/s on average in late 1994, having 
doubled yearly for several years until then. The architec 
ture changed in 1995 to the present network access point 
structure with multiple backbone services. Traffic is ex 
changed between services at network access points, the 
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Figure 4 

Internet backbone traff ic growth since 1991. 13 

largest of which â€” MAE-East (Washington, B.C.) and 
MAE- West (San Jose, California) â€” have combined traffic 
that has more than quadrupled in each of the two years 
since 1995 â€” truly astounding growth! This combined traf 
fic has reached about 1.5 Gbits/s on average in mid-1997, 
a number that still seems small, that is, the equivalent of 
about 12,000 telephone calls. The seemingly small traffic 
volume reflects the fact that the Internet is connection 
less. It also reflects the fact that the Internet is insuffer 
ably slow! The connectionless nature of the Internet 
means that packets of data move from source to destina 
tion through a network of routers without a circuit being 
reserved as it would be for telephone service.14 This is 
true for an Internet exchange as it traverses the core tele 
communications network. However, if that exchange orig 
inates in a local access network, a local call to the Inter 
net service provider (ISP) does tie up a circuit through 
the telephone company's central office switch for the 
duration of the connection. Local telephone companies 
have based their service on an economic model that as 
sumes that telephone calls last five minutes on average, 
and have not yet absorbed all of the calls to Internet 
service providers that last an hour or more.15 

To predict Internet traffic growth to the year 2000 and 
beyond, we must recognize the following Internet traffic 
growth drivers: 

â€¢ Connections worldwide double yearly. 

â€¢ PCs will continue to proliferate. 

â€¢ Faster PCs and LANs (1-GHz and 1-Gbifs) will be wide 
spread by 2000. 

â€¢ Demand for faster access (ISDN lines, 50-Mbit/s cable 
modems) is rising. 

â€¢ Demand for bandwidth-hungry services (3D graphics, 
video clips) will grow. 

â€¢ Network software (Java) will increase network average 
bit rates. 

â€¢ Lower telecommunications rates will unleash demand. 

â€¢ Corporate intranets linking sites of the same firm, 
enabling efficiencies and savings, will proliferate. 

Figure 5 shows the predictions of a model that accounts 
for the yearly doubling of Internet connections and the 
further, compounded explosive growth in Internet traffic 
that is likely to occur as the result of the factors listed 
above. In this model, the peak daily worldwide core 
network Internet traffic rises from 360 Mbits/s in 1996 to 
110 Gbits/s in 2000. 

To see the effect of the Internet traffic, we plotted the 
projected U.S. telecommunications peak long-haul traffic 
with and without Internet use in Figure 6. The lower 
curve shows the projected U.S. daily peak core telecom 
munications traffic through the year 2000 using a 10% 
growth rate. The upper curve adds the estimated Internet 
traffic. The model predicts that the Internet accounts for 
10 to 20 percent of the total core telecommunications 
network traffic by 2000. 

Figure 5 
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FigureG 

Telecommunicat ions t ra f f ic  increase f rom In ternet  act iv i ty .  
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Single-mode optical fiber has enormous untapped band 
width. Each nanometer of the spectrum near 1550 nm, 
where loss is at a minimum, represents 125 GHz of band 
width. 

Worldwide demand for increased network capacity has 
pushed core network service providers to find the best 
alternative to increase bandwidth beyond the 2.5-Gbit/s 
rate on a single optical fiber. The increased demand for 
bandwidth has forced a reevaluation of network designs 
and the development of network topologies based on 
wavelength-division multiplexing (WDM). The challenge 
for today's network designer is to exploit more of the 
bandwidth of the fiber. 

The way information is physically encoded onto the trans 
port layer involves a number of trade-offs between utiliza 
tion of existing infrastructures, investment in new tech 
nologies, and scalability of the network. Traditionally, a 

single optical carrier per fiber has been used in fiber-optic 
networks. Originally, optical networks were based on 
direct detection receivers and regeneration at periodic 
intervals along the core. Later research pointed towards 
the use of coherent receivers to increase the distances 
between regenerators.16 This was quickly put on the back 
burner with the emergence of the erbium-doped fiber 
amplifier (EDFA).4"7 The EDFA provides low-noise, polar 
ization independent optical gain to overcome propagation 
losses in the fiber ( â€” 0.3 dB/km). Initial systems employ 
ed purely single-carrier information transport based on 
time-division multiplexing (TDM) until it became appar 
ent that increased capacity could be economically imple 
mented with a WDM overlay on the existing TDM network 
structure. 

The goal of network designers is to use the right combina 
tions of optical carriers and data rates to maximize the 
network performance in terms of reliability, cost, and 
future growth. In the next sections, we will discuss 
TDM and WDM techniques used to obtain higher data 
throughput and issues associated with deployment of 
these techniques. 

T i m e - D i v i s i o n  M u l t i p l e x i n g  

TDM has been the traditional method for combining infor 
mation channels. This approach is illustrated in Figure 7. 
Increased data rates are made possible by interleaving 
more and more pulses while shrinking the pulse width at 
the same time. This is similar to packing more cars on a 
single-lane highway with a fixed speed limit. At a certain 
point we must shrink the size of the car. Similarly, as the 
pulse packing increases, the electronics must operate at 
higher and higher frequencies to accommodate the shorter 
pulse widths. 

Figure 7 

Time-divis ion mult ip lexing (TDM). 
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Starting from the most fundamental data rate, the voice 
call, the TDM system combines other calls through inter 
leaving or multiplexing. The 64-kbit/s call, referred to as 
a DSO, is multiplexed with 23 other calls for a total of 
1.544 Mbits/s, which is designated as a Tl (Figure 8). The 
next level up is the T3, which represents a data rate of 
43.008 Mbits/s. Add about 7 Mbits/s for overhead and we 
have the first optical carrier (OC) designation, OC-1. 

With the evolution of standards in various parts of the 
world, different nomenclatures and rates have been desig 
nated. At higher data rates, these standards have merged 
into the SONET/SDH designations. A comparison of the 
most common SONET hierarchies is shown in Table II. 

The lower-rate OCs are multiplexed together to form the 
OC-48 transmission at a rate of 2.488 Gbits/s. OC-48 rates 
are practical with today's technologies and OC-192 is in 
early deployment. Obviously, a great deal of multiplexing 
is required to achieve these data rates. As the data rate 
increases, so does the cost of the electronic terminal 
equipment that converts the optical signals to electrical 
signals and demultiplexes the data to lower rates for elec 
tronic switching and routing. Other challenges also present 
themselves at high data rates, particularly the dispersion 
in the optical fiber. Fiber dispersion places limits on the 
permissible channel bandwidth to keep pulse distortion 
to an acceptable level. 

Fiber Dispersion. The problem of dispersion is tied to the 
bandwidth that the signal occupies. Chromatic dispersion 
refers to the frequency dependence of the velocity of light 
in the optical fiber. The signal bandwidth scales inversely 
with twice the pulse width for NRZ (nonreturn-to-zero) 
transmission. The frequency chirp of a directly modulated 
laser significantly increases the bandwidth occupied by 
the signal. Chirping refers to the unwanted optical carrier 
frequency excursions created during intensity modula 
tion.17'18 The magnitude of the chirp increases with the 
pulse rate. The chirped optical pulses propagating along 
the fiber are spread out by the combined effects of linear 
and nonlinear dispersion in the single-mode optical fiber. 
Eventually, it becomes difficult to distinguish between a 
logical 1 and a logical 0 as the dispersion causes the pulses 
to overlap in time. 

Given that the dispersion of the installed fiber is fixed, we 
must apply dispersion compensation or reduce the band 
width occupied by the channel. The bandwidth is reduced 
by minimizing transmitter chirp and employing different 
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encoding techniques. Low-chirp electroabsorption and 
Mach-Zehnder modulators have been developed. Electro- 
absorption modulators are integrated with DFB (distrib 
uted feedback) lasers to eliminate the extra fiber coupling 
required with external modulators. These devices provide 
low negative chirp to help compensate for pulse spreading 
caused by the Kerr effect.19 

Approximately 95% of the world's installed fiber base has 
its dispersion zero near 1310 nm.8 At the low-loss wave 
length of 1550 nm, this fiber has a dispersion of approxi 
mately 17 ps/nm â€¢ km. A simple relationship estimates the 
maximum span length allowed by linear chromatic disper 
sion spreading effects on the transmitted signal: 

0.8c 

where c = 2.997925 x 108 m/s is the velocity of light, D is 
the dispersion parameter, B is the bandwidth, and X is the 
wavelength of the light. This relationship is plotted in 
Figure 9 for a wavelength of 1550 nm for standard non- 
dispersion-shifted fiber as well as for dispersion-shifted 
fiber with dispersion of ~ 2 ps/nm â€¢ km. 

Obviously the use of zero-dispersion fiber would increase 
the maximum TDM rate. However, there are two compel 
ling reasons not to use it. One is that installing new fiber 
under the ground is quite expensive, and the other is that 
zero-dispersion fiber is incompatible with present WDM 

Figure 9 

Line limitation resulting from uncompensated chromatic 
dispersion as a function of bit rate. 
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technology because of four-wave mixing effects.20 An 
alternative and promising method is to compensate for 
the fiber dispersion. 

Dispersion Compensation. A number of technologies are 
being investigated to reduce the pulse spreading in TDM 
links. Dispersion compensating fibers with special core 
designs are fabricated to yield the required wavelength 
dependent time delay to compensate for standard tele 
communications fiber.21 Dispersion compensating fiber 
lengths on the order of 10 km are required to compensate 
for the installed-fiber dispersion characteristic for typical 
spans. Some issues encountered with the dispersion com 
pensating fiber technique include insertion loss, polariza 
tion-mode dispersion, and Kerr-effect nonlinearity. Disper 
sion compensating fibers are often characterized by a 
figure of merit that describes the ratio of the dispersion to 
the loss. The loss of the dispersion compensating fiber is 
approximately 0. 1 dB per compensated-span kilometer. 
Research is being directed towards improving the disper 
sion compensating fiber performance through careful 
fiber waveguide design. 

Another approach uses the fiber Bragg grating. The phase 
response versus frequency for the fiber Bragg grating can 
compensate for fiber dispersion. Both reflection-type and 
long-period transmission gratings are under consider 
ation. As an example, in Figure 10 a fiber Bragg grating 
is used in conjunction with an optical circulator to com 
pensate for fiber dispersion. Its operation is as follows. 
The circulator passes light in the direction of the arrow 
from port 1 to port 2. The fiber Bragg grating is a reflec 
tive type with a wavelength delay that compensates for 

Figure 10 

Circu la tor -based d ispers ion compensator .  
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the wavelength dependent delay of the fiber span. The com 
pensated light then goes to the output, port 3. In this way, 
dispersion compensation is achieved with as little as 2 dB 
of optical path loss. Research is ongoing to extend the 
bandwidth over which the dispersion compensation can 
be employed. Multiple wavelengths can be independently 
compensated with separate fiber Bragg gratings. In a re 
cent experiment, 6000 ps/nm, or equivalently, compensa 
tion for 5000 km of nondispersion-shifted fiber, was dem 
onstrated by a group at the University of Southampton.22 

Dispersion compensation has allowed a significant in 
crease in TDM rates using installed fiber. However, the 
cost of the terminal equipment including transmitters and 
receivers increases significantly at the higher bit rates. 
A way to achieve the increased aggregate bit rate using 
lower-bandwidth optoelectronics is to add a WDM overlay. 

Wavelength-Division Mult iplexing 
The push towards WDM is being driven by cost consider 
ations. The ability to compensate for chromatic disper 
sion combined with the expense of high-speed receivers 
makes WDM an appealing candidate for realizing the re 
quired aggregate data rates. While TDM is analogous to 
packing more cars on a single-lane highway, WDM adds 
more lanes to the highway. 

Wavelength-division multiplexing permits true access to 
the tremendous bandwidth available from single-mode 
optical fiber. The available bandwidth is illustrated in 
Figure 11. The fiber itself supports approximately 
25,000 GHz of bandwidth. This bandwidth is typically bro 
ken up into two bands, centered at 1300 nm and 1550 nm. 
The 1550-nm band overlaps fortuitously with the gain 
spectrum of the erbium-doped fiber amplifier (EDFA) as 
shown in Figure 11. In the region around 1550 nm, 
approximately 5000 GHz of gain bandwidth is available 
from the erbium-doped fiber amplifier (EDFA). The EDFA 
is simply a length of optical fiber whose center is doped 
with erbium ions. Pumping the fiber with a laser operating 
at 980 nm or 1480 nm causes the ions to absorb the pump 
energy. Later, the ions give up the energy to the incoming 
1550-nm wavelength signal, resulting in amplification. 
Optical gains of 30 dB and noise figures of ~ 5 dB are 
routinely achieved from EDFAs, making them nearly ideal 
devices for overcoming the propagation loss in optical 
fibers. For WDM applications, the broad gain bandwidth 

Figure 11 
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of the EDFA makes it capable of simultaneous amplifica 
tion of many wavelength channels. This is a cost-effective 
use of the EDFA. 

WDM terminals consist of multiple, independent TDM 
transmitters at different wavelengths in the 1550-nm band 
and an equal number of independent TDM receivers, as 
shown in Figure 12. The outputs of the transmitters are 
optically multiplexed together onto a common output 
interface to the optical transmission network. The optical 
input to the WDM terminal is optically demultiplexed and 
the separated signals are fed to TDM receivers. 

Figure 12 

Wavelength-d iv is ion mul t ip lex ing (WDM).  
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WDM can be considered as a way of summing together 
many TDM channels on a single fiber. The alternative 
solution would be to lay more fiber, which is costly. 
Increasing the aggregate transmission rate using WDM is 
technically viable and cost-competitive. Increasing TDM 
rates from say, 10 Gbits/s to 40 Gbits/s is very challenging 
by today's technical standards. On the other hand, using 
four WDM channels at 10 Gbits/s to achieve an aggregate 
rate of 40 Gbits/s is feasible. 

WDM is making the "tera era" a reality. Laboratories have 
already demonstrated transmission capacity beyond 
1 Tbits/s on a single fiber.23-24 In a recent laboratory 
experiment, 132 lasers were combined onto a single fiber 
to transmit information at a 2.6-terabit-per-second rate.25 
The tremendous progress in transmission capacity of a 
single fiber is shown in Figure 13, which shows labora 
tory WDM achievements over the last couple of years. 
Going beyond 6 Tbits/s on a single fiber will probably 
require adding another wavelength band such as 1300 nm, 
or a significant widening of the 1550-nm band. 

WDM Network Elements. To make WDM systems possible, 
a number of new components are required to perform opti 
cal amplification, wavelength multiplexing, and routing. 
For example, wavelengths can be separated from the data 
stream using optical add/drop multiplexers (OADMs). 
OADMs and optical crossconnect switches are also envi 
sioned for future wavelength-routed networks. 

A key element in WDM networks is the EDFA, which pro 
vides nearly wavelength-transparent optical gain.4"7 As a 
result, the EDFA gain spectrum has determined the wave 
length band of WDM systems. The EDFAs are placed 
along the links at varying intervals depending on the data 
rates, system quality, and other factors. A separation of 
80 km is very reasonable. It is important that the EDFA 
gain response be fairly constant across the wavelength 
span of interest. If it is not, channel-by-channel power 
compensation is required in long-haul networks. 

The 1300-nm telecommunications window is also avail 
able, since the fiber loss is still quite acceptable there. At 
this wavelength, however, optical amplifiers have not been 
able to achieve the spectacular results obtained by EDFAs 
at 1550 nm. Some candidates include gain-clamped polar 
ization independent semiconductor amplifiers, praseo 
dymium or neodymium fiber amplifiers, or Raman-effect 
fiber amplifiers.26 

While it is beyond the scope of this paper to discuss 
each element of the WDM network in detail, the summary 
in Table III provides a partial list of the network ele 
ments available to system designers and the technologies 
involved.27'28 

The use of specific technologies in realizing certain net 
work elements depends on the requirements for network 
transparency. Ideally, an all-optical network could provide 
data-rate-transparent operation, allowing easy upgrade to 
higher data rates. In such a network, wavelength conver 
sion would have to be performed with all-optical methods. 
Optoelectronic regeneration has limits on bandwidth set 
by the detection and regeneration circuitry and would not 
be strictly transparent. Discussion continues on the need 
for transparency in view of the difficulties of coherent 
cross talk and vendor interoperabilty associated with 
transparent network designs. 
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Table I I I  
WDM \eticork Elements 

D e v i c e  A b b r e v i a t i o n  

Erbium-doped fiber amplif ier  EDFA 

M u l t i p l e x e r / d e m u l t i p l e x e r  M U X / D M U X  

W a v e l e n g t h  a d d / d r o p  W A D M  
multiplexer 

W a v e l e n g t h  i n t e r c h a n g e  W I X C  
crossconnect 

W a v e l e n g t h - s e l e c t i v e  W S X C  
crossconnect 

O p t i c a l  c r o s s c o n n e c t  O X C  

Function 

Provides flat gain spectrum to 
WDM channels 

Combines/separates multiple 
wavelength channels onto/from 
a single fiber 

Adds or drops one or more 
wavelength channels without 
terminating the entire layer 

Crossconnects signals with 
allowance for wavelength inter 
change 

Crossconnects individual wave 
lengths without wavelength 
interchange 

Optical signal switching 

Technologies 

Silica-based or fluoride-based 
fibers, laser pumps 

Waveguide arrays, zig-zag filters, 
interference filters, diffraction 
gratings, fiber gratings, fuse 
couplers 

Fused couplers, interference 
filters, circulators and fiber 
Bragg gratings, Mach-Zehnder 
interferometers 

Optoelectronic regeneration, 
cross-gain modulation, optical 
nonlinearity, mechanical 

Fused couplers, interference 
filters, circulators and fiber 
Bragg gratings, Mach-Zehnder 
interferometers 

Electromechanical, electrooptic 

WDM Challenges. Other challenges facing WDM networks 
relate to optical frequency standards and network archi 
tectures. Setting wavelength and frequency standards is 
challenging in a competitive environment. The stability 
requirement on laser center wavelengths is stringent with 
narrow channel separations. It is further complicated by 
physical phenomena such as four-wave mixing, which dis 
courages the use of uniformly spaced channel frequencies. 
Currently, the ITU-T (International Telecommunications 
Union, under United Nations charter) has allocated wave 
length channels on a frequency grid with 100-GHz spac- 
ings referenced to 193.1 THz. This is helpful, but noting 
the approximately 5000 GHz of available bandwidth, the 
possibilities are still limited that vendors will choose the 
same points on the grid for their 16-channel systems. 
The ITU-T optical frequencies and their respective wave 
lengths from 1530 nm to 1560 run are shown Table IV. 

Four-wave mixing, in which the nonlinear behavior of the 
optical fiber causes different channels to mix, causes prob 
lems by scattering signal power to other wavelengths.20 

Low-dispersion fiber, while helpful for TDM, increases the 
efficiency of the undesirable four-wave mixing. Therefore, 
WDM links must be designed to have local dispersion to 
reduce four-wave mixing but achieve low global disper 
sion. Dispersion maps showing the dispersion with dis 
tance along the link are commonly used as part of the link 
design.29 

The complexity of network management for WDM systems 
can vary tremendously depending on the architecture. For 
point-to-point WDM systems, the management is not un 
like a network that simply added more fibers along a span 
instead of using WDM. In transparent networks, on the 
other hand, signals pass without bandwidth limitations, 
which implies no optoelectronic regeneration. Thus, 
transparent networks require wavelength interchange and 
switching capability allowing wavelength reuse. The man 
agement of transparent networks is considerably more 
complex and is still in active investigation. 
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A c k n o w l e d g m e n t s  

C o n c l u s i o n  

Communications traffic in the world's fiber-optic backbone 
network is growing more than 10% per year. The growth 
rate shows promise of accelerating further. Ever-increasing 
communications bandwidth demands prompted by voice, 
fax, video, and Internet activity are being met by an array 
of technological innovations. Higher TDM transmission 
rates combined with WDM overlays have provided an eco 
nomical alternative to putting more fiber in the ground. 
Development of standards for WDM networks will allow 
the possibility of interoperability between equipment from 
different manufacturers. 

The authors would like to acknowledge the following 
people who contributed useful discussions: Tim Bagwell, 
Jerry Chappell, Waguih Ishak, Roger Jungerman, Chris 
Miller, Steve Newton, and Karl Shubert. 
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Transmission at 424.8 Mbits/s using Category 5 cable can meet both industrial 

and the robust stringent domestic emissions regulations. The design is robust 

in operation and the complexity is not much greater than that used for the 

100-Mbit/srate. 

I . n October 1995, two new 100-Mbit/s local area network standards were 

published by the Institute of Electrical and Electronics Engineers: IEEE 802.12, 

based a a demand priority (DP) access method, and IEEE 802.3u, based on a 

collision sense multiple access/collision detection (CSMA/CD) access method. 

Subsequently, there has been much interest in increasing the operating speed 

of these standards beyond 100 Mbits/s.1 This imposes design challenges for the 

two media involved: optical fiber and copper cabling. Optical-fiber-based 

approaches are discussed elsewhere in this issue. Here we will examine 

schemes that are designed to use existing copper cable installations, specifically 

data-grade cable, Category 5. This cable is already installed in locations that 

have followed building wiring standards. 

A critical objective for the copper solution was to cost less than the fiber 

solution and this meant low complexity was required. We show that 

transmission at 424.8 Mbits/s using Category 5 cable can meet both industrial 

and the the stringent domestic emissions regulations. Furthermore, the 

design of robust in operation and of a complexity not greatly in excess of 

that used for the 100-Mbit/s rate.2 The data rate of 424.8 Mbits/s is equivalent 

to the bits Channel rate of 531 Mbits/s before 8B10B coding (mapping 8 bits 

to 10 bits) and was chosen in anticipation of other IEEE 802 physical layers 

(PHYs) speeds following the route of compatibility with Fibre Channel speeds 

to leverage existing components. 
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Compared with fiber, a copper system has a number of 
problems peculiar to it. A long metallic conductor is 
prone to act as a radio antenna, and this could lead to 
interference with other equipment (emissions) and un 
wanted pickup from other equipment (susceptibility). In 
addition, the copper cables are isolated by transformer 
coupling to avoid ground loops and other undesirable dc 
effects. These properties together with the transfer char 
acteristic of the cable determine what can be successfully 
transmitted over the cable in a real-world environment. 

Architectural  Requirements: Speed, Bidirectionali ty 
In a shared-medium access method such as DP or CSMA/ 
CD, full-duplex data transmission is not possible, since 
only one station (or none) has access to the shared chan 
nel at any point in time. However, half-duplex data trans 
mission is suitable and an important refinement is pos 
sible. Network control traffic, including, for example, 
requests for access to the shared media, can be allowed 
to travel upstream when data flow is downstream, or vice 
versa. This helps the efficiency of the network, making it 
into a hybrid duplex scheme in which data and control 
can flow simultaneously in opposite directions, but neither 
is full-duplex.3 

Having four pairs in one Category 5 cable means that there 
are alternative duplexing schemes to the traditional single- 
channel frequency-division multiplexing (FDM) or hybrid- 
plus-echo-canceller approach. The bandwidth of one pair 
can be dedicated to a reverse control-signaling channel 
with the remaining three pairs for the forward data 
channel. This 3 + 1 scheme creates an asymmetric duplex 
scheme in terms of the bandwidth available in each direc 
tion. Having the still relatively high bandwidth of a single 
pair for control signaling is useful not because control 
traffic is high-bandwidth but because prompt detection of 
control codes is advantageous in terms of network perfor 
mance. Asymmetric duplexing using selected pairs is nota 
bly less complex than FDM or hybrid plus echo canceller 
because of the lower component count. As shown in 
Figure 1, only two of the four pairs need be half-duplex; 
the other two can be simplex. Near-end crosstalk (NEXT) 
is no longer the dominant noise source in this Category 5 
system as it was in the Category 3 100-Mbit/s systems.5 
Externally induced noise is dominant. Having a solution 
without FDM, echo cancellation, or NEXT cancellation is 
the pivotal step in forming a low-complexity system design. 

Speeds greater than 100 Mbits/s are of interest for extend 
ing the existing standards, and in particular, speeds 
matching the Fibre Channel rates offer the possibility of 
leveraging existing components including drivers and 
clock recovery circuits. The first two Fibre Channel rates 
offering a marked speed increase over 100 Mbits/s are 
531 Mbits/s and 1062.5 Mbits/s. However, these include 
the overhead of an 8B10B code designed assuming a 
single serial transmission medium. Since the copper solu 
tion divides the data among three pairs, the 8B10B code 
could be replaced with something more appropriate for 
this application. The raw data rates for the two Fibre 
Channel rates then become 424.8 Mbits/s and 849.6 
Mbits/s. Extending these rates to the 3 + 1 asymmetric 
duplex scheme gives per-pair rates of 141.6 Mbits/s and 
283.3 Mbits/s. 

Signaling: Mult i level Signaling, Coding, Control 
Earlier work6 had shown that transmitting basic NRZ data 
at 155 Mbits/s was unlikely to satisfy domestic emissions 
regulations (e.g., FCC B) and might even prove problemati 
cal in meeting the less stringent industrial regulations 
(e.g., FCC A). Regulations begin at 30 MHz, so reducing 
transmitter spectral energy above this frequency is an 
obvious approach to reducing emissions. Thus, a per-pair 

Figure 1 

The 3+ 1 hybr id duplex scheme.4 la)  Data t ransmission to 
the r ight,  (b) No data transmission, {c)  Data transmission to 
the left. 
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Figure 2 

PAM noise margin as a funct ion of  PAM index (m) for  a data 
r a t e o f 1 4 1 . 6 M b i t s / s . 8  
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rate of 283.3 Mbits/s immediately seems far less suitable 
for a copper implementation than 141.6 Mbits/s. Several 
bandwidth compressing modulation schemes were studied, 
including quadrature amplitude modulation (QAM), partial 
response (PR) classes I and IV, and pulse amplitude modu 
lation (PAM).7'8 QAM is a two-dimensional scheme requir 
ing complex in-phase and quadrature filters, and while PR 
has good bandwidth compression, this comes at the ex 
pense of clock recovery. PAM requires dc balancing but 
is a relatively straightforward scheme to implement and 
when m levels are used reduces bandwidth requirements 
by Iog2(m). If excess bandwidth a is also reduced below 
100% then an extra factor (1 + a)/2 is gained to give the 
overall relationship: 

Transmitter bandwidth = blt rate ^ 5 + /2). 
Iog2(m)v 

Using the measured external noise level (discussed later), 
noise margin was calculated for PAM systems from 2 to 16 
levels with 80% excess bandwidth, 100-m Category 5 worst- 
case attenuation, and a per-pair bit rate of 141.6 Mbits/s. 
Figure 2 shows the noise margin plotted against baud 
rate, or equivalently, PAM index at the given data rate. For 
these calculations, equal peak transmitter voltage was 
assumed regardless of number of levels. Also shown are 
the maximum receiver gain and the symbol separation 
that were used to calculate the margin. A comparison of 

the transmitter spectra for 2-level, 4-level, and 8-level PAM 
are shown in Figure 3, where a fair comparison has been 
introduced by adjusting the transmitter output voltage to 
yield the same noise margin at the receiver in each case. 
The start of emissions regulations is marked by the dotted 
line at 30 MHz. Clearly, 8-level PAM has lower energy 
above this frequency. To determine if the transmitters will 
actually pass the regulations, EMC measurements are 
required, which must also include the cable. 

The absence of a dc response is a problem for a baseband 
system such as PAM, but can be solved by the addition of 
a balancing block code having the property of reducing 
the running digital sum (RDS, the sum of transmitted sym 
bol levels), which reduces low-frequency components. A 
block code that has more codewords than data words â€” 
that is, redundancy â€” allows control signaling to be readi 
ly incorporated into the transmitted symbol stream. Block 
coding can also ensure a high transition density, which 
aids clock recovery schemes. 

Table I shows five possible block codes.4 The best all- 
around codes are 8B3N (mapping 8 bits to 3 nonary or 
9-level symbols) and 16B6O (mapping 16 bits to 6 octary 
or 8-level symbols) since, in addition to good bandwidth 
compression and redundancy, the inputs are multiples of 
eight bits, which can lead to implementation convenience. 
Additionally, in the 8B3N case, the RDS at a codeword 
boundary is constrained to be between - 4 and 5. Choos 
ing a subset of the 8B3N code for data allows inband con 
trol the and if the subset is suitably constrained, the 

FigureS 

2- level ,  4- level ,  and 8- level  PAM t ransmit ter  spectra for  
equal noise margin. 8 Only the f irst lobes of the spectra 
are shown. 
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*  Redundancy fac tor  =  number  o f  output  permutat ions d iv ided by number  o f  input  permutat ions 

spectral magnitude of the control codes does not greatly 
exceed that of the data (see Figure 4). Finally, by ensur 
ing that the control codewords have a Hamming distance 
of two with respect to data codewords, then single error 
events will always be detected in the control codewords. 
When 8B3N is encoded, the per-pair rate of 141.6 Mbits/s 
equates to a symbol rate of 53.1 Mbaud. 

Electromagnetic Compatibi l i ty (EMC) 
Electromagnetic compatibility was one of the first areas 
to be investigated and measurements were performed 
before the 8B3N code had been chosen for the system. 
To evaluate the general effectiveness of PAM bandwidth 
compression with respect to emissions, uncoded 8-level 
PAM was used for the measurements at 50 Mbaud.10'11 

Figure 4 

Spect ra  o f8B3N data and cont ro l  s igna l ing.9  

Data Spectrum 

Frequency (MHz) 

European (EN) and U.S. (FCC) emissions regulations limit 
the radiation level that the system can be allowed to gen 
erate (see Figure 5). The industrial Class A levels are 
10 dB less stringent than the domestic Class B levels 
shown. lOOVG-AnyLAN5 used all four pairs of the cable to 
good effect by sending only 30 Mbaud on each pair, hence 
staying below the emissions limits. However, at higher 
rates this is not enough; even using all four pairs for data, 
the per-pair rate is 125 Mbits/s for 500 Mbits/s total, and 
using the 3+1 scheme, 141.6 Mbits/s is required. This 
would require a bandwidth in excess of 30 MHz using 
lOOVG-AnyLAN signaling. Bearing in mind that some bal 
ancing overhead would be required, 155 Mbits/s NRZ and 
50 Mbaud 8-level PAM were convenient rates to be investi 
gated in terms of emissions. 

EMC measurements were made to ascertain the levels of 
radiation and susceptibility of the Category 5 cable so that 
the results could be used to examine the trade-off between 
bandwidth improvement and increased noise susceptibility 
when moving to a multilevel system. A 100-m length of 
Category 5 cable including short patch cords and a punch- 
down block (connector block) was tested with 150-Mbit/s 
and 50-Mbit/s binary data and a prototype 50-Mbaud, 
8-level PAM source. Transmitter output level was IV peak- 
to-peak into 50 ohms and 1.4V peak-to-peak when matched 
to the 100-ohm Category 5 transmission line using a balun. 
In each case the free cable was wound noninductively on 
a 1-m-by-l-m wooden frame. Emissions were measured at 
3 meters with each transmitter and susceptibility was 
measured when the cable was subjected to a standard 
3V/m field. The field strength was leveled at each of 1 1 
spot frequencies using a pair of optically coupled field 
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Figure 5 

FCC and EN emissions regulat ions.6 

50 - r  

m ^  

f >  4 0  - -  

216  230  

30 

47.5 

46.0 

43.5 

_4(L5: 

EN55022 

FCC B 

FCC B as Defined at 3 m 
EN55022 Scaled to 3 m 

Pass 

10 100 300 

Frequency  (MHz)  

probes before each measurement. The results are shown 
in Figure 6. 

Note that externally induced noise is the major noise source 
in the Category 5 half-duplex system under consideration, 
principally due to the low level of cross talk. Figure 7 
shows that the 155-MbhVs case breaks the FCC B emis 
sions mask (barely), whereas Figure 8a shows that the 
50-Mbit/s case does not. The emissions mask has been 
adjusted to account for the EMC measurement site atten 
uation and is thus no longer flat with frequency. 

The prototype 50-Mbaud trace (Figure 8b) shows some 
clock breakthrough, but otherwise meets the mask. The 

breakthrough is a result of prototype construction rather 
than a feature of the code. Development of the prototype 
would enable the spectrum to approach the 50-Mbit/s 
trace from the test instrument (Figure 8a), which is 
shown for comparison purposes. The 155-Mbit/s EMC 
data was within 1 dB of emissions measurements made a 
few years earlier for presentation to the ATM Forum.6 

The Channel:  Cable and Transformers 

The measured frequency and phase responses of a sample 
100-m Category 5 channel and transformers are shown in 
Figures 9a and 9b. Note the increasing attenuation with 
frequency, the absence of a dc response, and the nearly 
linear phase slope. The phase slope equates to a time delay 
of 0.486 us which, as expected, is equal to the transit time 
of 100 meters of cable assuming a propagation velocity of 
0.7c. Oversampled FIR (finite impulse response) models 
of the measured and EIA/TIA 568 worst-case channels 
were generated for simulation purposes, and the measured 

Figure? 

Measured 155-Mbi t /s  emissions wi th FCC B l imi t  over lay.8 

3 0  5 0  1 5 0  2 0 0  

Frequency (MHz) 

December 1997 â€¢ The Hewlett-Packard Journal 

© Copr. 1949-1998 Hewlett-Packard Co.



Figures 

Measured emissions with FCC B limit overlay.8 Â¡a 1 50-Mbti/s 
NRZ. (b) 50-Mbaud 8- level PAM. 
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case is shown in Figure 9c. The rather long delay to the 
punctual tap of this impulse response is 192 taps x 
1/400 MHz = 0.48 us, equal to the cable delay as before. 
The decay after the punctual tap is the result of the low- 
pass nature of the cable and the very small final tail, 
which is offset below zero, is a result of the low-frequency 
corner introduced by the transformers. 

Simulation 
Figure 10 shows the simulated data transmission path. 
The functional blocks were written using the MATLAB 
package. Transmitter block coding was 16B6O or 8B3N, 
finite precision was used for the signal conversion 
blocks, and the receiver was configured to use a refer 
ence clock. Both T-spaced (baud-spaced or synchronous) 
and T/2-spaced FIR filter equalizers were used, using the 
gradient LMS (least mean squares) algorithm in reference- 
directed mode for convergence and including finite- 
precision effects. 

A T/2 fractionally spaced equalizer was preferred for its 
insensitivity to timing phase (due to the absence of aliased 
band-edge components). If a lower sampling rate had 
been preferred, a T-spaced equalizer could have been used 
at the expense of slightly more clock recovery complexity. 
The simulation was used to study the performance of the 

block codes for varying degrees of transformer low- 
frequency loss. 

The 3+1 scheme was used with a bit rate of 141.6 Mbits/s 
on each pair, giving a bandwidth over the three data pairs 
of 424.8 Mbits/s, which corresponds to the 531-Mbit/s 
Fibre Channel rate without 8B10B encoding as described 
above. Mapping 16 bits to 6 octary (8-level) symbols or 
mapping 8 bits to 3 nonary (9-level) symbols results in the 
same bandwidth compression factor (2.65) and yields a 
symbol rate of T = 53. 1 Mbaud in each case. Transmit 
filtering was root raised cosine with a = 0.8, followed by 
a fifth-order analog Butterworth filter with a cutoff at 
40 MHz.The channel was simulated by the cascade of 
transformers modeled as first-order high-pass filters with 
a cutoff at 100 kHz and cable modeled as an FIR filter 

Figure 9 

Measured (a)  f requency and (b)  phase response of  100-m 
typical Category 5 cable to 200 MHz. (c) 305-tap FIR f i l ter 
model. 
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Figure 10 

Simulated transmission path. 13 
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with a transfer function approximating the worst-case 
propagation loss as set out in EIA/TIA 568. 

At the receiver a fifth-order Butterworth filter at 40 MHz 
provided anti-aliasing and out-of-band noise rejection. 
The analog-to-digital converter (ADC) had variable resolu 
tion and the effect of an AGC circuit was modeled by 
ensuring that the applied signal occupied the full scale of 
the converter. The equalizer structure was T/2 and used 

the well-known gradient LMS adaptation algorithm. Inter 
nal accuracy was maintained at 12 bits although the coef 
ficient resolution and the number of taps were variable. 

Figure 11 shows the effect of transformer coupling in 
terms of baseline wander. The system output level dia 
gram is shown with and without a block code. Clearly the 
baseline wander in the first case is intolerably high. 

Figure 11 

Output level  d iagram (a)  wi thout  and (b)  wi th 16B60 block code. '  
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Figure 12 

Frequency responses of  cable,  d ig i ta l  t ransmit  f i t ter ,  analog 
transmit f i l ter,  and equal izer. 
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To compare the results obtained with different numbers 
of taps and resolutions, the metric of SNR margin over 
BER = 10 ~ 10 was used. A positive margin of x dB indi 
cates that the system has exceeded the signal-to-noise 
ratio (SNR) required to obtain a bit error rate (BER) of 
10 ~ 10 by x dB. Below the roll-off region the equalizer 
adapts to whiten the incoming signal spectrum, effectively 
inverting the cable response as seen in Figure 12. 

Figure 13 clearly shows that positive margins begin to be 
achieved for systems using at least a 6-bit ADC and at least 
7 T/2 taps. More important, practical margins are possible 
for quite low-complexity systems. As an example, a 7-bit 
ADC used with a 25-tap T/2 fractionally spaced equalizer 
offers a 7.3-dB margin beyond a BER of 10 ~ 10. Preliminary 
designs targeting HP's CMOS14 process used an 8-bit ADC 
and a 27-tap filter for each channel to yield a total power 
consumption of approximately 4 watts. Because the ADC 
and FIR elements are critical blocks in the design, reducing 
to a 7-bit data path as in the simulation above would help 
area and power performance markedly. For example, 
reducing the resolution of a flash ADC by one bit halves 
the area and power consumption. 

Figure 13 

Margin as a funct ion of  T/2 equal izer  length wi th 10-bi t  
coeff icients (12 internal) for 6-bit ,  7-bit ,  and 8-bit  ADCs. 
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Hardware Demonstrat ion 
A basic hardware proof-of-concept demonstrator was 
constructed using off-the-shelf components following the 
block diagram shown in Figure 14. A balanced 8-level 
transmitter using a basic 5B2O code was written in VHDL 

Figure 14 

Hardware demonst ra tor  b lock  d iagram.  
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Figure 15 

Eye diagram using the s imulated equal izer .  The vert ical  
scale is  vo l tage in  arb i t rary uni ts .  The graph shows rapid 
convergence of  the output  s ignal  to  the quant ized levels  of  
8- level  PAM. 
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and synthesized into an Altera 7K CPLD (complex pro 
grammable logic device) and used to drive a digital-to-ana 
log converter (DAC) clocked at the symbol rate of 50 
Mbaud. After traversing the channel of 100 meters of 
Category 5 cable and transformers, the resulting signal 
was clocked into an analog-to-digital converter by a 
delayed version of the transmitter symbol clock. Seven- 
tap and 15-tap FIR (finite impulse response) filter equaliz 
ers were produced in the Altera Hardware Description 
Language by modifying parameterized macros to accom 
modate limited-precision effects and odd-order symmetric 
filters. To make the demonstrator much faster than serial 
FIR implementations, lookup tables containing precom- 
puted partial products were used in a pipelined manner, 
assuming variable input data but fixed coefficients. The 
partial product method is also called distributed arithme 
tic (www.xilinx.com) and vector multiplication (www.alter- 
a.com). The FIR device was synthesized into an Altera 8K 
part having 12K usable gates. 

The demonstrator had a T-spaced filter whose coefficients 
were calculated offline using the COSSAP analysis pack 
age with measured cable data. An eye diagram using the 
converged simulated equalizer described above is shown 
in Figure 15 and the taps are shown in Figure 16. When 
running, the demonstrator had no feedback or trimming 
of coefficient values and relied wholly upon the accuracy 

Figure 16 

Taps for the f i l ter  used in the demonstrator.  Heavy l ine: 
assymetr ic  taps.  L ight  l ine:  forced symmetry in taps 
{used in demonstrator).  

of the simulation. This method was adequate for a demon 
stration, but clearly a feedback algorithm such as LMS 
would be employed in a practical implementation to cope 
with changes in cable frequency response, delay, tempera 
ture, and other parameters. The transmitter clock source 
was delayed and used to clock the receiver, phasing being 
critical because of the synchronous equalizer. Moving to 
fractional spacing would largely remove this dependence 
on clock phase.14 

While the open-loop nature of the system precluded long- 
term BER testing, the resulting eye diagrams (Figure 17) 
confirmed the operation of the hardware. 

Figure 17 

Eye diagrams of the received 8- level  data.  
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C o n c l u s i o n  

At a rate of 424.8 Mbits/s it has been shown that a low- 
complexity solution exists for a higher-speed shared- 
medium IEEE 802-style physical layer using Category 5 
cable. Neither echo nor NEXT cancellers are required 
and the overall complexity is only slightly greater than 
current 100-Mbit/s systems. The system is designed to 
work on the installed base of Category 5 cable and is 
capable of meeting both industrial and domestic EMC 
regulations. The data rate facilitates interworking with 
other physical layers using Fibre Channel bit rates. 
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SpectraLAN: A Low-Cost Mult iwavelength 
Local Area Network 
Brian E. Lemoff 

Lewis B. Aronson 

Lisa A. Buckman 

The first-generation SpectraLAN module will allow existing 62.5-[xm multimode 

fiber-optic links to carry four times higher data rates than is possible with 

conventional methods. Four-channel error-free operation at aggregate data rates 

of 2.5 300 4.0 Gbits/s has been demonstrated over distances of 500 m and 300 m, 

respectively. The module is compact and potentially low-cost. 

W T  f  i t h  "ith band computers requiring ever more communications band 

width, network optics has become an essential part of the local area network 

(LAN). While electrical cables still run to the desktop, fiber-optic links now 

form the network backbone in a rapidly increasing number of office buildings. 

Hewlett-Packard is currently the leading supplier of optical components for 

these fiber-optic LANs. The fastest components for IAN backbones currently 

on the Gbit/s).1 send data at a rate of 1 billion bits per second (written 1 Gbit/s).1 

As computers become faster and applications become more sophisticated, even 

higher installed rates will be required. However, the type of fiber currently installed 

in most carrying may not be capable, using conventional methods, of carrying 

data faster than 1 Gbit/s over the required distances. 

HP Laboratories has begun a project called SpectraLAN to use wavelength- 

division multiplexing (WDM) to enable the currently installed fiber to support 

data rates many times higher than the conventional limit. In a WDM system, 

light single several lasers of different wavelengths is combined into a single 

fiber. as wavelength carries an independent signal, which can be as fast as 

the conventional data rate limit for the fiber. At the receiving end of the fiber, 

the different wavelengths are separated and detected separately. In this way, 

the total capacity of the fiber can be increased by a factor equal to the number 

of wavelength channels. 
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WDM has already become quite important in long-distance 
telecommunications applications (see article, page 19). 
However, size and cost are much more critical in IAN 
applications than in long-distance telecommunications. 
The goal of the SpectraLAN project is to develop a com 
pact, low-cost WDM transmitter/receiver module with com 
parable size and cost to current HP transceiver modules, 
but with several times higher bandwidth. 

Need for  WDM in the LAN 
To understand the details of the SpectraLAN project, it is 
necessary to understand the IAN issues that motivate it. 
The term IAN can be used to describe many different 
types and sizes of networks, from a small office network 
connecting three or four computers to a server and a 
printer, to a campus-wide network connecting dozens 
of buildings. Most LANs have several types of data links, 
as shown in Figure 1. Workgroup links connect desktop 
computers, printers, and servers to one another and to the 
building backbone. Building backbone links connect dif 
ferent workgroups within a building to one another, and 
campus backbone links run between nearby buildings. A 
telecommunications link will typically connect the LAN to 
the rest of the world. 

Physically, the various link types can be quite different. 
Workgroup links are generally shorter than 100 m in length 
and have data rates of 10 Mbits/s to 100 Mbits/s. Copper 

wire, usually in the form of twisted-pair, is well-suited for 
this, although optical fiber is occasionally used. Wireless 
communication may also become useful in the workgroup 
environment. Because of the short distance and relatively 
low bandwidth required in the workgroup, existing tech 
nologies will likely be sufficient for many years. Another 
area in which existing technology will likely suffice for 
some time is the telecommunications link connecting the 
IAN to the outside world. Such links typically operate at 
lower speeds than the IAN backbone and are carried on 
single-mode optical fiber, which has very high bandwidth 
capacity. 

While single-mode fiber is widespread in telecommunica 
tions, it is somewhat less common in campus backbone 
links and almost nonexistent in building backbones. The 
type of fiber used in building backbones in the U.S.A. and 
Europe is almost exclusively 62.5-fun-core multimode fiber. 
Because of its larger core diameter, components and con 
nectors used in multimode fiber links can have looser 
alignment tolerances, and hence lower cost than those 
used in single-mode fiber links. This larger core also im 
poses a limit â€” a result of modal dispersion, which causes 
portions of the signal to travel at different velocities â€” on 
the product of bandwidth and distance over multimode 
fiber. At a wavelength of 850 nm, where inexpensive 
lasers are available, the bandwidth-distance limit is ap 
proximately 300 Mbits/s â€¢ km. Thus, a building backbone 

Figure 1 

Diagram of l inks. typical LAN, showing typical implementat ions for workgroup, bui lding backbone, and campus backbone l inks. 

Building Backbone 
â€¢ < 500 meters 
â€¢ 100 Mbits/s to 1 Gbit/s 
â€¢ Generally Copper 
â€¢ Multimode Fiber 

Typical 

Campus Backbone 
â€¢ < 2000 meters 
â€¢ 100 Mbits/s to 1 Gbit/s 
â€¢ Both Single-Mode and 

Mult imode Fiber  

Connection to External 
Te lecommunicat ions Network  

Workgroup Links 
â€¢ < 100 meters 
â€¢ 10 Mbits/s to 100 Mbits/s 
â€¢ Generally Copper 
â€¢ Some Multimode Fiber 
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Figure 2 

Dis tance  a re  da ta  ra te  fo r  some f i be r -op t i c  LAN s tandards  and  some poss ib le  WDM sys tems .  A l so  shown  a re  es t ima ted  
LAN requirements and the 850-nm bandwidth-distance l imi t  for  62.5- /um mult imode f iber.  
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link 500 m long can carry a maximum data rate of approx 
imately 600 Mbits/s, and a 2-km-long multimode fiber 
campus backbone link can carry a maximum data rate of 
approximately 150 Mbits/s. High-end LAN products are 
already pushing these limits in building and campus back 
bones. 

Figure 2 shows a plot of distance and bandwidth for 
existing LAN communications standards compared with 
the 850-nm dispersion limit of 62.5-nm multimode fiber. 
As workgroups demand even higher data rates, the back 
bones that connect them will become bottlenecks unless 
a solution is found to push well beyond the dispersion 
limit. This issue has already been raised in the ongoing 
standards development work for gigabit Ethernet (IEEE 
802.3z). It has been recognized that 850-nm components 
will not be capable of meeting the 500-m length for build 
ing backbones.2 

There are several possible solutions to the impending 
backbone bandwidth crisis. One solution is simply to 
replace all of the multimode fiber currently installed with 
single-mode fiber or with a new type of multimode fiber 

that allows higher bandwidth. While this would clearly 
work, it would be a costly and time-consuming endeavor. 
Most customers would prefer to avoid this procedure if at 
all possible. A second solution would be to use 1300-nm- 
wavelength lasers rather than shorter-wavelength lasers. 
The bandwidth-distance limit of 62.5-uim multimode fiber 
is three times higher at this wavelength than at 850 nm, 
making this solution viable as a short-term fix. 

To reach the 500-m length at 1 Gbit/s, the gigabit Ethernet 
standard proposes to use 1300-nm components originally 
designed for single-mode applications. There are some 
disadvantages, however. Current 1300-nm lasers are much 
more expensive than their shorter-wavelength cousins, 
and when used with multimode fiber their performance 
can be limited by a phenomenon known as modal noise. 
The development of vertical-cavity surface emitting lasers 
(VCSELs) at 1300-nm wavelength would overcome these 
disadvantages. However, this research may still be several 
years from producing a commercially viable product. 

There have also been more novel approaches suggested 
to squeeze more bandwidth from existing multimode fiber. 
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In one scheme, data would be transmitted with multiple 
logic levels, rather than the traditional binary logic. Each 
bit of data could have four or eight levels rather than two. 
In this way, more information could be transmitted in the 
same available bandwidth. This method requires much 
better signal-to-noise performance than the traditional 
on/off approach. Another technique that has been investi 
gated is one in which the spatial properties of the laser 
beam are controlled as the light is launched into the fiber. 
If a spot much smaller than the 62.5-jim core of the fiber 
is aligned to a particular position on the face of the fiber, a 
factor of two or three higher bandwidth can be obtained. 
This technique is very sensitive to the quality of the fiber 
and to the alignment of the connectors in the link.3 

Wavelength-division multiplexing is a promising technique 
for extending the capacity of existing multimode fiber. 
Each wavelength channel in a WDM link can use existing 
low-cost lasers and standard 622-Mbit/s electronics to 
transmit data within the conventional limits of the fiber. 
By combining multiple wavelengths in the fiber, an im 
mediate increase in total capacity is obtained. In addition, 
should one of the alternate techniques mentioned above 
prove useful, it could be combined with WDM to multiply 
the bandwidth even further. WDM also offers a great deal 
of flexibility for future upgrades. While many of the other 
methods only offer a factor of two to four increase in 

fiber bandwidth. WDM is limited only by the number of 
wavelengths that can be combined in the fiber and sepa 
rated. While initially a four-channel system might be suffi 
cient, there is no fundamental reason why 8, 16, or more 
wavelength channels would not be feasible in the future. 
As we will discuss in the next section, we are looking at 
ways to implement WDM in an inexpensive and compact 
manner, using much of the same technology already 
found in HP multimode optical components. 

S p e c t r a L A N  P r o j e c t  

The first goal of the SpectraLAN project has been to 
develop a WDM transceiver module capable of sending 
and receiving four parallel 622-Mbit/s signals over a single 
62.5-jim multimode fiber, with link lengths of up to 500 
meters. The project emphasizes small size and low cost, 
essential qualities for LAN applications. Much of the 
SpectraLAN technology is similar to that used in the 
POLO project, described in the article on page 53. 

A conceptual picture of the SpectraLAN transceiver mod 
ule is shown in Figure 3. Initially, a ceramic multichip 
module is being used, upon which the electronics, lasers, 
and detectors are mounted. Four VCSELs, each of a dif 
ferent wavelength, are driven by laser drivers fabricated 
in HP-25, a 25-GHz fT silicon bipolar 1C process. The light 

Figure 3 

Conceptual  drawing of  a  Spect raLAN module.  Key components  are ind icated in  the drawing.  
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from the VCSELs is combined in a polymer-waveguide 
4-to-l combiner, which is coupled to an outgoing fiber. 
The incoming light passes from the fiber through a wave 
length demultiplexer. In the figure, this demultiplexer is 
a l-to-4 polymer waveguide splitter with dielectric inter 
ference filters on the four outputs, each passing only one 
wavelength. The light is detected on an array of four 
photodiodes, and HP-25 receiver electronics convert the 
signal to a digital electronic output. A close-up photo 
graph of an MSM (metal-semiconductor-metal) detector 
array as it is packaged in the SpectraLAN module is 
shown in Figure 4. 

One of the key technologies in the SpectraLAN module is 
the vertical-cavity surface emitting laser. The VCSEL is the 
ideal source for multimode fiber transmission for several 
reasons. The relatively low-divergence, round laser beam 
output of a VCSEL can be coupled into a multimode fiber 
with very high efficiency without the use of a lens. Also, 
the relatively broad optical spectrum (l-to-4-nm linewidth) 
possible with multimode devices reduces undesirable co 
herent effects such as modal noise, a major problem with 
edge emitting lasers. Because VCSELs are surface emitting, 
they are small in area, they can be tested on-wafer, and 
dicing is a noncritical step, giving this technology the 
potential to be extremely low-cost. In SpectraLAN, four 
VCSELs are used, with wavelengths of 820 nm, 835 nm, 
850 nm, and 865 nm. In the first-generation modules, the 
four devices are individually mounted dice, selected from 
different parts of a single nonuniform wafer, or taken from 

Figure 4 

Photograph o f  a  GaAs MSM detec tor  a r ray  packaged in  
a ceramic module.  Also shown is a Polyguideâ„¢ spl i t ter  
demul t ip lexer ,  s i tuated immediate ly  above the detectors.  

Figure 5 

Photograph of  a d iscrete mul t ip le  wavelength VCSEL array 
packaged in  a  ceramic  module .  

separate wafers, each of a different wavelength. Figure 5 
shows a set of four discrete VCSELs packaged in a multi- 
chip module. Eventually, we hope to develop monolithic 
multiwavelength arrays in which all four devices will be 
on a single die. This will greatly simplify alignment in the 
packaging process. 

The four detectors in the SpectraLAN module are in a 
monolithic array. Both silicon and GaAs photodiodes are 
being evaluated. (The detectors shown in Figure 4 are 
GaAs MSM detectors.) By using large-area detectors, 
excellent alignment tolerance can be achieved. The 
electronics for driving the VCSELs and amplifying the 
detected signals uses the HP-25 silicon bipolar technology. 
This is currently needed to meet speed and power require 
ments. Eventually, as newer, low-current VCSELs become 
available, some of the electronics may be replaced with 
high-speed CMOS or BiCMOS circuitry, resulting in even 
lower cost and power consumption. 

One additional piece of electronics that may be required is 
a skew compensation circuit. Since the goal of the project 
is to transmit data in parallel, the four bits transmitted 
simultaneously must be received together at the other end 
of the link. Chromatic dispersion in the fiber results in 
longer wavelengths traveling at a slightly higher velocity 
than shorter wavelengths. Thus, over sufficient distance, 
different-wavelength bits may lag one another by more 
than one bit period. Since the dispersion of fiber is a 
known quantity, this effect can be compensated for once 
the length of the link is determined. The compensation 
circuit could determine the link length by looking at the 
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delay between bits of two adjacent wavelength channels, 
and could then add appropriate delays to each channel to 
provide parallel output from the receiver. 

Most of the technology described above is common to 
many high-speed fiber-optic communications applications. 
There are two key components in the SpectraLAN module 
that use technology unique to WDM. These are, not sur 
prisingly, the wavelength multiplexer and demultiplexer. 
There are countless ways of combining and separating 
light of different wavelengths, and over the years, many of 
these have been applied to WDM systems.4 For Spectra- 
LAN, we must find the least expensive, most compact 
methods for wavelength multiplexing and demultiplexing, 
be they elegant or not. Polymer waveguide technology, 
similar to that used in the POLO project, can be useful for 
this application. Polymer waveguides are plastic structures 
in which channels of higher refractive index material are 
buried in a cladding of lower refractive index material. 
Light coupled into these channels is guided by total inter 
nal reflection, hi most technologies, the waveguides are 
denned photolithographically, and have roughly square 
cross sections. The technology used in the POLO project, 
called Polyguideâ„¢, was developed by DuPont and licensed 
by HP. Polyguideâ„¢ material is supplied in rolls many 
yards long, and devices are fabricated in sheets, making 
this an inexpensive technology. Polymer waveguide tech 
nologies developed by Allied Signal and Mitsubishi also 
show promise for multimode applications. 

Multiplexing is a somewhat simpler function than demulti 
plexing. In principle, if VCSELs could be made small 
enough and packaged close enough together, they could 
be coupled directly to the input face of the fiber, all four 
lasers emitting their light into the fiber core. When multi- 
wavelength monolithic arrays become available, a scheme 
similar to this may be possible. For the present, however, 
we must be content with a center-to-center VCSEL spacing 
of 500 |iin. 

In SpectraLAN, we use a polymer waveguide device 
(shown in Figure 3) in which four input waveguides 
merge into one output waveguide. The light emitted from 
the lasers is coupled into the waveguides through reflec 
tion off a 45Â° mirror cut into the edge of the waveguides. 
By choosing the width of the input waveguides to be 
smaller than the width of the output waveguide, loss in 
the combining process can be minimized. The output 

waveguide is then coupled to the fiber either through per 
manent attachment (pigtailing) or through a detachable 
connector. All of the devices built to date have been 
pigtailed. We have observed total insertion losses, from 
VCSEL to fiber, of 2.1 dB in a Polyguideâ„¢ combiner. A 
4-to-l combiner using single-mode waveguides would 
have a minimum loss of 6 dB. It is the multimode nature 
of our combiner that makes much lower loss possible. 
The insertion loss of the combiner is very sensitive to the 
numerical aperture (divergence) of the VCSEL. VCSELs 
with high divergence see larger losses, while VCSELs with 
more collimated output see lower loss. Other combiner 
designs, using bulk or diffractive optics, may be investi 
gated in the future. 

The wavelength demultiplexer must separate the four 
wavelengths, delivering each wavelength to a different 
detector. In addition to minimizing insertion loss, cross 
talk between different channels must be avoided. We have 
been investigating three techniques for demultiplexing. 
The first and simplest technique, shown in Figure 6, is 
to use a polymer waveguide l-to-4 splitter, similar to the 
polymer combiner, to divide each wavelength equally 
among the four outputs. A tiny dielectric interference filter 
is then attached at each output. The filters are made by 
depositing a multilayer dielectric stack onto a fused quartz 
substrate using a PECVD (plasma enhanced chemical 
vapor deposition) process. Filters are lapped and diced 
into 200-^m squares, approximately 50 \im thick. Each 
filter passes only one of the four wavelengths. The advan 
tage of such a device is its simplicity and ease of fabrica 
tion. Splitting the light before filtering, however, introduces 
a fundamental 6-dB loss for a four-channel system. 

Figure 7 shows transmission as a function of wavelength 
for the four channels of a splitter demultiplexer that we 
have fabricated using Polyguideâ„¢. The measured inser 
tion loss is between 8.4 dB and 8.9 dB per channel. Each 
channel has a useful range of > 7.8 nm about the central 
channel wavelength. This allows for variations in VCSEL 
wavelength resulting from nonuniform growth and drift 
in operating temperature. The large insertion loss of the 
splitter demultiplexer may still be small enough to allow a 
four-channel WDM link to function adequately. However, 
the loss of such a device scales directly with the number 
of channels, making it less likely that it can be successfully 
used in an 8-channel or 16-channel system. 
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Figure 6 

(a)  Drawing of  a polymer waveguide spl i t ter  demul t ip lexer ,  
Â¡b) Photograph of a spl i t ter demult iplexer made using Poly- 
guideâ„¢ technology. 

Input Fiber 

Polymer Waveguide Spl i t ter  

Dielectr ic Interference Fi l ters 

A second type of wavelength demultiplexer, which should 
have a much lower insertion loss, is the zigzag demulti 
plexer, shown conceptually in Figure 8. This device uses 
the same inexpensive polymer waveguide and dielectric 

Figure 7 

Measured t ransmiss ion  versus  wave length  fo r  the  four  
outputs of  the spl i t ter  demult ip lexer shown in Fig.  7.  Shaded 
reg ions  ind ica te  the  use fu l  wave leng th  range  o f  each  chan  
ne l ,  co r respond ing  to  <  -15  dB  re la t i ve  c ross  ta l k  and  
< 9.5 dB insert ion loss. 
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Figure 8 

Conceptual  drawing of  z igzag demult ip lexer.  

Input Fiber 

Back  Mir ror  

Polymer Waveguide 

filter technologies found in the splitter demultiplexer. The 
geometry, however, is quite different, hi the zigzag demulti 
plexer, the input light impinges upon the first dielectric 
filter at an angle. One wavelength is transmitted through 
the filter, while the remaining wavelengths are reflected. 
The dielectric interference filters act as highly reflecting 
mirrors ( > 99%) outside of their passband. A zigzag wave 
guide pattern guides the light to successive filters until 
each wavelength has exited the device through the appro 
priate output, where it can be detected. Unlike the splitter 
device, which throws away three quarters of the light 
from each channel, the zigzag demultiplexer uses all of 
the light, giving the device no geometrical loss factor. 
The insertion loss of the zigzag device should be domi 
nated by the transmission loss of the filters and by bulk 
losses in the waveguides. Our initial experiments with 
zigzag demultiplexers have yielded encouraging results. 

A third design that we have considered for wavelength 
separation, shown in Figure 9, uses a lens and a diffrac 
tion grating.5 The lens collimates the light coming out of 
the fiber. This light diffracts off the grating, with different 
wavelengths diffracting at different angles. The light is 
then refocused by the same lens either directly onto the 
detectors or into a polymer waveguide array that guides 
the light to the detectors. Figure 10 shows transmission 
as a function of wavelength for a bulk optical prototype of 
this device, using a 10-nm channel spacing. The advantages 
of such a design include relatively low loss, extremely low 
cross talk between channels, and excellent scaling to 
larger numbers of channels. The challenge is to make the 
grating and lens small enough and cheap enough to be 
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Figure 9 

Conceptual  drawing of  grat ing-based demul t ip lexer .  
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economical for the LAN application. Recent advances in 
precision plastic molding may hold promise for accom 
plishing this goal. 

System Results 
System measurements have been performed using two 
simplex SpectraLAN modules. Each of these modules ful 
fills half of the functions of the duplex module shown in 
Figure 3. The transmitter module has four VCSELs, a 

Figure 10 

Measured t ransmiss ion versus  wave length  fo r  the  four  
outputs of  a  bulk  grat ing-based demul t ip lexer .  Shaded 
reg ions ind icate  the usefu l  wavelength range of  each 
channe l ,  cor respond ing  to  <  -  15  dB re la t i ve  c ross  ta lk  
and < 4.5 d B insertion loss. 
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Polyguideâ„¢ multiplexer, and laser driver electronics as 
shown in Figure 5. The receiver module has a GaAs 
detector array, a Polyguideâ„¢ splitter demultiplexer, and 
receiver electronics as shown in Figure 4. Figure 11 
shows the measured spectrum of the light in the 62.5-yon 

multimode fiber. Superimposed is the splitter filter func 
tion shown in Figure 7. Table I shows the measured 
insertion loss and channel-to-channel cross talk of the 
system. The measurement setup is shown schematically 
in Figure 12. A bit error rate tester is used to drive the 
835-nm channel of the transmitter module with a 223 - 1 
pseudorandom bit sequence. The other three channels are 
simultaneously driven by a parallel data generator that 
generates three independent 27 â€” 1 pseudorandom bit 
sequences, which are synchronized to the bit error rate 
tester signal. A communications signal analyzer displays 
the four waveforms output from the receiver module. 
With high persistence, waveforms from many sweeps are 
superimposed, forming what is called an eye diagram. The 
bit error rate tester monitors the output of the 835-nm 
channel, comparing it with the input, to determine the bit 
error rate on that channel. 

Figure 13a shows the four eye diagrams obtained when 
each channel is driven with a 622-Mbit/s signal, resulting 
in a 2.488-Gbit/s aggregate data rate. At this data rate, 
the maximum distance allowed by modal dispersion in a 
62.5-nm multimode fiber is 500 m. Figure 13b shows the 

Figure 11 

Measured spect rum o f  wave length-d iv is ion  mul t ip lexed l igh t  
us ing a  s implex  Spect raLAN t ransmi t te r  modu le .  Super im 
posed is  the f i l ter  funct ion of  the spl i t ter  demul t ip lexer  
shown in Fig. 7. 
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Figure 12 

Exper imenta l  a r rangement  fo r  four -channe l  WDM sys tem measurements .  
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Figure 13 

Four-channel  eye d iagrams for  a  SpectraLAN data l ink dr iven 
at  622 Mbits/s per channel (2.488 Gbits/s aggregate data rate) 
through (a)  ~ 1 m and (b)  500m of  62.5- f im-core graded- index 
mult imode f iber.  

8 2 0  n m  

8 3 5  n m  

Figure 14 

Four-channel  eye d iagrams for  a SpectraLAN data l ink dr iven 
at 1.0 Gbits/s per channel (4.0 Gbits/s aggregate data rate) 
through (a)  ~ 1 m and (b)  300 m of62.5-^m-core graded- index 
mult imode f iber.  
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eye diagrams obtained with 500 m of fiber. Figure 14a 
shows the eye diagrams when each channel is driven at 
1 GbhYs, corresponding to a 4-Gbit/s aggregate data rate. 
At this rate, the maximum multimode fiber link length is 
300 m. Eye diagrams with 300 m of fiber in the link are 
shown in Figure 14b. The openness of these eyes is indic 
ative of error-free operation. Measurements with the bit 
error rate tester indicate error rates of less than 10 ~ n, 
that is, for every 1011 bits transmitted on one channel of 
the data link, no more than one error is obtained. 

C o n c l u s i o n  

We have demonstrated four-channel error-free operation 
of the first-generation SpectraLAN module at aggregate 
data rates of 2.5 and 4.0 Gbits/s over distances of 500 m 
and 300 m, respectively. This will allow existing 62.5-jun 
multimode fiber-optic links to carry four times higher data 
rates than is possible with conventional methods. In addi 
tion, the module we have demonstrated is compact and 

potentially low-cost, giving promise that this technology 
can be practical for use in local area network backbones. 

There is still a lot of work to be done in further reducing 
the size and cost of the module, and in investigating even 
higher data rates. The fiber-optics industry is moving to 
wards a standard transceiver package that is only 0.5 inch 
wide and less than 1.5 inches long. To be competitive, 
future generations of our WDM module must fit into this 
small footprint. Costs must also be further reduced. The 
number of separate pieces that go into the module must 
be reduced whenever possible. One example of a current 
investigation towards this goal is in the area of VCSELs. 
The first-generation SpectraLAN module uses four dis 
crete laser dies, each with a different wavelength. Work 
is under way to develop a single monolithic multiwave- 
length VCSEL array that can replace the four dies with 
a single die, requiring no separate alignment between 
lasers. Geometries that simplify the multiplexer and de 
multiplexer are also under investigation, as well as less- 
expensive technologies for fabricating and aligning the 
multichip module. 

Data rates higher than 4 Gbits/s must also be addressed in 
future generations of SpectraLAN. The ATM forum, which 
sets standards for high-speed local area networks, is al 
ready considering standards for 10-Gbit/s links. The giga 
bit Ethernet committee will also most likely begin consid 
ering 10-Gbit/s standards within the next couple of years. 
WDM may be the only solution for multimode fiber-optic 
networks operating at such a high data rate. Short-wave 
length lasers in the range of 850 nm might not be suitable 
for 10-Gbit/s networks, particularly if link lengths exceed 
100 m. Lasers operating in the 1300-nm wavelength range 
have many advantages, including fiber bandwidth and 
eye safety. We plan to investigate WDM solutions using 
1300-nm lasers as well as short-wavelength lasers. 
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Gigabyte-per-Second Opt ical  
Interconnect ion Modules for  Data 
Communicat ions 
Kenneth H. Hahn 

Kirk S. Giboney 

Rober t  E.Wi lson 

Joseph Straznicky 

A ten-channel parallel optical link module operating at 1 Gbit/s per channel has 

been developed in the POLO (Parallel Optical Link Organization) program. Key 

components include vertical-cavity surface emitting laser and detector arrays, 

bipolar transceiver ICs, a high-speed ball-grid array package, polymer waveguides, 

and multichannel ribbon fiber connectors. Applications of the POLO module 

include computer clusters, switching systems, and multimedia. 

T  J L h e  .he performance of advanced computer and communications systems 

is increasingly limited by the constraints of electrical interconnects. Future 

demand for interconnect bandwidth in computing and switching systems will 

be met such optical interconnects. Evolving communications standards such as 

ATM, rates Ethernet, and Fibre Channel require serial data rates approaching 

and often exceeding 1 Gbit/s. The next generation of high-performance 

processors will have clock speeds in excess of 300 to 400 MHz and aggregate 

processor bus bandwidths of more than 2 to 3 Gbytes/s. The increasing 

performance of such systems has driven the development of Gbyte/s inter 

connection standards such as SCI and Super HIPPI. 

Such demands, when combined with stringent low-cost and high-performance 

specifications, cannot be met by any existing commercially available inter 

connect technology. Given the constraints of standard optical and electrical 

interconnections, parallel optical interconnection solutions operating at 

Gbyte/s data rates offer a number of advantages. The input and output data 

is inherently in parallel format, which reduces latency of multiplexing and 

demultiplexing functions and simplifies system integration. Parallel optical 

links minimizing packaging costs over multiple channels while minimizing link 

latency and module footprint. By comparison, serial links will be expensive and 
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bulky in multiple-channel applications. Copper wire has a 
very limited bandwidth-length product and is unsuitable 
for Gbyte/s data communications in the local area (10 to 
300 m). In the telephone central office environment, for 
example, electrical interconnects between high-capacity 
switching systems are creating serious bottlenecks in 
terms of the sheer bulk of the cable required, the limited 
backplane real estate available for connections, and the 
resultant EMI created by large electrical cable bundles.1 

The key performance parameters in such interconnections 
are bandwidth-length and interconnection density. Flex 
ible film cables with impedance-controlled transmission 
lines offer high bandwidth and density. However, effective 
operating lengths are limited by attenuation and noise to 
less than 1 to 2 m. Twisted-pair and microcoaxial cables 
can accommodate transmission lengths of approximately 
10 to 20 meters. However, they are bulky and relatively 
expensive. Connectors also limit performance. Today, 
an 18-twisted-pair cable for Gbyte/s Scalable Coherent 
Interface (SCI) measures 4 inches by 1.25 inches. In 

comparison, a lO-to-12-fÃ¯ber optical connector will be 
less than 0.4 inch by 0.3 inch, representing an order of 
magnitude reduction in cross-sectional form factor. Opti 
cal fibers in ribbon form have much higher density, lower 
attenuation and skew, competitive cable cost, and future 
scalability to multi-Gbit/s line rates. 

Parallel optical data links are expected to be widely used 
as interconnections for computer clusters, switching sys 
tems, and multimedia (Figure 1). Cost reduction and 
demonstration of reliable and robust operation will be 
critical to the success of parallel optical links in markets 
presently dominated by copper-wire and serial optical data 
links. 

POLO Program 
To demonstrate the technical feasibility of low-cost, high- 
performance parallel optical data links, a three-year col 
laborative program was launched by HP, AMP, Du Pont, 
SDL, and the University of Southern California (USC) in 
August 1994.2 Led by HP, the POLO (Parallel Optical Link 

Figure 1 
Applications of parallel optical data links. 

Paral lel  Optical  Data Links 
â€¢ > 1 Gbit/s per Channel 
â€¢ > 1 Gyte/s Aggregate Bandwidth 
â€¢ < 300 meters 
â€¢ Ribbon Fiber Cable and Connectors 
â€¢ N Channels 
â€¢ 20 Fibers with 1 -Inch-Wide Package 
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Figure 2 

(a/ POLO- interface. module on evaluation board, (b) POLO-2 module with push/pull connectors for ribbon fiber interface. 

Organization) program has demonstrated 20-Gbit/s 
throughput in a one-inch-wide footprint, developed a high- 
density optical connector for ribbon fiber, and demon 
strated the operation of POLO modules in a workstation 
communication testbed at USC. Two generations of mod 
ules have been developed, as shown in Figure 2. The first 
generation (POLO-1) module operated at 622 Mbits/s per 
channel with 980-nm vertical-cavity surface emitting lasers 
(VCSELs) and featured a prototype connector assembly 
and a 1.75-inch- wide leadframe package. The second 
genreation (POLO-2) module operates at 1 Gbit/s per 
channel and incorporates a higher-density (1-inch- wide) 
ball-grid array (EGA) package, a multichannel ribbon 
fiber connector from AMP, and 850-nm VCSELs and MSM 
(metal-semiconductor-metal) detector arrays. 

Module Design and Performance Summary 
The performance of the POLO-2 module is summarized in 
Table I. The maximum length is limited by the modal 
bandwidth of standard multimode fiber. While interchannel 
skew in ribbon fiber can limit length for synchronous 
operation of parallel channels, recent results indicate that 
synchronous parallel transmission for more than 1 km is 
possible at 622 Mbits/s per channel by cutting each fiber 
in sequence from the same fiber pull, limiting interchannel 
skew to less than 1 ps/m.3 

Table I  
POLO-2 Module Performance Summary 

Number of channels 10 transmit and 10 receive 
(9 data plus 1 clock or 
10 data) 

Data rate per channel 0 to 1 Gbit/s 

Length 

Electrical interface 

Multichannel 
module package 

Module width 

Wavelength 

Connector 

Optical interface 

Power dissipation 

Receiver sensitivity 

<300m 

Differential ECL, latched or 
unlatched by clock channel 

Ceramic ball-grid array 

2.5cm 

850 nm 

Lightray MPX (based on MT 
ferrule) 

62.5/125-^m graded-index 
ribbon fiber to polymer 
waveguide 

< 2W or < 100 mW/channel 

- 1 7 d B m ( - 2 0 d B m a t  
detector), single channel 
only 
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Figure 3 shows a rendering of the POLO-2 module. The 
key components integrated into the package have been 
extensively described in the literature, including vertical- 
cavity surface emitting lasers (VCSELs)4 and Polyguideâ„¢ 
polymer optical waveguides.5 

The design of the optical-electrical interface is shown in 
Figure 4. The VCSEL and detector arrays are packaged 
with the transceiver ICs in a 324-pin ceramic EGA package. 
Polyguide waveguides couple light between the VCSEL 
and detector arrays and the ribbon fiber using 45Â° out-of- 
plane mirrors and fiber-to-waveguide connectors. The 
ceramic package features impedance-controlled traces and 
integrated resistors for termination of input ECL signals. 
The use of a 45Â° optical interface allows the VCSELs and 
detectors to be packaged in close proximity to the trans 
ceiver ICs, allowing control of electrical parasitics and 
GHz-bandwidth operation. Because the waveguides are 
multimode, simultaneous alignment of ten channels to 
the VCSEL and detector arrays is possible with loose 
alignment tolerances. 

VCSELs and MSM detectors 
VCSELs are ideal sources for optical data links. The de 
vices are processed and characterized at the wafer level, 
and one-dimensional or two-dimensional arrays are easily 
fabricated. Light is emitted perpendicular to the substrate 
with or circular beam that enables efficient, direct, fiber or 
waveguide coupling. For parallel links, VCSEL arrays can 
be fabricated to match the pitch of the optical waveguide 
array. Large-area top emitting 850-nm VCSELs are used 

Figures 

POLO-2 module design. 

Figure 4 

(a) Optical-electr ical  interface design, (b) Coupl ing of VCSEL 
and detector  ar rays wi th  opt ica l  waveguides.  

Polyguide Ribbon 
Fiber 

(b) 

in the POLO-2 module. The threshold currents of these 
18-nm-diameter VCSELs are about 3 to 4 mA. The lasers 
are typically prebiased near threshold to guarantee a high 
extinction ratio for all channels, and modulated to peak 
output power of ~ 2 mW. The low relative intensity noise 
(RIN) and reflection sensitivity of the VCSELs allows 
Gbit/s data rates in multimode fiber links with low BER. 
RIN is typically less than â€” 130 dB/Hz under typical oper 
ating conditions. We have previously shown that large- 
area VCSELs emit in multiple transverse modes, leading 
to reduced coherence.6 This reduces the susceptibility of 
the multimode fiber link to modal noise, making these 
sources ideal for such applications. Figure 5 shows an 
eye diagram of an 850-nm VCSEL biased below threshold 
and driven with a pseudorandom binary sequence (PRBS) 
at 1 Gbit/s. The eye is wide open and the measured BER is 
<io-13. 
An attractive feature of VCSELs is their ability to scale to 
higher data rates. Modulation of greater than 3 Gbits/s per 
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Figure 5 

E ye diagram of an 850-nm VCSEL biased below threshold and 
dr iven wi th a pseudorandom binary sequence at  1 Gbi t /s .  

2 0 0 . 0  p s / d i v  

channel has been successfully demonstrated. Figure 6 
shows the frequency response of a 980-nm VCSEL at two 
bias currents, showing a small-signal - 3-dB electrical 
frequency response of 6.6 GHz at the larger bias. 

A l-by-10 MSM detector array is shown in Figure 7. 
These devices are fabricated with a straightforward two- 
mask process. The interleaving metal fingers on a bulk 
GaAs layer have very low capacitance, allowing large area 
detectors with a measured - 3-dB frequency of 1.5 GHz. 
The detector area of 200 x 200 ^m2 provides greater than 
Â± 50-fxm alignment tolerance to the optical waveguides. 
The measured responsivity at 850 run is > 0.4A/W and fall 
times are < 200 ps. 

Figure 6 

Frequency response of  980-nm VCSEL at  two bias currents.  

f 3 . d B  =  6 . 6  G H z  

4  5  

Frequency (GHz) 

Figure 7 

1-by- 10 MSM detector array. 

Transmitter and Receiver 1CÂ» 
Transmitter and receiver ICs fabricated with Hewlett- 
Packard's HP-25 silicon bipolar process are used in the 
POLO module. The transmitter 1C contains ten laser driv 
ers that use common reference voltages to set the VCSEL 
prebias and modulation currents. The transmitter input 
and receiver output interfaces are differential ECL. 

Since the receiver determines the link architecture, several 
versions of the receiver 1C have been designed to provide 
maximum user flexibility, including arrays of latched 
digital receivers, unlatched digital receivers, and analog 
transimpedance amplifiers for linear testing. The latched 
receiver has nine data channels and one clock channel. 
The output data is synchronized by the clock channel at 
the receiver output, removing any accumulated skew and 
jitter. The unlatched receiver allows the module to operate 
as ten independent serial links. 

Both ac-coupled and de-coupled versions of the receivers 
have been fabricated and tested. Because each channel 
determines its own threshold, the ac-coupled system has 
much higher channel-to-channel dynamic range. However, 
data needs to be encoded because of a low-frequency cut 
off. The de-coupled version can handle any data pattern, 
but channel-to-channel uniformity in received power 
(within several dB) is required because a single threshold 
is used across all channels. 

Polyguideâ„¢-Ribbon Fiber Optical Interface 
The use of polymer waveguides allows the waveguide 
design to be easily tailored to system requirements, in 
cluding waveguide dimensions, pitch, and numerical aper 
ture. For example, the waveguide pitch is 360 \on at the 
p-i-n detector interface and 500 nm at the VCSEL inter 
face, but a smooth taper allows a waveguide pitch of 

December 1997 â€¢ The Hewlett-Packard Journal 

© Copr. 1949-1998 Hewlett-Packard Co.



Figure 8 

Polymer  waveguide assembled wi th  an MT-s ty le  fe r ru le  fo r  
the mul t ichannel  opt ica l  in ter face.  

250 [j,m at the ribbon fiber interface. The width and nu 
merical aperture of the polymer waveguide are optimized 
to increase coupling efficiencies and optical alignment 
tolerances at each interface. 

The Polyguideâ„¢ waveguides are assembled with an MT-style 
ferrule and aligned to the VCSEL and MSM detector arrays 
on the ceramic package. Figure 8 shows a 10-channel 
polymer waveguide integrated with an MT-style ferrule. 

Guide pins in the MT ferrule allow for accurate optical 
alignment of this assembly with ribbon fiber. 

Assembly with BGA package 
The POLO-2 module is the first fiber-optic module based 
on a ball-grid array (BGA) electrical interface. A signifi 
cant advantage is the high pin density of the BGA. For 
example, the use of a BGA enabled a 3 x reduction in 
package size compared to the leadframe package of 
POLO-1. Other advantages of BGA technology include 
compatibility with standard surface mount processes, 
high thermal conductivity, and low electrical parasitics. 

The VCSELs and p-i-n detectors, laser driver and receiver 
ICs, and bypass capacitor arrays are mounted on the BGA 
substrate and wire-bonded (Figure 9). Polyguideâ„¢ wave 
guides are aligned to the optoelectronics and attached to 
the package, forming the optical interface to the ribbon 
fiber. The 18-by-18 BGA is on standard 0.050-inch pitch, 
resulting in a total module width of 1 inch. Integrated 50Q 
resistors in the ceramic package allow termination of the 
input ECL signals. 

Push-Pull  Connector for Ribbon Fiber Interface 
POLO-2 features a multichannel ribbon fiber connector 
developed by AMP. Only 9 mm wide and capable of hand 
ling 12 fibers, this connector is based on the precision 
molded MT array ferrule housed inside a push-pull SC-style 

Figure 9 

(a)  324-pin BGA package for  optoelectronic integrat ion,  (b)  Wire-bonded 1C and detector  arrays.  

mjmt 
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housing. The ribbon fiber cable uses 62.5/125-(im fiber and 
meets the requirements of GR-001435 Generic Require 

ments for Multif iber Optical Connectors for Type IR 

Media (Ribbonized Fiber Enclosed in Reinforced Jacket). 

The design and construction of the push-pull connector is 
also in accordance with the optical, environmental, and 
mechanical testing requirements of the same Bellcore 
generic requirement specifications.Thus, the uniformity of 
the insertion loss across 10 channels will be kept below 
0.6 dB throughout the service life, which includes 200 
durability mating cycles, and the optical insertion loss for 
the interface will be less than 2 dB at the end of the ser 
vice life. Figure 2b shows the assembled POLO-2 module 
with ribbon fiber connectors and a plastic housing that 
provides a receptacle for the connectors. 

S y s t e m  R e s u l t s  

The module is mounted on an evaluation board for char 
acterization. To prevent the transfer of any mechanical 
loads from the ribbon fiber cable to the internal module 
components, the module housing mounts rigidly to 
the printed circuit board. Supply voltages of - 5V and 
â€” 3V are required for transmitter and receiver operation. 
An additional â€” 2V supply is also required for ECL 
termination. 

To test BER with worst-case cross talk conditions, all of 
the transmit and receive channels of one module are oper 
ated in loopback mode, with the transmitter and receiver 
of one module connected by a single ribbon fiber. A multi 
channel data generator (HP 80000) is used to modulate the 
ten transmitter channels with independent PRBS streams. 
Figure 10 shows the eye patterns of all 10 channels in 
simultaneous operation at 1 Gbit/s at the receiver output. 

The BER for each channel is < 10 ~ n, and an extended 
measurement of one channel results in BER < 10 ~ 
with 300 m of low-skew ribbon fiber. While some pattern 
dependent jitter is observed, the eyes are clearly open at 
1 Gbit/s. The rise and fall times are < 350 ps, and channel- 
to-channel skew (excluding ribbon fiber skew) is < 100 ps. 
The eye opening (timing margin for BER < 10 ~9) is typi 
cally > 70% for most channels. Figure lOb shows ten 
simultaneous output eye patterns of the module on a 
single oscilloscope trace. The aggregate timing margin 
for all channels is better than 50%. 

We have also obtained operation of the POLO-2 module at 
1 Gbit/s per channel with an ac-coupled receiver. Initial 

Figure 10 

Output  eye pat terns of  un latched,  de-coupled module at  
1 Gbi t /s per channel ,  (a)  W channels shown separately,  
(b) 10 channels aggregated. 

_ J _    !    
(hi 
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measurements show significantly improved channel-to- 
channel dynamic range. Latched receivers have been op 
erated previously with the POLO-1 module at 622 Mbits/s. 
Performance comparable with unlatched systems has 
been demonstrated. A 622-MHz clock channel synchro 
nized nine data channels, eliminating accumulated skew 
and jitter at the receiver output. 

Network Interface Testbed 
A prototype POLO module with evaluation board has 
been successfully integrated into a Gbit/s experimental 
workstation network at the University of Southern Cali 
fornia (USC). The network uses experimental high-speed 
network interface boards called Jetstream, which were 
developed at Hewlett-Packard Laboratories Bristol.7 One 
of these boards is inserted into each of two Hewlett- 
Packard 9000 Series 700 workstations, which form the 
two nodes of the network. Eight channels (4 transmit, 
4 receive) of the POLO module, each running at 1 Gbit/s, 
were exercised between the two workstations, which 
were connected by 500 m of low-skew fiber ribbon. The 
POLO module successfully transmitted and received multi- 
Gbit/s data packets error-free in this network. 

In addition, a link adapter board for a host interface has 
been fabricated at USC (Figure 11). This board contains 
a CMOS link adapter chip, which will directly interface 
to the POLO module and to external synchronous FIFO 
buffers. This will allow the use of the hardware interface 
with generic bus architectures such as PCI or other open 
bus standards. USC has recently demonstrated 1-GHz 
clocking and 1-Gbyte/s throughput in the link adapter chip. 

Future Developments 
The bandwidth demands of processing and communica 
tions systems will continue to multiply in the foreseeable 
future. While ribbon fiber has the highest bandwidth, den 
sity, and length capability, its implementation at very short 
distances (less than 1 to 2 meters) is limited by termination 
costs (i.e., parallel optical modules and connectors). To 
demonstrate the cost/performance superiority of parallel 
optics for short-distance applications such as shelf-to- 
shelf and board-to-board interconnections, greater system 
integration and functionality need to be demonstrated to 
the end user. The functionality includes interface compat 
ibility with common communications standards and 
direct integration with network and processor buses. The 
integration and packaging include small footprint, low 

Figure 11 

Link adapter board for  inter facing a POLO-2 module wi th a 
computer bus.  

CMOS Link 
Adapter  

power consumption, and cheap optical subassemblies 
packaged as standard electronic components. 

C o n c l u s i o n  

Parallel optical links that offer the highest bandwidth- 
length and bandwidth-density performance available have 
been designed and demonstrated. 1 Gbyte/s duplex oper 
ation over several hundred meters of ribbon fiber has 
been obtained with a 1-inch-wide optical interconnection 
module with ten transmit and ten receive channels. 
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Developing Leading-Edge Fiber-Opt ic 
Network L ink Standards 
David G. Cunningham 

Delon C. Hanson 

Mark C. Nowel l  

C. Steven Joiner 

Advances in fiber-optic network technology within Hewlett-Packard are 

achieved by close cooperation between Hewlett-Packard Laboratories (HPL) and 

Hewlett-Packard's Communications Semiconductor Solutions Division (CSSD). 

This paper explores the interaction between HPL and CSSD for the advancement 

of high-speed LAN standards, particularly in the ATM Forum and IEEE 802.3z 

(Gbit/s Ethernet). Details of major technical contributions to 622-Mbit/s ATM 

and Gbit/s Ethernet specifications are presented. 

standardization has created a global fiber-optic LAN market in which 

Hewlett-Packard competes. However, successful open LAN standards are 

developed by consensus. Consensus is fundamental to the standardization 

process, since it ensures that the technological advances embodied in a 

final standard will be implemented by a number of vendors. In addition, 

standardization gives customers confidence that LAN products will not 

originate from a single source with corresponding higher prices. Given the need 

for consensus, it is important that Hewlett-Packard continuously participate in 

LAN standards development so that the company remains aware of current 

industry and future standards requirements. This understanding is a very 

important input into the strategic planning process for the HP Communications 

Semiconductor Solutions Division (CSSD) and Hewlett-Packard Laboratories 

(HPL). 

Consensus-based standards make it impossible for any company to dominate 

the global optical-fiber LAN market. However, a long-term collaboration 

between HPL and CSSD has enabled Hewlett-Packard to be a market leader in 

high-speed optical-fiber LANs. Responsibility for developing future business 

and standards strategy is jointly owned by CSSD's strategic Pathfinders and 

HPL. CSSD and HPL engage the standardization process as early as possible. 

Involvement in embryonic standards provides valuable insight into the 
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capabilities and needs of Hewlett-Packard's competitors, 
partners, and customers. Based on this insight we adapt 
our standards and research strategy so that there is maxi 
mum likelihood of it being accepted by consensus-driven 
standards bodies. Actively influencing emergent standards 
ensures that a good return is achieved from Hewlett- 
Packard's investment in research and development. 
Obviously, this is a long-term commitment involving the 
continuous seeding of the Hewlett-Packard Laboratories 
research agenda many years in advance of emerging 
standards or customer needs. 

Recently, two major high-data-rate fiber-optic LAN stan 
dards have emerged: 622-Mbit/s (OC-12) Asynchronous 
Transfer Mode (ATM) and Gbit/s Ethernet. Building wiring 
standards require optical fiber transmission over 500 m of 
62.5/125-|xm (core/cladding diameter) multimode fiber 
(62MMF) for backbone links. This building wiring stan 
dards requirement determines the choice of transceiver 
technology, as illustrated in Figure 1. The ATM Forum, 
which requires a 622-Mbit/s line rate, considered long- 
wavelength LEDs and short-wavelength laser diodes. 
VCSELs (vertical-cavity surface emitting lasers) operating 
near wavelengths of 980 nm were also discussed in the 
context of Gbit/s ATM links. The Gbit/s Ethernet stan 
dards committee considered short-wavelength laser 
diodes and long-wavelength laser diodes. CSSD and HPL 
made major technical contributions to both standards, 
which led to the inclusion of 1300-nm LEDs in the OC-12 

Figure 1 

I l lust rat ion of  t ransceiver  technology choices for  OC-12 
(622-Mbit /s)  and Gbi t /s Ethernet  62MMF l inks based on 
over f i l led  launch bandwidth .  Bu i ld ing wi r ing s tandards 
require optical-f iber transmission over 500 m of 62.5/1 25-^ m 
mul t imode f iber  I62MMF) for  bui ld ing backbone l inks.  (LD = 
laser diode. VCSEL = vert ical-cavi ty surface emit t ing laser.  
LED = l ight-emitt ing diode). 
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ATM Forum specification and 1300-nm laser diodes in the 
Gbit/s Ethernet specification. 

This paper will provide insight into the long-term collabo 
ration between CSSD and Hewlett-Packard Laboratories 
in the area of fiber-optic LAN standards. The collabora 
tion will be explored through the chronology of Hewlett- 
Packard's involvement in the development of recent LAN 
standards, particularly in the ATM Forum and IEEE 802.3z 
(GigabhVs Ethernet). 

Wiring Link Length and Transceiver Technology 
Building wiring is a large capital investment usually amor 
tized over approximately 15 years. To protect this invest 
ment, International Standards Organization (ISO) building 
wiring system standard ISO/IEC 11801 specifies cabling 
architectures, link lengths, and type. Historically, fiber 
optic backbones for LANs are developed to support the 
link length requirements defined in ISO/IEC 11801. These 
requirements evolved out of the recognized need in the 
mid-1980s to achieve a more unified approach to develop 
ing and installing LANs. As illustrated in Figure 2, a key 
aspect of this building wiring standard is the definition of 
link lengths: 100 m horizontal from hubs to the desktop 
(90 m of cable plus up to 10 m for patch cords), 500 m for 
building backbone, and 2 km for campus backbone. These 
link length requirements dictate the choices of fiber-optic 
cable and transceiver technology as a function of data 
rate. In particular, because of its suitability for use with 
low-cost light-emitting diode (LED) transceivers, the 
installed base of optical fiber is predominantly 62MMF in 

Figure 2 

ISO/IEC 11801 customer premises cabl ing model.  

Telecommunications t  
Campus 

Backbone 
Cabling 

CD = Campus Distributor 
BD = Building Distributor 
FD = Floor Distributor 
TO = Telecommunications Outlet Vo ice  Da ta  
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both the U.S.A. and Europe. Transceiver vendors and 
fiber-optic LAN standards must develop transceiver tech 
nology that operates in harmony with the building wiring 
standards to protect the capital investment of both LAN 
users and LAN equipment suppliers. 

The HP Communications Semiconductor Solutions Divi 
sion is a leading supplier of optical-fiber optoelectronic 
components used to communicate over both premise 
backbones using primarily multimode fiber and public 
networks using single-mode fiber. Because of link perfor 
mance and cost trade-offs, multimode fiber transceivers 
are developed using 650-nm, 850-nm, and 1300-nm tech 
nology. Visible 650-nm LEDs match the transmission win 
dow of large-core (QSO-^m diameter) plastic optical fiber, 
which has high attenuation but yields the lowest-cost 
transceivers and optical connectors as a result of relaxed 
mechanical tolerances. Infrared 850-nm and 1300-nm 
technology matches the transmission characteristics of 
glass multimode fiber having smaller core diameters, that 
is 62MMF and 50MMF (50/125-nm core/cladding diameter). 
These fibers have lower attenuation and higher band 
width at wavelengths near 1300 nm compared to 850-nm 
operation but yield more expensive systems compared to 
plastic optical fiber. Single-mode fiber transceiver tech 
nology operating at 1300-nm and 1550-nm wavelengths 
supports the lO-to-50-km distance requirements of tele 
communications single-mode fiber links and is still more 
expensive. Nevertheless, 1300-nm single-mode fiber links 
have extended transmission capabilities and are being 
deployed on the campus to extend beyond the distance 
and data rate limits of multimode fiber. 

Fiber Optic LAN Standards Development 
The initial fiber-optic backbone link standards developed 
in the mid-1980s support a 2-km campus backbone length 
using 62MME This requirement influenced the subsequent 
ISO/EEC 11801 campus backbone link length. The 10-Mbit/s, 
2-km IEEE 802.3 Ethernet standard uses 850-nm LEDs 
while the 100-Mbil/s, 2-km ANSI X3T12 Fiber Distributed 
Data Interface (FDDI) standard requires 1300-nm LEDs 
because of the impact of fiber spectral dispersion at this 
higher data rate. Subsequently, based on the FDDI back 
bone link standard, a 2-km 62MMF link length specifica 
tion using 1300-nm LEDs was developed for transmitting 
Asynchronous Transfer Mode (ATM) cells over Synchro 
nous Optical Network (SONET) links at 155.5 Mbits/s, 
also referred to as optical carrier level 3 (OC-3). This OC-3 

rate standard, initiated in the ATM Forum, was formalized 
in the T1E1.2 T1.646 broadband ISDN customer interface 
standard. 

Long-Wavelength LED Specif ication 
It was generally assumed that low-cost 1300-nm LEDs 
would be too slow for operation at 622 Mbits/s (OC-12). 
However, exploratory work at HPL Bristol and other man 
ufacturers of 1300-nm LEDs indicated that the necessary 
1-ns optical response time was achievable with low-cost 
designs. This resulted in a development program at CSSD 
yielding the necessary data to support an OC-12 specifica 
tion for a 500-m 62MMF link length in both the ATM 
Forum and T1E1.2 T1.646 specifications. This is the high 
est data rate at which 1300-nm LEDs can reasonably be 
specified in multimode fiber link applications. 

It was obvious to HPL researchers that a new low-cost, 
LED-like laser technology was required for multimode 
fiber Gbit/s LANs and computer interconnects. This real 
ization was key to the initiation of vertical-cavity surface 
emitting laser (VCSEL) development within Hewlett- 
Packard Laboratories during the early 1990s.1'2 Since 
1300-nm LEDs reach their limit at 622 Mbits/s, Hewlett- 
Packard developed a link length and data rate extension 
to Gbit/s ATM based on VCSELs operating at wavelengths 
near 980 nm.3 HPL demonstrated that 980-nm VCSELs 
could support building backbone link lengths at Gbit/s 
data rates with 62MMF. CSSD and HPL felt that this pro 
posal was very suitable for Gbit/s LAN standards since it 
was in harmony with ISO/IEC 11801. By comparison, 
VCSELs operating at 850 nm were felt to be an inferior 
choice since they cannot support building backbone link 
lengths at Gbit/s data rates with 62MMF (see Figure 1) 
based on the standard overfilled launch (OFL) modal 
bandwidth for 62MMF. 

Vertical-Cavity Surface Emitting Lasers (VCSELs) 
The ATM Forum OC-12 multimode fiber specification 
development provided an interesting first view of VCSELs 
entering the standards arena. Figure 3 shows VCSEL 
cross sections for devices operating at 850 nm, 980 nm, 
and 1300 nm. 

A noteworthy aspect of the OC-12 link development in 
the ATM Forum was the short-wavelength (780-nm and 
850-nm) specification developed in competition with the 
1300-nm LED specification by short-wavelength laser 
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Figure3 

Ver t ica l -cav i ty  sur face emi t t ing  laser  (VCSELi  c ross-  
sections. VCSELs operating at 980 nm and 1300 nm have 
t ransparent  subst ra tes  and can emi t  l igh t  th rough the sub 
strate.  These are termed bottom emit t ing VCSELs. They 
have the advantage that  the act ive reg ion can be p laced 
very c lose to a heat s ink placed on the top mirror stack.  
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diode transceiver vendors. The short-wavelength proposal 
was optimized for 50MMF rather than the dominant 
62MMF. It was based on developments in the Fibre 
Channel (FC) standard for computer interconnect. 

The short-wavelength proposal was written in such a way 
that it included both existing 780-nm Fabry-Perot edge 
emitting laser diodes, commonly referred to as compact 
disk (CD) laser diodes, and 850-nm VCSELs. After much 
contentious debate, the eventual result was that the ATM 
Forum adopted the two optically incompatible OC-12 
multimode fiber specifications â€” long-wavelength LEDs 
and short-wavelength (780-nm and 850-nm) laser diodes â€” 
and left the marketplace to resolve the choice. In general, 
the winner will be the interface standard chosen by the 
major early adopters since other equipment suppliers will 
need to be compatible. CSSD sells many more long-wave 
length LED-based transceivers than short-wavelength laser- 
based transceivers for OC-12 ATM. 

Hewlett-Packard demonstrated to the ATM Forum that 
VCSELs operating at 980 nm are extremely reliable, are 
relatively simple to manufacture, are optically compatible 
with the specified OC-12 1300-nm receivers, and support 
building backbone link lengths at GbhYs data rates with 

62MMF. However, in the give and take of the standards 
arena the Hewlett-Packard 980-nm VCSEL proposal for 
Gbit/s ATM links did not progress. One reason for this 
was opposition from multimode fiber suppliers to specify 
the higher modal bandwidth available at 980 nm with 
installed 62MMF. As a result of the OC-12 developments, 
HP focused its efforts on 850-nm VCSELs for use at Gbit/s 
data rates (described in the next sections) rather than 
980-nm VCSELs and concentrated longer-term research 
on 1300-nm VCSELs, which have multiple uses with both 
multimode fiber and single-mode fiber. 

OC-12 Technical Challenges 
The ATM Forum OC-12 multimode fiber specification de 
velopment brought into focus two major technical issues 
that must be addressed before Gbit/s optical link specifi 
cations will be acceptable to customers and LAN standards 
bodies. These are modal noise and robust transmission 
methods for 500-m backbone links using installed 62MMF. 
Both issues were widely recognized within the industry 
and ad hoc industry groups were formed to address them. 
The work of the ad hoc groups has now largely been 
transferred to Telecommunications Industry Association 
(TIA) fiber-optic test procedure committees. LAN stan 
dards committees have agreed to reference the new TIA 
fiber-optic test procedures once they mature. HPL and 
CSSD are very active in both the TLA committees and the 
LAN standards bodies. 

Ethernet Frame-Based Gbit/s LANs 
Because of its ease of use and relatively low cost, Ether 
net has become the most pervasive LAN, with over 100 
million nodes in service. The initial standard operating at 
10 Mbits/s was finalized in 1985. This version of Ethernet 
connected all nodes via a central coaxial bus, which 
proved to be somewhat inflexible as users changed loca 
tions or were added to the network. 

Hewlett-Packard proposed the 10Base-T star topology for 
Ethernet in 1987 and it became part of the IEEE 802.3 
standard in 1990. In November of 1992, to meet user re 
quirements for higher data rates and to support emergent 
multimedia applications, the higher-speed study group 
of the IEEE 802.3 committee was formed to develop 
100-Mbit/s Ethernet. The efforts of the higher-speed study 
group culminated in July 1995 when the LAN MAN Stan 
dards Committee (LMSC) of the IEEE ratified two new 
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100-Mbit/s standards that use Ethernet frames: IEEE 
802.3u4 and IEEE 802. 12.5 These new 100-Mbit/s stan 
dards were designed to provide an upgrade path for the 
many tens of millions of 10Base-T and token ring users 
worldwide. Both of the new standards support installed 
customer building cabling as well as existing LAN man 
agement and application software. During the develop 
ment of IEEE 802.3u and IEEE 802.12, Ethernet frame 
switching gained momentum as a method for increasing 
network capacity. Switch-based LANs are now being 
standardized by the LMSC. 

The broad market acceptance of the new 100-Mbit/s 
shared media access LAN technologies is indicated by 
market estimates that during 1995, 25% of all network in 
terface cards were 100-Mbit/s capable. International Data 
Corporation has estimated that two million Ethernet LAN 
switch ports were shipped during 1995. 

The new 100-MbhVs repeater and switch-based LANs re 
quire a higher-speed backbone. To address this need, both 
IEEE 802.12 and IEEE 802.3 initiated Gbit/s projects. It 
is generally agreed that the pervasiveness of Ethernet 
frame-based LANs will ensure that the LMSC Gbit/s 
standards will be the dominant Gbit/s LAN technology. 
Eventually, Gbit/s Ethernet frame-based LANs may reach 
the desktop. 

Gbit /s IEEE 802.12 (Demand Priori ty)  LANs 
During 1995, IEEE 802.12 initiated development of Gbil/s 
demand priority LAN specifications initially as a higher- 
speed backbone for the 100-Mbit/s systems. HPL and 
CSSD demonstrated that higher-speed IEEE 802.12 could 
leverage some of the physical layers and control signaling 
developed for Fibre Channel.6 We also demonstrated that 
multimode fiber and short-wavelength VCSEL transceiv 
ers can be used to connect repeaters or switches sepa 
rated by less than 300 m within a building.7 For longer 
campus backbone links, laser transceivers operating at a 
wavelength of 1300 ran are used. To ensure that only one 
Gbit/s physical layer solution set will be developed by the 
LMSC, HP has shifted a major portion of its physical layer 
activities from IEEE 802.12 to Gbit/s IEEE 802.3. This is 
sensible because Gbit/s IEEE 802.12 and IEEE 802.3 can 
use the same physical media interfaces. 

IEEE 802.3 Gbit /s Ethernet 
The IEEE 802.3 committee is responsible for development 
of the Ethernet LAN standards, hi 1996, a crescendo of 

activity began to extend this data rate by another factor of 
10 to interconnect 100-Mbit/s hubs and switches. The fast 
pace of the Gbit/s Ethernet standards development effort 
drove the need for joint efforts between CSSD and HPL 
Bristol to formulate and quantify HP's optical technology 
strategy to meet the requirements of this standard. The 
development of physical layers at Gbit/s data rates 
brought to the forefront the two key technical challenges 
previously debated during the ATM Forum OC-12 specifi 
cation development: modal noise and robust transmission 
methods for 500-m backbone links using installed 62MMF. 

Since the OC-12 debates, HPL and CSSD have worked 
actively to understand and quantify these issues both in 
ternally and externally in various ad hoc industry groups 
and standards task forces. Much of the knowledge and 
experience gained from our internal research and the 
external forums was used to develop the successful dual 
technology proposal that HP presented to IEEE 802.3z in 
July of 1996.8'9 

Because of their higher modulation rates and narrower 
spectral widths (compared to LEDs) Fabry-Perot laser 
diodes and VCSELs are the candidates for Gbit/s Ethernet 
standards. All new leading-edge LAN standards evolve 
from the progress made in previous or related current 
standards. In the case of Gbit/s Ethernet, the launching 
vehicle was the Fibre Channel standard operating at 
100 Mbytes/s or an 800-Mbit/s serial data rate. Because 
Fibre Channel uses an 8B10B line code and incorporates a 
62.5-Mbaud control channel, its line rate is 1.0625 Gbaud. 

The vast majority of installed LAN building and campus 
backbones in the U.S. and Europe use 62MMF. A recent 
survey conducted as part of the Gbifs Ethernet standard 
development process concluded that 44% of the installed 
62MMF links in the U.S. have greater than 500-m link 
length. However, Fibre Channel is an interconnect stan 
dard and it was perceived satisfactory to achieve a worst- 
case maximum link length of 500 m with 50MMF at 1.0625 
Gbaud if this resulted in the lowest-cost interconnect 
solution. The Fibre Channel 50MMF link specification is 
not sufficient for LANs, which are dominated by 62MMF. 
50MMF has a 500-MHz â€¢ km worst-case modal bandwidth 
specified with overfilled launch (see Figure 4) at 850 nm, 
while only 160 MHz â€¢ km worst-case modal bandwidth 
under the same conditions is achieved with 62MMF. 
Therefore, Fibre Channel operating on 62MMF achieves 
less than 340-m link lengths at 1.0625 Gbaud, as shown in 
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Figure 4 

Schemat ic  representa t ion o f  over f i l led  launch and 
rest r ic ted mode launch.  
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Figure 5. The inclusion of 780-nm lasers would reduce 
the Fibre Channel link length to less than 300 m. Gbit/s 
Ethernet uses the Fibre Channel 8B10B line code, which 
results in a 1.250 Gbaud line rate. As shown in Figure 5, 
the 18% higher data rate of Gbit/s Ethernet results in 19% 
shorter link length. This reduces the worst-case link 
length to ~ 270 m with 62MMF, far less than both the 
installed 62MMF LAN link lengths and the lengths speci 
fied in ISO/IEC 11801. This disharmony with ISO/IEC 
11801 and installed LAN requirements provided the 
motivation for the dual link technology strategy proposed 
by HP at the July 1996 meeting of the IEEE 802.3 Gbit/s 
Ethernet committee. This strategy was launched by joint 
efforts at HPL Bristol and CSSD. The technical problems 
raised by the HP strategy and our proposed solutions are 
the primary focus of the remainder of this paper. 

Long-Wavelength Laser and Mult imode Fiber Links for 
Gbit/s Ethernet 
Because of the limited link length capability at 1.250 Gbaud 
of 850-nm laser diodes with 62MMF, a proposal was need 
ed to service the installed base. The logical choice was to 
use existing 1300-nm laser diode single-mode fiber trans 
ceivers for single-mode fiber links up to 3 km and to ex 
tend the link length of multimode fiber. However, the use 
of long-wavelength laser diode single-mode fiber transmit 
ters in conjunction with multimode fiber has traditionally 
been resisted by fiber-optic link designers because of the 
potentially catastrophic problem of modal noise. To sup 
port HP's proposal, it was necessary to develop theoreti 
cal and experimental evidence that a long-wavelength 
solution was robust to modal noise. 

Modal  Noise 
Since the mid 1980s, there has been concern about modal 
noise caused by mode-selective loss when using relatively 
coherent laser diodes with multimode fiber links (see ref 
erence 10 and the references therein). Early research con 
ducted at HPL Bristol indicated that 1300-nm laser diodes 
operating with 62MMF have the same modal noise perfor 
mance as the 850-nm laser diodes operating with 50MMF 
within the ATM Forum OC-12 specification. Additionally, 
with 1300-nm laser diodes, the 62MMF link length sup 
ported (with the existing long-wavelength 500-MHz â€¢ km 
overfilled launch modal bandwidth specification) is ~ 850 
m, as shown in Figure 6. This link length exceeds the 
500-m building backbone length defined in ISO/IEC 11801 
but falls short of the 2-km 62MMF campus backbone 

Figure 5 

Link lengths wi th 820- to-860-nm lasers and worst -case 
62MMF. 
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Link lengths wi th 1300-nm lasers and 62MMF wi th 500 
MHz-  km and 1200 MHz-  km bandwidth-d is tance product .  
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Figure 7 

Worst-case ISO/IEC J 1801 mode-select ive loss (MSL) model.  
F iber -opt ic  connectors  are  represented by so l id  c i rc les  and 
opt ical  spl ices by open squares.  ISO/IEC 11801 al lows two 
worst -case connectors  and sp l ices per  l ink .  For  a  wors t -  
case mode-select ive loss model  a l l  losses are assumed to 
be mode-select ive.  Patch cords at  the t ransmi t  and receive 
ends of the l ink are assumed to be W m and 4 m long, 
respect ively,  to maximize modal  noise.  Total  l ink mode- 
selective loss is 2.85 dB. 
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length specified for many lower-data-rate LANs. Figure 6 
shows that a modal bandwidth of ~ 1200 MHz â€¢ km is 
needed to support the 2-km 62MMF link length at 1.250 
Gbaud. 

Allocation for Mode-Selective Loss (Modal Noise): Theory- 
Many standards (ATM Forum, Fibre Channel, Serial HIP- 
PI) contain power penalty allocations to allow for mode- 
selective loss. A modal noise theory10 has been developed 
and used to predict the worst mode-selective loss alloca 
tion for all these standards. 

In addition, an ad hoc industry group (Hewlett-Packard, 
Honeywell, IBM, VIXEL), sometimes called the modal 

noise test methodology group, developed an initial mode- 
selective loss power penalty measurement test procedure. 
A PC-based simulation tool developed by HPL Bristol im 
plements the theory of reference 10 and the tool has been 
accepted by the group for calculating worst-case power 
penalties. Recently, a draft test procedure was transferred 
to the TIA FO 6.5 committee for standards development. 

Distributed Mode-Selective Loss. An important conclu 
sion from the original theory10 and the work of the modal 
noise test methodology group was that mode-selective 
loss is distributed throughout a fiber-optic link. 

Theory predicts that mode-selective loss close to the 
transmitter will usually generate the most modal noise. 
However, even for the worst-case link model of ISO/IEC 
11801 (Figure 7), only 2.85 dB of loss can be placed near 
the transmitter for short link lengths. To maximize modal 
noise, a 10-m patch cord is assumed at the transmit end 
and a 4-m patch cord at the receive end of the link. The 
initial 10-m patch cord ensures that both low-frequency 
and high-frequency modal noise is present. 10 For the cal 
culation, the worst-case loss of the connector and splice 
at each end of the link are lumped together. The resulting 
1.05 dB of loss is assumed to be totally mode-selective 
loss and the minimum separation between the two 1.05 dB 
mode-selective loss points is 4 m. An additional 0.75 dB of 
mode-selective loss is assumed to be present at the con 
nection to the optical receiver. The total amount of mode- 
selective loss is 2.85 dB. 

Figure 8 shows the calculated power penalties as a func 
tion of link length for ISO/IEC 11801 links for both short- 
wavelength and long-wavelength lasers. The calculations 
assumed three laser modes having relative intensities of 
0.1, 1, and 0.1, a linewidth of 5 GHz (laser modulated) for 
each mode, and a mode partitioning factor (k) of 1. It is 
clear from the theoretical model that the worst-case power 
penalties for the short-wavelength 50MMF and the long- 
wavelength 62MMF are equal. This is primarily because 
both multimode fiber transmission systems support the 
same number of modes at these respective wavelengths. 

Figure 8 

Calcu lated power penal t ies for  850-nm 50MMF and for  
1300-nm 62MMF, laser diodes, and the worst-case ISO/IEC 
11801 model. 
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Figure 9 

Calcu la ted worst -case power  penal ty  for  50MMF, 850-nm 
laser  l inks as a  funct ion o f rms source wid th  us ing the 
modal  noise test  methodology group model .  

1  2  

RMS Wid th  o f  Laser  Spec t rum (nm)  

Modal Noise Test Methodology Group Worst-Case Link 
Model. To ensure that a reasonable worst-case link is ana 
lyzed and experimentally tested, the ad hoc modal noise 
test methodology group assumed that three 1-dB points of 
mode-selective loss separated by 4 m are placed 12 m from 
the transmitter output connector. The distance of 12 m 
ensures that the link has enough bandwidth for both high- 
frequency and low-frequency modal noise to be present 
and close to their maximum levels. 10 

Predicted worst-case power penalties, according to the 
modal noise test methodology group model, for short- 
wavelength and long-wavelength lasers as a function of 
the laser rms spectral width are plotted in Figure 9 and 
Figure 10. Maximum power penalties of approximately 

Figure 10 

Calcu la ted worst -case power  penal ty  for  62MMF, 1300-nm 
laser  l inks as a  funct ion of rms source width  us ing the 
modal  noise test  methodology group model .  

1 . 2  T  

1 2 3 4 5  

RMS Wid th  o f  Laser  Spec t rum (nm)  

1 dB are predicted as specified by ATM Forum, Fibre 
Channel, and Serial HIPPI standards for operation at 
either wavelength. 

Modal Noise: Experimental Results. Modal noise testing 
has been concentrated on a selection of Hewlett-Packard 
low-complexity, 1300-nm coaxial lasers, which are ex 
pected to produce worst-case modal noise performance. 
All tests were computer-controlled, as depicted in Figure 
11. The modal noise test box contains the three points of 
mode-selective loss and a reference path as required by 
the draft modal noise test procedure. During the testing 
the fiber was mechanically agitated and the temperature 
of the laser under test was continuously ramped. Although 

Figure 11 

Computer-cont ro l led modal  no ise power  penal ty  measurement  setup used for  modal  no ise test ing.  

Tempera tu re  and  
Cur ren t  Con t ro l *  

M o d e - S e l e c t i v e  
Loss Test  Box 

F ibe r  Shaker  
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near worst-case long-wavelength lasers have been tested, 
the maximum power penalty observed to date is 0.3 dB. 
This is consistent with the predicted maximum power 
penalty of 0.6 dB for the coaxial lasers. A set of modal 
noise test results is shown in Figure 12. 

The modal noise data summarized in this section led to 
consensus within the IEEE 802. 3z committee that the HP 
dual technology strategy was the best option for Gbit/s 
Ethernet. 

Extended Link Lengths: Restricted Mode Launch 
In contrast to short-wavelength transceivers, long-wave 
length transceivers easily meet the 500-m link length 
needs for building backbones even with worst-case 
62MMF bandwidths. However, achieving link lengths of 
2 km as required for campus backbones requires new 
technical developments even at wavelengths of 1300 run. 
For this reason, there is interest in using restricted mode 
launch to increase the bandwidth-distance product of 
multimode fiber. Such techniques are applicable to both 
short-wavelength and long-wavelength operation and to 
both 62MMF and 50MMF systems. The TIA has started a 
task group, TIA FO 2.2, to investigate restricted mode 
launch into multimode fiber. If the work of TIA FO 2.2 is 
successful, the IEEE 802.3 and IEEE 802.12 Gbit/s LANs 
are expected to incorporate restricted mode launch into 
their specifications. 

Promising results have been presented to TIA FO 2.2 
using various restricted mode launches (see Figure 4) to 
increase the bandwidth of multimode fiber. Unfortunately, 
the restricted mode launch effect with installed fibers is 
not completely understood and many questions need to 
be answered (installation effects, mechanical stability, 
connector effects, etc.) before LAN specifications using 
restricted mode launch can be developed. 

Preliminary data reported to TIA FO 2.2 has indicated that 
the modal bandwidth can also be reduced below over 
filled launch values with some forms of restricted mode 
launch. Even when pure single-mode launch is used, con 
nector effects have been observed to significantly reduce 
modal bandwidth. These results indicate that some forms 
of restricted mode launch may not be a good solution for 
currently installed fiber. 

Figure 12 

Measured modal  no ise  power  pena l ty  o f  a  low-complex i ty ,  
coaxial ,  1300-nm laser using the ad hoc modal  noise group 
test  methodology.  The power  penal ty  is  C /  dB.  
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Restricted Mode Launch Theory. Modern graded-index 
multimode fibers have approximately square-law refrac 
tive index profiles. The modal field distribution can there 
fore be modeled, at least to a first approximation, as the 
field distribution of the modes of a square-law medium. 
In addition, it is well established that the WKB method11 
can be used to calculate the delay time of the modes. For 
power-law refractive index profiles, simple analytical 
expressions for the delay exist.11 

Using the analytical expressions for the field distributions 
and the delay times, it is possible to calculate the rms 
impulse width of a multimode fiber. In addition, other 
relevant parameters such as the coupled power can be 
estimated. Figure 13 shows a plot of the bandwidth gain 
(restricted mode launch bandwidth divided by overfilled 
launch bandwidth) for single-mode excitation of an ap 
proximately square-law 62MMF as a function of the offset 
of the single-mode beam from the center of the fiber core 
and as a function of the single-mode beam 1/e waist. 
There is a large gain in bandwidth for center launch when 
the single-mode excitation has a waist equal to the waist 
of the fundamental mode of the 62MMF. Surprisingly, 
there is also a gain peak for offsets near one-half the fiber 
radius. The 62MMF bandwidth again increases for large 
offsets. While the intermediate and center launch would 
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Figure 13 

Bandwid th  ga in  con tours  fo r  s ing le -mode exc i ta t ion  com 
pared to  over f i l led launch f iber  bandwidth,  a t  a  wavelength 
of  1300 nm, for  approximately square- law 62MMF. The x axis 
is the off  set from the center of the f iber core in u m and the 
y axis is the beam waist  in u m of the single-mode exci t ing 
beam. 

generally exhibit high coupling efficiencies, the larger 
offsets would suffer from substantial power loss. 

E x p e r i m e n t a l  R e s u l t s :  S i n g l e - M o d e  F i b e r  C e n t e r  L a u n c h .  
We have investigated restricted mode launches of low- 
complexity, 1300-nm coaxial lasers into 62MMF. The fiber 
used for the experiments had an overfilled launch band 
width-distance product of 638 MHz â€¢ km. The output of a 

Figure 15 

Measured eye diagram at 1.25 Gbaud with 1300 nm 
t ransce ivers  separated by  2  km of62MMF.  

1300-nm coaxial laser module with an SC connector was 
connected directly to various lengths of 62MMF, center 
launched. Each fiber length was made up by concatena 
tion of 500-m reels of cable. Figure 14 and Figure 15 
show the measured eye diagrams of zero and 2-km 
length links. Clearly, the eye is open to distances of 2 km. 
Figure 16 plots the measured power penalties for various 
link lengths up to 2 km. The power penalty at 2 km is less 
than0.2dBatlO~10BER. 

Figure 14 

Measured eye diagram at  1.25 Gbaud wi th 1300-nm, back-  
to -back  t ransce ivers  

Figure 16 

BER curves for 0-km, 0.5-km, 1-km, and 2-km l ink lengths. 
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However, with some fibers, particularity fibers with center- 
line refractive index defects, small connector offsets of 
the order of 5 micrometers result in very low bandwidth 
compared to overfilled launch. The use of restricted mode 
launch results in links much shorter than those obtained 
with overfilled launch for these fibers. 

Experimental: Offset Restricted Mode Launch. A surpris 
ing prediction of the theoretical model (see Figure 13) 
is the occurrence of three bandwidth gain peaks. Experi 
mental measurements of the bandwidth gain versus offset 
for a single-mode fiber-to-62MMF launch are plotted in 
Figure 17. The wavelength of the Fabry-Perot laser diode 
used was 1300 run. The measured refractive index profile 
of the 62MMF had no dips or peaks and was approximately 
square-law. Three gain peaks were observed near the 
theoretically predicted offset values. 

Although offset single-mode launches are restricted, for 
62MMF and offsets in the range of 15 (xm to 25 urn, the 
output intensity distribution is only slightly restricted 
compared to overfilled launch. This favorable excitation 
of the multimode fiber results in bandwidths equal to or 
greater than the overfilled launch bandwidth. We have 
observed that at least overfilled launch bandwidth can be 
achieved with offset launch on all fibers tested to date. 

We have also investigated the modal noise penalties, con 
nector effects, and mechanical stability of offset launches. 
No problems have been encountered in these areas. How 
ever, it is not clear that offset launches could be easily 
integrated into HP's manufacturing processes. HPL con 
tinues to investigate both center launch and offset launch 
to determine which type of launch is best for various LAN 
and interconnect systems. 

Gbit /s IEEE 802.3 Link Specif ication Status 
The July 1996 IEEE 803.3z Gbit/s Ethernet plenary meet 
ing agreed to adopt two optical interface specifications. 
One interface is defined for 850-nm lasers to achieve link 
lengths of Â«250 m with 62MMF and = 500 m with 50MMF. 
This gives up some extended link length performance to 
achieve the lowest possible cost. The second interface is 
defined to meet the installed 62MMF building backbone 
link lengths with 1300-nm transceivers, which achieve 
3 km with single-mode fiber and = 500 m with both 
62MMF and 50MMF. Because the bandwidth achieved 
with center launched transceivers may be less than the 
overfilled launch bandwidth, IEEE 802.3z has defined its 

Figure 17 

Measured bandwid th  ga in  versus o f fse t  fo r  s ing le-mode 
f iber - to-62MMF launch ata  wavelength o f  1300 nm.  Three 
gain peaks are observed as predic ted in  

15 

Offset (|im| 

link lengths using a worst-case modal bandwidth. If 
conditioned launches that guarantee overfilled launch 
bandwidth are used, the IEEE 802.3z draft standard 
allows longer link lengths. 

C o n c l u s i o n  

CSSD's and HPL's involvement in embryonic standards 
provides valuable insight that allows us to adapt our stan 
dards and research strategy to increase the probability of 
it being accepted. Our involvement in the ATM Forum 
OC-12 specification led us to refocus our VCSEL develop 
ment to operation at wavelengths near 850 nm rather than 
980 nm. This was because multimode fiber suppliers were 
opposed to specifying the higher multimode fiber modal 
bandwidth available at 980 nm and because all other laser 
transceiver suppliers were 850-nm focused. Our longer- 
term research was directed towards long-wavelength 
VCSELs, which have multiple uses with both multimode 
fiber and single-mode fiber. 

CSSD and HPL have successfully championed long-wave 
length LEDs for 622-Mbit/s ATM links. We also have 
shown, experimentally and theoretically, that long-wave 
length lasers have similar modal noise power penalties to 
short-wavelength lasers when used with multimode fiber. 
For Gbifs Ethernet, this enabled us to introduce a dual 
technology solution: short wavelength vertical-cavity 
surface emitting lasers for extended horizontal links and 
long-wavelength lasers for backbone links. The intriguing 
discovery that restricted mode launch can extend the data 
rate-distance performance of multimode fiber LAN links 
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without increased modal noise penalties could revolution 
ize laser/multimode fiber system design. For this reason 
CSSD and HPL continue to investigate restricted mode 
launch. 
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1300-nm Strained Quantum Well  Lasers For 
F iber-Opt ic  Communicat ions 
Wil l iamS.  R ing 

Simon J .Wratha l l  

Adr ian J .Tay lor  

This for describes new uncooled strained quantum well lasers for SONET/ 

SDH systems. New Fabry-Perot lasers for short-haul and intermediate link 

applications are extremely reliable, have high ex-facet power, and have record 

low threshold currents, making lower packaging costs possible. Uncooled 

distributed feedback lasers for the long-haul market at 622 Mbits/s and 

2.488 Gbits/s are discussed. These operate from - 40Â°C to + 85Â°C with 

extremely good threshold and power characteristics. 

I . n recent years there has been increased emphasis on cost and 

performance issues for telecommunications lasers. The drive to push fiber 

to the realized (FTTC) and fiber to the home (FTTH) can only be fully realized 

when inexpensive laser transmitter modules become available. 

The drive for lower cost has forced the move to uncooled semiconductor 

lasers, which require high output powers and low threshold currents over the 

temperature range of â€” 40Â°C to + 85Â°C, combined with inexpensive packaging 

technology. The type of laser used depends primarily on the link length 

and operating speed. The Synchronous Digital Hierarchy (SDH/SONET/ATM) 

standards pertaining to the use of either multimode or single-mode lasers 

specify the basic requirements for spectral purity and operating wavelength 

range whether to the fiber characteristics. They also dictate whether a 

multimode, Fabry-Perot laser or a single-mode, distributed feedback (DFB) 

laser is used in the system.1 For most short-haul and intermediate link length 

applications, the STM-1 (155 Mbits/s) and STM-4 (622 Mbits/s) standards 

dictate that a Fabry-Perot laser should be suitable. For long-haul applications 

a distributed feedback laser is recommended for wavelength stability and 

dispersion. As systems move to higher speeds, such as STM-16 (2.5 Gbits/s) the 

emphasis moves to distributed feedback lasers, even for shorter link lengths. 
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Figure 1 

Diagram showing how s t ra in  sp l i ts  the two degenerate  
va lence bands in  a I I I -V semiconductor  and how the s ign 
of  the st ra in governs whether  the TE ( t ransverse e lect r ic)  
or  TM ( t ransverse magnet ic)  gain is  dominant .  
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For the STM-1 and STM-4 short-haul and intermediate 
links, 1300-nm Fabry-Perot lasers are the main devices 
employed. For operation without a thermoelectric cooler 
there are difficulties in designing a laser that is tempera 
ture insensitive and has high output power. It has been 
known for some time that long-wavelength telecommu 
nication lasers suffer from an inherent temperature sensi 
tivity problem that is not observed in short-wavelength, 
GaAs-based devices. This is believed to result from the 
small bandgap and the associated nonradiative and 
absorptive processes of Auger recombination and inter- 
valence band absorption, which then become significant 
at longer wavelengths. 

Fabry-Perot 1300-nm Strained Quantum Well  Lasers 
It was predicted theoretically in 1986 that introducing 
strained layers in the active region of long-wavelength 
lasers should improve the temperature performance.2' 3 
The physics behind this is that the strain introduced in the 
crystal lattice splits the degeneracy of the two valence 
bands in the semiconductor, enhancing either TE (trans 
verse electric) polarization optical gain or TM (transverse 
magnetic) polarization optical gain (see Figure 1). The 
strain can be accommodated elastically if the total thick 
ness of the strained layer is less than the critical thickness 
of the material system. Critical thickness is the point at 
which the elastic energy in the layer is equal to the energy 

required to introduce dislocations into the crystal lattice. 
The value of the critical thickness was originally calcu 
lated by Mathews and Blakeslee4 and is equivalent to a 
strain-thickness product of approximately 10 nm% for 
InGaAsP/InP (e.g., a 10-nm thickness with 1% strain). 
For practical device purposes, only thin layers, that is, 
strained quantum well devices, can realistically be grown. 

The first realization of strained quantum well devices 
occurred for 1550-nm strained quantum well lasers in 1989 
and 1990 with the demonstration of increased ex-facet 
power (power out of the laser chip into a broad-area 
detector) and reduced threshold current. A high charac 
teristic temperature (T0) of 90K was reported.0 Initial 
effort mainly concentrated on 1550-nm devices for long- 
haul links to improve the power budget. Meanwhile, work 
on 1300-nm quantum well devices has highlighted another 
factor that leads to increased temperature sensitivity: loss 
of carriers out of the quantum well.6'7 

Design Issues 
The most common material system used to grow 1300-nm 
and 1550-nm long-wavelength lasers is the InGaAsP/InP 
system. This material system suffers from the fact that the 
ratio of the conduction band to the direct bandgap is 0.4, 
compared to an estimated 0.6 to 0.85 for GaAs-based 
systems. For 1300-nm quantum well lasers this leads to 
an energy difference between the electron confined state 
and the barrier material on the order of 1 to 2 k(,T or 25 to 
50 meV at room temperature. This can lead to a signifi 
cant excitation of carriers out of the quantum well or a 
large carrier density in the barrier material at elevated 
temperatures. A large carrier density in the barrier material 
degrades the performance of the laser, causing increased 
temperature sensitivity and reduced ex-facet power. 

An alternative material system is the InGaAlAs/InP system, 
in which the ratio of the conduction band to the direct 
bandgap is 0.7. This gives increased electron confinement. 
The electron confined state energy can then be designed 
to be 4 to 5 kfcT or 100 to 150 meV at room temperature,8 
significantly larger than the InGaAsP system. Unfortu 
nately, because of the aluminum content and associated 
reliability issues, only ridge loser structures are presently 
fabricated using this material system. To achieve low 
threshold currents, buried heterostructure lasers, which 
have better electrical and optical confinement, are 
preferred. 
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We have investigated 1300-nm strained InGaAsP/InP active 
regions to try to optimize the device performance for low 
threshold current and high ex-facet power from - 40Â°C to 
+ 85Â°C. The following section outlines the main results 
from our experiments, which led to the development of a 
highly successful 1300-nm quantum well laser. 

Optimizat ion of  Confined State and Barr ier  Energy 
The energy difference between the electron confined state 
in the quantum well and the barrier layer can be calculated 
using a crystal energy band modeling method9 (model 
solid method) combined with a k.p effective mass one- 
dimensional square well potential model. The k.p method 
is a band structure modeling technique by which the 
effective mass of the electrons and holes is calculated 
from the energy gaps of the semiconductor. 

The model solid method calculates the band edge energies 
relative to the vacuum level using a density functional 
mathematical method. These can then be used to calcu 
late the conduction band and valence band energy offsets, 
that is, the depth of the quantum wells. These, combined 
with the effective mass and its energy dependence from 
k.p theory, are used to find the positions of the energy 
states in the quantum well. 

To optimize the energy difference, the well, barrier com 
position, and well width are varied. To illustrate the en 
hancement that can be achieved using a strained quantum 
well compared to a lattice matched quantum well struc 
ture, we have plotted in Figure 2 the energy difference as 
a function of well width. For the equivalent emission 
wavelength of 1300 nm there is an improvement in energy 
difference for the strained layer structure. This, coupled 
with (1) the smaller carrier density in the quantum well 
due to increased differential gain and (2) the polarization 
discrimination of the strain layers, improves the device 
characteristics. 

Fabrication 
To understand the design limits for the Fabry-Perot laser 
device, we grew several wafers with the same active- 
region strain, but different numbers of quantum wells 
and different guide layer (separate confinement hetero- 
structure) thickness. The devices were grown using atmo 
spheric-pressure metal organic chemical vapor deposition 
(MOCVD) in a horizontally configured Thomas Swan reac 
tor. The strain in the quantum wells was fixed at 0.8% and 
the well width was 6 nm. All wafers were fabricated into 

our standard buried heterostructure, which uses a p-n-p-n 
current blocking structure to confine the current to the 
active region. 

Internal Loss 
The external ex-facet efficiency is related to the internal 
optical absorption loss in the cavity by the following 
expression, originally given by Biard.10 

j _  Â ±  " i _  
Ã¯) d TU T)iln(l/R)' (1) 

where L is the cavity length, R is the facet reflectivity, aÂ¡ 
is the internal absorption loss, T]Â¡ is the internal quantum 
efficiency, and r\Â¿ is the external differential quantum effi 
ciency. Using equation 1 and plotting the inverse of the 
differential efficiency against the cavity length we can 
obtain a value for the internal loss of the laser cavity. 

In a quantum well laser, when there is no intervalence- 
band absorption, the internal loss per quantum well 
should be linear with the number of wells, since the inter 
nal losses do not depend on carrier density. We plotted 
the calculated internal loss for devices with different 
numbers of wells and found a linear dependence (see 
Figure 3). The lowest loss obtained was 4.5 cm~ 1 for 
four quantum wells. This equates to an ex-facet slope 
efficiency of 0.42 mW/mA for a SSO-^m-long chip, with 
T]Ã = 0.98. Higher output powers can be obtained if a high- 
reflectivity coating is then applied to one of the facets, 
because the low internal absorption loss allows more 

Figure 2 

Calcu la ted  energy  d i f fe rence  be tween  the  e lec t ron  con  
f ined state in  the wel l  and the barr ier  energy for  s t ra ined 
and lat t ice matched mater ia l .  For  the equivalent  emiss ion 
wavelength f rom the wel l ,  the s t ra ined mul t ip le  quantum 
wel l  laser has a higher barr ier  height .  
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Figure 3 

Measured var iat ion in the internal  absorpt ion loss for  0.8% 
stra ined mul t ip le quantum wel l  lasers as a funct ion of  the 
number of  wel ls  at  25=C. This demonstrates the negl ig ib le 
e f fec t  o f in terva lence band absorpt ion in  1300-nm s t ra ined 
material.  

1 4  T  
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photons to travel in one round trip in the cavity and 
escape out of the uncoated facet. Typically the uncoated 
cleaved facet efficiency can be 0.6 mW/mA for a cleaved 
and high-reflectivity coated device. 

Gain-Current Curves at 25Â°C 
A useful tool for understanding the performance of the 
laser is a gain-current curve. This can be obtained exper 
imentally by combining the measured internal loss with 
the variation of the threshold current density per unit 
length. Normally the gain of a semiconductor laser can 
be approximated by the following logarithmic expression, 
which takes into account the saturation of the gain spec 
trum at high current densities: 

G = Go , 
In ( 2 )  

where G is the modal gain and is related to the material 
gain g by the optical confinement factor F (the overlap of 
the optical field with the active material), that is, G = Fg, 
Tii is the internal quantum efficiency, Jthr is the threshold 
current density in A/cm2, Jtr is the transparency current 
density in A/cm2, and G0 is the modal gain coefficient. 
If we rearrange equation 2 and plot ln(Jthr) versus the in 
verse of the length, the slope of the graph gives the modal 
gain coefficient G0 and the intercept is related to the 

transparency current density Jtr. The modal gain varies 
with the number of quantum wells in the structure (see 
Figure 4). The smaller the number of wells the faster the 
gain rolls off with increasing current density. For 9-well 
and 7-well material the gain-current curves are very simi 
lar at 25Â°C, but as we will see later from the temperature 
dependence of the threshold current, a difference be 
comes apparent, especially when trying to optimize for 
good 85Â°C characteristics. 

Threshold Current  between 25 C and 85 C 
The relationship between threshold current and tempera 
ture for semiconductor lasers is commonly characterized 
by an exponential function, which is used to associate a 
characteristic temperature T0 with the device structure.11 
The expression is: 

J t h ( T 2 )  =  J , h ( T i ) e x p ( A T / T 0 ) ,  ( 3 )  

where Jth is the threshold current or threshold current 
density and AT = T2 - TI is the temperature difference. 
This expression is essentially valid only above 250K, 
when the threshold current begins to increase rapidly 
with temperature. 

The target threshold current for the product was a maxi 
mum of 30 mA at 85Â°C. Different active region structures 
were characterized over temperature and a strong cor 
relation of the threshold current with the number of quan 
tum wells at elevated temperatures was observed (see 
Figure 5). For 5-well structures the threshold current 

Figure 4 

Measured gain-current  curves for  9- ,  7- ,  5- ,  and 4-wel l  
act ive regions at room temperature. The smal ler the number 
of  wel ls  the f la t ter  the gain curve at  h igher current  densi ty .  

5 0 0  1 0 0 0  1 5 0 0  

T h r e s h o l d  C u r r e n t  D e n s i t y  ( A / c r n 2 )  
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Figure 5 

Plotted is the trend in threshold current for 280-u. m, 350-fi m, 
and c leaved h igh- re f lec t ion  coated dev ices  fo r  d i f fe rent  
numbers of  quantum wel ls in the act ive region at85Â°C. The 
smal le r  the  number  o f  we l l s  the  worse  the  tempera tu re  per  
formance due to  increased escape f rom the quantum wel ls .  

L =  280  urn  
<  

Ã 
I 

J  

T = 85Â°C 

6  7  

Number of  Wel ls  

increased from 5 mA to 44 mA for 350-(j,m-long devices 
(T0 = 28K). Meanwhile, 9-well devices showed increases 
from 5 mA to only 18 mA (T0 ~ 48K) over the same temper 
ature range. To understand the role played by the optical 
guide layer thickness on either side of the quantum wells, 
we compared 5-well and 7-well material (see Figure 6). 

Figure 6 

Temperature  per formance o f  5-wel l  and 7-wel l  lasers  a t  
25Â°t and 85Â°C as a funct ion of  waveguide (separate 
conf inement  he teros t ruc tu re ,  SCHi  th ickness .  Th is  demon 
s t ra tes  that  the number  o f  quantum wel ls  dominates and 
hence car r ie r  dens i ty  per  we l l  has  a  more dominant  e f fec t  
than the waveguide wid th .  
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Figure 7 

7776 ratio of the slope efficiency between 85 Â°C and 25 Â°C for 
9- ,  7- ,  and 5-wel l  devices is p lot ted as a funct ion of  mirror  
loss.  The main observat ion is  the breakpoint  observed for  
the  5 -we l l  dev ice ,  ind ica t ing  tha t  the  in te rna l  quantum 
ef f ic iency has passed a cr i t ica l  point .  
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It was very noticeable that the threshold current increased 
more dramatically for 5-well material than for the 7-well 
material for the same guide layer. This showed us that the 
current density, or equivalently, the carrier density per 
quantum well, was the dominant mechanism affecting the 
temperature sensitivity. This indicated that the excitation 
out of the well material into the barrier layer was a primary 
loss mechanism at elevated temperatures for InGaAsP- 
based lasers at 1300-nm wavelength. To further understand 
the significance of this effect we compared the external 
differential efficiency between 25Â°C and 85Â°C. 

Dif ferent ia l  Ef f ic iency between 25 C and 85 C 
The change in the external differential efficiency is char 
acterized using equation 1. The change in internal loss 
and internal quantum efficiency can be used as a tool to 
understand the dominant temperature dependent loss 
mechanism. When we measured the slope efficiency for 
the different number of wells and compared the ratio of 
the 85Â°C slope efficiency divided by the 25Â°C slope effi 
ciency, a definite trend became apparent. As the device 
becomes shorter, the mirror loss of the device increases. 
When the slope efficiency ratio is plotted as a function 
of mirror loss (See Figure 7), it is evident that 9-well 
and 7-well devices show a linear dependence, which is 
expected because the internal loss or quantum efficiency 
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FigureS 

Modal  ga in-cur rent  curve for  a  7-wel l  laser  measured 
at25~C and 85Â°C. The internal loss aÂ¡ only increased 
f rom 10.3 cm~ '  to  11.2 cm~ '  whi le the internal  in ject ion 
efficiency t]Â¡ varied considerably, fall ing from 0.98 to 0.65 
between the two temperatures.  

1000 2 0 0 0  3 0 0 0  

Current Density (A/cm2) 

4000 5000 

did not vary. For the 5-well device a breakpoint is ob 
served, which is consistent with either a rapid increase in 
internal loss or a rapid degradation in the internal quan 
tum efficiency. In a laser above threshold it is assumed 
that the internal efficiency is equal to 1, but in the method 
of Biard,10 r)Â¡ is not equal to 1 because it contains con 
tributions of leakage current, excitation out of the quan 
tum well, and other effects. The evidence suggests that at 
a critical carrier density, excitation out of the well domi 
nates the laser threshold current and the slope efficiency. 
Further evidence to support this was found when we con 
structed a gain-current curve for 7-well devices at both 
temperatures (see Figure 8). The internal absorption loss 
was found to increase only from 10.3 cm~ 1 to 11.2 cm~ 1, 

but r\[ decreased from 0.98 to 0.65, showing a marked 
reduction in electrical-to-optical conversion efficiency. 

Reliability 
The reliability requirement for telecommunications 
products is a field lifetime of approximately 25 years.10 
To validate whether the active region design is suitable, 
an accelerated aging test is performed and predictions for 
the median and lower tenth percentile lifetimes are calcu 
lated. The standard testing regime is to hold the device at 
85Â°C and monitor the change in threshold current with 
the device driven approximately at rated power. 

As initially pointed out, the introduction of strain in the 
active region of the device can be accommodated elasti- 
cally only if the total thickness is less than the critical 
thickness for the material. Dislocation-free material is 
ideal for a laser device, but typically a defect density 
of less than 104/cm2 is sufficient for operation. For a 
strained multiple quantum well stack it has been shown 
that a factor of 4 to 6 times the critical thickness can be 
accommodated before dislocation formation is so severe 
as to degrade the device performance. A rule of thumb is 
a maximum critical thickness of 4 x 10 nm% for a strained 
multiple quantum well stack. 

Dislocation formation in the active region can lead to hot 
spots and leakage current paths that degrade the device 
performance over its life. For 9-well devices the estimated 
strain-thickness product is 9 x 0.8 x 6 nm or 43 nm%, which 
is over the maximum limit. The 7-well structure is 33 nm% 
and under. Strain compensation can be introduced by hav 
ing the opposite mismatch in the guide layers. This is not 
equivalent to growth of zero-net-strain structures, but can 
partially compensate the overall strain-thickness product. 
Both 9-well and 7-well wafers were life tested for 5000 
hours and exhibited linear degradation rates less than 
0.75% per 1000 hours (see Figure 9). Median lifetimes 
were predicted assuming a power-law dependence at 

Figure 9 

Accelerated aging test at 85Â°C for 9-wel l  and 7-wel l  devices. 
The l ine indicates a degradat ion rate of  0.75% per khr.  Both 
types of  dev ice show very  good re l iab i l i ty ,  w i th  pred ic ted 
l ives of 2.6 x 105hrat85Â°C. 
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Figure 10 

L igh t -versus-cur ren t  charac ter is t i c  fo r  an  uncoated  7-we l l  
laser .  The s lope ef f ic iency is  0.4W/A at  room temperature 
and the measured far field was 23Â° by 27Â°. 
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85Â°C. The median life for 7-well lasers was estimated at 
2.6 x 105 hr (the failure criterion is median life < 40,000 hr 
at 85Â°C). The 25Â°C median life can be calculated, assuming 
an activation energy of 0.6 eV to convert the accelerated 
test to its room temperature value. The estimated median 
life is 1.9 x 107 hr or 2100 years, which is suitable for all 
telecommunications system applications. 

Uncoated 5-well laser devices were also life tested at 
85Â°C, but because of their extremely poor temperature 
performance, they exhibited large changes in threshold 
current within the first 600 hours. The typical increase in 
threshold was approximately 10%. This was unacceptable 
from both a threshold current and a reliability standpoint 
and the design was rejected on that basis. 

Fabry-Perot Laser Device Conclusions 
The main conclusions from the chip investigation above 
show that the dominant factor affecting the high tempera 
ture operation of the 1300-nm InGaAsP/InP buried hetero- 
structure laser is the carrier density per quantum well. 
To achieve good reliability, high ex-facet power, and low 
threshold currents, an optimized design of a 7-well device 
was chosen. The number of quantum wells dominated 
over the guide layer thickness, allowing us to achieve a 
nearly circular far field of 27Â° by 23Â° by modifying the 
guide layer thickness at some cost in temperature perfor 
mance (see Figure 10). This approach has been benefi 
cial from a manufacturing and packaging viewpoint. The 

existing coaxial laser package has recently been super 
seded by a new welded version that incorporates a ball 
lens, offering a significant cost reduction compared to the 
previous package. The lower internal loss and high ex-facet 
power achieved with a cleaved high-reflectivity coated 
chip makes it possible to achieve 2 mW out of the fiber 
without the use of expensive aspheric lenses. The com 
bination of chip and package now becomes a low-cost 
solution that has manufacturing, marketing, and business 
advantages. 

Uncooled 1300-nm Distr ibuted Feedback Lasers 
Uncooled distributed feedback lasers are emerging in the 
marketplace to replace cooled transmitters. The arena 
they address is the long-haul SDH/SONET specifications 
for 622 Mbits/s and 2.488 Gbits/s, where the dispersion 
and the window of operation cannot be achieved by a 
Fabry-Perot laser because of its broad spectral width and 
wavelength temperature coefficient. The principal differ 
ence between the Fabry-Perot laser and the distributed 
feedback laser is the addition of a grating layer in the 
device, which controls the fundamental operating wave 
length. The difference in the characteristics of Fabry-Perot 
and distributed feedback lasers are highlighted in Table I. 

Table I  
Operating Characteristics of Fabry-Perot and 
Distributed Feedback Laser Diodes 

Character ist ic  

Wavelength 

Wavelength 
Temperature 
Coefficient 

Spectral 
Width (rms) 

Side Mode 
Suppression 

Fabry-Perot 

Gain Peak 

0.3 to 0.5 nm/Â°C 

1.7 to 2.5 nm 

Multimode 
Operation 

Distributed 
Feedback 

Bragg Mode 

<0.1nm/Â°C 

< 1 nm at - 20 dB 

>30dB 

Distributed feedback lasers have some inherent problems 
achieving single-mode operation over the required operat 
ing temperature range of - 40Â°C to + 85Â°C. In the next 
sections, we will outline the main areas of concern and 
show how they can be tackled to produce a more manu- 
facturable product. 
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S i n g l e - M o d e  B e h a v i o r  

To gain insight into the basic principles of operation 
of distributed feedback lasers, we need to derive the 
coupled wave equations and then apply some approxima 
tions. This will highlight a significant problem found hi 
conventional index-guided distributed feedback lasers, 
that is, single-mode yield (the percentage of devices that 
operate in one distributed feedback mode). 

The introduction of a grating layer into the device struc 
ture produces a periodic variation in both the real and 
imaginary (gain) parts of the refractive index, which can 
be represented by the following equations: 

n(z) = n0 + Ancos(2(3z 

a(z) = a0 + Aacos(2(3z 

(4a) 

(4b) 

where n0 is the mean refractive index, a0 is the mean loss 
or gain, An and Act are the perturbations from the mean, 
P is the propagation constant for the waveguide, and ch is 
a phase factor. 

Substituting these into the wave equation and assuming a 
small perturbation of the traveling wave, that is, a-cp, 
An<Cn, and AaCa, we obtain the following result for the 
propagation constant k of the perturbed wave: 

k2 = p2 + 2j|3a0 + 4p[k0An + jAa]cos(2pZ + dp), (5) 

where k0 is the free-space propagation constant. The ex 
pression in brackets is defined as the real and imaginary 
parts of the grating coupling coefficient and is used to 
describe the interaction of the grating with the wave 
guide: 

[k0An + jAa] = K = Kr + JKÂ¡, (6)  

where K is the complex coupling coefficient and defines 
the grating strength. On substitution of equation 5 back 
into the wave equation and assuming a trial solution of 
the E-field of the form: 

E(z) = (7) 

we arrive at the standard coupled mode representation 
to describe the forward S(z) and backward R(z) traveling 
waves in the cavity: 

- dR/dz + (a - j6)R = jtÃ² 

dS/dz + (a - j6)S = JKR. 

(8a) 

(8b) 

The new term Ã³ is defined as the detuning of the main 
distributed feedback mode from the Bragg mode, that is, 

5 = p - Po = 2jmeflL(v - v0)/c, 

where p is the propagation constant of a distributed feed 
back mode, Po is the propagation constant of the Bragg or 
stop-band mode, n^g- is the effective refractive index, L is 
the cavity length, v is the frequency, and c is the velocity 
of light. To simplify things further, we can neglect the 
influence of the facets by assuming perfect antireflective 
coatings. The traveling waves then become sinh functions 
in terms of the complex propagation constant y: 

R ( z )  =  Â ±  s i n h y ( z  +  L / 2 )  ( 9 a )  

S ( z )  =  T  s i n h y ( z  -  L / 2 ) ,  ( 9 b )  

where 

Y2 = (a - J6)2 - K2. 

Substitution of R(z) and S(z) into equations 8a and 8b then 
produces the following general equations: 

y + (a - jo) = jKeYL 

Y - (a - j6) = JKe~YL. 

(10a) 

(lOb) 

Invoking the high-gain approximation, that is, KCct, and 
inserting this into equation 10a, we obtain: 

2(a - j6) ~ Â± JKexp(a - jo)L. (11) 

The condition for the resonant modes of the cavity is 
found by taking the phase of this expression, which gives: 

Ã“L = (q + l/2)ii + tan-^iq/iCr), 

where q is the mode number. Thus, we obtain: 

(v - v0)(c/2neffL)-1 = q + 1/2 + 

(12) 

(13) 

Neglecting the facet reflectivity and facet phase contribu 
tions, the above expressions sum up the intrinsic problem 
with achieving single-mode operation in distributed 
feedback lasers. First, the resonances are approximately 
c/2neffL apart, which is similar to the behavior of a Fabry- 

* The highest feedback mode is the grating mode with the highest gain, the one 
that achieves lasing action first. The Bragg mode is the zeroth-order diffraction mode, 
defined by the pitch of the grating. 
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Perot resonator. Secondly, for the normal type of distrib 
uted feedback structure which uses predominantly index 
coupling (K real), there is NO resonance at the Bragg 
mode. Instead, the condition is satisfied only for two 
degenerate modes on either side of the stop band. To 
achieve single-mode operation the phase condition should 
equal n when q = 0. This occurs for pure imaginary cou 
pling when KÃ > 0 and Kr = 0 or when a X/4 phase shift is 
introduced into the grating. 

T e m p e r a t u r e  P e r f o r m a n c e  

The temperature performance of a distributed feedback 
laser is governed by several factors, including the detuning 
of the distributed feedback mode from the material gain 
peak, the strength of the grating, and the temperature per 
formance of the active region. To achieve operation from 
- 40Â°C to + 85Â°C, we need to look at the fundamental 
picture of what happens to the laser gain spectrum and 
its relative strength and position with respect to the dis 
tributed feedback mode. 

The SDH standards require a spectral purity corresponding 
to greater than 30 dB of side mode suppression, which 
requires a minimum modal gain difference of ~ 5 cm~ 1 
between the dominant Fabry-Perot mode and the 
distributed feedback mode. This is normally achieved by 
coating the facets of the distributed feedback laser to 
increase the mirror loss of the Fabry-Perot mode relative 
to the distributed feedback mode. We can understand this 
from the gain condition equation of a distributed feedback 
laser. The general gain condition for a distributed feedback 
laser is derived from the coupled mode equations by in 
serting the correct boundary conditions at the facets. We 
then obtain: 

r ( p )  -  
exp(ccL) = 1, 

(14) 

where r((3) is the grating reflectivity, which depends on 
propagation constant p, RI and RÂ¿ are the facet reflectivi 
ties, 4>i and (|>2 are the facet phases, a is the gain differ 
ence, and L is the cavity length. When r((3) = 0 we regain 
the Fabry-Perot laser round-trip gain condition as ex 
pected. Rearranging this into a more common form: 

Fabry-Perot  modes are resonant  cav i ty  modes of  the laser ,  i .e . ,  X = 2mn/L 

G = aÂ¡ + fin 
L i  (r(k) - 

(15) 

where aÂ¡ is the internal absorption loss. We see that, essen 
tially, the grating introduces an effective difference in the 
mirror loss between the distributed feedback mode and 
the Fabry-Perot mode that is a function of cavity length, 
facet reflectivity, facet phase, and grating coupling 
strength. This can now be used to estimate the gain differ 
ence between the Fabry-Perot mode and the distributed 
feedback mode (see Figure 11) as a function of the grat 
ing strength. To get a handle on the lower limit of grating 
strength to make the distributed feedback laser operate 
over the required temperature range we need to measure 
the modal gain spectrum for the various operating temper 
atures at fixed proportions of threshold and then compare 
this with mirror loss curves of the distributed feedback 
laser. 

The modal gain of a 7-well 1300-nm Fabry-Perot laser was 
measured using the Hakki-Poali method12 for three tem 
peratures (see Figure 12). It shows that the three gain 
spectra cross at the short-wavelength side about 15 nm 
from the 25Â°C gain peak, and 20 cm ~ l down from the gain 

Figure 11 

Calcu la ted  ga in  d i f fe rence be tween the  d is t r ibu ted  feed 
back mode and the Fabry-Perot  mode as a  funct ion o f  gra t  
ing coupl ing coeff ic ient  K.  The Fabry-Perot  mirror  loss is 68 
cm~]  and for  a  d is t r ibu ted feedback laser  to  work  over  the  
fu l l  t empera tu re  range  a  m in imum Ko f60cm~}  i s  requ i red .  
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Figure 12 

Measured gain spectra for  a Fabry-Perot  laser f rom -  40Â°C 
to + 85CC using the Hakki -Poal i  method.  The three curves 
cross approx imate ly  20 cm~ '  f rom the gain equals  loss 
condition (G= Q) and 15 nm from the 25Â°C gain peak. This is 
used to  est imate the min imum grat ing coupl ing s t rength 
requi red for  fu l l - temperature- range operat ion.  

OT Detun ing  

85Â°C 

- 4 0  
1280 1 3 0 0  1 3 2 0  

W a v e l e n g t h  ( n m |  
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equals loss condition (i.e., G = 0). The curve closest to the 
gain condition is the 85Â°C spectrum which has a peak 
of â€” 5 cm~ l, similar to the value needed for 30-dB side 
mode suppression. This indicates that for the distributed 
feedback mode to lase over this temperature range we 
have to impose a mirror loss difference of 20 cm ~ l, 

which equates to a minimum grating coupling coefficient 
K of 60 cm ~ l. In conventional index-guided distributed 
feedback lasers the facet reflectivity and facet phase in 
troduce some asymmetry in the gain of the two degener 
ate distributed feedback modes, producing single-mode 
devices. Previous analysis of the single-mode yield by 
many groups has shown that it drops off rapidly as the 
grating coupling strength increases, primarily because of 
the reduction in gain difference between the two stop- 
band modes as the facet contribution gets smaller.13 

To overcome this problem we need to introduce some gain 
coupling to enhance the single-mode yield. The phase 
condition, equation 12, shows that there is a contribution 

of tan ~ 'â€¢(KI/KT). When KÂ¡ is zero the phase condition im 
plies that the distributed feedback laser has two modes, 
but the introduction of pure gain coupling, that is, KÂ¡ > 0 
and Kr = 0, allows the phase matching condition to be 
satisfied at the Bragg mode, which has the highest gain 
to propagate in the structure. Hence to achieve full- 
temperature-range operation of a distributed feedback 

laser, we must use a high coupling coefficient and intro 
duce gain coupling to enhance the single-mode yield. 

Device Results 
The planar structure for the active region was based on 
our Fabry-Perot strained quantum well design. The grating 
was n*T doped to block the current periodically and 
thereby induce a current modulation in the active region. 
First-order gratings were defined by holography and dry 
etching. The devices were overgrown with approximately 
300 nm of InP and then mesas were defined and wet 
chemically etched. Two further overgrowths were per 
formed for realization of the standard current blocking 
structure. After metallization the chips were coated with 
either a combination of an antireflection coating and a 
high-reflection coating or only one facet was coated with 
an antireflection coating. The chips were tested from 
- 40Â°C to + 85Â°C in submodule packages with angle- 
ferrule connectors to minimize the optical return loss into 
the chip. The threshold current and spectra were charac 
terized. The low threshold current achieved at 85Â°C was 
26 mA for a full-temperature-range gain-coupled device 
(see Figure 13). 

Investigation of the detuning of the distributed feedback 
mode with respect to the gain peak at 25Â°C showed that if 
the device was detuned to the longer-wavelength side by 
more than 10 to 15 nm, low-temperature operation was not 
achievable (see Figure 14), even though low threshold 
currents of only 18 mA could be achieved. Estimates from 

Figure 13 

L ight -cur rent  charac ter is t ic  fo r  a  ga in-coup led d is t r ibu ted 
feedback  lase r  show ing  the  exce l len t  tempera tu re  charac  
ter is t ics that  can be produced.  

2 0  3 0  4 0  

Thresho ld  Cur ren t  (mA)  

December 1997 â€¢ The Hewlett-Packard Journal 

© Copr. 1949-1998 Hewlett-Packard Co.



Figure 14 

Wavelength  temperature  measurement  o f  a  pos i t i ve ly  
detuned d is t r ibuted feedback laser  showing that  the s ide 
mode suppress ion ra t io  drops be low 30 dB at  temperatures 
lower than â€” 70Â°C and the laser becomes a Fabry-Perot 
laser at  -  40Â°C. This shows a l imit  on the posi t ive detuning 
for  successfu l  low- temperature  opera t ion .  
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the detuning experiment revealed that effectively there 
was a 10-nm window for full-temperature-range operation 
with devices requiring 0-nm to â€” 10-nm detuning to oper 
ate over the required range. 

A major concern with distributed feedback lasers is the 
sensitivity to external reflections. Telecommunications 
distributed feedback lasers operating at 1550 nm normally 
employ an optical isolator in the package to prevent re 
flections that would perturb the optical signal. The main 
reason for this enhanced sensitivity compared to Fabry- 
Perot lasers is the antireflection coating on the front facet. 
With the antireflection coating, reflected light can easily 
perturb the internal optical field profile of the laser, caus 
ing either double-mode behavior, reduced side mode sup 
pression, or noise on the data Is (i.e., the on state). 

To achieve low cost, the package should not use an optical 
isolator. Instead, we designed the grating structure to 
reduce the sensitivity. The SONET/SDH specifications 
require a transmitter device to operate with a maximum 
discrete reflectance of â€” 25 dB and a maximum return 
loss of â€” 20 dB from the optical plant or system. A mated 
connector should give around â€” 40 dB return loss, while 
a connector to air gives â€” 14 dB, a worst-case scenario. 
We varied the grating coupling strengths to calibrate the 
reflection sensitivity of our buried heterostructure distrib 
uted feedback lasers. The reflection sensitivity measure 
ments showed that at relatively moderate grating strengths 

of 50 cm l , the distributed feedback spectrum was per 
turbed to optical return losses of more than â€” 20 dB. For 
grating strengths (K) of 90 cm~ l and 120 cm~ l the spec 
trum remained unperturbed even up to - 14 dB optical 
return loss. This allowed us to gauge the minimum strength 
required in our design. 

This need for high coupling coefficients for full-tempera 
ture-range operation and immunity to reflections is useful 
from a manufacturing standpoint because prohibitively 
expensive integral optical isolators are no longer required. 
The only problem that remains is the single-mode yield, 
which can be improved by the introduction of gain 
coupling. 

Typically, the single-mode yield in our strained quantum 
well distributed feedback laser depends approximately 
on the number of wells in the structure. Extremly high 
single-mode yields of 70% to 80% have been achieved for 
7-well devices with grating coupling coefficients (KL) of 
2.5 to 3.5. These are extremly good results; typically, 
single-mode yields are much smaller than this at such 
high coupling coefficients. We observed a decrease in the 
yield as more quantum wells were introduced into the 
structure, with the single-mode yield being only 38% to 
44% for 9-well structures for equivalent grating strengths. 
The final design required a trade-off between well number 
and single-mode yield to provide both good packaged 
temperature performance and high power. 

C o n c l u s i o n  

We have discussed aspects of device design necessary to 
produce uncooled strained quantum well lasers for SONET/ 
SDH/ATM systems. To cover long-haul, intermediate, and 
short-haul specifications, two distinct types of laser struc 
ture are required: distributed feedback and Fabry-Perot 
lasers. The short-haul and intermediate link applications 
can be covered by Fabry-Perot lasers which are simple 
to fabricate with a high manufacturing yield and are 
extremely reliable. 

The long-haul market at 622 Mbits/s and 2.488 Gbits/s is 
addressed by our uncooled distributed feedback lasers. 
The basic difference is the mode selectivity introduced by 
the grating. The main problem for distributed feedback 
lasers is achieving operation over the temperature range 
of - 40Â°C to + 85Â°C. We showed how this can be done by 
the use of high grating coupling coefficients and gain cou 
pling to increase the single-mode yield. The successful 
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operation of our distributed feedback lasers from â€” 40Â°C 
to + 85Â°C with extremely good threshold and power char 
acteristics shows these will play a key role in the success 
ful deployment of FTTH and FTTC. 
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Modeled Optimizat ion and Experimental  
Verification of a Low-Dispersion Source for 
Long-Haul 2.H88-Gbit/s Systems 
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This were describes microwave, laser, and fiber models that were used in the 

development of the HP LSC2500 2.488-Gbit/s laser diode module. Knowledge 

of the electrical behavior of the laser diode as a function of the input electrical 

pulse minimum has led to deliberately shaping the input pulse to give the minimum 

wavelength excursion during direct modulation, and therefore a high yield of 

low-dispersion-penalty laser diodes. These devices can be successfully used 

for transmission distances in excess of 200 km. 

. s digital modulation speeds increase to meet increasing demands on 

capacity, and as transmission lengths become longer with the availability of 

narrow-linewidth sources and optical amplifiers, a requirement for low- 

dispersion-penalty laser diodes has emerged. Dispersion penalty is caused by 

the wavelength dependence of propagation speed in optical fiber, resulting in 

the different wavelength components of the optical pulse traveling at different 

speeds along the fiber and arriving at the receiver with variable delay. In extreme 

cases, optical power generated during one bit period can arrive at the receiver 

during high- adjacent bit period, causing errors, a problem exacerbated in high- 

frequency systems with short bit periods. Even in truly single-mode laser diodes, 

when modulated directly by applying an electrical signal to the laser bias, the 

optical signal can be composed of a range of wavelengths because the wave 

length advanced is bias dependent, a property known as laser chirp. More advanced 

laser diodes with integral modulation sections are becoming available, but even 

these the some wavelength modulation caused by optical effects within the 

diode. 
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Since the penalty caused by laser chirp is dependent on 
drive conditions, packaging, and laser chip properties, we 
have developed a model that can take the input electrical 
data and predict the electrical signal reaching the laser 
diode, taking into account package effects. The model 
then predicts the output optical pulse from the laser based 
on laser chip parameters. A fiber model is added to predict 
the optical pulse shape after a known length of fiber. 

This model has been used to develop the HP LSC2500, an 
optically isolated, 1550-nm, 2.488-GbhYs, distributed feed 
back (DFB) laser module. The model has helped with the 
development of both the packaging and the laser chip. 

The model was developed jointly by the HP Ipswich Com 
ponents Operation (ICO), Bristol University, and Barnard 
Microsystems Limited. The experimental comparison has 
been carried out at ICO. Models have been developed for 
other laser structures such as electroabsorption modula 
tors (EADFB). These models will help with the design of 
components for higher frequencies (10 Gbits/s). 

This paper includes predicted results from the modeling 
and actual results measured on the finished product. 
Sections in this paper introduce the microwave model, 
the laser model, and the fiber model. A description is 
given of the laser diode. Experimental results compare 
the measured and predicted microwave s-parameters and 
also the measured and predicted optical pulses both be 
fore and after the fiber. Dispersion penalty measurements 
are included, showing that directly modulated DFB lasers 
with low chirp can, in practice, operate over fiber trans 
mission distances in excess of 200 km. 

D F B  L a s e r  C h i p  D e s i g n  

The design of the distributed feedback (DFB) laser diode 
is based upon ICO's proven ridge waveguide technology. 
The laser has a strained multiple quantum well active 
region grown by metalorganic vapor-phase epitaxy and a 
first-order DFB grating. The front and back facets are anti- 
reflection and high-reflection coated, respectively. The 
chip is mounted with the active region uppermost on a 
silicon carbide heat sink. 

The quarternary material system consisting of combina 
tions of the four elements indium (In), gallium (Ga), arse 
nic (As) and phosphorus (P) is used for the growth of the 
epitaxial layers. The number of quantum wells in the 
active region and the strain â€” that is, the mismatch of the 

lattice constant of the quantum wells with respect to the 
InP substrate â€” have been optimized for high-speed per 
formance and fast response to changes in drive current, 
hi particular, the shift of the emission wavelength under 
modulation (chirp) has been minimized to reduce the 
dispersion penalty in long-haul fiber-optic links. The com- 
pressive strain of the quantum wells is compensated by 
opposite strain in the barriers to avoid any impact of the 
strain on the reliability of the devices. The thickness of 
each strained layer is below the critical limit at which 
relaxation occurs. 

Mode selectivity is achieved by a uniform first-order 
grating with a coupling coefficient of approximately 30 
to 40 cm~ 1. This relatively modest coupling efficiency 
was chosen to keep the photon density uniform inside the 
cavity and to prevent distortion of the light-versus-current 
characteristic. The antireflection and high-reflection coat 
ings are applied to improve the suppression of side modes 
and to enhance the front-facet efficiency of the devices. 

Typical device parameters are summarized in Table I. 
The low internal loss and the high gain of the strained 
multiple quantum well active region results in average 
threshold currents of only 16 mA. The front-facet efficiency 
of 0.35 mW/mA is an excellent achievement for DFB lasers 
in the 1550-nm wavelength range, where lasers typically 
suffer from low internal quantum efficiencies. The line- 
width is measured under 2.5-GbuVs modulation with 12% 
extinction ratio (power in the off state divided by power 
in the on state) and found to be around 0.4 nm (with the 
reading taken 30 dB below the peak). This shows the 
good wavelength stability and therefore low chirp of the 
device under intensity modulation and proves its suitability 
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for high-speed long-haul data transmission systems. The 
small broadening of the linewidth under modulation is in 
agreement with a direct measurement of the chirp. 

Laser Driver Circuit  Model 
The 2.488-Gbit/s pulses into the laser diode transmitter 
package can be generated by a signal generator, which 
can be either a pseudorandom binary sequence (PRBS) 
nonreturn-to-zero (NRZ) waveform generator test set or 
a laser driver chip. The laser driver chip can be based 
on a fast silicon bipolar technology such as the Hewlett- 
Packard HP-25 process, or on a GaAs FET technology. 

Initially we need to know the frequency range that we 
should be concerned with. We describe the 2.488-Gbit/s 
waveform with a 75-ps 10%-to-90% rise time through the 
use of a Fermi function to define the rising and falling 
pulse edges. The use of this function, more usually ap 
plied in the area of semiconductor device physics, gives a 
reasonable approximation to the true waveform from real 
signal generators. We create a 128-bit PRBS waveform and 
take the fast Fourier transform (FFT) of the waveform to 
get an idea of the spectral distribution of the energy in the 
waveform. 

A 2.488-Gbit/s signal was obtained from an HP 70841B 
PRBS signal generator and its spectrum was monitored 
on an HP 71400 lightwave signal analyzer. Figure la 
shows the predicted waveform and Figure Ib shows the 
predicted spectrum. The spectrum agreed well with our 
predictions. From the spectrum, we see that we should 
principally be concerned with the energy from very low 
frequencies up to about 2 GHz. 

It is important to know the attributes of the driver circuit 
to account for any multiple reflections between the signal 
generator and impedance discontinuities in the laser 
package. If the signal generator is a PRBS test set, then 
the equivalent circuit for the source is well-approximated 
by a voltage source in series with a 50-ohm resistance. 
If a laser driver chip is used, the characterization of the 
source impedance is more complex, and can be divided 
into two cases. In the first case, in which we have all the 
information on the driver circuit (including small-signal 
and large-signal circuit models), the extraction of a rela 
tively simple circuit describing the source impedance 
characteristics of the driver is straightforward. In the case 
in which we have very little or no information about the 
driver source impedance, we need to measure two sets of 

Figure 1 

(a) The predicted 2.488-Gbit /s s ignal obtained from an 
HP 70841 B PRBS signal generator, (b) The spectrum 
predicted for the 2.488-Gbit /s signal.  
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sn microwave scattering parameters looking into the 
driver output, using a microwave vector network analyzer 
such as the HP 8510. For both sets, the driver output bias 
level is set to the value to be used in practice. In the first 
set, we have the output modulation current (which is add 
ed to the bias current) set to zero, and in the second set, 
we have the output modulation current at the high value 
as used in practice. We can fit two equivalent circuits to 
the two sets of s-parameters. Finally, we merge the two 
circuit topologies to end up with one description for the 
source impedance of the driver. 

From inspection of a Smith chart plot of sn, one can tell 
whether the driver circuit is based on silicon bipolar or 
GaAs FET technology because of the telltale dispersion in 
the output conductance of GaAs FETs. In this example, 
we have fitted the equivalent circuit shown in Figure 2 to 
describe the source impedance of a GaAs FET-based laser 
diode driver. The parallel RC (PRC) combination models 
the nonzero output conductance (finite output resistance) 
of the output transistors in the driver and the output 
capacitance of the transistors. The series RC (SRC) circuit 
combination describes the dispersion in the output con 
ductance of the GaAs FETs as a function of frequency. The 
inductance (IND) models the bond wire from the chip to 
the carrier. The ideal transmission line (TUN) models any 
transmission line between the measurement reference 
plane and the location of the bond wire. This last element 
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is important since one often encounters s-parameter mea 
surement data that has not been completely deembedded. 

Using a small-signal microwave circuit simulator with opti 
mization capability, one can find the best set of parameters 
for the circuit elements that gives the best agreement be 
tween the measured sn data and the sn values predicted 
by the circuit simulator. Typical values for the circuit of 
Figure 2 for a GaAs FET-based driver, derived through 
the use of linear circuit optimization, are as follows: 
R2 = 349Q, R1 = 216Q, L1 = 0.757 nH, C2 = 1.45 pF, 
C1 = 15.0 pF, Z1 = 139Â£2, E1 = 7.09 degrees. 

The inverse of the R1-C1 product defines the frequency in 
radians at which the output resistance of the transistor 
changes from being R2 to being equal to the parallel com 
bination of Rl and R2. In this example, this break frequency 
is just above 49 MHz. At frequencies well below 49 MHz, 
the output resistance is 349 ohms (R2), whereas at fre 
quencies well above 49 MHz, the output resistance of the 
source FETs is about 133 ohms. This change in output 
resistance of the driver transistors is referred to as the 
dispersion in the transistor output conductance (or resis 
tance). The value of 7.09 degrees at 1.0 GHz for the TLIN 
indicates that there was some residual transmission line 
length that had not been removed during the microwave 
s-parameter measurement procedure. 

In practice, the transistor can be considered to consist of 
a current source in parallel with the PRC circuit element in 
Figure 2. We can use either a large-signal, time-domain 
circuit simulator or a small-signal, frequency-domain 
circuit simulator to predict the shape of the driver output 
waveform. The manner in which a time-domain circuit 

Figure 2 

Equiva lent  c i rcu i t  developed to  descr ibe the source 
impedance of  a GaAs FET-based laser diode dr iver.  
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simulator can be used is relatively straightforward, so we 
will illustrate the use of a frequency-domain circuit simu 
lator. If we use a standard 50-ohm characteristic imped 
ance to predict the s-parameters for the driver circuit, 
we can replace the current source in parallel with R2 by a 
voltage source in series with R2. The reason for replacing 
the current source with a voltage source is that the 
s-parameters are voltage ratio parameters, so we must use 
a voltage source. Since we use the standard 50-ohm resis 
tance in series with the voltage source, we need only have 
(R2 â€” 50) ohms of series resistance. 

We can define a driving PRBS waveform for the voltage 
source and use the FFT algorithm to transform the time- 
domain representation of the waveform into the frequency 
domain. We can use a linear microwave simulator to pre 
dict the real and imaginary parts of the voltage transfer 
ratio S2i and convolve the predicted 821 response with the 
frequency-domain representation of the voltage source 
waveform. Finally, we use the inverse FFT to transform 
the frequency-domain representation of the output pulse 
back into the time domain. We know from measurements 
using an HP 54120B sampling oscilloscope that the 
10%-to-90% rise and fall time for the pulse from the driver 
circuit is 130 ps. Consequently, we can engineer the rise 
and fall time of the voltage source pulse such that the 
pulse obtained from the driver circuit model corresponds 
to that measured from the real driver circuit. 

Figure 3 shows the driver circuit model obtained in this 
way along with the voltage source waveform and the driver 
circuit model output waveform.The waveform time axis 
extends from zero to 3.2 ns. The 10%-to-90% rise and fall 
time for the voltage source signal connected in series with 
a 50-ohm resistance to port 1 is 75 ps as generated by the 
PRBS test set. The model predicts a rise and fall time for 
the waveform from port 2 of 127 ps, which corresponds 
well with a measured value of around 130 ps. 

Electrical  Model for the Laser Diode 
The next task is to create an electrical model for the dis 
tributed feedback laser diode. We first look at the con 
struction of a model for use with a linear circuit simulator. 
From the S-shaped I-V characteristics of the laser diode, 
we find that in a manner analogous to that used in the 
Gummel-Poon model for the silicon bipolar transistor, we 
can simulate the dc I-V characteristics through the use of 
a resistance in series with two parallel diodes. We have 
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Figure 3 

(a)  Dr iver  c i rcui t  model ,  (b)  Vol tage source waveform, 
fc)  Dr iver  c i rcu i t  model  output  waveform.  
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written parameter extraction software for such a combi 
nation of diodes to find the parameters that best fit the 
classical exponential diode equation: 

I = Is(eaV/nkT _ !J_ 

In this example we found that the best-fit parameters are 
Isi = 1. 1 x 10 ~ 6 amperes and ni = 3.9 for the first diode, 
IS2 = 1.0 x 10 ~ 13 amperes and n2 = 1.18 for the second 
diode, and Rsenes = 5.5 ohms. 

Diode 1, with ni =3.9, dominates the diode characteristics 
for forward currents through the laser diode of less than 
1 mA, whereas diode 2 dominates the characteristics at 
1 mA and above. Since the laser diode is always biased 
in the on state with about 15 mA of current, we consider 
only the characteristics of diode 2. With the electrical 
characteristics of the DFB laser diode following the classi 
cal exponential diode equation, we calculate a dynamic 
laser diode resistance of 7.5 ohms when biased at 15 mA 
(the zero state close to threshold) and 6.2 ohms when 

biased at 45 mA (the one state). Since the laser diode will 
spend about the same time in the zero state as it does in 
the one state, we take the arithmetic mean of the dynamic 
resistances to end up with 6.85 ohms. 

In all modeling of physical devices, it is important to keep in 
mind the physics of the device being modeled. The small- 
signal model for the laser diode is shown in Figure 4a. 
Since the series resistance is very small in practice, we 
reduce the circuit complexity to that shown in Figure 4b, 
but add a current-controlled current source (CCCS) to 
monitor the current passing through the laser diode resis 
tive path (that is, through the dynamic diode resistance, 
here shown as Rl). The current amplification factor M is 
negative to enable us to monitor the magnitude of the 
current passing through the dynamic resistance. To get 
the voltage generated by the CCCS across the 50.0 ohms at 
the output port of the CCCS to equal the voltage across the 

Figure 4 

fa)  Smal l -s ignal  model  for  the laser d iode. Since the ser ies 
res is tance is  very  smal l  in  pract ice,  we reduce the c i rcu i t  
complex i ty  to  that  shown in  fb) ,  but  add a current -contro l led 
current  source fcccs)  to  moni tor  the current  pass ing through 
the laser d iode resist ive path ( that  is ,  through the dynamic 
diode resistance, here shown as Rl) .  

CCCS 
M  =  0 . 0 2 7  
R l  =  R d y n a m i c  
R 2 =  5 0 0 0  
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dynamic resistance (Rdynamic), we must have the magnitude 
of the CCCS current amplification factor equal to Rdynamic/ 
50.0, that is, 0.027. We used the HP 8702 vector network 
analyzer connected to a PC via an HP-IB (IEEE 488, IEC 
625) for to derive the electrical s-parameters (i.e., sn) for 
the laser diode, and we used the HP VEE software to save 
the data as an industry-standard SIP one-port s-parameter 
device file. We then used the optimization feature in the 
linear circuit simulator to derive the best-fit resistance 
and capacitance values. 

Package Modal  
The standard specifications for the package call for a 
standard impedance level of 25 ohms. The approach taken 
by HP is to use a submodule containing the laser diode, 
a chip resistance used for wide-bandwidth impedance 
matching, and some other optical components. This sub- 
module is mounted on a thermoelectric cooler inside the 
overall industry-standard butterfly package, which also 
contains another chip resistor, a chip capacitor, and a 
chip inductor. To model the electrical response of the 
packages and the components within the packages accu 
rately, we made extensive use of a vector network analyzer 
to derive the best equivalent circuit topologies and the 
best values for the elements within the equivalent circuit 
for the chip resistors, chip capacitor and chip inductor. 
The model for the chip inductance was by far the most 
complex, but a multisection, finite-Q (quality factor) 
circuit topology enabled us to predict all the measured 
resonances. 

Additionally, we made a careful analysis of the bond wire 
lengths. In this analysis, we use Bezier curves to simulate 
the side views of the bond wires, from which we can quite 
accurately predict bond wire length. Remember that even 
at 2 GHz, a 1-mm bond wire will have an inductive reac 
tance of about 12.6 ohms, which is significant in a 25-ohm 
characteristic impedance system. Therefore, attention to 
detail was most important, and bond wire engineering 
played an important role in this design. An example of 
this work, taken from a different example, is as shown in 
Figure 5. In this work, we have looked at the use of ball 
and wedge bonding to get the best performance, while 
keeping the costs associated with high-volume manufac 
turing under control. 

In our development work, we came to appreciate the value 
of the interaction between the simulation work and the 
precision measurements that were made on the devices 

FigureS 

Package and c i rcu i t  model  for  bond wi re analys is .  
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and circuits. Several special test fixtures were construc 
ted for use in the measurement of the characteristics of 
the laser diode. These precision fixtures were intended 
for use up to 6 GHz and have standard SMA connectors. 
We carefully characterized the fixtures so that any com 
ponent or circuit could simply be placed within the test 
fixture environment as a subcircuit, simplifying the ex 
traction of the parameters for the elements within the 
subcircuit. We used standard optimization techniques to 
get the equivalent circuit response to match the measured 
response. It is necessary to minimize the number of opti 
mization variables because the difficulty of finding the 
global minimum using an optimizer increases rapidly as 
the number of variables increases. 

The circuit topology for the overall package is too de 
tailed for us to describe at any length in this paper. We 
export the predicted s-parameter response for the circuit 
to a standard S2P s-parameter file. In a 50-ohm character 
istic impedance system, we predict the 821 response as 
shown in Figure 6a, together with the group delay shown 
in Figure 6b. The input reference plane (port 1) is at the 
end of a microstrip line on a printed circuit board sub 
strate 8.0 mm from the butterfly package itself. The bias 
and the signal are brought in through separate terminals 
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Figure 6 

(a)  Overal l  package model  s?;  response,  (b)  Package model  
group delay response.  
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on the butterfly package. The group delay plot is impor 
tant since we need to maintain the integrity of the rectan 
gular pulses coming in, pulses with Fourier components 
that we must be concerned with up to at least 2 GHz. The 
response shown in Figure 6a is what we would expect 
to measure using a vector network analyzer in a 50-ohm 
environment. In practice, a laser diode driver chip is used 
to supply the bias current and drive the pulses into the 
laser diode. 

Having defined the package response in an s-parameter 
file, we can apply the FFT technique discussed earlier to 
the 821 voltage transfer ratio to predict the voltage across 
the laser diode dynamic resistance, and consequently, the 
current through the resistive part of the laser diode. This 
we have done for the case in which the packaged laser 
diode is driven directly from a 50-ohm characteristic 
impedance PRBS test set, and for the case in which the 
packaged laser diode is driven from the laser diode driver 
example discussed before. In Figure 7, the 2.488-Gbit/s 
voltage waveform with a 10%-to-90% rise and fall time 
of 75 ps from the signal generator is shown on top, and 
below it the predicted current waveform into the laser 
diode when the packaged laser diode is driven directly 
from the test set. The bottom waveform represents the 
case in which the laser diode driver is used. Note that the 
laser diode driver slows down the rising and falling edges 
of the waveform. 

Figure 7 

(a) 2.488-Gbit /s vol tage waveform with a 10%-to-90% r ise 
and fal l  t ime of 75 ps from the signal  generator,  (b) Predicted 
cur rent  waveform in to  the  laser  d iode when the  packaged 
laser d iode is  dr iven di rect ly  f rom the test  set .  (c)  Predicted 
cur rent  waveform in to  the laser  d iode for  the case in  which 
the laser diode dr iver is used. 
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Using a fast sampling oscilloscope to monitor the current 
through the laser diode, we then predict the waveform 
display for the oscilloscope triggered at twice the bit in 
terval to look as shown in Figure 8. The plot resembles 
the eye diagram frequently used in communications engi 
neering. The upper plot is driven directly from the fast 
PRBS test set, while the lower plot is with the laser diode 
driver present. In both cases, we notice the effects of 
overshoot. 

Before the predicted current waveform into the laser 
diode is used in the laser diode simulator to predict the 
amplitude and the wavelength of the light emitted from 
the laser diode, we rescale the amplitude of the predicted 
current and add the laser diode bias offset. 

Laser Model 
A laser model for multiple quantum well distributed feed 
back lasers has been developed specifically for dynamic 
laser modeling. Emphasis has been placed on developing 
fast simulations that can readily be used for design and 
optimization, and hence lumped spatial models have been 
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Figures 

Waveforms of  F igure 7  d isp layed on an osc i l loscope t r ig  
gered at  twice the bi t  in terval .  The plots resemble the eye 
d iagram f requent ly  used in  communicat ions engineer ing,  
(a) Waveform of Figure 7b. (b) Waveform of Figure 7c. 
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used rather than traveling-wave models. By implementing 
empirical descriptions obtained from rigorous steady- 
state models, longitudinal-mode spatial hole burning in 
distributed feedback lasers could be included. Such de 
scriptions also make it possible to take into account the 
effect of the coupling strength of the internal grating. To 
model the high levels of hole burning observed both in 
phase-shifted gratings and in antireflection and high- 
reflection coated lasers, the laser is subdivided into three 
sections along the cavity to account for the resulting in- 
homegeneity. The three sections are coupled to each other 
and the photon population through empirical relations 
which are derived from traveling wave models. 

The model also includes nonlinear effects resulting from 
carrier transport in quantum well lasers through the im 
plementation of a barrier-level carrier rate equation. The 
barrier carrier population is coupled to the well carrier 
population through capture and escape processes. These 
processes describe the carrier bottleneck, which can sig 
nificantly reduce the laser bandwidth. 

Of key importance in the carrier dynamics is the time taken 
for electrons to cross the separate confinement layers and 
to be captured by the wells. This limits the dynamic per 
formance of high-speed lasers. While the capture process 
itself may occur on subpicosecond time scales, the diffu 
sion across the confinement layers can take tens of pico 
seconds. This is shown schematically in Figure 9. The 
diffusion time constant depends on waveguide dimensions 
and doping levels. Thermionic emission of carriers back 
out of the wells into the barrier and waveguide layers also 
occurs, again on time scales of tens of picoseconds. This 
emission time constant can be controlled by varying the 
well and barrier dimensions. It is evident that a short dif 
fusion time constant and a long emission time constant 
lead to efficient carrier injection into the wells and en 
hanced bandwidth. Alternatively, careful design of the 
quantum wells suppresses unwanted high-frequency 
oscillations responsible for excess wavelength chirp and 
patterning under digital modulation. The electron rate 
equation for the barrier and confinement layers has there 
fore been introduced to account for carrier injection ini 
tially into the barrier levels, and to describe the coupling 
between carriers in the barriers and the wells: 

_  
d t  q d t )  Vb 

Nb 
T r  '  
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Here Nb and Nw represent the carrier densities in the bar 
riers and wells, respectively. Vj, and Vw are the volumes in 
the barriers and wells, db accounts for the depth of the 
separate confinement layers. The current density J is in 
jected into the separate confinement layers, q is the elec 
tron charge. The carriers are depleted with a capture life 
time TC. This lifetime is dominated by the diffusion across 
the layers and is of the order of tens of picoseconds. 
Carriers are also reinjected from the wells into the barrier 
and confinement layers with an associated time constant 
te, which is determined by the thermionic emission. This 
can be of the order of a hundred picoseconds, and has 
significant temperature dependence. 

The injection of carriers into the quantum well is there 
fore determined by the ratio of the diffusion and capture 
rate time constant to the thermionic emission rate. This 
creates a carrier bottleneck of considerable importance 
for high-bandwidth lasers. The rate equation for carriers 
in the wells is therefore written in terms of the capture 
and emission rates: 

dt 
_  r p _  N 

The above equation also takes into account carrier deple 
tion through stimulated emission, which is described by 
the term vgGP, where vg is the group velocity of light in 
the laser cavity, G is the optical gain, and P is the photon 
density. Both radiative and nonradiative recombination 
mechanisms are described through the carrier lifetime TS. 
The gain term includes a linear dependence on the carrier 
density and a nonlinear gain compression term E: 

(dg/oN)(Nw - Nt) 
G = (1 + eP) 

where dg/dN is the differential gain and Nt is the transpar 
ency carrier density. In the simulation, the parameters 
used in the modeling have been derived from steady-state 
measurements wherever feasible. The gain has been 
modeled by assuming a linear differential gain dg/dN of 
6 x 10 ~ 16 cm2, a transparency carrier density Nt of 
1.5 x 1018 cm~3, and a gain suppression factor e of 
3 x 1017 cm3. The gain suppression factor accounts for 
nonlinearities such as spectral hole burning, carrier heat 
ing, and transverse-mode spatial hole burning. 

The rate equation for the photons is coupled only to the 
carrier population in the wells: 

f  

The term vgGP, which depletes carriers in the wells (Nw), 
feeds photons into the guided laser beam. The sponta 

neous emission is described by the term rpB NÂ», where F 
describes the overlap of the optical mode with the quan 
tum wells, P is the spontaneous emission coupling factor, 
and B is the bimolecular recombination coefficient. TP is 
the photon lifetime, which is a function of the grating 
coupling strength. 

The cavity refractive index is perturbed by fluctuations in 
the carrier density to chirp the operating wavelength A.. 
Because wavelength chirp limits device performance as 
described earlier, the linewidth enhancement factor (XH is 
introduced to describe chirp for a given laser structure. 
The linewidth enhancement factor is proportional to the 
quotient of the differential refractive index dependence 
on carrier density d^i/dN and the differential gain dg/dN. 

Â«H = -r dg/dN ' 

The lower the value of QH the lower the wavelength chirp. 
The linewidth enhancement factor for a strained quantum 
well InGaAsP laser is approximately 2.5. 

The transport effects lead to a significant carrier popula 
tion in the barriers and the confinement layers. Because a 
significantly larger proportion of the optical mode over 
laps with the confinement layers when compared with the 
wells, this population also perturbs the effective refrac 
tive index of the cavity and therefore leads to enhanced 
wavelength chirp. The overall effective refractive index 
perturbation can therefore be summarized in terms of 
contributions from the barriers and the wells: 

Heff = 

The rate equations are solved using Runge-Kutta 
algorithms. 

The laser model is written using C++ and runs on a PC 
and is fast enough to be suitable for interactive use. The 
outputs are described in terms of the time-resolved power 
and wavelength. 

December 1997 Â«The Hewlett-Packard Journal O  
© Copr. 1949-1998 Hewlett-Packard Co.



Optical Fiber Model 
This model takes the complex optical field generated by 
the laser model to determine the signal propagating along 
the fiber. The optical field experiences a frequency depen 
dent retardation as it propagates along the fiber. The model 
accounts for dispersion using the transfer function H(f): 

In the simulation, D is the fiber chromatic dispersion, X is 
the center wavelength, L is the fiber length, f is the base 
band frequency, and c is the speed of light. The dispersion 
D is assumed to be 17 ps â€¢ run ~ 'km ~ 1. The model assumes 
that first-order dispersion dominates and neglects non- 
linearities, a justifiable assumption for low-power radiation 
( < 10 dBm) at 1550 nm in standard-dispersion fiber. The 
output optical pulse after any desired length of fiber can 
be predicted. 

The fiber output power is incident on a square-law detec 
tor, the output of which is subsequently filtered in the 
frequency domain by a fifth-order Bessel filter with a 
bandwidth of 0.7 times the bit rate. Superposition of 
bit periods gives eye diagrams, which can be compared 
directly with experiment. 

A schematic drawing of the elements of the laser and 
fiber model is shown in Figure 10. 

Comparison of s-Parameter Results 
This section presents a comparison of the modeled and 
measured si i and 821 parameters for an HP LSC2500 
2.488-Gbit/s DFB laser diode developed at ICO. The su 

measurement determines the reflected power from the 
25Q-terminated laser diode into the 50Q HP 85047A 
s-parameter test set. The s-?i measurement determines the 
AM response of the laser diode. This is measured at high 
bias currents (where the intrinsic relaxation resonance 
of the chip is out of the frequency band of interest) to 
compare the measured result with the purely electrical 
microwave model. 

Using WaveMaker software, a complete circuit description 
of the modulation signal path, from the RF pin on the 
butterfly package through the laser diode and back out to 
the two ground pins of the outer package, was construc 
ted in a netlist format. Electrically, the laser diode was 
modeled as a 7Q resistor (determined by experimental 
measurement) in parallel with a 4-pF capacitor (estimated 
from the structural layout). 

s, i Measurements. The netlist was written to display the 
modeled and measured su results on the same plot. The 
circuit element values can then be adjusted, maintaining 
realistic values, to best match the measured data over the 
frequency range of interest. 

The model was used to determine the effect of changing 
component values on the s-parameter response. This 
strategy was used to determine component values that will 
optimize the product performance and to set tolerances 
on component values and bond wire lengths. 

821 Measurements. The 821 measurement is an electro- 
optical measurement that cannot be truly accounted for 
in WaveMaker because of the relaxation oscillation of the 
laser chip. However, by using a high drive current for the 
laser diode to push any intrinsic resonance effects of the 
laser diode well out of the 6-GHz bandwidth of interest, it 
is possible to compare the modeled and measured data. 
This purely electrical model then predicts the measured 
S2i parameter except in magnitude, since no account 
can be taken of the laser diode's electrooptic conversion 
efficiency. 

The simulation results in Figure 11 and Figure 12 show 
the best achieved sn and 821 fits, respectively, for a 
2.488-Gbit/s DFB laser that has an impedance matching 
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Figure 11 

A p lo t  compar ing the measured and modeled s / ;  parameters .  
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resistor and a 3.9-pF capacitor in the package. The capac 
itor is placed in parallel with the laser diode, thereby 
establishing a resonant circuit between the capacitor, the 
resistance of the laser chip, and the inductance of the 
gold wire bonds. The response of the resonant circuit 
smooths out the rising edge of the electrical pulse, pre 
venting overshoot and hence minimizing wavelength 
chirp. 

The bond wires in the package were modeled as pure 
inductances using the well-established value of 1 nH of 
inductance per millimeter of bond wire for 17-[xm-diameter 
bond wire. All of the connections on the RF path were 
made using two bond wires in parallel, which effectively 
halves the inductance value. For example, 0.7 nH repre 
sents two bond wires 1.4 mm long. It was found exper 
imentally that additional bond wires do not reduce the 
inductance significantly more because of the inevitable 
closer proximity of these wires on the bond pads. 

C o m p a r i s o n  o f  M e a s u r e d  a n d  M o d e l e d  s - o .  F i g u r e  1 1  

shows a plot of the measured and modeled sn parameters 
overlaid. The low-frequency ( < 3 GHz) fit of the model is 
quite respectable. It predicts the resonance resulting from 
the transition between the 50-ohm transmission line of 
the test set and the 25-ohm microstrip lines of the pack 
age to within 0. 1 GHz and it also predicts the magnitude 
of the measured data generally to within better than 3 dB. 

The resonance at 3.9 GHz caused by the interaction 
between the bond wire inductance, the capacitor, and the 
chip resistance is also predicted to within 0.2 GHz. How 
ever the depth of this resonance, or the Q factor of the 

Figure 12 

A plot comparing the measured and modeled sÂ¿/ parameters. 
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oscillation, is not so well-simulated. The reason for this 
is not fully understood. 

A feature of the measured results in Figure 1 1 is sharp 
spikes in the sn response at around 2.4 GHz. These have 
been found to be a resonance that occurs because the 
submodule base is not a true ground. 

Figure 13 shows sn measurements on ten different mod 
ules, showing the reproducibility. Variations in the 3.9-GHz 
resonance are attributed to tolerance variations in the 
capacitor used and bond wire length process variations. 
All of these measured results meet the sn requirement for 
a 2.488-Gbit/s laser diode. 

Figure 13 

A plot  of  SH measurements on ten d i f ferent  modules.  
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C o m p a r i s o n  o f  M e a s u r e d  a n d  M o d e l e d  s 2 i -  F i g u r e  1 2  i s  
a plot displaying the measured and modeled 331 parame 
ters of a device. The low-pass filtering action seen in the 
measured S9j response is also modeled in WaveMaker. 
This filtering prevents high-frequency electrical oscilla 
tions from reaching the chip, which would cause it to pro 
duce unwanted optical oscillations. Comparing the shapes 
of these curves, the modeled results predict 3.4 dB of rip 
ple with a resonant peak at 2.4 GHz while the measured 
results show 2.6 dB of ripple with a resonance at 2.5 GHz. 
The roll-off of the modeled data is 9 dB/GHz, in good 
agreement with the measured data. 

The 3-dB bandwidth requirement for a 2.488-Gbit/s laser is 
a 3.5-GHz minimum. The internal filter has been designed 
to give enough bandwidth and to limit the speed of the 
rising edge. Figure 14 displays 821 measurements on ten 
modules, showing that typical modules have a 4-GHz 3-dB 
bandwidth. 

Microwave Model Output. The modeled 821 parameter 
file is convolved with an ideal, user-defined pulse train in 
the frequency domain and then inverse Fast Fourier trans 
formed back to give a realistic electrical pulse train in the 
time domain, which is then offset to set an extinction 
ratio. This offset electrical pulse can then be used as the 
input to a model developed by Bristol University, which 
takes an electrical current pulse input and, using parame 
ters to describe the laser diode in detail, models the opti 
cal output from the device. This model also includes a 

description of fiber parameters and can predict the optical 
pulses after lengths of fiber. 

Figure 14 

A plot  of  s2 j  measurements on ten modules.  
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C o m p a r i s o n  o f  O p t i c a l  P u l s e  S h a p e s  

The modeling software developed by the University of 
Bristol was designed to calculate the optical output of 
quantum well DFB laser diodes grown using the InGaAsP- 
InP material system. The model can be run using a time- 
domain description of an electrical pulse train as the input. 
This has been created at ICO using WaveMaker software, 
as discussed in the previous section. The Bristol software 
then models the laser's response to this large-signal modu 
lation. The reason for installing these combined models at 
ICO was not only so that we could optimize the s-parame- 
ter response of the 2.5-Gbit/s laser but also so that we 
could predict the effects on the system performance of 
changing the package components and bond wire lengths 
by looking at the pulses at the receiver after the fiber. The 
unfiltered optical output can be displayed as pulses in the 
time domain before and after an arbitrary length of fiber, 
the dispersion properties of which can be specified. 

The software also displays the wavelength deviation of 
the laser output during the pulse train, calculated from 
the known laser parameters. Depending on the timing of 
the wavelength deviation or chirp during a bit period, 
quite different effects can be seen when the signal is 
transmitted over fiber. At 1550 nm, short wavelengths 
travel faster through the fiber than long wavelengths. An 
optical pulse that starts with a short wavelength and ends 
with a long wavelength will spread apart over the fiber, 
while a long wavelength at the start and a short one at the 
end will cause the pulse to be compressed over the fiber. 

This model has been used in conjunction with WaveMaker 
to model a system using an HP 2.5-Gbit/s directly modu 
lated DFB laser in a 14-pin butterfly package as the trans 
mitter, and over 106 km of standard single-mode fiber 
with 17 ps/nm/km of dispersion. 

To test the accuracy of this combined model, the modeled 
results were compared with experimental results ac 
quired by modulating the laser with an HP 7084 IB pattern 
generator. The output after the fiber was then fed into an 
HP 11982A lightwave converter with a 15-GHz bandwidth 
and the resulting pulses were displayed on an HP 54120B 
digital sampling oscilloscope. For this paper, a 0101 0011 
pulse train was used to compare modeled with experi 
mental results. 
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Back-to Back (No Fiber) Results. Figures 15a and 15b 
show the comparison between modeled and experimental 
results measured back to back for a 2.5-Gbit/s laser. The 
pulse shape of single and double ones can be seen to be 
in good agreement with the measured data. It is important 
that the pulse widths for single and double ones are in 
both cases 400 ps and 800 ps, respectively. 

The other features of the pulse train predicted by the 
model are the oscillations in both the double zeros and 
the double ones. The first oscillation in the double zero, 
caused by an electrical resonance between a 3.9-pF parallel 
plate capacitor, the bond wire inductance, and the laser 
resistance and capacitance, is predicted with correct 
magnitude. A second oscillation appears which is damped 
with respect to the first. The frequency of oscillation in 
the ones (again because of the electrical oscillations) is 
2.5 GHz, in very good agreement. 

Results over 106 km. Figures 16a and 16b display 
modeled and experimental data after transmitting the 
pulse through 106 km of fiber, equivalent to a dispersion 
of 1800 ps/nm at 1550 run. As can be seen in both cases 
the pulses are getting narrower and the widths are still in 
reasonable agreement. It is the narrowing of the pulse 
width that has been found to cause an improvement in bit 
error rate over fiber. This can be explained by realizing 
that as the pulse compresses, the power at the decision 
point is raised, thus improving the signal-to-noise ratio at 
the receiver. 

The features of the modeled pulses include the sharpen 
ing and subsequent buildup of optical power in the front 
of the pulses and the progression into the zeros of the 
small optical output that was induced by the resonance. 

In summary, for both back-to-back transmission and trans 
mission over 106 km of fiber, the model has predicted both 

Figure 15 

(a) Modeled 2.5-Gbit /s pulse train back to back. 
(b)  Measured 2.5-Gbit /s pulse t ra in back to back. 
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Figure 16 

(a) Modeled 2.5-Gbit/s pulse train after 106 km of f iber. 
(b) Measured 2.5-Gbit/s pulse train after 106 km of f iber. 
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pulse widths and pulse shapes with a reasonable degree 
of accuracy. The model was also successful in predicting 
specific features of the pulse train, such as oscillations 
and the sharpening of the rising edge. 

Dispersion Penalty Measurements 
The combined models discussed in this paper were used 
to produce good s-parameter results and good pulse 
shapes over fiber. The experimental RF test to confirm 
this data transmission was the bit error rate test, the ex 
perimental arrangement of which is shown in Figure 17. 
A pseudorandom 223 - 1 bit stream is produced by the 
HP 70841B pattern generator at 2.488 Gbits/s. This data 
modulates the laser diode, which has a dc bias provided 
by a separate current source. The laser's optical output is 
then directed straight into an optical attenuator for back- 
to-back measurements or into the fiber, an amplifier (if 
required), and an attenuator for measurements over fiber. 
The purpose of the attenuator is to vary the power level 
reaching the receiver. The output of the attenuator is then 
fed into an HP 83446A STM 16 lightwave clock and data 
receiver, the output of which is fed into an HP 70842B 
error detector, which compares the transmitted and re 
ceived optical pulses, measures the total number of erro 
neous bits received during a time period, and calculates 
the bit error rate. 

Bit error rate curves are plotted in Figure 18. These are 
plots of bit error rate versus received power in dBm for 

Figure 17 

Schemat ic  drawing of  the b i t  error  rate test  setup.  
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Figure 18 

Bit  error  rate curves at  two d i f ferent  ext inct ion rat ios.  
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varying extinction ratios, measured back to back and over 
fiber. As the power at the receiver increases, the bit error 
rate drops. The dispersion penalty indicates how much 
the power at the receiver must change to maintain the 
same bit error rate for measurements back to back and 
over fiber. The dispersion penalty can be seen as the hori 
zontal displacement between the two bit error rate curves 
and is measured in dB. The value can be positive or nega 
tive as explained later. 

Figure 18 shows how these dispersion penalties depend 
on another parameter â€” the extinction ratio. The extinc 
tion ratio is a measure of how close to its threshold cur 
rent or off state the laser is modulated. It is in the region 
closest to the threshold current that the largest changes in 
the device's carrier density, refractive index, and hence 
emission wavelength occur. To transmit data over fiber 
we intuitively want the wavelength to vary as little as pos 
sible between the on and off states. The extinction ratio is 
defined as the power in the off state divided by the power 
in the on state. The greater the extinction ratio the less 
the wavelength shift, but for maximum sensitivity it is 
desirable to have as little power as possible in the off 
state. A compromise value must be used. The measure 
ments in Figure 18 were taken at extinction ratios of 5% 
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and 15%. The respective dispersion penalty measurements 
over 106 km of fiber are 0.5 dB and - 0.33 dB. 

Figure 19 shows bit error rate results for a device mea 
sured back to back, at 530 ps/nm (31 km), 1800 ps/nm 
(106 km), 2400 ps/nm (141 km), and 3600 ps/nm (211 km). 
Here it can clearly be seen that the dispersion penalty can 
improve over fiber. The improvement in the dispersion 
penalty is attributed to the pulse compression that takes 
place over the fiber when pulses consist of long wave 
lengths at the beginning and short wavelengths at the end. 
Over 211 km, a double pulse compresses from 800 ps to 

Figure 19 

Bi t  er ror  ra te  curves for  a  dev ice measured over  d i f ferent  
lengths of f iber. 
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624 ps, which must be close to the limit of useful com 
pression if the sampling is halfway through each bit. 

In this example, the error rate is seen to get worse over 
shorter distances of fiber before improving over longer 
distances. This can be explained by power leaving the 
center of the pulse before being replaced by the faster 
traveling tail. This confirms that it is not only the magni 
tude of the chirp but also the timing of it that is important. 

C o n c l u s i o n  

We have described the microwave, laser, and fiber models 
that were used in the development of the HP LSC2500 
2.488-Gbit/s DFB laser diode module. These models have 
been shown to accurately predict the microwave s-param- 
eters of the laser module and therefore the electrical sig 
nal reaching the laser diode. Knowing the electrical signal 
to the laser, the optical output has been predicted, which 
leads to the wavelength chirp and therefore the dispersion 
penalty over long lengths of single-mode fiber at 1550 nm. 
The predicted optical pulse shapes both before and after 
the fiber agree closely with the experimental results. 

With the aid of the models, a low-chirp multiple quantum 
well DFB laser module has been developed. Knowledge of 
the modeled behavior of the laser diode as a function of 
the input electrical pulse shape has led to deliberately 
shaping the input pulse to give the minimum wavelength 
excursion during direct modulation, and therefore a high 
yield of low-dispersion-penalty laser diodes. We have also 
demonstrated that these devices can be successfully used 
for transmission distances in excess of 200 km. 
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Fl ip-Chip Photodetector  for  High-Speed 
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A family of 7-GHz-bandwidth optical receivers and a nine-channel optical 

receiver with a gigabit-per-second data rate per channel have been 

developed for multigigabit lightwave test systems for long-haul fiber-optic 

telecommunications links and gigabit optical interconnects for computer 

systems. A new micro-flip-chip process, featuring liftoff-based small-diameter 

solder to is incorporated with HP high-speed InP p-i-n photodetectors to 

minimize parasitic capacitance and inductance and enhance responsivity. 

u. ' Itrahigh-performance optical receivers to convert optical signals into 

electrical impulses require very careful packaging of photodetector and 

electronic amplifier ICs. Very high-performance photodetector and amplifier 

ICs can be individually fabricated, but when packaged by conventional 

methods that employ wire bonds, the system performance falls short of 

the desired goal. This is a result of parasitic capacitance and inductance 

introduced by large bonding pads and long bond wires. A 7-GHz-bandwidth 

optical receiver composed of a 26-GHz InP photodetector and a 12-GHz GaAs 

amplifier requires package-related parasitic capacitance and inductance of 

less than 50 fF and 10 pH, respectively. To minimize the parasitic components 

introduced by packaging, we have developed a hybrid flip-chip integration 

approach that bonds a photodetector directly onto a GaAs or Si receiver 1C 

by means of very small-diameter solder bumps. 

The packaging of high-speed optoelectronic components requires coupling 

of light into a small photosensitive area of the photodetectors, 10 to 15 Â¡xm in 

diameter. This is usually accomplished by precise alignment of the optical 

fiber detector. the transmitter (laser) to the photosensitive area of the detector. The 

flip-chip die attachment technique allows precise placement of the detector 

and the To on the prealigned and prefabricated solder bump pads. To 

further ease the alignment tolerance and reduce the packaging cost, we have 
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integrated a microlens with the detector to increase its 
effective light acceptance aperture. The combination 
of low parasitics and self-alignment of the flip-chip die 
attachment with an integrated microlens has allowed us 
to realize a family of 7-GHz optical receivers for lightwave 
test systems and a gigabit nine-channel optical receiver 
for optical interconnect applications. 

Flip-Chip Photodetector with Microlens 
Designing a photodetector that simultaneously satisfies 
the criteria of high bandwidth, high responsivity, small 
parasitic capacitance, and high optical coupling efficiency 
is a challenging task. A p-i-n photodetector with a thin 
i-layer has a very high bandwidth but fails to satisfy the 
responsivity and low parasitic capacitance requirements. 
It is possible to meet the bandwidth, low parasitic 
capacitance, and responsivity criteria by designing a 
detector with a small geometry and a moderate i-layer 
thickness. However, an expensive package that employs 
precision optics is required to meet the coupling efficiency 
requirement. 

By a combination of the flip-chip packaging concept and 
device geometry optimization we can meet the required 
system goal. The flip-chip die attachment technique pro 
vides the following advantages to the design and perfor 
mance of a high-speed photodetector: 

1. The p-i-n photodetector in a flip-chip configuration, as 
shown in Figure 1, allows the incident optical signal to 
traverse twice, or make a double pass through the light- 
absorbing i-layer. This is made possible by the close prox 
imity of the reflecting front ohmic contact to the i-layer 
and by allowing most of the reflected signal to be con 
verted again to the electrical signal. This gives the designer 
an extra degree of freedom to satisfy the conflicting 
requirements of high bandwidth and high responsivity. 

2. In a flip-chip configuration, all the electrical contacts 
are made through the solder bumps, which are located on 
the front side of the detector. The backside of the detector, 
where the incident optical signal enters, is free of any 
metallized contacts. This allows an integral microlens1 to 
be fabricated on the back surface of the photodetector. 
The microlens increases the effective acceptance aper 
ture, thereby increasing the optical coupling efficiency 
while enabling the use of small-geometry devices. This 
significantly reduces parasitic capacitance. 

3. A micro-flip-chip die attachment technology can be 
used. Very small-diameter solder bumps allow precision 
placement of a photodetector directly on top of a receiver 
1C while adding negligible parasitic capacitance and 
inductance. 

Micro-Flip-Chip Technology 
The conventional hybrid integration and packaging ap 
proach, which wire-bonds active components to a com 
mon substrate, requires bonding pads at least 0.003 inch 
by 0.003 inch in size. The parasitic capacitance of a bond 
ing pad alone amounts to 80 fF, and the wire-bond induc 
tance is typically a few hundred nH. 

There are several integration approaches, both monolithic 
and hybrid, that can reduce the extent of parasitic compo 
nent loading. Optoelectronic integration technologies that 
monolithically combine the photodetector and electronic 
transistors, although the most effective, are still in their 
infancy, and are not the most cost-effective methods today. 
Flip-chip bonding the photodiode and the receiver 1C to a 
thin-film substrate using conventional solder bump tech 
nology eliminates the parasitic capacitance and inductance 
of the wire bonds but still suffers from interconnect trace 
loading between the photodetector and the amplifier. The 
total capacitance due to the interconnect and the bump 
pads amounts to 100 to 200 fF. Flip-chip bonding a photo- 
diode directly onto a receiver 1C eliminates nearly all un 
wanted parasitics. However, the size of the solder bumps 
must be kept small to meet the 50-fF goal. Simulations 
indicate that solder bumps less than 40 (j,m in diameter 
are necessary to meet the performance goal. 

Figure 1 

Fl ip-ch ip  photodetector  cross sect ion.  
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Figure 2 

Micro-so lder  bump cross  sec t ion .  

AuBOOA 

NÃV2000Ã€ 

TiWN 1200 Ã€ 

Ohrn ic  Contac t  

InP P-I -N Photodetector 

Based on our system performance goals, we have chosen 
to develop a micro-flip-chip technology that features solder 
bumps 30 \im in diameter. During the course of our effort, 
we have addressed the following technical challenges: 

â€¢ A process for depositing and defining 30-jiin-diameter 
solder bumps 

â€¢ A solder bump process that does not induce significant 
stress or contaminants on the photodetector to cause 
degradation of its performance 

â€¢ An underfill process that makes the micro-flip-chip die 
attachment mechanically rugged 

â€¢ Precision placement of very small die (350 [im by 
350 ^m) onto a 1-mm-by-l-mm integrated circuit. 

Fabrication Process 
The fabrication of a flip-chip photodetector with an inte 
grated microlens involves the following process steps. 
Undoped InGaAs optical absorption layers and p+ doped 
InP epitaxial layers are grown on the S-doped n+ InP 
substrate using an organometallic vapor phase epitaxial 
(OMVPE) system. The active region of the detector is de 
fined by mesa etching. The p-ohmic and n-ohmic contacts, 
which consist of TVPt/Au layers, are fabricated on the 
front side of the diode. The device is then passivated with 
polyimide. A microlens is defined on the polished back 
side by reflowing a circular photoresist pattern at 250Â°C 
to form a hemispherical surface, which is subsequently 
transferred into the InP substrate by means of ion milling. 
The result is a smooth lens surface with an acceptance 
aperture of 90 ^m and a radius of curvature of 1 15 ^m. 
A SÂ¡3N4 film, which serves as an antireflective coating for 

the lens, is deposited using PECVD (plasma enhanced 
chemical vapor deposition). Reactive ion etching opens 
up the vias in the polyimide to provide electrical contact 
to the ohmic metal underneath. The base metal stack is 
deposited by magnetron sputtering following a sputter 
etch cleaning step. The base metal stack consists of 
1200Ã of TiWN, 2000Ã€ of NiV, and 500Ã€ of Au.2 Figure 2 
shows the cross section of the base metal after deposition 
and patterning. 

The TiWN layer promotes adhesion and acts as a metal 
lurgical barrier to solder. Since the interconnect metal on 
the InP photodetectors is gold-based, it is imperative to 
have a metallurgical barrier. Otherwise, upon reflow, the 
solder will consume the interconnect metal on the photo- 
diode. Cr is another possible choice as the base metal; 
however, early experiments indicated that Cr etchant 
attacks InP substrates. NiV provides good solderability, 
while Au preserves the solderability of Ni when exposed 
to air. After deposition, the base metal pattern of 30 dots 
is defined on top of the vias with photoresist patterning 
and wet etching. 

To create 30-(Â¿m-diameter, 25-(im-high hemispherical 
bumps after reflow, we have chosen to define solder pan 
cakes. The tight alignment tolerance and small aperture 
required make the conventional shadow mask-based 
evaporation unsuitable. This necessitated the develop 
ment of a liftoff-based solder deposition and definition 
process. In the micro-flip-chip process, 40-[xm-diameter 
holes are photolithographically defined in a le-^m-thick 
layer of positive photoresist. The exposure and the devel 
opment time of the resist are controlled so that the side- 
walls of the 40-nm-diameter openings are vertical, which 
is paramount to a successful liftoff. The solder layer is 
60%wtPb/40%wtSn and is deposited by evaporation. This 
composition of solder was chosen to ensure that the re- 
flow temperature is sufficiently low that it will not induce 
any thermal stress on the p-i-n photodetector. The diame 
ter of the bumps is set at 40 [an and their height at 14 ^im 
after the liftoff, which gives the optimum aspect ratio of 
the bumps after the solder is reflowed. Figure 3 shows 
an SEM micrograph of the solder pancakes after liftoff. 

Before solder reflow, the bumps are coated with no-clean 
water-based flux. Once fluxed, the bumps are reflowed 
at 240Â°C for 45 seconds. The diameter of the reflowed 
bumps is 30 [an. In contrast to the conventional shadow 
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Figure3 

SEM micrograph of  solder  pancakes af ter  l i f to f f .  

mask technique, our liftoff process allows uniform and 
precise definition of solder bumps with diameters less than 
50 \un. It also eliminates the halo ring normally observed 
with shadow masks. Figure 4 is an SEM micrograph of 
renewed solder bumps. 

F l i p - C h i p  A s s e m b l y  

To reduce parasitic capacitance, the dimensions of both 
the die and the detector active area must be minimized. A 
typical high-speed InP photodetector has a 10-^m diameter 
and its die dimensions are 350 by 350 nm. This detector is 
die-attached to a transimpedance amplifier to realize an 
optical receiver as shown in Figure 5. 

The major elements of the die-attach process consist of 
fluxing the solder bumps, aligning, and reflowing the 
solder. A precisely controlled amount of flux is applied to 
the solder bumps of the detector using a microsyringe. It is 
important to limit the volume of the flux to approximately 
1 nl to facilitate the alignment and to minimize the amount 
of solid residue left on the surface of the detector and the 

Figure 4 

SEM mic rograph  o fmic robumps a f te r  re f low.  

Figure 5 

Opt ica l  rece iver  cons is t ing o f  a  f l ip -ch ip  photodetector  
a t tached to a t rans impedance ampl i f ier .  

! :  1  m m  
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circuit. To increase the mechanical robustness of the 
attachment, an epoxy underfill composed of 65%wt silica 
is used to fill the gap between the die and the substrate. 
The solder bumps on the detector are aligned to the bump 
pads of the amplifier. Because of the small dimensions of 
both the chips and the solder bumps, a high-precision flip- 
chip aligner is used for the alignment. The aligner allows 
simultaneous viewing of both its lower and upper chucks 
by means of split optics. Before alignment, the amplifier is 
loaded on the lower chuck and the detector on the upper 
chuck. The lower chuck is moved until the image of the 
bumps and the image of the amplifier contacts are super 
imposed. A sharp image of both chips, necessary for pre 
cise alignment, can be obtained only when the layer of 
flux coating the solder bumps is very thin. After the align 
ment both chips are brought into proximity and tacked 
with a precisely controlled force. Because of the small 
number and size of the bumps the tacking force should 
not exceed 10 grams; otherwise, the bumps become 
deformed and the surface tension is not strong enough 
to lift the chip during the reflow. 

The solder bump interconnection is completed by solder 
reflow at 240Â°C in a nitrogen atmosphere using a clamshell 
type oven. The oven provides very stable and repeatable 
annealing conditions from run to run. The reflow time is 
45 seconds, which includes 15 seconds of ramp time and 
30 seconds of dwell time. 

Mechanical  Character izat ion 
The mechanical strength of the microbumps without the 
underfill has been tested in shake and shear force tests. 
Several optical receivers were mounted on a chuck, and 
shear force applied to the detector was steadily increased 
until the bumps failed. An average shear force that caused 
complete die separation was 6 grams, or 2 grams per 
bump, which corresponds to an equivalent of 25,000g 
acceleration. The bumps sheared in the middle, which is 
the optimum situation. The measured shear force agrees 
well with the predicted value. The shake test subjected 
our optical receivers to accelerations of lOOOg in three 
axes for a total of 18 hits. All samples have passed this 
test. When the gap between the die and the substrate is 
filled with the epoxy underfill material, the attachment 
becomes so strong that it is impossible to separate the die 
from the substrate without destroying one or both of them. 

Electrical Characterization 
One of the key features of our flip-chip detector is its low 
total capacitance. Figure 6 shows the measured capaci 
tance for standard and flip-chip photodetectors. FCDxx 
and PDxx designate the flip-chip and standard devices and 
xx denotes the diameter of the photosensitive area of the 
photodiode. FCD15 and PD14 have nearly identical photo 
sensitive areas, while the total active area of the former is 
one-third that of the latter. As a result, the total capaci 
tance of FDC15 is one-half that of PD14. This is made pos 
sible by the micro-solder-bump technology, which allows 
a reduction in the size of the p-ohmic contact. 

DC and frequency-domain measurements are made by 
solder bumping individual photodiodes onto specially 
designed GaAs-based chip carriers whose interconnect 
patterns maintain a characteristic impedance of 50 ohms. 
An optical heterodyne system3 illuminates the lensed 
surface of the packaged device (Figure 5), and the con 
verted signal is measured by a 50-GHz network analyzer. 

Figure 7 shows a typical frequency response of a 7-fim- 
diameter flip-chip detector. Its â€” 3-dB electrical band 
width is in excess of 50 GHz, which is in good agreement 
with our simulations. This state-of-the-art frequency per 
formance is the result of careful minimization of the para 
sitic capacitance and inductance made possible by the 
micro-flip-chip technology. 

FigureG 
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Figure 7 

Frequency response of  a  7- t tm-d iameter  f l ip -ch ip photo-  
detector.  
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Experiments were done to eliminate concern that the 
stress induced on the detectors in the flip-chip bonding 
process might degrade the performance of the photo- 
detectors. The dark current of the InP p-i-n photodetector 
is one of the parameters that is most sensitive to stress- 
induced damage. To determine the effect of induced 

stress, the dark current of a very large population of flip- 
chip-mounted photodetectors was monitored. On the 
average, the increase in dark current is insignificant and 
under 200 pA. The typical final dark current of a flip-chip- 
mounted photodetector is under 1 nA. 

Typical dc responsivity of a lO-^im-diameter flip-chip de 
tector with a 0.7-[xm-thick i-layer or active layer is 0.8A/W. 
In comparison, the responsivity of standard (non-flip-chip) 
detectors with the same i-layer thickness is 0.55A/W. The 
enhanced responsivity of the flip-chip detector is a result 
of the incident light beam bouncing off the top metal 
contact and passing twice through the absorbing i-layer. 

The InP microlens integrated at the back of the flip-chip 
detector significantly increases the effective light accep 
tance area of the detector. Figure 8 shows the normalized 
optical responses of lensed and unlensed 25-|Â¿m flip-chip 
photodetectors. The lensed photodetector has an effec 
tive collection surface that is four times larger than the 
unlensed device. The advantage of having a microlens 
becomes more evident for smaller diameters. 

Figures 

Responses of  unlensed ( lef t )  and lensed (r ight)  25-^ m-diameter f l ip-chip photodetectors.  
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Figure 9 

Schemat ic  d iagram of  the opt ica l  rece iver  c i rcu i t .  
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Optical  Receiver Performance 
An optical receiver was designed and assembled employ 
ing a transimpedance amplifier based on a GaAs MODIC 
(modulation doped integrated circuit) and a 15-(im flip- 
chip photodiode as shown in Figure 5. The schematic 
diagram of the receiver circuit is shown in Figure 9. This 

Figure 10 

Measured f requency response o f  the  opt ica l  rece iver .  
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transimpedance design was chosen to focus on the effect 
of die attaching techniques on the performance of the 
receiver. The measured frequency response of the receiver 
is shown in Figure 10. The - 3-dB electrical bandwidth 
of the flip-chip optical receiver was 7.2 GHz and the con 
version gain was 560V/W. The input referred noise current 
spectral density was 10 pA/Hz1/2. In comparison, a similar 
optical receiver composed of the same GaAs MODIC- 
based amplifier and a wire-bonded IS-^m photodiode had 
a bandwidth of 4.2 GHz and an input referred noise cur 
rent spectral density of 20 pA/Hz1/2. The performance of 
the receiver is consistent with the improved bandwidth, 
smaller capacitance, and higher responsivity of the flip- 
chip detector. 

Nine-Channel Optical Receiver 
The flip-chip die attachment provides a capability for pre 
cise placement of the chip on predefined bump pads. Dur 
ing the reflow process, the surface tension of the molten 
solder will pull the chip to within a few micrometers of the 
predefined pads. This feature is very useful in the assembly 
of a multichannel optical receiver, which requires each 
detector element to be placed precisely at a predefined 
location to facilitate optical coupling and reduce cross 
talk. 

We have designed and fabricated a nine-channel silicon 
bipolar receiver 1C that has nine sets of solder bump pads 
with nine photodetectors flip-chip bonded on them as 
shown in Figure 11. The electrical performance of each 
channel is tested by supplying a 1-Gbit/s NRZ pseudo 
random optical input signal. The electrical output, as 
represented by the eye diagram shown in Figure 12, 
indicates 1-GbnVs performance per channel. 

Figure 11 

Nine-channel  opt ica l  rece iver .  
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Figure 12 

Output  eye d iagram of  one channel  o f  the n ine-channel  
opt ical  receiver with a 1-GbH/s input s ignal.  

C o n c l u s i o n  

We have successfully incorporated a micro-flip-chip tech 
nology with our optoelectronic components. In the flip- 
chip die attached form, a p-i-n photodetector with an 
i-layer thickness of 0.75 (j,m has an average responsivity 
of 0.8A/W at 1300 nm and a dark current of less than 1 nA. 
A 7-[un-diameter flip-chip photodetector has a â€” 3-dB elec 
trical bandwidth in excess of 50 GHz. The flip-chip optical 
receiver with a 15-jmi detector has a measured - 3-dB 
electrical bandwidth of 7 GHz while a wire-bonded version 
has a -3-dB bandwidth of 3.9 GHz. The self-aligning fea 
ture of the flip-chip die attachment is very useful in the 
assembly of a nine-channel optical receiver that operates 
at speeds in excess of 1 Gbit/s per channel. The same flip- 
chip technology can be easily combined with a vertical- 
cavity surface emitting laser (VCSEL) transmitter to realize 
a flip-chip optical transceiver. 
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A 2.H88-Gbit /s Si l icon Bipolar Clock and Data 
Recovery Circuit  for  SONET Fiber-Optic 
Communicat ions  Networks  

R i c h a r d  W a l k e r  

Chery l  S tout  

C h u - S u n  Y e n  

Lewis  R.  Dove 

Adjustment-free clock and data recovery for 2.488-Gbit/s SONET applications is 

provided by a 1 .77W, 3.45 x 3.45-mm2 chip implemented in a 25-GHz fj silicon 

bipolar process. The chip has an on-chip VCO and operates from 2 to 3 Gbits/s 

over process, voltage, and temperature variations with a single off-chip filter 

capacitor. For network monitoring, a highly reliable loss-of-signal detector is 

provided. For good mechanical, thermal, and RF performance, a custom package 

was developed using HP's fine-line hybrid process. 

*ONET 2.488-Gbit/s transmission and switching systems, network back 

bones, benefiting video transmission are among the many applications benefiting 

from inexpensive and robust clock and data recovery circuits. Clock and data 

recovery circuits are used in high-speed communications systems, typically 

long-span, single-mode fiber-optic links. Their job is to regenerate clean clock 

and data signals from arbitrary scrambled data inputs that have been corrupted 

by jitter and intersymbol interference. 

To provide highly reliable clock and data recovery for 2.488-Gbit/s SONET 

data transmission, the HP CDR 2500 clock and data recovery circuit has been 

developed. Previous commercial solutions for this application have required 

multiple chips and GaAs processes.1 The CDR 2500 was designed in HP's 

25-GHz ÃT silicon bipolar process,2 and incorporates several new circuit ideas 

developed at HP Laboratories, namely an arbitrary-data phase detector, a 

reliable loss-of-lock detector, and a monolithic wide-range VCO circuit. 

Building on techniques developed for the HP G-Link data communications 

chipset,3 the CDR 2500 has been optimized for telecommunications needs. The 

major for between these two applications are how the data is coded for 
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Figure 1 

Clock and data recovery chip b lock d iagram. FDEJ = f requency detector .  PDET = phase detector .  

Retimed Data 

Input Dat 

Data 

Clock 

Loss of Signal 

Reference Clock 
2.488 GHz/256 

Clock/256 

transmission and how the circuit responds to jitter on the 
incoming data. In the G-Link application, a specific line 
code was used that guaranteed periodic transitions in the 
data. Such a code simplifies the clock recovery job. The 
telecommunications circuit, by contrast, must operate on 
scrambled data with random transitions. 

Data communications links are typically much shorter 
than telecommunications links. The extra signal-to-noise 
ratio in a short link means that time jitter is much less of 
a problem than in a telecommunications link. Because of 
this, the HP CDR 2500 design required extra care to meet 
the more stringent jitter requirements of long-haul SONET 
applications. 

Chip Block Diagram 
A simplified block diagram of the chip is shown in 
Figure 1. Table I summarizes the chip characteristics. 
The input amplifier can be driven either single-ended or 
differentially and is ac-coupled and terminated on the 
associated thick-film hybrid. A Cherry-Hooper wideband 
amplifier4 at the input minimizes pulse width distortion 
with single-ended input signals. 

Table I  
Summary of Chip Characteristics 

Parameter  

Guaranteed Frequency Range 

Supply Voltage 

Supply Current (nominal) 

Power Dissipation 

Case Temperature Range 

Die Size (gate array) 

Number of Active Devices 

1C Process 

Value  

2 to 3 Gbits/s 

4.5V to 5.5V 

340mA 

1.77W 

0 to 60Â°C 

3.45 x 3.45 mm2 

3606 

25-GHz fT Si Bipolar 

The phase-locked-loop portion of the circuit includes two 
different phase detector blocks. To ensure that the on-chip 
VCO will operate at 2.488 GHz over variations in process 
ing parameters, it has been designed with a 3: 1 frequency 
tuning range. To avoid locking onto harmonics of the data 
signal, it is important that the VCO be kept close to the 
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desired operating frequency. The first frequency/phase 
detector, labeled FDET in Figure 1, is used to frequency- 
lock the VCO initially to an external reference equal to 
1/256 the desired bit frequency. The FDET block also pro 
duces a frequency lock error signal (flock), which is used 
by the state machine to sense when the VCO has reached 
the correct frequency. The second phase detector, labeled 
PDET, operates on random data and produces three sig 
nals: data transition detect (dtrans), data lock detect (dlock), 
and a tri-state bang-bang phase error signal. 

The loss-of-signal (LOS) state machine block monitors 
the status outputs of the two detectors. On power-up, the 
state machine enables the frequency detector (FDET). 
When the VCO is frequency-locked to the reference and 
data transitions are detected on the data input, the phase- 
locked loop is switched to use the bang-bang phase detec 
tor. If the data lock detector stabilizes within an allowable 
time, then the loop remains phase-locked to the data. 
Otherwise, the VCO is retrained to the reference clock 
and the sequence repeats. 

If the input data is interrupted or corrupted, the VCO 
needs to be retrained to the reference frequency input. 
Switching to the reference loop destroys the phase-locked 
condition between the VCO and the incoming data, causing 
errors in the retimed data output. In a telecommunications 
application, these errors could potentially interrupt service 
for thousands of telephone users. Therefore, a highly reli 
able algorithm must be used for determining loss of signal, 
so that the VCO is retrained to the reference only under 
high bit error rate conditions. 

L o s s - o f - S i g n a l  D e t e c t i o n  

The robust LOS detector is built by statistically process 
ing the PDET data lock detector output. The data lock 
detector operates by monitoring the phase relationship 
between data zero crossings and the VCO output. Any 
rising or falling edge occurring more than Â± 135 degrees 
away from the nominal location is flagged as a raw phase 
error. 

For typical noisy input signals, large input data phase 
excursions occur with approximately the same probability 
as the bit error rate (BER). Random data has half as many 
transitions as actual bits, so the raw phase error rate can 
be approximated as BER/2. 

If we simply used raw phase errors to determine when 
to restart the link by relocking the VCO to the reference, 

then we would get a very unreliable and sloppy relation 
ship between mean time to restart (MTTR) and BER. For 
a simple LOS algorithm in which the link is restarted on 
an isolated phase error event, the link would restart an 
average of once per second at a BER of 10 ~ 9 and every 
10 seconds at a BER of 10" 10. This is a 1:1 relationship 
between BER and MTTR. In this simple system, an unreal 
istic BER of 10 ~ 16 would be required to ensure an MTTR 
of greater than one year between restarts. For system reli 
ability reasons, we chose as a design target that the link 
should restart within 1/10 of a second at 10 ~ 5 BER, and 
should assert LOS less than once per year at 10 ~ 7 BER. 

A way to steepen the LOS/BER relationship is to process 
phase error events in multibit bins and require that multi 
ple consecutive bins each contain at least one error be 
fore asserting LOS. The current design groups phase error 
events into one of four programmable bin sizes (N), each 
requiring a different number of consecutive errored bins 
(M) before asserting LOS. Assuming that the phase error 
rate is approximately equal to half the BER, then if Tbit is 
the bit time, 

MTTR 
NTbit 

(1 - (1 - BER/2)N)M' 

The exponent M in the denominator of the MTTR expres 
sion sets the slope relation between phase error and 
MTTR. Setting M to 7 requires only one decade change in 
BER to change from an MTTR of one second to one year. 
Selection of one of the four possible states is program 
mable by two digital bond options, providing an LOS 
threshold between approximately 10 ~4 and 10 ~6 BER. 
The exact BER varies according to the application 
because of the system dependent relationship between 
phase error rate and BER. Figure 2 shows measured 
MTTR versus calculated MTTR results for a system in 
which M = 7 and N = 216. 

VCO 

The VCO is composed of a cascade of two variable-delay 
blocks as shown in Figure 3. Each variable-delay block 
is composed of an amplifier/delay cell and an interpolator. 
A second interpolation section extends the tuning range 
while minimizing interpolation jitter. The shaded interpo 
lator in Figure 3 interpolates between a nondelayed 
input and an input delayed by the shaded amplifier/delay 
cell. The shaded elements are recursively used as a delay 
cell for the unshaded interpolator (with the bang-bang 
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Figure 2 

Calcu la ted and measured re la t ionsh ip  between BER and 
mean t ime to  l ink  res tar t .  Parameters  used were  N=2W,  
M= 7 .  The dashed l ine  is  a  ca lcu la t ion  assuming the raw 
phase error  rate is  approximately equal  to BER/2.  The 
c i rc les are measured data points .  
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input). This recursive connection minimizes the phase 
difference between the inputs of the interpolators. 

The VCO outputs are taken from noncritical, highly 
buffered portions of the loop to minimize loading. The 
3:1 frequency range of the circuit guarantees 2-to-3-GHz 
operation across process, temperature, and power supply 
variations. The main tuning input is prefiltered by two 
100-MHz poles to reduce sensitivity to power supply 
noise. The wide-bandwidth bang-bang tuning input has 
500 times less gain than the main tuning input, and is 
implemented by injecting small currents into the inter 
polation cell. 

The phase-locked loop uses a bang-bang phase detector 
and a positive feedback charge pump similar to those 
described in references 3 and 5. The two-tuning-input VCO 
architecture, in conjunction with a binary-quantized phase 
detector, results in a VCO drive voltage equivalent to a 
first-order sigma-delta conversion of the instantaneous 
loop frequency error. By adjusting the relative gain of the 
two VCO tuning inputs, a trade-off can be made between 
jitter generation and jitter accommodation. Unlike a tradi 
tional analog loop, such a system cannot be characterized 

by a loop bandwidth. The ability of the loop to track in 
coming phase jitter is a slew-rate limited process, with an 
effective jitter bandwidth proportional to jitter amplitude. 
In practice, this behavior is ideal for the input of a SONET 
regenerator, for which a wide input jitter-tracking band 
width is desirable to minimize sampling errors, and in 
which the overall system jitter transfer function will be 
set by a separate narrowband transmitter phase-locked 
loop. For this design, the bang-bang amplitude and charge 
pump time constant have been set to meet the SONET 
jitter tolerance specification. The resulting jitter genera 
tion, as calculated from the jitter spectrum in Figure 4, 
is 0.0049 UI rms (UI = unit interval = Tbit). 

Figures 

(a)  Ring osc i l la tor  VCO block d iagram showing cascaded 
var iab le-de lay b locks.  A bas ic  var iab le-de lay b lock cons is ts  
of  an ampl i f ier /delay cel l  and an interpolator  (shown shaded).  
A second in terpo la tor  extends the tun ing range of  each b lock.  
(b) Interpolator operat ion. 

Bang-Bang 
Tuning Input 

Two-Po le  
100-MHz 
Prefi lter 

^ ^ ^ H  

Main Tuning 
Input 

Z  =  X C  +  Y ( 1  -  C )  
{ 0  <  C  <  1 }  
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Figure 4 

Clock phase no ise measured under  open- loop condi t ions 
and when locked to  a  223-  1  pseudorandom b inary  
sequence (PRBS!. Under locked condit ions, the integrated 
value of  the phase noise, f i l tered by a single-pole 5-kHz 
high-pass f i l ter and a 100-MHz low-pass f i l ter is 0.0046 U I, 
or 1. 6 degrees rms. 
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Figure 5 shows the recovered clock and data in the 
presence of noisy data. 3-GHz white noise was added 
to a (223 â€” l)-bit pseudorandom binary sequence (PRBS) 
signal until the system was operating at 10 ~4 HER. The 

Figure 5 

Top t race:  Input  223-  1 PRBS data wi th broadband noise 
added to achieve 10~ 4 BER. Middle t race:  Recovered data 
eye.  Bot tom t race:  Recovered c lock.  A l l  s ignals  are t r iggered 
from the BER tester c lock input.  

Input Data 

Recovered 
Data 

Recovered 
Clock 

100 ps/div 

Figure 6 

Clock and data recovery chip.  

noisy input signal, the recovered data, and the recovered 
clock are shown in the top, middle, and bottom traces, 
respectively. 

Figure 6 shows the die photo of the chip. The layout was 
done using a gate array methodology with fully differential 
ECL cells. Less than half of the array capacity was used in 
this design. 

Package and Substrate 
Figure 7 shows a picture of the assembled CDR 2500 
multichip module. Its consists of the HP-25 clock and data 
recovery 1C attached to the 96% alumina substrate along 
with two diodes, a discrete transistor, 12 chip capacitors, 
and a chip resistor. The large packaged device in the lower 
left comer of the substrate is the reference oscillator. This 
is a commercially available surface mount crystal oscilla 
tor operating at 2.488 GHz/256 = 9.71875 MHz. All devices 
are attached to the substrate using conductive epoxy. The 
two transistors visible on the hybrid are used to level shift 
the loss-of-signal output to be compatible with 5V CMOS. 
0.001-inch gold wire bonding is used to connect to the die. 
The 1-in-by-l-in substrate is attached to a 68-pin Kovar 
package using conductive epoxy. The package leads are 
formed into a gull-wing configuration so that the package 
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Figure? 

Clock and data recovery mul t ich ip module.  

can be soldered to a printed circuit board. The module is 
tested at speed (2.488 Gbits/s). 

The substrate is fabricated using proprietary HP enhanced 
thick-film processes. These processes make the high-speed 
performance of the packaged clock and data recovery 
circuit possible. They provide high-frequency performance 
and density rivaling what can be obtained using thin-film 
processing at a fraction of thin-film's cost. 

Clock and data recovery circuits require excellent input 
return loss to prevent intersymbol interference caused by 
reflections at impedance discontinuties. The target for the 
CDR 2500 was to achieve better than 15 dB return loss up 
to 2.5 GHz. However, the discontinuities caused by the 
package's gull-wing lead and by the wire bonds that con 
nect the substrate input and output lines to the package 
pins eat up much of the available return loss specification. 
Therefore, the return loss of the thick-film transmission 
lines and the input 50-ohm termination resistors had to be 
even better. That meant that tight control of the trans 
mission line impedances was critical. To minimize high- 
frequency parasitics, it was important to use physically 
small, tightly controlled termination resistors. 

The three HP proprietary thick-film processes used in 
fabricating the HP CDR 2500 are: 

â€¢ Fine-line etched gold conductors 

â€¢ Solid filled vias 

â€¢ Small thick-film resistors. 

The fine-line etched gold is the predominant pattern cover 
ing the substrate in Figure 7. Gold thick-film paste is 
printed across the substrate and is etched using a photo 
lithographic process to produce the conductor pattern. 
The fine-line gold has several advantages over standard 
thick-film printing. It resolves very small dimensions â€” 
down to 0.002-inch lines and spaces. This can be seen in 
Figure 8, which shows a closeup of the area of the sub 
strate around the pad for the HP-25 die. Several of the 
gaps between conductors leading to the die are 0.002 inch 
wide. This permits high pattern densities near the 1C, 
making it possible to minimize wire-bond length and 
bringing the bypassing capacitors very close to the chip. 
Both of these factors help to minimize noise in the circuit. 
Having short, consistent wire-bond lengths is critical for 
achieving good return loss. Also, the fine-line etch process 
permits much better control of conductor line widths and 
spaces, needed to maintain accurate 50-ohm transmission 
line impedances. The etched fine-line conductors also 
have straight, well-defined side walls, which offer good 
high-frequency performance. 

Figure 8 

A c lose-up o f  the  c lock  and data  recovery  module  th ick- f i lm 
circui try near the HP-25 die pad. 
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Solid filled vias can be seen in the ground regions in 
Figure 8. The vias are used to connect ground pads on top 
of the substrate to the backside ground plane. The solid 
filled \ia is formed by printing a solid plug of paste into 
the hole, filling the hole completely. This provides a very 
consistent, low-resistance (<C25 miUiohms), low-induc 
tance path to ground at RF frequencies, hi Figure 8, there 
is a ground pad that has a solid filled via near the upper 
right corner of the pad for the 1C. Note how small the gold 
pad is â€” only about 0.002 inch larger than the via itself. 
Two bond wires are bonded within 0.002 inch of the via. 

A closeup of the input section near the 1C pad is shown in 
Figure 9. The four black elements are thick-film resistors. 
These are the small HP resistors, which can be as small as 
0.010 inch by 0.010 inch, very small for thick-film tech 
nology. The two lower resistors are 0.010-by-0. 012-inch, 
50-ohm termination resistors for the circuit's input Unes. 
They are laser trimmed to Â± 0.5% tolerance. Their small 
size, which minimizes their high-frequency parasitics, and 
their tight tolerance make them excellent terminations. 
The two resistors above the terminations are 0.010-by- 
0.012-inch 1-kilohm bias resistors. They are made small to 
maximize circuit density around the chip and keep bypass 
circuitry as close to the die as possible. 

Figure 9 

A c lose-up of  the c lock and data  recovery  module 's  th ick-  
f i lm input  sect ion showing smal l  res istors (b lack e lements) .  

Substrate Technology Selection 
Why is the HP proprietary thick-film on ceramic technol 
ogy used for this application? Why couldn't a laminate 
technology, which is generally slightly less expensive, be 
used instead? Primarily, because it would be difficult to 
achieve the electrical performance. A laminate would 
have difficulty holding the tight transmission line toler 
ances that are required. If a laminate were used, the ten 
resistors now implemented using thick-film technology 
couldn't be integrated into the substrate, hi general, this 
would increase cost and reduce the circuit density around 
the chip, thereby moving bypassing farther from the 1C 
and degrading the electrical performance. For the input 
termination resistors in particular, using add-on resistors 
would add parasitics, making the return loss specification 
even harder to meet. Keeping the size of the circuit as 
small as possible is important, and using add-on resistors 
would probably necessitate an increase in the size of the 
device. 

The HP-25 die dissipates 1.8W. For the original application 
of the HP CDR 2500, the circuit sits in a Kovar package in 
an environment with no air flow and no room to attach a 
heat spreader or a heat sink. Thus, the thermal perfor 
mance of the device is important, and using a laminate 
instead of ceramic for the substrate would substantially 
increase the die's junction temperature. The die must be 
back-biased to â€” 5.2V, so cutting a hole in the substrate 
and attaching the die directly to a pedestal brazed to the 
package is not an option. Attaching it to an electrically 
insulating heat slug is possible, but the added cost of this 
approach would negate some of the cost savings of the 
laminate. 

Design 
To determine that thick-film fine-line transmission lines 
could be controlled well enough to meet the CDR 2500's 
return loss specifications, a Monte Carlo analysis was run 
on the HP Microwave Design System (HP MDS). This 
analyzed the change in transmission line characteristic 
impedance as a function of the inherent variations in HP's 
fine-line conductor process. Changes in conductor line 
width, substrate dielectric constant, and substrate thick 
ness are the primary factors that affect characteristic im 
pedance. HP MDS varies these parameters, and the result 
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Figure 10 

A t ime-domain  re f lec tometer  measurement  o f  one o f  the  
input  l ines of  the c lock and data recovery mul t ich ip module.  
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is a probability density function and a standard deviation 
for the resulting changes in characteristic impedance. 
The changes in characteristic impedance were put into a 
SPICE simulation of the clock and data recovery circuit's 
input. This confirmed that a fine-line solution could pro 
duce acceptable results in a manufacturing environment. 

HP MDS was used to design the multichip module's critical 
transmission lines, after previously correlating the MDS 
models to measured data of the HP processes. The design 
of the HP CDR 2500 multichip module worked the first 
time it was prototyped. Figure 10 is a time-domain 
reflectometer (TDR) display of one of the prototype input 
transmission lines, measured using a 160-ps pulse. The 
vertical scale is 2% reflection per division. The first in 
ductive discontinuity (at 29.7280 ns) is caused by the test 
fixture used to probe the package. The second and largest 
inductive discontinuity is the wire bond leading from the 
package pin to the substrate. The region immediately fol 
lowing that (for nearly two time divisions) is the micro- 
strip and grounded coplanar waveguide transmission line. 
It shows very little reflection, and there is no discontinu 
ity at the 0.010-inch 50-ohm termination resistor. 

The production version of the HP CDR 2500 replaces the 
package-to-substrate wirebonds with 0.001-by-0.005-inch 
ribbon bonds. This lowers the inductive discontinuity and 
further improves the module return loss. 

Trends in Serial  Communicat ion 
Long-haul transmission capacity has traditionally grown 
by expansion of bit rates. The last 20 years has seen data 
rates jump by over three orders of magnitude. The need 
for higher rates is motivated by the potential capacity of 

existing fibers and by the high cost of installing new fiber 
optic cables. 

Recent development of fiber broadband optical amplifiers 
and workable wavelength-domain multiplexing (WDM) 
techniques have somewhat changed this trend. Because 
WDM allows multiple high-speed channels to share the 
same fiber, there is less of a need for heroic efforts to ex 
tend the serial data rate of each channel. Pulse dispersion 
at high bit rates and the limitations of electrical circuits 
make it likely that individual link speeds will top out at 
10 to 40 Gbits/s for the forseeable future. 

High-speed clock and data recovery circuits will still be 
needed for each wavelength channel, and the market 
demand for such circuits will continue to grow in relation 
to world data transmission needs. 

As the industry becomes more mature, we will see in 
creasing pressure on vendors to increase the integration 
level of their link ICs by including limiting amplifiers, 
demultiplexers, and payload processing circuity on their 
chips. This is starting now at lower data rates (e.g., 
155 Mbits/s), and will proceed up to higher rates as 1C 
processes improve. 

The relatively uncritical data communications needs will 
likely be met adequately with future CMOS processes. 
Gigabit-rate clock and data recovery circuits can already 
be built using multiphase sampling in current CMOS pro 
cesses. Such architectures achieve high speed at the cost 
of systematic jitter caused by mismatched clock phases. 
For jitter-sensitive telecommunications applications, it is 
likely that bipolar processes will be needed for at least 
the next five to ten years. At the end of that time, bipolar 
implementations will likely be less desirable, the reason 
being that, although bipolar processes provide superior 
front-end clock and data recovery performance, they 
are not capable of the extremely high integration levels 
required for payload processing. A compromise approach 
would be to add relatively low-performance CMOS de 
vices onto an existing high-speed bipolar process. Such a 
process would then be an ideal compromise between the 
precision high-speed, low-jitter front-end clock and data 
recovery requirements and the need for large-scale digital 
payload processing on the same chip. 
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Conclusion 

The CDR 2500 is a step forward towards higher integration 
density for SONET 2.488-Gbit/s systems. HP's 25-GHz fT 
bipolar process provides good jitter performance at a 
lower cost than previous multichip GaAs implementations 
for this data rate. The HP CDR 2500 takes advantage of 
proprietary HP thick-film technology that includes etched 
fine-line gold conductors, solid filled vias, and small resis 
tors to provide excellent RF and high-speed digital perfor 
mance at a lower cost than thin-film technology. 
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Test ing Erb ium-Doped Fiber  Ampl i f iers  
EDFAs can overcome losses in long fiber-optic links independent of the digital 

bit rate, and can amplify multiple signals in a wavelength-division multiplexed 

(WDM) designers architecture. As more and more EDFAs are deployed, designers 

add new paper creating a need for more sophisticated testing. This paper 

provides a brief survey of the tests required to characterize EDFAs. 

J a m e s  R . S t i m p l e  
Jim Stimple is a project 
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doped fiber amplifier sys 

tems at the HP Lightwave Division. He has 
worked for HP since 1978. He received his 
BSEE degree from Northwestern University 
in Evanston, Illinois in 1974. 

A small child in California calls her grandmother in Germany. To her, the 

call seems effortless and Grandma sounds as if she is right there. A teenager in 

Arkansas is surfing the Net to find out about the latest in skateboard parks for 

a trip checks for the upcoming summer. A retired auto worker in Japan checks 

e-mail their see if a message from an old coworker has arrived confirming their 

upcoming fishing trip. These common, everyday events are only possible 

because of the vast deployment of capacity on the global communications 

network. 

Fiber-optics technology is the heart of this "information superhighway" which 

spans the globe. Its tremendous capacity for carrying information in digital 

form is revolutionizing the way people live and work. Linked with cellular 

phone access and computers around the world, this network provides access 

to incomprehensible amounts of information and vast connectivity. The most 

recent element adding to the success of these systems is the fiber-optic 

amplifier. 

E r b i u m - D o p e d  F i b e r  A m p l i f i e r s  

The development of erbium-doped fiber amplifier (EDFA) technology has 

greatly changed the design methodology of fiber-optic system designers. 

Traditional fiber-optic systems used regenerative repeaters to boost the signals, 

as shown in Figure la. When the length of the link exceeded the practical 

single-span passive limit, these regenerative repeaters detected the signal and 

retransmitted it with a laser, restoring the signal level as well as the signal 
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Figure 1 

(a)  L ightwave system wi th regenerat ive repeaters.  Gain is  prov ided by the e lect ronics and each regenerat ive repeater  is  
matched (EDFAs). amplifiers data rate of the system, (b) Lightwave system with erbium-doped fiber amplifiers (EDFAs). The amplifiers 
boost wavelengths. signal independent of the data rate and allow multiple wavelengths. 
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fidelity. Although these regenerative repeater systems 
worked well, they were very expensive, and once installed, 
the capacity of the link was fixed. 

With the development of EDFAs, the link losses could be 
overcome by amplification as shown in Figure Ib. Unlike 
the regenerative repeater systems, these "transparent" 
amplified systems are independent of the digital bit rate. 
This feature allows an upgrade path to higher bit rates as 
solutions to other limiting factors such as chromatic and 
polarization-mode dispersion become available. EDFAs 
are also able to amplify multiple signals in a wavelength- 
division multiplexed (WDM) system architecture, adding 
another dimension to the capacity equation. 

Many point-to-point terrestrial links are being upgraded 
from regenerative repeaters to amplified links because of 
the high cost of laying more fibers in the ground. In many 
cases, adding sections of dispersion-compensating fiber 
with each amplifier can allow upgrades in bit rate as well 
as the possibility of WDM. Amplified systems will soon 
use WDM not only for increased capacity, but as a means 
for information routing, eliminating the need for expensive 
high-speed demultiplexing and remultiplexing at each 
optical node. 

To date, the major emphasis of EDFAs has been in the 
high-capacity portions of the network, but as the cost of 
EDFAs comes down, they will also be deployed in the 

subscriber loop. Here the emphasis will be on WDM to 
allow single users high-speed access to the network. 
Thus, the EDFA is rapidly becoming the workhorse of the 
system of fibers that spans our globe. 

H o w  t h e  E D F A  W o r k s  

Figure 2 shows the simplest block diagram of an EDFA. 
The erbium-doped fiber is a silica-based fiber waveguide 
with a high concentration of erbium atoms. The presence 
of the erbium provides for ionic transitions leading to 
photon emission in the 1530-to-1570-nanometer wave 
length range. Pump lasers at one or more of the absorp 
tion wavelengths (typically 1480 nm or 980 nm) provide 

Figure 2 

EDFA block diagram. 
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Figure 3 

E DFA output  spectrum measured by an opt ica l  spectrum 
analyzer. 
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the excitation for the emission process. The fiber length is 
typically around 70 meters and amplifier small-signal gains 
of 35 dB are common. 

Figure 2 shows the pump laser in the counterpropagating 
configuration, in which the pump energy travels in the 
direction opposite to the signal. Amplifiers can be pumped 
in the copropagating direction by placing the WDM on the 
input side. Many amplifiers have both copropagating and 
counterpropagating pumps for redundancy. 

Without an input signal, the EDFA is a source of sponta 
neously emitted photons. The wavelength spectrum of 
this spontaneous emission process is determined by the 
statistical distribution of the energy bands in the erbium 
atoms. Spontaneous emission photons are of random 
phase, random direction, and random states of polariza 
tion. As these spontaneous photons travel along the fiber, 
they can replicate through the process of stimulated emis 
sion. This process creates a second photon of the same 
wavelength, phase, polarization, and direction as the first. 
The total output spectrum originating from spontaneous 
emission photons of the EDFA is called the amplified 

spontaneous emission (ASE) and is shown in Figure 3. 

With a laser signal applied at the amplifier input, many of 
the would-be spontaneous emission photons from both 

the forward and reverse directions in the fiber are stimu 
lated by photons from the laser. This not only provides 
the required amplification, but reduces the ASE as shown 
in Figure 3. 

The parametric nature of the amplification provides a 
nonlinear gain characteristic. EDFAs are generally oper 
ated in the compression region. This is highly desirable 
for long communication links because the amplifiers pro 
vide of leveling of the signal. An additional feature of 
EDFAs is their long time constants for the absorption and 
emission processes. These are typically from 100 to 
500 microseconds. Since the lasers are modulated with 
2.5-gigabit/second data or higher, there is virtually no 
distortion of the information being transmitted. This 
attribute also proves highly desirable in a WDM system 
because it eliminates the possibility of cross-modulation 
products in the amplifier, which would be devastating to 
the system integrity. 

T e s t i n g  E D F A s  

As more and more EDFAs are deployed, designers are 
adding new features to the basic design. Amplifiers are 
basically custom designed to meet the particular applica 
tion requirements. As the complexity of these amplifiers 
evolves, so does the need for more sophisticated testing. 
At Hewlett-Packard Laboratories and the HP BÃ³blingen 
Instrument and Lightwave Divisions, significant efforts 
are ongoing in test method research and the development 
of test and measurement systems for EDFAs. 

B a s i c  G a i n  a n d  N o i s e  F i g u r e  

The basic measurement requirements for an EDFA are 
simply gain and noise figure. How much amplification 
does it provide and how much degradation of the signal- 
to-noise ratio might be caused by the amplifier in a given 
application? The diagram in Figure 4 shows the basic 
measurement setup. The source is generally a tunable 
laser to allow a variety of wavelengths and powers for the 

Figure 4 

Basic setup for  measurements of  EDFA character ist ics.  
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input signal. The receiver is an optical spectrum analyzer 
to provide wavelength selection (resolution) of the output 

signal and ASE. 

The amplifier's nonlinearity complicates the measure 
ments, since the gain is a function of the input signal level 
and wavelength. The noise figure measurement is further 
complicated by the fact that the source has a spontaneous 
emission spectrum of its own in addition to the dominant 

laser spectral line. 

To accurately measure the gain characteristics of the 
amplifier, one must first specify the wavelength and power 
of the input signal. Usually the power and wavelength are 
both a range of desired values. Measuring the output signal 
level under each of these conditions will give the gain. 
The gain G in each case is simply the output signal power 
divided by the input signal power. For low signal levels, 
it is important to subtract the spontaneous emission from 
the measured output signal to obtain the true output signal 

power. 

The noise figure is calculated from an additional measure 
ment of the output ASE and the equation: 

NF = ASE/hvG + 1/G, 

where ASE is expressed in watts/Hz, h is Planck's constant, 
and v is the optical frequency in hertz. 

The ASE measurement is difficult because the spontaneous 
emission spectrum of the laser is amplified and can add to 
the ASE of the amplifier. Elimination of this effect can be 
accomplished in one of three ways: 

m Interpolation source subtraction. The level of sponta 
neous emission at the signal wavelength is interpolated 
(averaged) from measurements on either side of the 
signal and is subtracted from the signal. 

m Polarization extinction. This technique uses the fact 
that the signal from the laser and its spontaneous emis 
sions are polarized and the ASE in the EDFA is not po 
larized. By placing a polarizer in front of the optical 
spectrum analyzer and adjusting the polarization to null 
out the signal, the spontaneous emission of the tunable 
laser source is extinguished from the measurement, 
leaving ASE/2 received at the optical spectrum analyzer. 

â€¢ Time-domain extinction. This is similar to polarization 
extinction in that the effects of the source are eliminated 
rather than subtracted. This method uses the fact that 
the EDFA recovery has a long time constant. Modulating 

the tunable laser source on and off rapidly compared to 
the recovery time and measuring the ASE when the tun 
able laser source is off provides the extinction of source 

spontaneous emission. 

Other measurements that are generally included along 
with the gain and noise figure are the output signal power 
(required for gain), the integrated ASE, and the total out 
put power (signal plus the integrated ASE). 

Figure 5 shows a number of measurements using the HP 
83465A EDFA test system on a Fitel ErFA1313 amplifier. 
Figures 5a and 5b show the large-signal gain and noise 
figure as functions of wavelength from 1520 nm to 1570 
nm at an input power level of - 10 dBm. The graphs in 
Figure 6 show the effect of varying the input power level 
at a single wavelength of 1550 nm. Figure 6a demon 
strates the amplifier saturation by showing the asymptotic 
limit of the output signal power as the input level is 
increased. Figure 6b shows the same effect on the gain, 
where there is a gradual decrease in the gain from its 
small-signal (linear) value. Figure 6c shows a decrease in 
the ASE power with increasing signal level, indicating a 

Figure 5 
Large-signal gain (a) and noise f igure (b) of  an EDFA as 
funct ions of  wavelength from 1520 nm to 1570 nm at an 
input  power  leve l  o f  -  10  dBm.  
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Figure 6 
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better signal-to-noise ratio. Figure 6d shows the relative 
ly small change (3 to 5 dB) in the total output power as 
the signal input power changes over a very large range 
(35 dB). This is because the energy for the signal amplifi 
cation comes from the same source (the pump laser) as 
the ASE in the unsaturated case. 

Small-Signal Gain 

Because the EDFA is nonlinear, a simple measurement of 
the large-signal saturating laser gain may not completely 
characterize the amplifier. If one were to take a small- 
signal probe laser and measure the gain at various wave 
lengths in the presence of the saturating laser, this would 
give the small-signal gain g(X). This small-signal gain can 
also be measured with a spontaneous emission source 
instead of the probe laser. In this case g(K) is called the 
noise gain profile. 

In the case of a single-channel system, g(X) gives the 
wavelength of the gain peak, which tells the designer 
the best operating wavelength to avoid a buildup of ASE. 

In the case of a WDM system, g(X) tells the user how the 
multiple laser channels will share the available gain of the 
amplifier. It can also be used to characterize an effect 
called spectral hole burning, which is a depletion of gain 
over a narrow wavelength range caused by a large saturat 
ing laser. By measuring g(X) at a matrix of pump currents, 
saturating wavelengths, and input powers, a very com 
plete model of the EDFA can be obtained that will predict 
its behavior in virtually any system environment. 

Figure 7 shows a measurement of the noise gain profile 
at a single saturating wavelength of 1550 nm and a variety 
of saturating powers. Note the difference between g(Ji) at 
- 10 dBm shown in Figure 7 and the large-signal gain 
variation with wavelength shown in Figure 5a. Figure 5a 
is much flatter because of the change in saturation level 
as the signal wavelength is tuned. 

Polarization Effects 

The polarization of the laser light always creates chal 
lenges in lightwave measurements. Since most systems 
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Figure? 

Noise gain prof i le at  a s ingle saturat ing wavelength of  
J 550 nm and a variety of saturating powers. 
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use standard circularly symmetric fibers, the polarization 
of the signals is not preserved. In measuring the gains pre 
viously mentioned, it is desirable to measure the unpolar- 

ized gains. Since the lasers used to saturate the amplifier 
are polarized, this can be accomplished using a technique 
called polarization randomizing. Varying the state of 
polarization with time and averaging the measurements 
over a sufficiently long time window yields a measure 
ment that converges to the unpolarized gain. 

In addition to the average gains, a user may want to know 
the magnitude of the changes in gain and noise figure re 
sulting from changes in the state of polarization of either 
the saturating signal or the probe signal. These effects are 
of great importance in systems with many cascaded am 
plifiers. This variation is measured by simply recording 
the maximum and minimum gains over the time window. 

Return Loss and Isolation 
Since the EDFA has the potential for gain in both direc 
tions, many systems require splicing the amplifiers into the 
system or the use of high-return-loss angled connectors. 
Verification of the input and output return loss and the 
reverse isolation is another test requirement for EDFAs. 

Return loss is measured using a fused fiber coupler with 
good directivity. This separates a sample of the forward 
propagating wave from the reverse propagating wave. 

Isolation is simply a gain measurement in the reverse di 
rection. However, since the gain is nonlinear, the simplest 
way to make this measurement is to measure reverse gain 
at low saturation (without a forward propagating wave) 
and correct the gain for the ratio of the saturated and 
unsaturated small-signal gains. 

In addition, small reflections inside the EDFA can cause 
multipath interference. This is most apparent in cable TV 
applications of EDFAs. Verification of the absence of am 
plifier internal reflections is a very complicated procedure 
beyond the scope of this paper. 

Monitors 
Many EDFAs have features called monitors, which are 
simply optical signal-level taps. They detect the level of 
light at the input, at the output, and at the output in the 
reverse direction. These monitors are used for fault detec 
tion and signal-level monitoring and control. A complete 
measurement system will characterize and verify the oper 
ation of these features. A digital voltmeter is used as the 
sensing apparatus and the tunable laser source power and 
wavelength are varied as total output power measurements 
are made by the optical spectrum analyzer. 

Device Setup 
In many cases the test system provides the interfaces to 
the EDFA pumps by means of a laser diode controller. 
These lasers are mounted on a thermoelectric cooler sys 
tem with a thermistor as the temperature sensing element. 
The controller regulates the laser temperature by closing 
the control loop to maintain the thermistor resistance 
constant. The controller also supplies the laser with bias 
current. Sometimes there is a monitor photodiode on the 
back facet of the laser to monitor the laser power. In this 
case the laser power can be leveled by monitoring the 
photocurrent and controlling the laser current. 

Parametr ic  Measurements 
When the test system is used to set up the amplifier, the 
system operator is able to make parametric measurements. 
For example, the gain and noise figure can be measured 
as a function of pump laser current or pump laser 
temperature. This is very important for determining 
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the optimum parameters for best amplifier performance. 
Optimization is becoming more important in the case of 
amplifiers used for WDM applications since the manage 
ment of signal-to-noise ratio is more critical because of 
the lower power of each channel. 

A good example of optimization is in the case of an ampli 
fier with a built-in filter to equalize or flatten the naturally 
rounded peak of the gain. Since the gain slope changes 
with both pump power and input drive level, for a fixed 
input drive level there is an optimum pump power for 
best gain flatness. The optimum pump power setting 
can be determined by making multiple small-signal gain 
measurements as a function of pump power setting. On 
a plot of gain slope (the derivative of small-signal gain) 
versus pump power, the optimum setting is the power 
where the slope is zero. 

C o n c l u s i o n  

As the market for EDFAs matures, the designs are becom 
ing more complex. Along with this complexity comes the 

need for sophisticated test methods that are fast and 
accurate, yet able to verify all of the features of the prod 
uct for utmost reliability. By supplying test systems, tools 
for research, and consulting for the latest in measurement 
techniques, HP test and measurement groups are doing 
their part to ensure that the manufacturers of EDFAs 
have the testing capacity to meet their rapidly increasing 
demand. 

B i b l i o g r a p h y  

1. C.R. Giles and E. Desurvire, "Modeling Erbium-Doped Fiber 
Amplifiers," Journal of Lightwave Technology, Vol. 9, no. 2, 
February 1991. 

2. D.M. Baney and J. Stimple, "WDM EDFA Gain Characterization 
with a Reduced Set of Saturating Channels," IEEE Photonics 

Letters, Vol. 8, no. 12, December 1996, pp. 1615-1617. 

3. H. Chou and J. Stimple, "Inhomogeneous Gain Saturation of 
Erbium-Doped Fiber Amplifiers," Conference on Optical Ampli 

fiers and their Applications Technical Digest, 1995, paper 
ThEl-1. 

December 1997 â€¢ The Hewlett-Packard Journal 

© Copr. 1949-1998 Hewlett-Packard Co.



Hewlett-Packard Professional Books 
This available is published by PTR Prentice Hall, and copies are available in bookstores worldwide. Listed below are 
the books published in 1997. A list of all books with summaries, bookstores, and corporate sales order information 
is available on the HP Press web page at URL: http://www.hp.coni/go/retailbooks 

Networks/Networking 
Greenberg, J. R., A Methodology for Developing and Deploying Internet and 
Intranet Solutions, Prentice Hall PTR, December 1997, ISBN 0-13-209677-3. 

Mikkelsen, Tim and Pherigo, Suzanne, Practical Software Configuration Manage 
ment: The Latenight Developers Handbook (book/CD-Rom package), PTR Prentice 
Hall, May 1997, ISBN 0-13-240854-6. 

Orzessek, Michael and Sommer, Peter, ATM & MPEG-2: Integrating Digital Video 
into Broadband Networks, PTR Prentice Hall, August 1997, ISBN 0-13-243700-7. 

HP-UX System Administration 
Poniatowski, Marty, HP System Administration Handbook and Toolkit (book/ 
CD-Rom package), PTR Prentice Hall, November 1997, ISBN 0-13-905571-1. 

Poniatowski, Marty, Windows NT and HP-UX System Administrator's "How To" 
Book, PTR Prentice Hall, May 1997, ISBN 0-13-861709-0. 

Programming 
Chew, Fred, The Java C++ Cross Reference Handbook (book/CD-Rom package), PTR 
Prentice Hall, November 1997, ISBN 0-13-848318-3 
Helsel, Robert, Visual Programming With HO Vee, 2nd Edition, PTR Prentice Hall, 
January 1997, ISBN 0-13-631797-9. 

Computer Security 
Pipkin, Don, Halting the Hacker, PTR Prentice Hall, January 1997, ISBN 
0-13-243718-X. 

Software Development 
Grady, Hall, B., Successful Software Process Improvement, PTR Prentice Hall, 
May Ã997, ISBN 0-1 3-626623-1. 

Object-Oriented 
Chaudri, Akmal and Loomis, Mary, Object Databases in Practice, PTR Prentice 
Hall, December 1997, ISBN 0-13-899725-X. 
Mellquist Peter, SNMP++: An Object-Oriented Approach to Developing Network 
Management Applications, PTR Prentice Hall, August 1997, ISBN 0-13-264607-2. 

Peripherals 
Day, Jerry, Color Scanning Handbook: Your Guide to Hewlett-Packard ScanJet Color 
Scanners, PTR Prentice Hall, July 1997, ISBN 0-13-357211-0. 

Test & Measurement 
Derickson, Dennis, Fiber-Optic Test & Measurement, PTR Prentice Hall, October 
1997, ISBN 0-1 3-534330-5. 

Manufacturing 
Eisemann, Robert, Machinery Malfunction Diagnosis and Correction: Analysis and 
Trouble Shooting for Process Industries, Prentice Hall PTR, December 1997, ISBN 
0-13-240946-1. 
Mahoney, R. Michael, High-Mix Low Volume Manufacturing, PTR Prentice Hall, 
March 1997, ISBN 0-1 3-255688-X. 

December 1997 Â«The Hewlett-Packard Journal 

© Copr. 1949-1998 Hewlett-Packard Co.



The Hewlet t -Packard Journal  
The  Hew le t t -Packa rd  Jou rna l  i s  pub l i shed  by  t he  Hew le t t -Packa rd  Company  t o  r ecogn i ze  t echn i ca l  con t r i bu t i ons  made  by  Hew le t t -  
Packa rd  (HP)  pe rsonne l .  Wh i l e  t he  i n fo rma t i on  found  i n  t h i s  pub l i ca t i on  i s  be l i eved  to  be  accu ra te ,  t he  Hew le t t -Packa rd  Company  d i s  
c la ims  a l l  war ran t ies  o f  merchan tab i l i t y  and  f i t ness  fo r  a  pa r t i cu la r  pu rpose  and  a l l  ob l i ga t i ons  and  l i ab i l i t i es  fo r  damages ,  i nc lud ing  bu t  
no t  l im i ted  to  ind i rec t ,  spec ia l ,  o r  consequen t ia l  damages ,  a t to rney 's  and  exper t ' s  fees ,  and  cour t  cos ts ,  a r i s ing  ou t  o f  o r  i n  connec t ion  
w i t h  t h i s  pub l i ca t i on .  

Subscriptions 
The Hewle t t -Packard  Journa l  i s  d is t r ibu ted  f ree  o f  charge to  HP research ,  des ign ,  and manufac tur ing  eng ineer ing  personne l ,  as  we l l  as  
to  qua l i f ied  non-HP ind iv idua ls ,  l ib rar ies ,  and educat iona l  ins t i tu t ions .  

To  rece ive  an  HP employee subscr ip t ion  send an  e-mai l  message ind ica t ing  your  HP ent i t y ,  employee number  and mai ls top  to -  
I d c j i t p r o @ h p 0 0 0 0 . h p . c o m  

Qual i f ied non-HP ind iv iduals ,  l ib rar ies,  and educat ional  ins t i tu t ions in  the U.S.  can request  a  subscr ip t ion by go ing to  our  websi te  and 
fo l low ing  the  d i rec t ions  to  subscr ibe .  

To  reques t  an  In te rna t iona l  subscr ip t ion  loca te  your  neares t  count ry  representa t i ve  l i s ted  on  our  webs i te  and con tac t  them d i rec t l y  fo r  a  
subscr ip t ion .  Free subscr ip t ions  may not  be  ava i lab le  in  a l l  count r ies .  

Back  i ssues  o f  t he  Hew le t t -Packa rd  Jou rna l  can  be  o rde red  th rough  ou r  webs i te .  

Our Website 
Cur ren t  and  recen t  i s sues  a re  ava i l ab le  on l i ne  a t  h t t p : / /www.hp .com/hp j / j ou rna l . h tm l  

Submissions 
A l though  a r t i c l es  i n  t he  Hew le t t -Packa rd  Jou rna l  a re  p r imar i l y  au tho red  by  HP  emp loyees ,  a r t i c l es  f r om non -HP au tho rs  dea l i ng  w i t h  

IP - re la ted  resea rch  o r  so lu t i ons  to  techn ica l  p rob lems  made  poss ib le  by  us ing  HP equ ipmen t  a re  a l so  cons ide red  fo r  pub l i ca t i on .  
B e f o r e  d o i n g  a n y  w o r k  o n  a n  a r t i c l e ,  p l e a s e  c o n t a c t  t h e  e d i t o r  b y  s e n d i n g  a n  e - m a i l  m e s s a g e  t o :  h p j o u r n a l @ h p . c o m  

Copyright  
Copyr ight  Â© 1997 Hewlet t -Packard Company.  A l l  r ights  reserved.  Permiss ion to  copy wi thout  fee a l l  or  par t  o f  th is  publ icat ion is  hereby 
granted prov ided that  1  )  the copies are not  made,  used,  d isp layed,  or  d is t r ibuted for  commerc ia l  advantage;  2)  the Hewlet t -Packard 
Company copyr ight  not ice and the t i t le  o f  the publ ica t ion and date  appear  on the cop ies;  and 3)  a  not ice appears  s ta t ing that  the copy ing 
i s  by  permiss ion  o f  the  Hewle t t -Packard  Company .  

Inquiries 
Please address inqu i r ies ,  submiss ions,  and requests  to :  Editor 

Hewle t t -Packard  Journa l ,  Ma i l  S top  20BH,  
3000 Hanover  St reet  
Palo Alto, CA 94304-1 185 U.S.A. 

â € ¢  H E W L E T T - P A C K A R D  " *  

Journal 
DECEMBER 1997 â€¢ Volume 48, Number 5 

Techn ica l  In fo rmat ion  f rom the  Hewle t t -Packard  Company 

5965-5920E 
© Copr. 1949-1998 Hewlett-Packard Co.


	Communications Challenges of the Digital Information
	Residential Communications
	Optical Networks: Backbones for Universal Connectivity
	SpectraLAN:  A Low-Cost Multiwvelength Local Area Network
	Gigabyte-per-Second Optical Interconnection Modules for Data Communications
	Developing Leading-Edge Fiber-Optic Network Link Standards
	1300-nm Strained Quantum Well Lasers For Fiber-Optic Communications
	Flip-Chip Photodetector for High-Speed Communications Instrumentation
	Testing Erbium-Doped Fiber Amplifiers
	Hewlett-Packard Professional Books

