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PREFACE 

This volume contains 46 of the best and most popular articles 

selected from The Lenkurt Demodulator during the five year period 

from 1966 through 1970. The articles are grouped topically into five 

sections — I. Multiplex Technology, II. Microwave Radio, III. Data 

Transmission, IV. General Communications, and V. Solid-State 

Design. An expanded table of contents is included for quick 

reference to the subjects covered in each article. A detailed index is 

included at the end of this volume for easy reference to any 

particular subject covered in Volume 1 or Volume 2. 

These articles have been reprinted without change; therefore, 

occasional references may be found to articles not appearing in this 

volume. Some outdated articles have been included for their 

historical and tutorial value. 

EDITOR 
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Operating Standards 

For Frequency Division 

Multiplex Systems 

Operating standards in the communications industry help to provide 
an efficient means of linking together hundreds of separate and inde-
pendent networks throughout the world. They are necessary to achieve 
uniform performance and to insure high quality transmission. This article 
mentions the prominent communications agencies that have contributed 
to standardization, and discusses some of the important characteristics 
needed to interconnect different frequency division multiplex systems. 

0 ne of the most valuable assets 
of any society is freedom of 

communication. The unrestricted trans-
fer of information and ideas is vital to 
promote education, commerce, business, 
and government operation; and to pro-
tect the welfare and security of a free 
nation. 
The vast telecommunications net-

works that have been developed in the 
United States and the rest of the free 
world have indeed become great na-
tional resources. These networks carry 
voice and telegraph messages and a 
variety of other forms of communica-
tions such as data, facsimile, and tele-
vision, to almost any place in the world. 

The services provided by these net-
works must be reliable, economical, and 
increasingly useful in order to advance 
user satisfaction. 
The enormous success of the com-

munications industry certainly can be 
attributed to continual improvements 
made in the quality of service and to 
the increasing efficiency of equipment 
and facilities. This, of course, has re-
sulted in lower costs and has permitted 
almost everyone to fulfill his essential 
communications needs. 

Perhaps one of the most significant 
factors that has contributed to the 
progress of communication systems has 
been the development of universal 
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operating standards. To achieve total 
worldwide communications, thousands 
of separate networks have to be linked 
together. It is extremely desirable, 
therefore, that each of these networks 
be able to handle the same types of 
electrical signals. If it is relatively easy 
to transfer signals from one system to 
another, the communications services 
are apt to be more economical and 
efficient. In a growing and dynamic 
world, it would certainly be impracti-
cal to develop communications net-
works that, because of technical differ-
ences, could not transfer messages to 
adjacent systems without complicated 
and expensive conversion equipment. 
This would be tantamount to railroad 
systems having tracks of different 
gauges! 

It is also very important that each 
network preserve the quality of trans-
mission. This means that the perfor-
mance characteristics of these systems 
must conform to a set of rules which 
specify standards of operation. In an-
swer to this, many written standards 
and practices have been developed 
to cover not only operating prob-
lems, but almost every aspect of elec-
trical communications. These standards 
provide the basis of comparing and 
evaluating the performance of com-
munications systems. Although the use 
of such standards often is not obliga-
tory, they are essential and are generally 
recognized and accepted by the commu-
nications industry. The particular stand-
ards adopted depend, of course, on the 
type of system, its intended use, and the 
performance requirements necessary to 
interconnect it with other systems. 

Who Issues Standards? 

In the United States, the most widely 
used standards or performance ob-
jectives are those of the Bell System 
and the Department of Defense. The 

Bell System has developed most of the 
standard practices that are used by the 
telephone industry to interconnect long-
haul multiplex and carrier systems in 
North America. These standards are 
contained in publications known as 
Bell System Practices (BSP's). 

For the huge worldwide Defense 
Communications System (DCS), a 
separate set of standards has been estab-
lished. Operation of the DCS is con-
trolled by the Defense Communications 
Agency (DCA) which issues DCS 
Engineering-Installation Standards to 
assure uniform high-quality perfor-
mance of each segment of the system. 
Where appropriate, these military 
standards agree with those developed 
for use by the telephone industry. 
There are other agencies and or-

ganizations that play a very active role 
in developing operating standards 
for carrier and multiplex systems. 
Prominent among these are the Com-
munication and Signal Section of the 
American Association of Railroads 
(AAR) and the Rural Electrification 
Administration (REA) of the Depart-
ment of Agriculture. Also, the Elec-
tronics Industries Association (EIA) 
has been very active in helping to 
standardize the characteristics of digital 
data signals that are to be transmitted 
over communications systems. 

Another important set of standards 
used in the development of carrier tele-
phone systems is produced by an or-
ganization known as the International 
Telegraph and Telephone Consultative 
Committee (CCITT). This body is a 
branch of the International Telecom-
munications Union ( ITU), located in 
Geneva, Switzerland. The ITU is an 
agency of the United Nations. 
The CCITT issues recommendations 

for standardizing international tele-
phone and telegraph circuits. The need 
for such recommendations developed 
originally in Europe where many dif-
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ferent telephone administrations had to 
interconnect at international borders. 
Unlike other parts of the world, Europe 
has many dense population centers con-
centrated in small political divisions. 
Because of the relatively short distances 
separating these populated areas, there 
is a great amount of telephone traffic 
between them. Therefore, it was neces-
sary to establish an international co-
operative organization where the na-
tions involved could get together and 
agree on universal standards. Such 
agreements have been very effective in 
assuring that international circuits of 

8 

552 

NOTE; 
ALL FREQUENCY 
RANGES AND 
CARRIERS ARE 
IN KILOHERTZ. 

Figure 1. Frequency allocation and 
modulation plan, 600-channel multi-

plex system. 

various national telephone administra-
tions and common carriers are com-
patible. Today, countries all over the 
world who are interested in promoting 
and developing international telecom-
munications networks, are represented 
in the CCITT. 

Frequency Allocation and 
Modulation Plans 
One of the most important aspects 

of interconnecting frequency-division 
multiplex and carrier systems is the 
assignment of frequencies. Each type 
of carrier and multiplex system employs 
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some type of modulation scheme to 
shift the voice-frequency signals re-
ceived from user equipment to some 
suitable line or baseband frequency 
range. These schemes are referred to 
as frequency allocation and modulation 
plans. 

Whenever two carrier systems are 
connected in tandem, signals at the 
interface point must conform to the 
technical requirements of the receiving 
system. Of course, signals at line or 
baseband frequencies can be simply de-
modulated to the voice-frequency range 
and then transferred to the next system. 
This method, although acceptable, has 
proven to be rather inefficient in many 
cases. Extra equipment is needed to de-
modulate the signals and each addi-
tional modulation and demodulation 
step adds distortion to the signal. What 
was needed was a standard modulation 
plan which would allow different car-
rier and multiplex systems to be inter-
connected directly at line or baseband 
frequencies or at some intermediate 
stage of modulation. This would allow 
groups of channels to be transferred 
between systems without the need for 
extra equipment and unnecessary modu-
lation steps. 
When the Bell System began de-

veloping its wideband coaxial cable 
carrier system in the 1930's, consider-
able thought was given to standardiz-
ing single-sideband suppressed-carrier 
multiplex terminal equipment. One of 
the results of this effort was the estab-
lishment of a standard modulation plan 
for groups of channels. To accomplish 
this it was first necessary to standardize 
the spacing of channel carriers; the Bell 
System decided on a uniform spacing 
of 4 kHz. This would permit all 
channel carriers to be harmonically re-
lated to 4 kHz and would allow room 
to improve the quality of speech trans-
mission with advances in filter design. 
The next step was to formulate a basic 

modulation plan that could be used 
in open-wire and multipair cable sys-
tems as well as wideband coaxial cable 
systems. With 4-kHz channel spac-
ing, single-sideband suppressed-carrier 
open-wire systems operating with line 
frequencies above 30 kHz (this would 
place such systems above the Bell Sys-
tem's 3-channel type C carrier system) 
could only handle about 12 channels. 
So it was decided to establish a basic 
modulation plan for 12 channels. Co-
axial cable systems (and later micro-
wave radio systems) were, of course, 
not limited to 12 channels, but stand-
ard 12-channel groups could be used as 
building blocks to form systems with 
hundreds of channels by simply using 
additional stages of modulation. Since 
the practical lower frequency limit for 
coaxial cable was about 60 kHz, the 
standard 12-channel group was estab-
lished with a frequency range of 60 to 
108 kHz. 
This standard 60 to 108 kHz 12-

channel group has received wide ac-
ceptance as the basic building block 
for long-haul carrier and multiplex sys-
tems, and has been adopted by CCITT 
for use in international circuits and by 
the DCA for use in the Defense Com-
munications System. Additionally, a 
standard 60-channel supergroup, 
formed from five 60 to 108 kHz 
channel groups, has been adopted for 
use in wideband systems. This super-
group has a frequency range of 312 to 
552 kHz. 
An example of a frequency alloca-

tion and modulation plan for a 600. 
channel multiplex system is shown in 
Figure 1. In the first modulation stage 
for this plan, each voice-frequency in-
put signal modulates one of 12 channel 
carriers spaced 4 kHz apart. The lower 
sideband signals are selected to provide 
the standard 60 to 108 kHz 12-channel 
group. In the second modulation stage, 
five 12-channel groups each modulate 
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Figure 2. DCS and CCITT reference circuits. 

a separate group carrier to produce a 
standard 60-channel supergroup with a 
frequency range of 312 to 552 kHz. Ten 
of these supergroups are needed to form 
the 600- channel system. 

In the final stage of modulation, nine 
of the ten supergroups each modulate 
a separate supergroup carrier, resulting 
in line frequencies ranging from 60 to 
2540 kHz. One of the supergroups 
(supergroup number 2) is applied di-
rectly to the line at the 312 to 552 kHz 
frequency level. 

This particular 600-channel modula-
tion plan is recommended by the 

corr and is standard for use in the 
Defense Communications System. The 
Bell System uses a slightly different line 
frequency range for their type L wide-
band carrier and multiplex systems. In 
the type L system, the modulation 
plan is the same as the one described, 
through supergroup 8. Supergroups 9 
and 10, however, employ carriers of 
1860 and 3100 kHz, respectively, re-
sulting in an upper line frequency of 
2788 kHz rather than 2540 kHz. 

Modulation plans can be expanded 
to meet the future needs of higher 
density wideband multiplex systems re-
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quiring 2700 or more channels. These 
expanded plans are formed by addi-
tional modulation steps using higher 
order master and supermaster channel 
groups. By adhering to these standard 
frequency allocation and modulation 
plans, it is possible to directly inter-
connect 12-channel, 60-channel, and 
higher order channel groups of various 
carrier and multiplex systems, without 
having to first demodulate the signals 
down to the voice-frequency range. 

For single-sideband suppressed-car-
rier open-wire carrier systems, the 
standard frequency allocation and mod-
ulation plan provides up to 12 channels. 
Since open-wire systems are typically 
2-wire systems, the frequencies trans-
mitted to the line must be different for 
each direction of transmission. This 
establishes what is known as an equiv-
alent 4-wire system. The two directions 
are conveniently referred to as the east-
west direction and the west-east direc-
tion. 

After the 12 voice-frequency chan-
nels have been translated to the 60 to 
108 kHz group level, they are then 
shifted to one of four staggered line 
frequency allocations. Staggered line 
frequency allocations are necessary to 
overcome unacceptable crosstalk where 
different systems share the same open-
wire lead. The four staggered line 
groups are shown in Table 1. 

This open-wire modulation plan is 
used in the Bell System type J carrier 
system and is specified standard by the 
DCA and CCITT. 
The standard 60 to 108 kHz group 

modulation plan is also used in multi-
pair cable carrier systems to provide 12 
or 24 channels. The line frequencies for 
cable systems are also different for each 
direction of transmission. The DCA 
prescribes a 12-channel system with 
line frequencies of 6 to 54 kHz for 
one direction and 60 to 108 kHz for 
the other direction. 

The standard 24-channel plan used 
by the telephone industry requires two 
basic 60 to 108 kHz 12-channel groups. 
Again the line frequencies are different 
for each direction of transmission. 
Typically, the channels in one direction 

TABLE 1. 

Staggered line frequency allocations for 12-
channel open-wire carrier system. 

SYSTEM 
WEST-EAST 

DCA CCITT 

A SOJ-A-12 36 to 84 kc 

Sal- B-12 36 to 84 kc 

SOJ-C-12 36 to 84 kc 

D SOJ-D-12 36 to 84 kc 

EAST-WE5 

92 to 140 k 

95 to 143 I 

93 to 141 I 

94 to 142 k 

are referred to as the low line group, 
and have a frequency range of 36 kHz 
to 132 kHz. The channels in the other 
direction, called the high line group, 
have a frequency range of 172 to 268 
kHz. 

Performance Objectives 
In order to define standard perfor-

mance objectives of communications 
systems, the CCITT, the United States 
telephone industry, and the DCA 
have established hypothetical reference 
circuits. These circuits are of a specified 
length and are composed of a certain 
number of links. The amount of equip-
ment in each link varies depending on 
whether the transmission path consists 
of open wire, cable, or radio. The 
reference circuits are complete trans-
mission systems interconnecting two 
audio-frequency terminals. Each link 
consists of a number of 4-wire, nomi-
nally 4-kHz voice- frequency circuits de-
rived from single-sideband suppressed-
carrier frequency-division multiplex 
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equipment using standard modulation 
plans. Such hypothetical reference cir-
cuits are very useful in establishing 
guidelines for the performance char-
acteristics of a communications system. 
The ccrrr reference circuit, Figure 

2A, is 2500 kilometers (1550 statute 
miles) long and consists of three tan-
dem links with interconnections made 
at group and supergroup frequency 
levels. In the United States, the tele-
phone industry uses a reference circuit 
of 4000 miles, made up of a maximum 
of seven links. However, from a per-
formance standpoint the two circuits 
provide essentially the same results. 
The DCS reference circuit for wide-

band systems is shown in Figure 2B. 
This hypothetical circuit is 6000 nauti-
cal miles long and consists of six tan-
dem links each approximately 1000 
miles long and interconnected on a 4-
wire basis at the audio-frequency level. 
Each link is divided into three sections 
of equal length and consists of wire or 
radio facilities plus necessary repeaters 
and frequency division multiplex equip-
ment. 
Through the use of these hypotheti-

cal reference circuits, it is possible for 
various manufacturers to develop multi-
plex equipment with uniform perfor-
mance capabilities. In addition to the 
type of multiplexing and associated 
frequency allocations and modulation 
plans, the reference circuits are used to 
define and standardize other circuit 
characteristics such as noise objectives, 
power levels, impedances, pilots, and 
signaling in order to interconnect 
groups of channels at carrier frequen-
cies. 

Power level is a very important 
factor which must be considered when 
establishing guidelines for intercon-
necting multiplex systems. The amount 
of power required at the voice-fre-

quency input and output circuits of 
multiplex systems is determined by the 
needs of the subscriber or user equip-
ment, or the switching center in the 
communications system. In the United 
States, the standard used to set the 
levels for speech transmission is a 1000-
Hz test tone at a level of 0 dBm.0. The 
CCITT specifies an 800-Hz tone for 
the same purpose. 

Both the Bell System and the DCA 
have standardized the input level of 
speech signals at — 16 dBm and the 
output level at + 7 dBm with a bal-
anced circuit impedance of 600 ohms. 
These levels result in a net gain of 
23 dB from the input of the multiplex 
transmit channel to the output of the 
distant multiplex receive channel. The 
CCITT also recommends a voice-fre-
quency circuit impedance of 600 ohms, 
but has not specified any standard 
voice- frequency power levels. 

Conclusion 
The development of universal oper-

ating standards for carrier and multiplex 
systems has certainly been a tremendous 
help in advancing worldwide interna-
tional communications. Such standard-
ization has made it possible to transfer 
groups of channels at carrier frequen-
cies directly from one communications 
system to another. This has resulted in 
communication services with greater ef-
ficiency, better quality, and lower costs. 

Direct Distance Dialing in the United 
States is an excellent example of what 
can be achieved through the use of op-
erating standards for communications 
transmission equipment. With the ad-
vent of worldwide multiple-access com-
munications satellites the need for uni-
versal standards for interconnecting 
carrier and multiplex systems will cer-
tainly become more and more signifi-
cant. 
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Subscriber carrier transmission systems economi-
cally expand existing cable capacity to meet the 
demand for additional voice and data circuits. 

Man's unbounded desire to com-
municate has led to an 

ever increasing demand for new tele-
phone circuits. A method of increasing 
telephone circuits without adding 
thousands of miles of wire is obviously 
desirable (Figure 1). While putting 
paired wires into cables serves to re-
move some of the wire from view, the 
problem of continually enlarging the 
number of physical circuits to satisfy 
the increasing demand remains. 

Multiplexing permits simultaneous 
transmission of two or more signals 
over the same telephone circuit and 
has been one of the most valuable 
developments in the telephone indus-
try since the early 1900's. Of course, 
the first multiplex carrier equipment 
was expensive and only practical for 
long distance circuits. As technology 
improved this condition changed. 

The reduction in cost of multiplex 
equipment played an important role in 
the expansion of carrier for short haul 
transmission. One advance that made 
carrier practical for short haul trans-
mission was in semiconductor technol-
ogy, resulting in high performance, 
low cost transistors. The use of inte-
grated circuits also improved perfor-
mance and reliability, thereby decreas-
ing cost still further. 

Carrier transmission over open wire 
or cable between the central office and 
a subscriber is called subscriber carrier 
or station carrier. These systems pro-
vide less expensive transmission by 
using the medium more effectively. An 
ordinary cable pair carries one voice or 
data channel. The same cable pair, 

using a station carrier system can carry 
six carrier frequency derived circuits 
which can be used for voice or data. 

Three Types 
There are three basic types of sub-

scriber carrier systems in use today. 
Each is designed to satisfy specific 
requirements, and each offers individ-
ual economic advantages. One class of 
subscriber carrier effectively extends 
the reach of the central office to 
outlying areas (as much as 30 miles 
away) and may carry 20 or more 
channels. A second type, providing six 
channels, serves to expand cable facili-
ties closer to the central office. The 
third is a single-channel system specif-
ically designed to add one additional 
subscriber to a cable pair easily and 
inexpensively at distances under 3.5 
miles (5.4 kilometers). 

Although the three types have dif-
ferent uses, they have some common 
advantages. All can be used with a 
combination of standard gauge cables. 
Minimum maintenance is possible be-
cause of the advantage of simply re-
placing defective equipment. Cable ad-
ditions can, also, be deferred and 
planning flexibility provided using any 
of these carrier systems. 

Multi-channel systems provide even 
greater service flexibility because each 
channel can be used for party-line 
service. 

Multi-channel carrier equipment, 
for relief of existing facilities, is pre-
sently most practical at about 4 miles 
(6.4 kilometers) from the central of-
fice (Figure 2). Whereas presently, for 
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initial installation, closer than 10 miles 
(16 kilometers) multi-channel equip-
ment is not always practical. Cable 
must be installed initially, even when 
carrier is used; therefore, the economic 
trade-offs differ for initial and relief 
installations. 

Upgrading and Expanding 
Subscriber carrier first proved suit-

able for expanding cable and wire to 
rural and sparsely populated areas. 
Customers in these locations were ac-
customed to multi-party service and 
shared a circuit with as many as nine 
neighbors. As the economy of the 
established rural population changed, 
demands for urban quality service in-
creased. The migration of urban work-
ers — accustomed to single or two-
party service — to rural areas has also 
added pressure for improved telephone 
service. 

One-party service is being establish-
ed under ambitious upgrading pro-
grams. Improving service by adding 
new physical circuits to remote areas, 
however, is not always economically 
practical. Factors, such as the need for 
automatic toll ticketing and increased 
copper and labor costs, also influence 
the decisions of planning engineers 

Figure 1. Maze of 
wires in this 1909 
photograph epito-
mized telephone cir-
cuits before multi-
plex techniques were 
developed. 

Bell Labs RECORD 

toward layout of new systems and 
planning the company's approach to 
growth areas. 

The general need to upgrade ser-
vice, relieve cable congestion, and pro-
vide growth margins in new develop-
ments has enhanced the addition of 
carrier equipment to exchange loop 
facilities. Carrier systems upgrade ex-
isting service and provide new service 
in areas without spare cable pairs. 
Additional benefits are realized in 
planning new cable installations a-
round carrier systems. 

Station carrier is also being used to 
provide temporary service for such 
functions as charitable and political 
campaigns, conventions, county fairs, 
home shows, sports events, etc. The 
largest application to date has been to 
provide immediate relief for a fraction 
of the cost of new cable installation. 
Carrier has gained recognition control-
ling new construction while meeting 
customer requests for additional and 
upgraded service in areas where facili-
ties are already used to capacity. 

Comparison 
Carrier systems used to supplement 

existing physical circuits must provide 
a high degree of reliability, transmis-
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Figure 2. For relief of overloaded facilities, the green areas indicate, at the present 
level of technology, each system's recommended operating range. 

sion performance, flexibility, and 
economy compared to the alternative 
use of cable. 

Since carrier systems operate over 
physical circuits, total system reliabil-
ity is the sum of the carrier reliability 
and the reliability of the physical 
circuit. Designing high reliability car-
rier equipment is thus a primary re-
quirement. Although such tight qual-
ity control increases the product cost, 
frequent service complaints and high 
repair costs are not an acceptable 
compromise. Today's carrier systems 
have been able to maintain high relia-
bility at reduced costs by using inte-
grated circuits and semiconductor de-
vices. 

Transmission Performance 
Transmission advantages obtained 

from carrier derived circuits include 
signal consistency and stability. The 
quality of a carrier signal is almost 
identical at any cable length. In ad-

dition, net losses can be carefully 
controlled, and environmental con-
ditions will have little effect on the 
stability of the circuits. 

Long physical circuits (approxi-
mately 8 - 10 miles) contribute to 
increased noise, delay distortion, and 
degraded frequency response. These 
are major considerations especially 
when data is being transmitted. These 
parameters are degraded with increas-
ing cable length. Using carrier, long 
loop transmission performance is sig-
nificantly improved. 

With station carrier systems such as 
Lenkurt's 82A, all carrier frequency 
signals leaving the central office are 
fixed at the same level. In the indivi-
dual subscriber terminal, the received 
carrier level is regulated and the voice 
frequency is then detected. The carrier 
signal from the subscriber back to the 
central office is automatically pre-
adjusted to compensate for cable loss. 
Channel signal levels within a carrier 
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system will be different because each 
channel is a different frequency and 
line loss varies with frequency. How-
ever, the level of a particular channel 
frequency in one system will be the 
same as the level of the same channel 
frequency in another system operating 
over cable pairs within a common 
cable sheath. 

This automatic regulation reduces 
far-end crosstalk between systems by 
maintaining similar levels for all sys-
tems within the cable sheath, regard-
less of channel terminal location. 

The automatic signal regulation 
eliminates the need for manual level 
adjustment and also makes it possible 
to install and maintain the equipment 

by personnel not familiar with elec-
tronic circuits. 

Figure 3. The subscriber terminal, shown here pole mounted, may be placed at 
any point along the cable. 

Installation 
Carrier systems can be added to 

almost any type physical circuit — 
open wire, cable (aerial and buried), or 
a combination of open wire and cable 
— to increase the number of circuits 
available for voice and data transmis-
sion, or to reach out distances where 
transmission limitations prevent the 
use of voice frequency circuits. 

Once preliminary engineering is 
completed and a cable has been spec-
ified, carrier installation with systems 
such as Lenkurt's 82A and 83A is 
routine and much faster than installa-
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Figure 4. Operations at the Charlotte Speedway in North Carolina, were able to 
start on time, with the necessary additional telephone service provided by 
Lenkurt's 82 A Station Carrier system. 

tion of additional cable. Carrier equip-
ment is installed at the same time as 
the home instrument, and can be 
placed at any point along the cable. 
No field adjustments are needed. The 
subscriber terminals and repeaters — 
identical in appearance — are designed 
for pole, crossann, strand, or pedestal 
mounting (Figure 3). 

Flexibilit 
Carrier equipment is readily avail-

able making it practical to work ex-
isting cables to a 100 percent voice 
frequency fill, instead of the 80 to 90 
percent usually specified. Carrier 
equipment can be drawn from stock, 
or inventory, and installed as quickly as 
any non-carrier circuit — even when 
cable pairs are available. This is an 

important feature which is sometimes 
overlooked. 

If carrier equipment is installed and 
the anticipated growth is not realized, 
the unnecessary carrier equipment can 
be removed and returned to stock with 
relative ease. 

Short haul carrier equipment is 
practical for long term use in instances 
where the alternative is a long cable 
with a small circuit capacity. 

If, however, carrier equipment is 
used as an interim measure to defer 
new cable provisions, carrier advan-
tages are improved and shorter routes 
or larger growth rates are warranted. 
The degree of use which can be justi-
fied depends on the installed cost of a 
new cable in particular localities and 
on the expected return on investment. 
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After the addition of a new cable, 
station carrier systems used as a tem-
porary means of providing additional 
circuits can be moved to a new loca-
tion. There is a definite advantage in 
not having to rely on precise cable 
section forecasting. Instead, it is quite 
sufficient to use general circuit re-
quirement forecasting for an area. Car-
rier equipment can be moved to meet 
changing demands; but, cable once 
laid, is fixed. 

Economy 
in a typical exercise to determine 

cable size for a new facility, the area's 
expected five year circuit requirements 
are reviewed, and possibly revised to 
reflect the personal experience of local 
engineers. Based on the results, a cable 
size is selected. Since cable is supplied 
in standard numbers of pairs, the usual 
practice is to choose the next larger 
size cable to ensure adequate facilities. 
This method will sometimes result in 
specifying cable with as many as 50 
percent more pairs than are actually 
necessary. This overspecification can 
be costly when great distances are 
involved. 

Using carrier systems in planning 
for maximum future requirements, the 
plant engineer realistically sizes his 
new cable to the nearest number of 
pairs instead of the next larger size. 
Extra circuits can be added with car-
rier equipment as required — reducing 
both initial and annual costs. 

Practical Solution 
When the Charlotte Motor Speed-

way in North Carolina, moved its 
administrative headquarters from 
downtown Charlotte to the race track 
near Harrisburg, N.C., it needed five 
additional circuits at the track im-
mediately. 

To install more cable facilities be-
tween the Speedway and the Concord 
Telephone's central office eight miles 
away would have been a time consum-
ing project. Besides, a cable installa-
tion to provide five more circuits 
would be economically unsound. 

In response to the problem, Con-
cord Telephone turned to Lenkurt's 
82A Station Carrier system. The 82A, 
designed to expand the capacity of a 
single subscriber cable pair to six 
private lines, proved to be an ideal 
solution. 

The 82A, an extremely adaptable 
system, required no modification to 
the existing central office equipment 
or telephone subsets (Figure 4). All 
power for the repeaters and subscriber 
equipment was received from the cen-
tral office supply, and no batteries 
were required for subscriber terminal 
or repeater operation. 
A few days before the World 600 

race, the Charlotte Motor Speedway 
officials requested an additional tele-
type circuit. Using 82A, another cir-
cuit was quickly and easily provided. 

Even Greater Capacity 
Subscriber carrier transmission can 

be an economical alternative to cable 
when the annual circuit requirements 
are small or where the circuit length is 
quite long. H future requirements are 
uncertain, carrier provides interim re-
lief, allowing time to gather reliable 
data before making a major cable 
addition. Carrier systems are also being 
used where new cable additions would 
provide a great many extra pairs that 
would lie idle for several years. 

Until such time as an even greater 
density, lower cost transmission sys-
tem becomes practical, carrier will 
continue to replace cable transmission 
on shorter and shorter loops. 
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MODULATOR 

The techniques of modulation and frequency division mul-
tiplexing play an important role in the transmission of tele-
graph messages over voice-frequency channels. This is espe-
cially significant in view of the present need for more and more 
channels in Which to handle the increasing amount of businees 
information now being transmitted over telephone networks. 

This article reviews briefly the techniçues used to convert 

telegraph pulses to voice-frequency tones and describes several 
direct-current telegraph loops in common use. Also, the voice 
channel loading effect of multiplexed telegraph signals is dis-
cussed. 
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er elegraph systems provide a means 
of transmitting information using 

electrical pulses which conform to a 
preestablished code. In earlier days, tel-
egraph messages were transmitted by 
hand-operated keys using the familiar 
Morse code. Modern telegraph systems, 
however, use electromechanical ma-
chines, called teleprinters, page print-
ers, or tape printers, that employ some 
type of machine code. 

Conventional telegraph machines use 
the standard 5-level Baudot code and 
normally operate at transmission speeds 
of 60, 75, and 100 words per minute, 
at pulse rates of 45, 57, and 75 bits per 
second, respectively. A new 7-bit code 
called ASCII ( American Standard Code 
for Information Interchange) was re-
cently developed and is expected to find 
wide application in data processing sys-
tems as well as for message processing. 
Telegraph systems currently using the 
new ASCII code have added an eighth 
bit to provide a parity check, thus mak-
ing it an 8-level code. The new 4-row 
keyboard teleprinters designed to han-
dle the new code operate at a transmis-
sion speed of 100 words per minute 
with a pulse rate of 110 bits per second. 
These various telegraph machines pro-
vide a printed copy of the message or 
a punched tape which is then used to 
operate a printer. 

Telegraph machine signals consist of 
a sequence of current and no-current 
pulses of equal length, known as mark 
and space, respectively. Using the 5-
level Baudot code, for example, the 
letter A is indicated by a signal of mark-
mark-space-space-space. Before these dc 
telegraph signals can be transmitted 
over standard voice frequency commu-
nication channels, they must be con-
verted to ac tones. There are two basic 
methods used to convert the dc loop 
pulses to tones suitable for transmission 

over a voice-frequency multiplex chan-
nel. These are amplitude modulation, 
and frequency modulation. 

In both AM and FM telegraph multi-
plex systems, a tone oscillator, in each 
transmitting channel, is used to provide 
the necessary voice-frequency carrier. 
Frequency division is the type of multi-
plexing ordinarily used and so the car-
rier frequency in each channel is differ-
ent. 

Amplitude Modulation 
Amplitude modulation methods are 

historically related to direct-current 
telegraphy. In dc telegraph, a battery 
or other source of direct current is keyed 
on and off. At the receiving end, the 
signals are detected by some sort of 
magnetic device. In AM, the process is 
similar except that a tone oscillator is 
keyed on or off to indicate mark and 
space conditions and, for this reason, is 
sometimes referred to as on-off modula-
tion. 

This method has several disadvan-
tages. It does not use bandwidth effi-
ciently, since two sidebands of the 
carrier are produced and, unlike single-
sideband voice communications meth-
ods, the carrier and one sideband cannot 
be completely eliminated and still do a 
satisfactory job. 

Sidebands are produced when the 
modulating wave causes the carrier to 
change from one value or state to an-
other. In voice communications, the 
modulating waveform is continuous, 
thus causing modulation products ( side-
bands) to be formed continuously. If 
the carrier and one sideband are elim-
inated, the other sideband remains to 
convey the modulating intelligence. 

In telegraphy, where on-off pulses 
are the modulating signal, modulation 
products are formed only during the 
transition from "on" to "off," and from 
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Figure 1. Examples of the 5-level Baudot code for the letters A, H, R, and Y, 
including pulse lengths for the three standard telegraph speeds. Mark pulses are 

shown in color while space pulses are shown in white. 

"off" to "on." These modulation prod-
ucts are transients whose bandwidth is 
a function of the keying or switching 
rate. Except when a pulse is started 
or ended, no modulation products can 
appear in the transmission path. Thus, 
it would be impossible to continuously 
transmit a steady mark or space. 
The information-carrying character-

istic of an AM signal is its amplitude. 
For this reason, AM is particularly vul-
nerable to impulse noise and changes 
in transmission level. Impulse noise is 
particularly disturbing. Noise pulses 
caused by electrical storms, switching 

transients, and similar disturbances, may 
equal or exceed the information pulses 
in amplitude and duration. Under se-
vere conditions, impulse noise may 
completely obliterate an AM informa-
tion pulse. 

Frequency Modulation 

In FM systems, the carrier frequency 
is shifted in one direction for a mark 
condition and the opposite direction for 
a space condition. A diode keyer in the 
tuned circuit of the tone oscillator 
changes the circuit resonance so as to 
shift the tone back and forth between 
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the two frequencies. Such frequency 
shifting does not occur instantaneously, 
however. The inherent resonance of the 
tuned circuit causes the resulting wave-
form to change smoothly from one fre-
quency to the other. The amount of 
shift is the same for both directions and 
varies from about + 30 to 42.5 Hz de-
pending upon the operating speed of 
the telegraph equipment. This type of 
modulation is also referred to as fre-
quency-shift keying ( FSK). 

Since the mark and space signals are 
represented by different frequencies of 
equal strength, amplitude variations 
have no effect on the signal unless the 
signal has the same or less amplitude 
than the noise. This contrasts strongly 
with amplitude modulation where a 
mark is represented by the presence of 
the carrier and a space is represented by 
the absence of the carrier. Level changes 
due to fading, noise, and other interfer-
ence have a strong effect on AM signals. 
FM systems can tolerate level changes 
of about 40 to 50 dB, and are about 12 
dB less sensitive to impulse noise than 
AM systems. 

Bandwidth 
The bandwidth required for a voice 

frequency multiplex telegraph channel 
depends on such things as the code 
pulse rate, noise, filter attenuation to 
adjacent channels, and whether or not 
both sidebands are transmitted (AM 
systems). A bandwidth of 120 Hz is 
usually satisfactory for 5-level code tele-
graph signals at speeds up to 100 words 
per minute for both FM and double-
sideband AM systems. The usual band-
width for 8-level coded telegraph sig-
nals is 170 Hz. 

Since the required bandwidth is 
much smaller than that required for 
speech signals, a normal 3-kHz voice 
band can be divided by frequency divi-

sion multiplexing into sub-bands or 
channels each capable of transmitting 
a telegraph signal. Approximately 18 
channels can be obtained with 170 Hz 
spacing, while up to 26 channels can 
be obtained with 120 Hz spacing. This 
means that up to 18 or 26 voice-fre-
quency multiplexed telegraph signals 
can be transmitted simultaneously over 
a single voice channel. 

Telegraph Loops 
The circuit between the telegraph 

machine and the multiplex terminal is 
called a loop circuit. Each telegraph 
loop is made up of two legs which are 
the conductors ( full metallic or ground 
return) between the terminal points of 
the loop. In half-duplex operation, the 
same loop is used for sending and re-
ceiving. However, full-duplex opera-
tion, which permits simultaneous trans-
mission in both directions, requires 
both a sending and a receiving loop. 

Because of differences in applications 
and because of the variations in lengths, 
any one of a number of circuit arrange-
ments may be employed in telegraph 
loops. 

Neutral Loops 
One of the simplest and most direct 

circuit arrangements is the neutral or 
open-and-close loop, illustrated in Fig-
ure 4(A). The neutral loop requires a 
battery only at the central office, and the 
difference between mark and space is 
determined by whether or not current 
is flowing in the loop. 
When the printer is sending, closing 

of the printer contacts closes the loop 
circuit and the current flowing in the 
loop applies a potential to the multi-
plex-channel keying circuit. In the re-
ceiving direction, the carrier frequencies 
are applied to a discriminator. In the 
discriminator, the two frequencies that 
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are used to transmit the marking and 
spacing conditions are separated and 
are rectified to obtain dc for operation 
of the polar receiving relay. The con-
tacts of this relay open or close the re-
ceiving neutral loop to reproduce the 
transmitted character at the receiving 
printer. 

Balanced Loop 
While neutral loops offer the advan-

tage of simplicity, they are restricted 

MICROWAVE 

RADIO 

Figure 2. As many 
as 26 telegraph chan-
nels can be applied 
to a single telephone 
channel in a typical 
v-f multiplex system. 

to the shorter loops in which either 
leakage or the distributed capacity of 
the path does not severely affect the 
signal. To reduce these problems a bal-
anced loop ( also called effective polar 
loop) may be used. An example is 
shown in Figure 4(B). 
A balanced loop is similar to a neu-

tral loop in that the difference between 
mark and space is determined by wheth-
er or not current flows in the loop. 
However, the balanced loop differs 
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Figure 3. Simplified schematic diagram of telegraph multiplex terminal oper-
ating into a half-duplex neutral loop. 

from the neutral loop in that a battery 
potential is applied at the printer loca-
tion as well as at the central office. The 
printer battery, in conjunction with the 
battery potential applied to the marking 
contact, applies a higher potential to 
the loop. The increased potential im-
proves the rise time of the marking 
pulse which tends to increase the length 
of the pulse. In addition, the increase 
in potential permits operation over 
longer loops. 
When a spacing signal is received, 

application of equal potentials to both 
ends of the loop discharges the line 
more rapidly than simply opening the 
loop, resulting in an improvement of 

the pulse shape. Adjustments can be 
made in battery potentials to eliminate 
bias in the loop as required for chang-
ing conditions in the loop. 

Polar Loop 
The most effective transmission 

method commonly employed is called 
polar operation. In this case equal cur-
rents of opposite polarity are used for 
the marking and spacing conditions. In 
addition to the two voltages, this meth-
od requires the use of a polar relay 
in which the direction of current flow 
in a winding causes the relay to oper-
ate to either the marking or spacing 
position. Since printers normally oper-
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ate only from on and off signals, a relay 
is usually required at the printer loca-
tion. An example of a polar loop is 
shown in Figure 4(C). Where battery 
potentials are the same, the loop char-
acteristics do not change between the 
sending of a mark or space signal, and 
if the relay is properly adjusted, the 
mark and space signals are equal and 
no bias is obtained. 

However, because of the requirement 
for two batteries, the method is nor-
mally only used in transmission from 
the office to the subscriber, and either 
neutral or effective polar transmission 
is used in transmitting from the sub-
scriber to the office. 

Break Feature 
In a half-duplex loop it is sometimes 

necessary for the operator at the receiv-
ing printer to interrupt the sending 
printer. This requirement led to the use 
of an additional relay in the telegraph 
loop, called the break relay, arranged 
to accomplish this purpose. The receiv-
ing operator may interrupt by opening 
his loop. 
When the receiving loop is opened 

(effective spacing condition) signals 
received from the distant terminal are 
applied to the local-terminal keying 
circuit, but are inverted. The combina-
tion of the retransmitted signals with 
the original signal causes a continuous 
spacing signal condition at the sending 
terminal. When this occurs, the sending 
operator knows that the receiving op-
erator wishes to interrupt. 

Hub Operation 
In some telegraph applications, it is 

occasionally desirable to connect a 
number of telegraph circuits together 
in such a way that telegraph signals 
originating in one circuit are trans-
mitted to all other interconnecting cir-

cuits. A method of doing this is through 
a hub board. In this arrangement the 
dc sides of the multiplex channels are 
connected together on a high impe-
dance basis. Thus, only a small amount 
of current is required. 

Battery potentials of ± 130 volts are 
required in the hub equipment unit. 
The hub is supplied with a + 130 volt 
potential through the hub potentiom-
eter. The hub circuitry is such that in 
the normal marking condition the hub 
voltage is + 60 volts. 
The changes in current that result 

from one circuit sending a space signal 
into the hub changes the hub potential 
from + 60 volts for marking to — 30 
volts for spacing. When applied to the 
sending portion of the remaining chan-
nels, these potentials effect simultane-
ous transmission of the desired signal 
condition. Three telegraph circuits are 
interconnected in the simplified dia-
gram of a hub shown in Figure 5. Each 
circuit is connected to a multiplex chan-
nel through a hub-equipment unit. 

Hubs may be operated either half or 
full duplex as with normal telegraph 
loops. Like the normal telegraph loop, 
it is sometimes necessary on half-duplex 
hubs for a receiving operator to break 
in. 

Interruption is accomplished as in 
the normal loop by a receiving operator 
sending a spacing signal into the hub. 
The circuit is arranged so that the hub 
potential drops to — 60 volts when two 
or more machines are sending spacing 
signals into the hub. This low potential 
causes all machines to go to spacing, 
including the original sending machine, 
and the sending operator then knows 
that someone wants to interrupt. 

Channel Loading 
When transmitting several telegraph 

tones over a voice frequency channel of 
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a multiplex system, great care must be 
exercised in establishing the levels at 
which the signals are applied. Multi-
plex telegraph signals have greater av-
erage power than voice signals. If the 
power handling capability of the multi-
plex system amplifiers is exceeded, in-
termodulation products from the tele-
graph tones have far greater interfering 
effect on other channels than do voice 
signals. 

FROM MUX 
RECEIVING 
CIRCUIT 

1 TO MUX AMP 
SENDING  AND 
CIRCUIT SW ITCH 

hub units 

FROM MUX 
RECEIVING 
CIRCUIT 

TO MUX I AMP 
SENDING AND 
CIRCUIT ISWTCH 

For this reason, a standard signal 
level is usually specified for voice fre-
quency telegraph signals transmitted 
over multiplex voice channels. This 
level is conservative, and is based on 
the loading effect produced by the max-
imum number of telegraph channels 
that can be handled by the voice chan-
nel. A common standard per-channel 
level is —21 dBm at the zero transmis-
sion level point. For most applications, 
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Figure 5. Hub operation, showing three multiplex telegraph channels intercon-
nected on the d-c loop side. 
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Figure 6. Theoretical 
maximum transmis-
sion levels for various 
numbers of telegraph 
tones transmitted 
over a multiplex 

voice channel. 
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this level is high enough to provide 
good service over a voice frequency 
multiplex channel. 

However, in applications where the 
maximum telegraph channel capacity 
is not used, it may be desirable to in-
crease the level of each telegraph tone 
in order to improve the signal-to-noise 
ratio. Tne increased level is a function 
of the number of telegraph tones to be 
transmitted. 

In calculating the loading effect, peak 
power must be used, since distortion 
will occur if the peak power exceeds 
the load handling capacity of the multi-
plex equipment. When telegraph sig-
nals are applied to a single voice fre-
quency channel of a multiplex system, 
the permissible peak power is normally 
+ 3 dBm at the zero transmission level 
point. This value is assumed in the fol-
lowing discussion. 

For a single telegraph channel, the 
calculation of peak power is straight-
forward. A sine wave is normally as-
sumed. Peak voltage of a sine wave is 
1.4 times the rms value of the wave, or 
3 dB greater in power than the rms 
power value. When only one telegraph 
channel is involved, the level of the 
telegraph tone may be equal to the level 

of the normal test tone, since both sig-
nals are sine waves. 

As the number of telegraph channels 
increases, the peak power that the com-
posite waveform may reach also in-
creases. Since there is a possibility that 
this value can become quite high for a 
large number of tones, a peak factor is 
used. This peak factor is based on the 
statistical probability that the peak pow-
er of a complex wave will almost never 
add up in such a way as to exceed the 
sum of the rms value of the wave and 
the peak factor. For a single tone, the 
peak factor is 3 dB. Peak factor in-
creases as the number of channels is 
increased, reaching a maximum of 13 
dB for approximately 20 channels. 

As an example, assume that ten tele-
graph channels are to be applied to 
voice frequency multiplex channel nor-
mally adjusted to a — 16 dBm test tone 
level. In this example, peak power 
should not exceed — 13 dBm. Each tel-
egraph channel transmitting level must 
be lower than — 13 dBm by the sum 
of the combined power of the ten tones 
(rms power addition) and the peak 
factor. 

First, the combined tone level is cal-
culated by taking ten times the Joe-
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rithm of the number of channels ( 10 
log 10 = 10 dB). Adding a 12-dB 
peak factor to this 10-dB level gives a 
peak value 22 dB above a single chan-
nel peak. The per-channel transmitting 
power is then obtained by subtracting 
the 22-dB peak level from the maxi-
mum permissible level (- 13 dBm 
minus 22 dB = — 35 dBm). Similar 
calculations may be made for different 
numbers of telegraph channels. Figure 
6 shows how the telegraph tone levels 
must be reduced as the number of chan-
nels increases. It is important to note 
that these calculations yield theoretical 
maximum levels for telegraph tones 
and pertain to the loading of a single 
voice channel in a multiplex system. 

Conclusion 
The transmission facilities provided 

by telephone communications systems 
constitute a vast network which is ca-
pable of interconnecting locations al-
most anywhere in the world. Although 
these facilities are made up in many 

forms and have different types of trans-
mission media, they do have one very 
important thing in common — the 
standard voice frequency channel, 
which has a useful bandwidth of about 
3 kHz. 
While this vast network of multi-

plexed telephone channels was designed 
primarily to handle speech signals, the 
circuits can be used to transmit other 
forms of information such as telegraph. 
The techniques of modulation and mul-
tiplexing provide a practical means of 
converting the dc telegraph signals to 
ac tones suitable for transmission over 
telephone circuits. 
Through the use of frequency divi-

sion multiplexing, as many as 26 nar-
row-band voice frequency telegraph 
channels can be derived within a single 
3 kHz telephone channel. 

Such efficient use of a single tele-
phone channel is a tremendous asset in 
view of the present growth of machine 
communication to process business in-
formation. 
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Multiparty service through ringing. 

The modern telephone system 
provides a pleasant and func-

tional means of communication over 
literally any distance. But for the 
service to be efficient and convenient, 
a number of functions beyond just the 
conveyance of the voice must be per-
formed. 

By dialing ten digits, most sub-
scribers in the United States can call 
any other telephone in the country. 
Soon direct dialing all over the world 
will be possible. 

But before the caller gets his party, 
the telephone system must somehow 
alert the called party. This important 
information, called ringing, begins 
when the connection is made and 
remains until the called party answers 
or until the calling party hangs up. 

The first telephones had no signal-
ing device at all, and the lines between 
a number of phones were simply con-
nected together. There was no central 
office or switching equipment, and 
service was strictly local. 

Hallo! 
To attract attention the caller 

shouted into the mouthpiece. One of 

the common exhortations was 
"Hallo!", originally an exclamation to 
incite hunting dogs. With much usage, 
it became "Hello!", and one of the 
words contributed to our language by 
the telephone industry. 

Callers soon learned to strike the 
mouthpiece diaphragm with a pencil 
to arouse attention. But this caused 
the diaphragm to become damaged, 
and a hammer-like device was designed 
to perform the same function. 
A buzzer was added later, but its 

offensive sound was not popular with 
customers. This brought forth the 
two-gong bell, which still exists today 
as the most common form of signaling 
or ringing. 

At first none of these signaling 
methods proved to be practical, main-
ly because they did not selectively 
identify the called party. Any number 
of parties could answer the phone or 
even listen in. 

But along came "Central", a man-
ual switchboard which helped the 
problem. This method of terminating 
lines at jacks and interconnecting them 
with patch cords still finds use in 
many small telephone companies. 
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Courtesy Automatic Electric Co. 
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Figure 1. Strowger's Automatic Switch, patented in 1891, provided automatic 
party selection without the aid of an operator. This first model had two ratchet 
wheels. The smaller wheel selected the tens numbers, and the larger, the ones, to 
give a total of 100 combinations or 100 lines. 

The magneto phone introduced 
about the same time fit well into the 
scheme and provided acceptable ser-
vice even when the transmission path 
was a system of barbed wire fence. To 
make a call, the customer would crank 
the magneto to release a flag at the 
central office. When the operator an-
swered, the customer would ask for 
the desired number — or in most cases, 

just the name of a neighbor down the 
road. The operator then patched the 
lines together, signaled the called 
party, and announced to both to "go 
ahead". 

Strowger Switch 
To Almon B. Strowger, a Kansas 

City undertaker, this intervention was 
suspect, for he was losing valuable 
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business through the partiality of an 
operator. Because the operator was 
diverting calls to a competitor, he 
reacted by inventing the first auto-
matic switch. The Strowger Automatic 
System was publicized as the "girl-less, 
cuss-less, out-of-order-less, wait-less 
telephone". 

It accomplished automatic party 
selection by means of an electro-
mechanical pawl-and-ratchet mecha-

nism that moved a wiper over a bank 
of contacts, each connected to a dif-
ferent telephone (Figure 1). The 
calling telephone was permanently 
attached to the wiper, and by sending 
the proper number of pulses, the caller 
automatically guided the wiper to the 
correct contact, and as a result, the 
desired phone. 

At first, pushbuttons were used for 
"dialing", but were followed by the 

Courtesy Automatic Electric Co. 

Figure 2. Typical two-gong, straight-line ringer pictured above is used on 
single-party lines where there is no need to distinguish between one ringing 
frequency and another. 
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rotary finger-wheel dial similar to 
those used today. 

As the number of customers in-
creased, party-line service was estab-
lished with many phones sharing the 
same pair of wires. Now even more 
selectivity was required to satisfy cus-
tomer needs. This was done by devel-
oping methods of identifying each 
customer by ringing. 

In the beginning special codes were 
established in conjunction with the 
number of cranks of a magneto. But 
this did not provide full selectivity. 
Two or more phones would ring, and 
each customer would recognize the 
code assigned to him before answering 
his phone. 

Later, more sophisticated methods 
provided fully selective signaling for 
each customer, and the job of ringing 
was transferred to a specialized section 
of the central office. Of the several 
different schemes developed through 
the years, only a few are still in general 
use. 

The Ringing Circuit 
All schemes share the same tele-

phone ringing circuit, which is made 
up of a ringing generator and inter-
rupter, a connector, and the custom-
er's station ringing device. Their pur-
pose is to direct a ringing signal to a 
desired party and to alert the party 
that he is being called. 

The ringing voltage is either ac or a 
composite of ac and de. The ac is 
supplied by the ringing generator, and 
the de by the office battery. Types of 
generators include vibrating-reed, ro-
tary, static-magnetic (sub-cycle), and 
electronic tube or transistor. Each 
fulfills a specific purpose in a central 

office depending on its frequency and 
capacity. 

The first system rang the custom-
er's bell continuously. But this was 
found to be irritating, and the inter-
rupter was added. The interrupter is a 
mechanical device consisting of rota-
ting cams whose peripheral lengths 
control the on/off timing of the 
ringing cycle. The standard interrupter 
ringing cycle for single-party service is 
6 seconds — a 1.2-second ring followed 
by a 4.8-second period of silence. To 
equalize the load capacity of the ring-
ing generator, the interrupter consists 
of five ringing groups sequentially con-
nected to the generator for 1.2 
seconds, or a total of 6 seconds. 

In most exchanges ringing equip-
ment is part of the station signaling 
rack. It usually operates continuously 
except in some small offices where the 
unit is on only when a call is made. 

In response to digit dialing infor-
mation, the central office connector or 
equivalent circuit used to complete a 
call checks whether the called line is 
idle. If so, a ringing voltage is applied 
to the called telephone. Simulta-
neously, a ring-back tone with the 
same on/off cycle as the distant end 
ringing lets the caller know that the 
phone is being rung. If the line is in 
use, a busy tone is sent back to the 
caller. Both the ring-back and busy 
tones are merely a subjective means to 
give the caller full control over the 
telephone connection. 

Ringing current to the customer's 
phone uses the same physical wire pair 
or carrier-derived circuit as used for 
voice transmission. Some of the earlier 
systems, however, used a separate 
third wire for ringing only. 
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Figure 3. The connection for the bridged ringer is across the tip and ring 
transmission pair. 

In order to signal a called party it is 
necessary to provide a ringing device at 
the customer's premises. It normally 
consists of a two-gong mechanical 
ringer. 

The common two-gong mechanical 
ringer (Figure 2) is variously referred 
to as a polarized, biased, or straight-line 
ringer. All are the same device. Func-
tioning parts include a two-coil elec-
tromagnet, an armature supporting a 
bell clapper, a bias spring, and two 
gongs. The armature is held to one side 
by spring tension to prevent bell tap-
ping during dialing or accidental 
jarring. 

One polarity of ac current causes 
the clapper to oppose the bias spring 
and strike one gong. The opposite 
polarity aids the clapper in returning 
to the other gong in the same direction 
as the spring. 

In series with the ringer is a capaci-
tor to prevent flow of direct current 

through the ringer coils. The capacitor 
coupled with ringer inductance reso-
nates at about the ringing frequency 
(nominally 16-2/3 to 66-2/3 Hz) to 
increase ac current through the ringer 
coils and, thus, improve efficiency. 

Ringer Connections 
in general use are two types of 

connections for the ringer: bridged 
and divided. The bridged connection 
(Figure 3) has the ringer across the tip 
and ring transmission pair. 

Divided ringing (Figure 4), also 
known as ground return ringing, uses 
either the tip or ring wire to ground. 
With one ringer connected tip to 
ground, and another connected ring to 
ground, two-party service in its 
simplest form is provided. The number 
of stations which may be served by 
divided ringing is double that for 
bridged ringing. And only one ringing 
frequency (usually 20 Hz) is needed to 
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provide full-selective service to two 
customers over the same loop. 

For multiparty service to four or 
more customers, there are a number of 
ringing schemes. Among the standard 
techniques are frequency selective, 
superimposed and coded. Frequency 
selective is commonly found in In-
dependent telephone systems, whereas 
superimposed (or biased) ringing is 
used by the Bell System. Coded 
ringing, the simplest of all three, is 
employed by both. 

Frequency Selective 
Frequency selective, also called 

multifrequency ringing, makes use of 
five different frequencies to provide 
five-party service with a bridged con-
nection, or ten-party service with a 
divided connection (Figure 5). Single-
party and up to four-party frequency 
selective service almost always uses the 
bridged ringer connection. 

Each station set is equipped with a 
mechanically tuned ringer whose reeds 
respond to a particular frequency. The 
three most common sets or groups of 
frequencies applied at the central 
office are decimonic, harmonic, and 
synchromonic (or anharmonic). 

Decimonic frequencies are 20 Hz, 
30 Hz, 40 Hz, 50 Hz, and 60 Hz 
(multiples of 10 Hz). Harmonic fre-
quencies are multiples of 8-1/3 Hz: 
16-2/3 Hz, 25 Hz, 33-1/3 Hz, 50 Hz, 
and 66-2/3 Hz. Non-multiple, synchro-
monic frequencies are 20 Hz, 30 Hz, 
42 Hz, 54 Hz, and 66 Hz. 

Decimonic and harmonic fre-
quencies simplify the design of the 
ringing generator. However, "cross-
ring" problems are sometimes en-
countered. For example, a 16-2/3-Hz 
ringing signal rich in third harmonics 
could give a weak ring or tinkle on a 
50-Hz ringer. Additionally, power line 
interference could cause cross ringing 
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Figure 4. Divided ringing connects the ringer between either the tip or ring wire 
and ground. 
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Figure 5. For ten-party frequency-selective service two sets of frequencies, either 
decimonic, harmonic or synchromonic, are used with divided ringer connections. 

with the 60-Hz ringer of the decimonic 
frequency set. 

Frequency selective ringing offers 
the greatest amount of fully-selective 
customer signaling. However, it does 
have one shortcoming — this is the 
requirement for five ringing generator 
frequencies and five station ringers. 

Superimposed 
Superimposed ringing uses both 

direct and alternating current to pro-
vide fully selective two-party bridged 
ringing or four-party divided ringing 
(Figure 6). The bridged connection is 
not generally used, however. 

With superimposed ringing two sets 
of de potentials of opposite polarities 
(+ 38 to + 48 Vdc) are applied to 
the tip and ring conductors for station 
selection. Telephones respond to only 
one of the two polarities. 

Unlike frequency selective ringers, 
all superimposed telephone ringers are 

the same, but in series they have a 
three- or four-element, cold-cathode, 
gas-filled rectifier tube rather than the 
usual capacitor. For station selection 
the gas tubes are polarized for a 
particular polarity of ringing potential. 
The gas tube will pass the signal only if 
the 20-Hz ringing is superimposed on 
the proper dc voltage. 

Superimposed ringing requires only 
a single-frequency ringing generator, 
which is a distinct advantage over 
frequency selective. However, it can 
only supply selective signaling to four 
customers. 

Coded 
Another form of multiparty sig-

naling is coded ringing. It is nonselec-
tive since two or more phones on a 
party line are rung at the same time. 
Party identification is based on the 
number and duration of rings. Five 
ringing codes have been established 
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consisting of combinations of shorts 
and longs. 

Coded ringing requires only a single 
frequency ringing generator with the 
interrupter providing the codes. It can 
supply five-party service with the 
bridged ringer connection or ten-party 
service with the divided ringer connec-
tion. Combined with either frequency 
selective or superimposed schemes, it 
can provide semiselective service for 
up to ten parties. 

Table A compares the different ring-
ing schemes in general use, standard 
ringer connections for these schemes, 
the number of stations per line, and 
selectivity. 

Revertive Ringing 
Party lines do impose some special 

considerations when one customer de-
sires to call another customer on the 

same line. A customer cannot make a 
call in the normal manner because 
once the call is initiated, the line is 
made busy. The term reverting call 
describes such a call on a party line, 
and there are several methods of rever-
tive ringing depending on the ringer 
connection, ringing scheme, and num-
ber of parties on the line. 

Two of the more common types are 
simultaneous revertive and alternate 
revertive ringing. Simultaneous rever-
tive is normally used for coded ringing 
systems with either the bridged or 
divided ringer connection. The central 
office applies the called party's ringing 
code to the line and all ringers re-
spond. When the called party answers 
his code, the ringing stops, and the 
calling party then picks up his receiver. 

Alternate revertive finds use in 
bridged and divided frequency selec-
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Figure 6. Four-party superimposed ringing uses a gas tube in series with each 
ringer, and a divided connection for the ringers. Each gas tube conducts the 
ringing current only if the applied superimposed dc voltage is of the correct 
po larity. 
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Table A. 
Ringing schemes in general use. 

TYPE 
OF RINGING 

Single Party 

RINGER 
CONNECTION 

Bridged 

STATIONS 
PER LINE 
MAXIMUM 

1 

RINGING 
SELECTIVITY 

— 

Single Party Divided 2 Fully Selective 

Frequency Selective Bridged 5 Fully Selective 

Frequency Selective Divided 10 Fully Selective 

Superimposed Divided 4 Fully Selective 

Coded Bridged 5 
I 

Nonselective 

Coded Divided 10 Nonselective 

Coded Frequency 
Selective Bridged 10 Semise,ective 

Coded Superimposed 
.10.1IL 

, Divided 10 

Alit 

Semiselective 

-AMOK i. 

Live and superimposed ringing 
schemes. With this method the central 
office alternately applies ringing to the 
called party, then the calling party, 
etc. When the called party answers, the 
ringing stops. 

TPL and TPS 
For party-line systems, the central 

office linefinder is common to all 
circuits, but the connector has the 
option of being arranged on a termi-
nal-per-line (TPL) basis or on a termi-
nal-per-station (TPS) basis. 

The TPL arrangement has one set 
of terminals for each party line. A 
final digit of the directory number 
identifies each party on the line. 

The TPS arrangement, on the other 
hand, uses a separate set of terminals 
for each station on the party line, with 
unrelated directory numbers assigned 
to each customer. Generally used in 
expanding localities, it makes the most 
efficient use of office name codes and 
aids in providing full intercepting ser-
vice. Also with TPS, a customer may 
be changed to a different transmission 
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pair or moved from one party line to 
another without changing directory 
numbers. 

Ringing on Carrier Systems 
With all the combinations of ringer 

connections and schemes to signal 
customers on a party line, it is imper-
ative that subscriber carrier systems 
such as Lenkurt's 82A, 83A, TFM and 
XU systems, accurately reproduce cen-
tral office ringing. But with carrier 
systems, it is not possible to actually 
send the ringing frequency, the correct 
polarity, and separate the bridged or 
divided connection without special cir-
cuitry. And this circuitry must adhere 
to industry standards of reliability and 
ease of maintenance. Therefore, it 
must be straightforward and simple. 

For example, the six-channel 82A 
Station Carrier System responds to 
ringing from the central office by 
turning the carrier on and off at the 
ringing frequency rate. A transistor 
switch at the subscriber unit detects 
the change in the carrier and applies 
about 80 Vac to the customer's ringer. 

The ringing frequency applied to 
the 83A Single Channel Station Carrier 
System FM modulates the system's 

64-kHz carrier. At the customer's 
station the signal is demodulated and 
applied as an accurate ringing signal. 

Lenkurt's TFM Carrier System, like 
the 82A, turns the carrier on and off 
at the ringing frequency rate. Two 
in-band frequencies identify positive 
or negative superimposed ringing, and 
whether it is applied to the tip or ring 
wire. 

The XU system operates similarly 
to the TFM but uses a 4-kHz out-of-
band tone. All provide the widest 
flexibility without the need to make 
any changes to existing central office 
equipment. 

Destiny 
Specialized ringing schemes have 

provided important benefits by 
making possible the expansion of our 
nationwide telephone network and by 
aiding communications in general. The 
industry objective of one hundred 
percent single-party service in the next 
ten to fifteen years should eliminate 
the need for all of these special ringing 
schemes. The associated equipment 
will then perhaps become museum 
pieces along with the old magneto 
telephones and switchboards. 
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Military communications must operate within 
unique requirements — including data loading 
different than CCIR and CCITT. 

The impact of data and other 
forms of digital transmission 

on the modern communications sys-
tem is increasing steadily. The demand 
for data circuits is, in fact, growing at 
a greater rate than for voice channels 
— especially in the military. This tug-
of-war between data and voice has for 
the moment produced an interesting 
but solvable problem for the military 
system designer. 

In the military communication net-
works, such as AUTOSEVOCOM, 
AUTODIN, and AUTOVON, where 
the signals are composed largely of 
digital forms, the problem becomes 
more complex for the system and 
design engineer. The critical point re-
volves around the FDM multiplexing/ 
FM radio equipment, originally engi-
neered for analog voice, but now 
called on to carry a higher percentage 
of digital signals at higher levels than 
originally designed. Because of this, a 
great deal of attention is being focused 
on the interrelation of data levels, 
loading, and noise performance in 
multichannel systems, especially those 
using microwave radio relay. 

Loading 
Loading, or load capacity, of a 

communications system may be de-
fined as the volume of traffic that can 
be handled without exceeding the cal-
culated distortion or noise originally 
designed into each link of the net-
work. The actual physical makeup of 
the individual parts of a system deter-

mines the maximum load which the 
end-to-end system can handle. Load 
capacity, in terms of voice traffic, is 
traditionally (and realistically) mea-
sured on the basis of the probable load 
at the time of heaviest traffic — hence, 
the telephone term, busy hour. 

Multichannel systems were typi-
cally designed to carry a specifiéd 
number of voice channels during the 
busy hour, and at a load value derived 
from statistical evaluations. Loading 
has, in the past, been based on the 
equivalent load for a given number of 
voice channels. The formulas give the 
level of white noise that would be 
necessary to simulate the loading of a 
given number of channels. The equiv-
alent load (P), expressed in dBm0 is: 

P = — 1 +4 log N (12-240 channels) 

P = —15 +10 log N (more than 240 
channels) 

where 
N is the number of channels. 

Systems designed on these formulas 
are adequate if they are to carry 
only voice, or voice with a small 
percentage of data signals at a level 
higher than —15 dBm0 per channel. At 
—15 dBm0, voice and data can be 
mixed indiscriminately with no limita-
tions. 

The statistical properties of groups 
of tones used for data transmission are 
essentially identical to those of voice 
when the numbers are large. This is 
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illustrated in Figure 1. If data is placed 
on the system in such a manner that 
the combined power of the data tones 
occupying a channel does not exceed 
—15 dBm0, the loading on the system 
will be essentially the same whether 
the channels are used for data or voice. 

Unfortunately, —15 dBm0 is a 
rather low level for data transmission, 
especially in military applications. Re-
stricting the data power to this level 
seriously affects the signal-to-noise 
ratio. It is for this reason that it is 
necessary to operate data at consider-
ably higher levels, typically in the 
range of —8 dBm0 to —10 dBm0, and 
in some instances, as high as —5 dBm0. 
It is obvious that these are 
considerably higher than the —15 

dBm0 average power level in a voice 
signal. Common data levels are shown 
in Figure 2. 

Another factor to consider is that 
data is transmitted as a series of tones 
and presents a continuous load. Of 
specific interest are the levels at which 
these tones are presented and the 
relationship of the peak power signal 
to the power of the voice signal which 
it replaces. Consequently, as more and 
more channels of a system are shifted 
from voice to data, the total signal 
power — and, hence, the loading of the 
system — will increase. 

System Noise 
Noise in any form obscures the 

signal and causes transmission errors. 

"MI 
11111,11, 

*tamVOICE ONLY CHANNE 

1  11111..1 

III III 
Iffinglime 

3 4 6 810 20 30 50 100 

NUMBER OF ACTIVE CHANNELS OR TONES 

Figure 1. The patterns for the two peak factors — peak to rms ratios — of data and 
voice are essentially the same when the number of channels is large. However, 
restricting data to low levels affects signal-to-noise ratios. 
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CCITT U.S. 

HIGH SPEED DATA —10 dBm0 simplex 
—13 dBm0 duplex 

MEDIUM SPEED DATA 

TELEGRAPH SPEED DATA 

12 or less 
18 or less 
24 or less 

PHOTOTELEGRAPH ( FAX) 

—10 dBm0 switched 
— 8 dBm0 private line 
1— 5 dBm0 occasionally) 

— 8 dBm0 total power 

— 8 dBm0 total power 

—19.5 dBm0 each (-8.7 dBm0 total) 
—21.25 dBm0 each (-8.7 dBm0 total) 
—22.5 dBm0 each (-8.7 dBm0 total) 

—10 dBm0 for FM 
o dBm0 absolute 
power for DSB—AM 

— 8 dBm0 

Figure 2. Commonly used levels for data applied to a voice channel. 

Although noise is constantly intro-
duced into the communications chan-
nel from the transmission medium and 
the equipment itself, it can be over-
come by suitable design. 

Actually, the amount of noise 
present is not as important as the 
relative strengths of the signel and the 
noise — the greater the signal-to-noise 
ratio, the better and clearer the tram-
mission. 

Within a communication system 
there are two basic types of noise: idle 
noise and intermodulation noise. Idle 
noise, present in the system at all 
times despite the absence of modula-
tion, has accumulated a number of 
other names, among them are thermal 
noise and residual noise. This noise is 
basically in the electronics equipment 
itself and is of the random or "white 
noise" type. Idle noise varies inversely 
with receive input level, or signal level, 
while intermodulation noise varies 
with system loading. 

Intermodulation noise is the result 
of nonlinearities in the equipment 
through which the signal must pass, 
and is a direct result of increasing the 
signal load. In an FM microwave radio, 
increased operating levels cause in-
creased frequency deviation. More in-
termodulation noise is the result, 
although this is an effective method of 
decreasing some of the idle noise. 
While the highest level possible would 
be desirable in increasing the signal-to-
noise ratio, a certain tradeoff must be 
made. As intermodulation noise in-
creases, its effect is felt slowly at first. 
Then a "break point" is reached and it 
increases very rapidly. Near this level 
the optimum exists. 

If the fixed amount of permissible 
deviation is shared by only a few 
channels, the signal-to-noise ratio in 
each channel will be quite good. As 
the number of channels is increased, 
intermodulation noise limitations de-
mand that the per-channel frequency 
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deviation be reduced, with a conse-
quent increase in idle noise. 

For a given system bandwidth, 
loading, and RF signal level, the per-
channel deviation can be determined 
which will provide the best balance 
between idle noise and intermoduation 
noise. Beyond this, if the loading is 
increased, a different optimum devia-
tion would apply, unless some other 
factor is also changed. Figure 3 illus-
trates the compromise necessary. 

Effect on Equipment 
Many segments of the communica-

tions network are affected by data 
loading, each in its own way. In the 
"hard wire" portion of the data sys-
tems — the path between the data 
modem and the multiplex equipment 
— the signal is at voice frequency as it 
travels through office cabling, line 
extensions and switches. Here, the 
signal is often subjected to high 
ambient noise levels, particularly the 
impulse type of noise which is very 
destructive to data though completely 
insignificant to voice operation. 

There is also a rather strong thresh-
old effect with data. Noise a few dB 
below the data determining level (i.e. 
mark or space) goes unnoticed. But, as 
it reaches this level, the noise will 
immediately result in data errors. 

Most other noise, including inter-
modulation products in multichannel 
systems, is random and affects both 
voice and data. However, the effect of 
an increase or decrease in this kind of 
noise is far more dramatic on data 
than on voice. For example, an in-
crease of only 1 dB in the signal-to-
noise ratio provides a theoretical ten-
fold improvement in the data error 
rate. But, a 1-dB change is barely 
detectible in voice transmission. 

To combat this type noise, the 
system designer may call for higher 
levels to improve the signal-to-noise 

ratio. There is nothing to overload in 
the "hard wire" region and crosstalk 
into other channels is about the only 
limitation on the level used for data. 

Within the multiplexing process 
there are several stages involved. Chan-
nels are frequency translated to create 
groups, then supergroups, and then the 
line signal. The multiplex is the point 
where sharing of common equipment 
first comes into play. It is the vital 
stage at which relative values of data 
and voice power must be established. 

It is important to note that once 
the relative values of voice and data 
are established at the input to the 
multiplex section, they cannot be 
changed throughout the rest of the 
system. 

Voice vs. Data 
Actually, the signal-to-noise ratio in 

good, modern communications sys-
tems is usually far in excess of what is 
needed for reliable voice communica-
tions. The subjective desire of the 
customer for added ease and conve-
nience, rather than greater intelligi-
bility, is good cause for commercial 
service to be offered with less noise. 

In looking at how data loading 
affects the communications system, 
each segment needs to be treated 
separately. One portion is that part of 
the transmission system where the 
signal is in the baseband form. In-
cluded are the multiplex line equip-
ment, the interconnecting cables, and 
the baseband portion of the micro-
wave equipment. In this region the 
inputs, output and all intervening 
items are dedicated fixed circuitry. 
With proper design, no limitations on 
the relationship of voice and data are 
imposed. 

In the hard wire and multiplex 
areas there are valid reasons for main-
taining a relatively high data level with 
respect to voice. It is in this area that 
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the bulk of impulse noise exists. 
Furthermore, it is not necessary to 
incur any technical penalty in these 
segments in order to allow data to be 
handled at a higher level. 

In all of these areas, the data signal 
can be kept at relatively high levels, 
providing the multiplex equipment is 
designed for heavy power loading. 
An important segment to be con-

sidered is the microwave radio system, 
where some natural limitations of a 
kind that do not exist in other parts of 
the system come into play. The signal 
is transmitted by FM, accomplishing a 
bandwidth-for-noise tradeoff. But 
while the medium itself does not 
impose any severe bandwidth restric-
tion, a finite amount of spectrum is 
available — and this can be an obvious 
limitation. 

The load carrying capabilities of a 
particular microwave system are a 
complex function of a number of 
factors, including system bandwidth, 
per channel deviation, RF signal level, 
and others. 

Most of the complexities arise in 
this area, with two conditions pulling 
in opposite directions. It is desirable to 
keep the FM deviation high so that the 
signal level is well above that of idle 
noise. This is closely tied with the 
need to have adequate signal even 
during very deep fades. But, increasing 
the deviation causes intermodulation 
noise to increase. 

Possible Solutions 
There are several solutions available 

to the systems engineer when adding 
sizable percentages of data channels at 
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Figure 3. Idle noise is reduced in direct proportion to an increase in frequency 
deviation. But beyond a certain point peculiar to the equipment, the increasing 
intermodulation noise rapidly overcomes and reverses this advantage. 
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higher levels. The most obvious is to 
remove the equivalent number of voice 
channels for each data channel accord-
ing to power load. For example, one 
—5 dBm0 data channel would require 
the removal of ten voice channels. 
While this is surely a workable answer, 
it becomes self-defeating — 30 data 
channels would use up the entire 
capacity of a 300-channel CCIR sys-
tem. 
A related and more widely accepted 

approach is to sharply limit the per-
centage of data channels and distribute 
them through the system so that no 
item of common equipment will be 
overloaded. 

Another possibility is to drop data 
levels down nearer the equivalent voice 
channel load and juggle the total load-
ing to provide an acceptable level of 
performance. 

One solution centers on equipment 
design rather than operation proce-
dure, and requires a multiplexer and 
radio capable of carrying higher load-
ings. This is the approach used in the 
AN/UCC-4, developed and manufac-
tured by Lenkurt for the military. It 
will accept data levels as high as —5 
dBm0 on all channels simultaneously. 
This capability allows complete free-
dom in assignment of channels that 
can be used for data, and almost no 
restrictions as to relative voice and 
data levels. 

Military Loading 
The Defense Communications 

Agency, realizing the effect of loading 
on the Defense Communications 
System, recently recommended certain 
revisions to the microwave standards 
of DCAC 330-175-1. DCA felt these 

changes were necessary to provide 
improved microwave equipments and 
subsystems of the DCS to support the 
DCA worldwide wideband trans-
mission improvement program. 

The recommendation for loading as 
suggested by DCA is: 

P = —1 +4 log N (12-32 channels) 

P = —10 +10 log N (32-600 
channels) 

The equivalent noise power for 600 
channels under military loading is 
+17.8 dBm0. This is considerably 
above the recommended CCIR loading 
level — in fact, it corresponds more 
closely with the CCIR system designed 
for 1850 channels. Thus, it is obvious 
that the time-accepted CCIR loading 
formulas no longer apply to military 
systems. 

Design Approach 
Increasing the loading capability of 

the radio to achieve the acceptance of 
larger numbers of high level data sig-
nals is possible. This is the approach 
taken by Lenkurt in the design of the 
75C microwave radio for military ap-
plications. Together with the AN/ 
UCC-4 multiplexer the 75C offers a 
versatile communications package. 

The impact of data on communica-
tions — especially on the DCS network 
— is forcing a critical look at opera-
tional standards and systems design. 
Loading formulas have changed to 
more accurately reflect the military 
communications environment, and im-
proved transmission systems must 
meet today's needs while matching the 
design criteria of the future. 
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Coaxial cable transmission systems 
have played an extremely important 

role in the phenomenal growth of the 

telephone industry in the U.S. and 

abroad. This article plots the history of 
the coaxial cable in communications, 

and describes some of the character-

istics of the cable, the system, and 
its uses. 

The heart of any communica-
tions system is the transmission 

medium over which the information 
signals pass. The makeup of the trans-
mission medium places constraints on 
the design of the terminal communica-
tions equipment, such as multiplexing 
method, channel density and perfor-
mance. These mediums include simple 
wire conductors, multipair cable, coax-
ial cable and microwave radio. Each 
medium has its own peculiar applica-
tion advantages, and each plays an im-
portant role in our day-to-day com-
munications. 
The evolution of the coaxial cable 

in the 1920's—a significant structural 
innovation of a two-wire transmission 
line—has made possible the wideband, 
high-capacity communications of today. 

Growth 
In 1941, Bell System Li coaxial cable 

routes were established between major 
metropolitan areas in the eastern United 
States. By 1948, a complete transcon-
tinental coaxial cable facility was in 
operation. The Li had a capacity of 
600 message channels—an enormous 
amount compared to the few channels 
that could be transmitted over an open 
wire or multipair cable. Since micro-
wave radio was not generally in use at 

that time, the coaxial cable medium was 
considered — and certainly was — the 
ultimate in multichannel communica-
tions. 

As television became popular and 
network programming began to fill the 
airwaves, the coaxial cable seemed to 
be the ideal answer for conveying net-
work broadcasts between stations. Al-
though the Li had only a 2.8-MHz 
bandwidth, performance was found en-
tirely acceptable. The first TV applica-
tion of the Li was to transmit the 
Army-Navy game in 1945. 

During the ensuing years the Bell 
System continued to develop multiplex-
ing equipment and repeaters for more 
efficient use of the coaxial transmission 
line. In 1953, the L3 system went into 
service with an increased capacity of 
1860 message channels, or 600 message 
channels and a 4.1-MHz TV signal on 
the same type of cable used for the Li. 
More recently foreign systems have 

been developed with capacities up to 
2700 message channels, and the Bell 
System L4 with 3600 channels is meet-
ing the need for better utilization of 
existing and newly plowed-in cable 
routes in the U.S. 
The coaxial cable has played an im-

portant part in long distance communi-
cations, accounting for about 25% of 

C OPYRIGHT mo Lc..guorr cLccinoc co.. INC. 772 



long distance services crisscrossing the 
country. Presently, about 13,000 miles 
of coaxial cable routes exist. An addi-
tional 10,000 miles is planned for the 
next five years. 
The development of microwave in 

the late 1940's soon tended to stem ex-
pansion of coaxial cable systems. Micro-
wave radio eliminated costly construc-
tion, right-of-way acquisition, mainte-
nance, and other problems associated 
with establishing land lines. How-
ever, the relationship of microwave 
and coaxial cable proved to be val-
uable, mainly because the same basic 
multiplex equipment developed for co-
axial cable could also be applied to the 
microwave baseband. Now, a second 
look is being given to coaxial cable in 
areas where allocations for microwave 
frequencies are not available. 

COAX,ALS 

INTERSTITI 

Ilk. WIRES 

LEAD 

SHEATH 

SERVICE 

7113.1 
Figure 1. Typical communications co-
axial cable consists of a number of 
"pipes" or "tubes" together with inter-
stitial wires and service pairs inside a 
single sheath. Each pipe or tube pro-
vides one-way transmission for a large 
number of message channels or a TV 

signal. 

Cable Construction 
The communications coaxial cable 

consists basically of a single wire sus-
pended in the center of a cylindrical 
conductor. The wire is held in the center 
of the tube by small disc-shaped dielec-
tric or nonconducting insulators spaced 
closely together. Usually a number of 
these "pipes" or "tubes" (see Figure 1) 
are combined inside a single sheath. 

Coaxial cable has a very low attenua-
tion factor coupled with extremely good 
shielding from interference. In addi-
tion to its importance in the communi-
cations industry, other important uses 
of coaxial cable are associated with 
CATV and ETV, radar, navigation aids, 
aircraft, and test equipment. 

Construction of the communications 
coaxial cable differs from the other 
types of cable which have the area be-
tween the inner and outer conductors 
separated by solid dielectric material. 
In addition, these types of cable nor-
mally have a braided copper outside 
conductor instead of the rigid copper 
tube, providing the needed flexibility 
for their particular use. 

Disc insulated coaxial lines have 
much lower losses than the solid dielec-
tric lines, but are more difficult to man-
ufacture because of the mechanical 
problem of keeping the conductors con-
centric. The communications coaxial 
line with its spaced insulators ap-
proaches the ideal condition of having 
air as a dielectric, and is often referred 
to as air dielectric cable. 

Included in the typical communica-
tions cable sheath with the coaxial tubes 
are interstitial wires and a cylindrical 
core containing service pairs. These 
added wires "round out" the cable. 
Around the cables is a layer of heavy 
insulation and a lead sheath. Interstitial 
wires may be used typically for v-f 
order wire between attended repeater 
stations, and for monitoring and con-
trol functions at unattended repeaters. 
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The service pairs, if provided, may be 
used as physical v-f circuits or with a 
cable multiplex facility. 

Coaxial tube dimensions (see Figure 
2) are usually described in terms of 
diameters of the inner and outer con-
ductors. For example, when dimensions 
of 0.102/0.375 inches are given for a 
coaxial tube, this means that the out-
side diameter of the inner conductor is 
0.102 inches, and the inside diameter 
of the outer conductor is 0.375 inches 
More commonly, only the outer diam-
eter is given; for example, 0.375 inches 

OUTER 
CONDUCTOR 

INNER 

CONDUCTOR 

OUTSIDE 

DIAMETER 

INSIDE 
DIAMETER 

Figure 2. Coaxial tube dimensions are 
specified by the outside diameter of the 
inner conductor, and the inside diam-

eter of the outer conductor. 

Cable Sizes 

The first cable installations in the 
U. S. were of coaxials having an outer 
diameter of 0.27 inches. Later installa-
tions were 0.375 inches, and this has 
become standard for long distance cir-
cuits. Other size cables in use include 
a 0.290 inch foam-filled dielectric cable 
used in Canada, and a "pencil gauge" 
cable of 0.174 inches. 
The International Telegraph and 

Telephone Consultative Committee 
(CCITT) has established recommenda-
tions concerning the characteristics and 

performance of coaxial cable systems 
employing two standard size cables, the 
pencil gauge and 0.375 inch. According 
to their recommendations, the pencil 
gauge systems have a maximum band-
width of about 6 MHz or 1260 voice-
frequency channels, while the 0.375 
inch systems have a capacity of 12 MHz 
or 2700 voice-frequency channels. Bell 
System technology has effectively ex-
ceeded this limit with the 3600 chan-
nels on 0.375 inch cable provided by 
the L4. 

Characteristics 

Electrically, what makes a coaxial 
cable attractive for communications is 
that it provides more conducting sur-
face area than a two-wire transmission 
line and therefore suffers less resistance 
losses at higher frequencies. In addi-
tion, the electromagnetic energy propa-
gation in a coaxial line is confined 
within the tube and isolated from out-
side interference or crosstalk because 
of its structure. 

Generally, the effective bandwidth of 
a coaxial cable communications system 
is limited only by the required gain 
needed to maintain good signal quality. 
Spacing cable repeaters closer together 
makes it possible to increase the effec-
tive bandwidth by providing more 
amplification, and this approach has 
been used to increase the capacity of 
existing coaxial cable. However, eco-
nomics and transmission reliability dic-
tate certain limitations to such an 
approach. 

Although a coaxial line will transmit 
signals down to zero frequency or dc, 
the lower practical frequency limit for 
communications is about 60 kHz. This 
is because the coaxial line does not pro-
vide good shielding at low frequency 
and because of equalization frequency 
limits. 
The upper frequency limit for trans-

mission in a given system is determined 
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by cable dimensions, cable construction, 
and permissible attenuation. All three 
characteristics interact in such a manner 
that a compromise is usually made by 
giving appropriate attention to such 
factors as acceptable noise, repeater 
spacing, and amplification limits. The 
attenuation of a coaxial cable is given 
by the formula: 

A = 40.1 

where: 

a b  
X 10' 

log —b 
a 

A=attenuation in dB/ 1000 ft. 

a = radius of inner conductor 
in centimeters 

b = inner radius of outer 
conductor in centimeters 

f = frequency in hertz 

It can be seen from the equation that 
the attenuation of the cable varies di-
rectly with the square root of frequency 
and inversely with the size of the cable. 
Mathematically it has been proven that 
the minimum attenuation per unit 
length is accomplished with a ratio be-
tween the diameters of the inner and 

20 

18 

16 

outer conductors of 3.6. With this par-
ticular ratio the impedance of a coaxial 
line, ignoring the losses of the dielec-
tric, is obtained from the formula: 

Zo = 138 log 7i ohms 

Using b/a= 3.6, Zo is 77 ohms. 

The insulating discs that support the 
center conductor of a coaxial cable rep-
resent shunt capacitive loading for the 
cable, and, therefore, lower the char-
acteristic impedance and the velocity of 
propagation. 
A coaxial cable having dimensions 

of 0.102 inches for the diameter of the 
inside conductor and 0.375 inches for 
the outside conductor has an attenua-
tion of about 5.8 dB/mile at 2.5 MHz 
and a characteristic impedance of 75 
ohms. A coaxial cable with dimensions 
of 0.047 inches and 0.174 inches has 
an attenuation of about 12.8 dB/mile 
at 2.5 MHz, and also a characteristic 
impedance of 75 ohms. See Figure 3 
for a comparison of the attenuation 
versus frequency of the common types 
of communications coaxial cable. 

2 

1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 

FREQUENCY — MHz 

Figure 3. Response 
curves compare the 
attenuation versus 
frequency character-
istics of the common 
types of communica-
tions coaxial cable. 
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The System 
A communications coaxial cable sys-

tem consists of a logical arrangement 
of repeater stations along the cable 
route. The basic requirement is that the 
cable network have uniform character-
istic impedance, low losses and reflec-
tions, and proper protection from elec-
tric fields and disturbances such as 
lightning. 
The original cable systems used 

vacuum tube repeaters. It was therefore 
mandatory that repeaters be spaced at 
wide intervals to increase reliability. 
With the invention of the transistor, 
more reliable repeaters were designed 
and power consumption was also sub-
stantially reduced. This made it pos-
sible to increase the number of repeaters 
and thereby increase the usable band-
width of the coaxial cable. 
A typical system usually contains 

widely spaced main repeater stations 
with several auxiliary stations situated 
between them. Customarily, the power 
feed for repeaters is through the center 
conductors of the coaxial pairs in a 
series loop from the main repeater sta-
tions. Hence, the maximum distance 
between main repeater stations is nor-
mally limited by the maximum voltage 
which can be efficiently applied to feed 
power from the main repeaters to the 
auxiliary repeaters. Intermediate re-
peater spacing depends on the loss of 
the cable and the problem of placing 

the repeater points at accessible loca-
tions. 

Temperature variations are one of the 
most serious problems affecting the per-
formance of a coaxial transmission sys-
tem. Most of a coaxial system is buried 
underground, lessening the variations. 
Nevertheless, temperature-sensitive 
regulators must be employed to com-
pensate for deviations in cable attenua-
tion caused by temperature changes. 

An example of a long-haul co-
axial cable transmission system is the 
Bell System L4. This system employs 
three types of repeaters between main 
station repeaters: basic repeaters, regu-
lating repeaters, and equalizing re-
peaters. Basic repeaters compensate for 
the normal loss of approximately 2 
miles of cable. This repeater spacing is 
compared with 4 miles for the L3, and 
about 7.5 miles for the Ll. Regulating 
repeaters spaced at up to 16-mile in-
tervals provide additional compensa-
tion for changes in cable loss due to 
temperature variations. Equalizing re-
peaters at up to 54-mile intervals con-
tain adjustable equalizers to compensate 
for random gain changes. These equal-
izers are remotely adjusted from the 
main station repeaters. Main station re-
peaters are spaced at up to 160-mile 
intervals. The main station repeaters 
contain all the functions of the other 
repeaters plus additional "mop-up" 
equalizers which compensate for un-

): 2gthjhhihhibhhh.564 17.548 kHz 

4 6 8 10 12 14 16 18 

Figure 4. The modulation scheme used with the L4 combines six 600-channel 
mastergroups between 564 kHz and 17,548 kHz. Mastergroups 2 through 6 use 

the upper sideband while mastergroup 1 uses the lower sideband. 
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Figure 5. Up to 600 v-f channels may 
be processed by office arrangement of 
Lenkurt 46C Coaxial Transmission 

System shown above. 

equal spacing of equalizing repeaters. 
These main station repeaters also sup-
ply direct current to the intermediate 
repeaters. 
The multiplexing scheme for the L4 

(Figure 4) is the combination of six 
600-channel mastergroups with a fre-
quency range of 564 kHz to 17,548 
kHz. The mastergroups are separated 
by guard bands to permit dropping out 
any of the groups at a main station 
without demodulating the others. 

Other Uses 

The growth of the domestic tele-
phone industry with each passing year 
decreases the number of frequency 
assignments available for microwave 

radio. For this reason increased empha-
sis is being given to the establishment 
of coaxial land lines as an alternative. 
Another use is in short haul cable 
extensions off backbone microwave 
radio routes. This particular application 
proves in some instances to be more 
economical than microwave. 

For example, the Lenkurt 46C 
Coaxial Transmission System—which 
complements the Lenkurt 46A Radio 
Multiplex System — provides for as 
many as 600 voice channels for inter-
connection between microwave radio 
installations and coaxial cable plant. 
The system permits transmission on 
0.174, 0.290, and 0.375 inch cables. 
Repeaters along the buried cable are in 
watertight cabinets installed in man-
holes. 
While the system capability is 600 

channels, it can be proved- in for lower 
capacity systems by spacing repeaters 
at greater distances. For example, a 
typical system with an initial need of 
60 channels on 0.174 inch cable would 
require repeaters at about 10-mile in-
tervals. Expansion to 300 channels can 
be achieved by inserting intermediate 
repeaters at 5-mile intervals. Repeater 
spacing for 600 channels is 21/2 miles. 
Selected repeater sites may be equipped 
for dropping and adding channels ac-
cording to local needs. 
The future holds growing applica-

tions for coaxial cable. For example, a 
pulse code modulation (PCM) system 
now under development at Bell Labora-
tories will carry 3600 to 4000 channels 
over coaxial cable. The digital trans-
mission system, designated T4, will 
operate at 281 megabits per second and 
will be employed on long-haul toll cir-
cuits. Its commercial use is expected by 
the early 1970's. 
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Undersea telephone cable presents problems 
which have no parallel on dry land. 

Adry land telephone cable sys-
tem is relatively uncompli-

cated. It requires cable, of course, and 
uses repeaters energized by power 
sources available along the cable route. 
Whether above or below the ground, 
the system can be easily maintained 
because it is accessible. 

When it comes to an undersea cable 
system, power and maintenance are 
not quite so simple. Power is not avail-
able four miles or even a few hundred 
feet below the ocean surface. Repair 
and maintenance services are hard to 
perform in a marine environment. 

Yet power, maintenance, and the 
ocean environment are problems 
which designers of undersea cable have 
had to cope with and master. 

Power for the water-isolated repea-
ters must come from land based 
sources. It must travel through the 
cable to distant repeaters. But the 
amount of power available is limited 
by the size of the cable which is itself 
limited by manufacturing and cable 
laying techniques. 

Because power is fed from the 
shore end of the cable, it is a precious 
commodity. It must be carefully con-
served. Each repeater — each power 
user—must be constructed to draw a 
minimum of power while producing 
maximum results. 

In every phase of the design and 
construction of an undersea system 
reliability plays an important part. 

Again the isolation of an undersea sys-
tem presents a unique challenge. For 
all practical purposes repeater mainte-
nance is out of the question. Recover-
ing a submerged cable takes hours and 
sometimes days. 

As a result designers make every 
effort to use components which have 
low failure rates. Twenty years or 
more without a system failure is nor-
mal. To meet such a goal designers 
require components which have well 
documented use histories. This cau-
tious approach has meant highly reli-
able undersea cable systems. 

In addition the undersea cable itself 
must be strong enough to withstand 
pressures up to 12,000 pounds per 
square inch. The cable must also be 
light and pliable enough to withstand 
the high tensions of being lowered 
from an unsteady cable ship in the 
open sea. 

The challenges of power, environ-
ment and reliability were met over a 
number of years. They are challenges 
peculiar to telephone cables—a johnny-
come-lately to the world of undersea 
cable. 

History 
The first transatlantic cable, laid in 

1858, was a telegraph link between the 
Old and New Worlds. It lasted approxi-
mately 20 days, carried 732 messages 
and allegedly saved the British govern-
ment 50,000 pounds. It also took six-
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Figure 1. Armored cable shown in A was used in the SB system. It and C show 

armorless cable developed by the British Post Office (B) and American Telephone 
and Telegraph (C). All three cables measure 1-1/4 inches in diameter. 
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teen and a half hours to pass a 99 
word message from Queen Victoria to 
President Buchanan—a long time for 
any woman, let alone a queen, to wait. 

The next cable went down in 1866. 
This one lasted. In fact it lasted so well 
that the next major change to trans-
atlantic communications did not come 
until 1927. In that year radio tele-
phone bridged the Atlantic. 

It was not until 1956 that the first 
transatlantic telephone cable con-
nected Scotland with Newfoundland. 
Actually Alexander Graham Bell had 
tried without success to complete a 
transatlantic telephone call over exist-
ing telegraph circuits in 1879. At that 
time not enough was understood 
about bandwidth and attenuation to 
appreciate the reasons for Bell's 
failure. 

Today the reasons are well known. 
Commercial telephone transmission re-
quires much greater bandwidth than 
does telegraph. The greater bandwidth, 
;n turn, requires higher frequencies 
,hich means more attenuation. 
Only short undersea telephone sys-

tems were possible using telegraph 
cable technology. In the 1920's short 
systems to Havana and the Catalina 
Islands were laid from the United 

Figure 2. A compari-
son of three undersea 
cable systems devel-
oped by the American 
Telephone and Tele-
graph Company, show-
ing growth of under-
sea cable capabilities. 

States mainland. Similar short systems 
connected the British Isles with the 
continent. 

Breakthrough 
But these systems could not have 

evolved into the three and four thou-
sand mile undersea systems which 
exist today without the introduction 
of the submerged repeater. The British 
Post Office developed the first sub-
merged repeater and put it into service 
in 1943. The American Telephone and 
Telegraph Company laid the first deep 
water repeater in 1950 between Key 
West and Havana. 

The full story of undersea cable is 
not limited to the repeater—as signifi-
cant as it is—or to modern communi-
cations technology. An undersea tele-
phone cable system must also conform 
to recommendations and requirements 
of oceanographers and seamen. 
A system, for instance, must be laid 

along a path as free as possible from 
deep trenches and jagged undersea 
mountains. It must be laid smoothly, 
steadily and at a reasonable speed. It 
must be resistant to the corrosive 
effects of water and boring of marine 
animals. Taken as a whole the system 
must be strong enough to support four 
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or five miles of its own weight in 
water. 

The system which has evolved con-
sists of coaxial cable, repeaters and 
equalizers. At the shore end are special 
terminals for multiplexing signals and 
supplying power, and fault location 
equipment. It is a fully comple-
mentary system, each part having been 
built specifically for undersea use. 

The Cable 
The first deep water telephone 

cable was similar to its telegraph 
counterpart. The only appreciable dif-
ference was a concentric return con-
ductor added to form a coaxial 
structure. 

The cable had a copper center wire 
surrounded by three thin copper tapes 
as its electrical member. A solid di-
electric separated the center wire from 
a helix of six copper tapes. The solid 
dielectric—made of polyethylene—was 
necessary because of the high water 
pressure on the ocean bottom. Around 
these electrical members were several 
layers of protective and strengthening 
materials. 

Telegraph cable did not use copper 
tapes but usually had strands of cop-
per wire. Both cables were armored by 
wire rope and were further protected 
by tar, linseed oil and pitch. 

The important difference between 
the telephone and telegraph systems 
was, of course, the repeater. Telegraph 
systems had operated for years with-
out them, but telephone systems could 
not get along without periodic boosts 
from repeaters. 

Even within the telephone commu-
nity the undersea repeater made an 
important difference. In fact the use 
of different repeaters turned the first 
transatlantic system into two systems. 

The first transatlantic telephone 
cable system — in spite of being two 
systems — was a triumph of inter-

national cooperation. It was the result 
of coordination between governments 

\and private businesses in at least three 
ebuntries. 

The final venture included the 
active participation of the American 
Telephone and Telegraph Company, 
the British Post Office and the Ca-
nadian Overseas Telecommunications 
Corporation. The Americans and 
British were responsible isoç planning 
and laying the system. 

Stiff or Soft 
The project was divided into a deep 

water section—the American sphere— 
and a shallow water section which the 
British controlled. In both sections 
deep water repeaters were used, but in 
the interest of reliability and to avoid 
laying problems at sea, all concerned 
agreed that an American developed 
repeater should be used in the deep 
water section. 

The American repeater had two ad-
vantages. It had a longer history of 
successful deep water operation, and it 
was a flexible repeater. To an extent 
the repeater behaved like a section of 
armored cable twisting with the ten-
sions experienced during laying. 

The British repeater was a rigid 
instrument which could not conform 
to a cable's twisting. At mid-ocean 
depths, where several miles of cable 
stretch under tension between ship 
and ocean bottom, the rigid repeater 
resisted the tensions placed on an 
armored cable. Such resistance causes 
damaging kinks and loops in the cable. 

Both the British and Americans 
agreed that the risk of kinking was too 
great to try the British repeater in 
deep water laying operations. In ad-
dition the participants felt that a flex-
ible repeater system could be handled 
and stowed aboard ship more easily 
and economically than could a rigid 
repeater system. 
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Irony 
Ironically, the rigid repeater had a 

higher capacity than the flexible re-
peater. Its size did not impose the 
severe component limitations placed 
on the flexible repeater. As a result the 
rigid repeater system was able to ac-
commodate 60 two-way voice chan-
nels on a single cable. 

Even more ironic: the Americans 
were forced to lay two cables in the 
more difficult deep ocean section of 
the route because of the limited ca-
pacity of their repeater. The deep 
water system was a physical four-wire 
system using two cables of thirty-six 
4-kHz voice channels each. Each cable 
carried voice transmissions in one di-
rection through a string of 51 re-
peaters approximately 445 miles 
apart. 

The cable itself was manufactured 
in lengths of about 200 miles, called 
blocks. During the laying of each 
block transmission measurements were 
made and analyzed aboard the cable 
ship. From the analysis the cable was 
equalized to correct for deviations in 
the cable arising from manufacture, 
temperature, depth and pressure. 

Different types of cable were used 
in the system but the differences were 
physical rather than electrical. In shal-
low water up to 1300 feet, cables 
designated either type A or B were 
used. Both types had more protective 
and strength members than did the 
deep water, type D cable. 

The heavier outer jacket in cable 
types A and B was necessary because 
of the frequent natural and man made 
disturbances which occur in shallow 
water. The type D cable did not need 
as much protective material because 
the deep ocean bottom is more serene. 

Growth and Expansion 
Since the first transatlantic system 

others have followed. There are now 

six coaxial cables spanning the Atlan-
tic. Two cross the Pacific. Currently 
under construction is a system which 
will link Cape Town, South Africa and 
Lisbon, Portugal. 

With this growth have come 
changes. The system used in the deep 
water section of the first transatlantic 
cable—dubbed the SB cable system—has 
been altered and has itself given way 
to radically different cable systems. 

Originally the SB system had thirty-
six 4-kHz voice channels. To optimize 
the use of these channels TASI (Time 
Assignment Speech Interpolation) was 
applied. 

TASI made it possible to switch un-
used speech channels to a talker within 
milliseconds and switch away again to 
another user when the first talker 
stopped to listen. In effect TASI 
doubled the number of speech chan-
nels available. 

In 1959 a new modulation scheme, 
called double modulation, was intro-
duced to the SB system which reduced 
the 4-kHz voice channel to a 3-kHz 
channel. With double modulation it 
was possible to obtain 48 voice chan-
nels in the same frequency range that 
had carried 36 voice channels. 

To cram the additional 12 voice 
channels into the system the band 
edges of adjacent channels had to be 
put 100 or 200 Hz apart, depending 
on the channel. This was much closer 
than the 800 Hz used for the 4-kHz 
channels. To support the closer chan-
nels much sharper cut-off filters were 
required. This made it possible to use 
95 percent of the gross frequency 
band available. 

Development of TASI and the 
slicing of frequencies are achievements 
which have no parallel in land cable 
systems. The developments do fit in 
with continuous efforts by undersea 
system designers to knock down for-
midable obstacles—inaccessibility, lack 
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Figure 3. Cable engine used aboard C.S. Long Lines. The engine is designed to 
run at payout speeds compatible with ship speeds of 8 knots. 

of power sources, the ocean environ-
ment, system capacity. 

Armorless Cable 
Another obstacle fell in 1961 when 

the English and Canadians teamed up 
to lay a second transatlantic telephone 
system. They used rigid repeaters in 
their entire system and added some-
thing new—armorless cable. 

The armorless cable system brought 
its own circle of improvements starting 
with the cable core diameter. It in-
creased from a 0.62 inch diameter to a 
full inch. 

The overall diameter of the new 
cable was the same as the old, but the 
larger core gave the new cable 2/3 the 
attenuation of the old. Its expanded 
core made it possible to increase the 
line voltage from 2000 volts to 4000 
volts which made it possible to put 
more repeaters on the system. 

Finally, armorless cable made lay-
ing the rigid repeater easier. With the 
increased _core size, the strength mem-
ber could be put inside the central 
conductor. Placing the strength mem-
ber there minimized torque tension 
coupling, thereby preventing the 
twisting and stretching characteristic 
of armored cable. 

Reducing the tension had further 
advantages. With armorless cable it was 
possible to get a more consistent and 
predictable sea bottom performance. 
The risk of kinking caused by me-
chanical discontinuities at the rigid 
repeater decreased. 

The cable itself used reverse lay 
strands—strands wrapped together in 
one direction enclosed by other 
strands wrapped in the opposite di-
rection—for their center strength mem-
ber. The reverse lay overcame internal 
torque. 
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The strength member was enclosed 
in a copper conductor surrounded by 
polyethylene. Around the poly-
ethylene was a spiral of aluminum tape 
and around it a cover of overlapping 
turns of aluminum foil. 

Armorless American Style 
l n 1963 a United States to England 

system went into operation also using 
armorless cable. It was American Tele-
phone and Telegraph's SD cable sys-
tem which used cable developed in the 
United States. It had a single lay 
strength member surrounded by a 
copper inner conductor. A poly-
ethylene dielectric separated the inner 
and outer conductors. 

Both the American and the English 
armorless cable were sealed in a thick 
polyethylene jacket. The resulting ar-
morless cable was not as strong as 
armored cable, but because the newer 
cable was lighter, it retained the same 
strength-to-weight ratio. 

The SD system employs rigid re-
peaters. These repeaters, like the flex-
ible repeaters, contain a feedback 
amplifier which gives the system a 
wider frequency response with leas 
distortion. 
A common unit amplifies both di-

rections of transmission by the use of 
directional filters. With the increased 
room in the rigid repeaters parallel 
amplifiers can be included which give 
added protection against failure. 

Rigid Repeater 
The SD system repeater is con-

siderably more complex than the flex-
ible repeater. It contains 205 com-
ponents—about 3 times the number 
used in the earlier SB repeater. The 
new system carries 138 3-kHz chan-
nels in each direction. (It originally 
carried 128 voice channels.) The chan-
nels are derived by conventional fre-
quency division multiplex. 

Pilots in each group modulator are 
used for monitoring, equalization ad-
justments and automatic switching. 
Both the low band (108-504 kHz) and 
the high band (660-1052 kHz) have 
order wire channels. One of these 
channels is split so that it can be used 
for voice and teleprinter exchange. 

The completed system has 182 re-
peaters, spaced every 23 miles. An 
equalizer follows every tenth repeater. 

The repeater is made up of five 
sections with amplifiers and direc-
tional filters in the center three sec-
tions. Power separation filters which 
separate the power and information 
signals are at each end of the repeater. 

Both the power separation filters 
and the directional filters create 
spurious feedback around the ampli-
fier. This makes it necessary to use 
two transformer-regulated, symmetri-
cal paths to cancel the unwanted 
signals. 

The majority of the electrical com-
ponents used in the SD repeater are 
similar to those in the earlier SB re-
peater. To fill new needs several new 
types of components were introduced 
but only after extensive testing. In all 
cases, each component and the whole 
repeater had to meet the reliability re-
quirement of the earlier system-20 
years of continuous operation. 

The 500 pound repeater and hous-
ing are subjected to some 1700 tests. 
One test can find holes so tiny it 
would take 26 years to get a thimble 
of gas through them. The repeater is 
50 inches long and 13 inches in 
diameter. 

At the input and output, gas tubes 
protect the repeater against high volt-
age surges. The entire system — cable, 
repeaters and equalizers — requires 
11,000 volts fed from 5500 volt power 
supplies at each end of the 4000 mile 
cable. The system draws 389 milli-
amperes of current. 
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Figure 4. End view of cable engine as repeater enters engine. Insert shows how 
tracks grip a piece of cable. When repeater goes through, the flexible tracks 
separate to give the necessary clearance. 

Special Ship 
With the rigid repeaters and armor-

less cable came another development 
in undersea cable technology—a new 
cable laying ship, C.S. Long Lines, 
specially built for the American Tele-
phone and Telegraph Company. The 
ship incorporated several innovations 
in cable handling. 

Historically, cable laying has re-
volved around the circular drum. To 
use the drum, cable had to be bent 
around the drum's diameter. Some-
times this meant winding the cable 
around the drum several times. 

While this was less a problem for 
armorless cable than for armored 
cable, it was a considerable problem 
for the rigid repeater. Complicating 
this was the requirement to lay cable 
and repeaters continuously at high 
speeds. 

To avoid bending the repeaters a 
special cable engine with flexible, 
tractor-like tracks was developed and 
installed aboard Long Lines. The 
cable, repeaters or equalizers were fed 
between two of the tracks and pulled 
along by V-shaped blocks which grip-
ped them at four points. 

The engine was only one develop-
ment. In place of a sheave with a di-
ameter greater than 7 feet—required 
for rigid repeaters — a chute was 
molded into the stern of the ship's 
hull. The chute made it possible to pay 
out the cable and repeaters with a 
minimum of bending stresses. 

At the bow of Long Lines a cable 
repair and recovery system was in-
stalled. The installation was a little 
more conventional, using large, wide 
drums which permit the passage of a 
rigid repeater at slow speeds. 
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On the Bottom 
The first undersea cables were laid 

along existing shipping routes without 
much concern for the condition of the 
ocean bottom. Today a sizable amount 
of preliminary survey work is done to 
determine the best cable route. Ideal-
ly, such a route should avoid deep 
ocean trenches and steep grades, stay 
clear of centers of earthquake ac-
tivity and the rough mountain ranges 
on the ocean bottom. 

During the installation of one of 
the Pacific cable systems, oceanogra-
phers had to chart vast mountain 
ranges, deep trenches, thousands of 
volcanic seamount,s and scores of live 
volcanoes in order to find an accept-
able route for the cable. 

While planning a section near 
Guam, it took six passes over the 
Magellan Seamount to find a safe 
passage. At the Marianas Trench (al-
most 6 miles deep) oceanographers 
searched for and found a natural 
bridge for the cable four miles down. 

Remarkably it has been the forces 
of nature and man that have caused 
the most cable damage. Earthquakes 
and landslides are believed to have cut 
and washed away lengthy sections of 
cable. Other breaks have been caused 
by ship's anchors or trawlers dragging 
their nets. 

In one study of recovered tele-
graph cable, it was found that 36 
cables had suffered from trawler dam-
age, 12 from corrosion, and 5 from 

COURTESY A T ST 

Figure 5. Stern of C.S. Long Lines showing special chute to accommodate rigid 
repeaters. Most cable laying innovations incorporated in the ship's design were 
pioneered by the American Telephone and Telegraph Company. 
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chafing. Four more had either de-
teriorated, been crushed or had tele-
graph repeater failures and three had 
armor pinches or tension breaks from 
a ship's anchor. 

Most cable damage happens in shal-
low areas where the cable is not pro-
tected by several hundred feet of deep 
water. With this in mind, the American 
Telephone and Telegraph Company 
has begun to bury shallow water sec-
tions of cables. 

Coming Up 
The next generation of undersea 

cable will differ somewhat from the 
SD system. The new SF system will 
use diffused germanium transistors and 
a cable diameter of 1.75 inches. 

Electrically the SF system is a 
direct successor of the SD. The cable 
construction remains the same. The 
repeater will be rigid but will contain 
only 161 components-44 less than the 
SD but 94 more than the SB system. 

It does have definite advantages. Its 
720 voice channels is one of them. 
Another is that a 4000 mile system 
will need only 3500 volts fed from 
each shore terminal and will draw 136 
milliamperes of current. 

The system will operate at higher 
frequencies than its predecessors-564 
kHz to 5884 kHz—which will mean 
putting the repeaters closer together. 
In the new system there will be re-
peaters every 10 miles. Equalizers will 
still come every 200 miles. 

Wh y Bother? 
\\ all the advent of satellites it 

might seem impertinent to talk about 
expanding undersea telephone capac-
ity. Even in their infancy satellites can 
provide bandwidths which are just 
barely possible with the most ad-
vanced undersea systems. 

But to look at the satellite as an 
immediate replacement for undersea 
cable systems is to overlook the virtues 
of each. 

Satellites usually carry several re-
peaters in parallel, thereby avoiding 
complete system failures caused by the 
loss of a single repeater. In addition 
the terminal points in a satellite sys-
tem can be changed, making it possi-
ble to re-route traffic when necessary. 
Being able to switch from one termi-
nal to another gives the satellite sys-
tem a flexibility which undersea cable 
systems do not have. 

But undersea systems do not re-
quire the large, expensive terminals 
satellite systems do. In fact their fixed 
terminal points make undersea systems 
ideal for daily, well established inter-
national telephone service. Finally the 
ocean floor does not limit the number 
of undersea cables as much as does the 
area available for synchronous satellite 
orbits. 

In the final analysis the two sys-
tems are complementary. With the 
growth of international communica-
tions both cable and satellites will have 
to share that growth. 
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Pulse Code 

Modulation 

The constant search for better communications 

at lower cost has led the telephone industry to a 

radically different method of transmitting speech 

information. This method, using binary digital pulses 

rather than conventional analog signals, provides 

high quality transmission and has proven to be 

very economical in short-haul carrier systems. 
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Into the present time, tele-
play communications has 

been accomplished almost entirely with 
an analog electrical carrier wave which 
is varied continuously in proportion to 
the speech signals. Such systems have 
always been haunted by noise and 
crosstalk. 

In recent years, the telephone indus-
try has shown great interest in a method 
of coding speech information into digi-
tal electrical pulses. Unlike analog sig-
nals, these pulses, after becoming dis-
torted by noise during transmission, 
can be completely regenerated at re-
peaters along ihe transmission path and 
at the receive station. 

In the nineteenth century there were 
many attempts to code speech and 
music into digital electrical signals for 
transmission, using the techniques em-
ployed in telegraphy. Unfortunately, 
early experimenters did not have the 
mathematical tools provided by what is 
now termed information theory and 
were denied success because their cod-
ing schemes were too simple and did 
not convey enough information. Before 
they were able to advance their coding 
techniques, Alexander Graham Bell 
successfully transmitted speech using 
an analog electrical signal. The success 
of Bell's experiment was so imme-
diately overwhelming that an immense 
telephone communications industry rev-
olutionized around analog speech trans-
mission. 

Because of the outstanding success 
of analog transmission techniques, such 
as frequency division multiplexing 
(FDM), many years passed before 
serious attention was given to other 
methods of transmitting speech sig-
nals. However, with the ever-present 
problems of noise and crosstalk and the 

rising complexity and cost of electrical 
filters and other devices found in fre-
quency division systems, it was certainly 
natural for engineers to search for 
more practical and efficient transmission 
methods. One of the most significant 
methods under investigation has been 
time division multiplexing. 

It was demonstrated experimentally 
even before the development of FDM 
that time division techniques could be 
used to transmit many speech messages 
simultaneously over the same circuit. 
But such techniques could not be put 
into practical use at the time because of 
the limitations of mechanical devices 
for high-speed switching. The inven-
tion of the vacuum tube and the electric 
wave filter made frequency division 
multiplexing much more attractive for 
use in telephone transmission systems. 
However, researchers continued to in-
vestigate time division methods. 
The first useful time division multi-

plex systems were developed in the 
early 1930's. In these systems a number 
of circuits share a common transmission 
path but at separate time intervals. 
Time division systems employ some 
type of pulse modulation, in contrast 
to the more familiar amplitude and 
frequency (AM and FM) techniques 
used in FDM. 
The most popular type of pulse 

modulation has been pulse amplitude. 
In pulse amplitude modulation 
(PAM), a continuous signal, such as 
speech, is represented by a series of 
pulses called samples. The amplitude 
of each sample is directly proportional 
to the instantaneous amplitude of the 
continuous signal at the time of samp-
ling. Since the amplitudes of the 
samples are continuously variable, the 
problems of cumulative noise and dis-
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Figure 1. Example of time division 
multiplexing using pulse amplitude 
modulation. A pulse amplitude sam-
ple is placed on the line as each chan-

nel is sampled in turn. 

tortion associated with analog signals 
are present in pulse amplitude modu-
lation systems. 

In 1937, Alec H. Reeves, then a 
member of the International Telephone 
and Telegraph Corporation Laboratory 
in Paris, resolved that the problems of 
cumulative noise and distortion could 
not be overcome in pulse modulation 

systems using pulses of varying ampli-
tude. This prompted him to review the 
early idea of transmitting speech using 
coded pulses of constant amplitude, 
similar to those used in telegraphy. His 
investigation resulted in the invention 
of a radically different approach to 
transmitting speech signals. In 1938, 
Reeves patented his invention which 
became known as pulse code modula-
tion. Unfortunately, the development 
of practical pulse code modulation sys-
tems had to await the arrival of high-
speed solid-state switching devices, 
which occurred after World War II. 

Pulse code modulation involves 
transforming continuously variable 
speech signals into a series of digitally 
coded pulses and then reversing the 
process to recover the original analog 
signals. This procedure can be carried 
out in three successive operations. 
The first operation is to sample the 

speech signals at a suitable rate and to 
measure the amplitude of the signal at 
the time of sampling. This operation is 
equivalent to pulse amplitude modula-
tion (PAM). Next, the voltage am-
plitude of each sample, which may as-
sume any value within the speech 
range, is assigned to the nearest value 
of a set of discrete voltages. This pro-
cess is known asquantizing and is equiv-
alent in mathematics to rounding off to 
the nearest whole number or integer. 
The final step is to code each discrete 
amplitude value into binary digital 
form, similar to coding the letters of 
the alphabet for telegraphy. Now a 
series of binary coded digital pulses 
can be used to carry the message over 
a transmission line. These binary pulses 
are in fixed and predetermined time 
positions and only the presence or ab-
sence of a pulse determines the infor-
mation content of the signal. Since the 
precise magnitude of the pulses, is no 
longer critical, the problems of cumu-
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Figure 2. Simplified time division multiplex PCM system. 

lative distortion and noise associated 
with pulses of varying amplitude are 
greatly reduced. 

Sampling 
It has been proven mathematically 

that if a continuous electrical signal is 
sampled at regular intervals at a rate 
of at least twice the highest significant 
signal frequency, then the samples con-
tain all of the information of the origi-
nal signal. This principle is known as 
the sampling theorem. A continuous 
signal waveform, therefore, can be 
represented completely if at least two 
amplitude samples are transmitted for 
every cycle of the highest significant 
signal frequency. 

In PCM systems designed for speech 
signals, a sampling rate of 8000 Hz, or 
one sample every 125 microseconds 
(1/8000 second), is ordinarily used. 
This sampling rate is sufficient since 
the bandpass of ordinary speech or 
telephone channels has an upper cutoff 

PCM 
LINE 

SIGNALS 

frequency below 4000 Hz. The 125 
microsecond interval between samples 
of one voice channel can be allocated 
to other voice channels by means of 
time division multiplexing. 
The number of channels that can be 

time division multiplexed using an 
8000-Hz sampling rate depends, of 
course, on the duration of the time slot 
assigned to each sample — the shorter 
the duration, the greater the number of 
channels. In practice, the duration of 
the samples depends upon the opera-
tion and characteristics of a physical 
circuit. Thus, the number of time divi-
sion channels is limited by the perfor-
mance requirements and capabilities of 
a particular transmission system. 

Quantizing 
As previously stated, sampling a 

continuous speech signal at regular in-
tervals results in a series of pulses 
whose voltage amplitudes are propor-
tional to the level of the signal at the 
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time of sampling. The amplitudes 
might be any of an infinite number of 
values within the intensity range of 
speech. The usual intensity range en-
countered in telephone systems is about 
60 dB, or a voltage ratio of 1000 to 1. 

After sampling, the next step in the 
PCM process is to divide or quantize 
the 60-dB intensity range into incre-
ments or amplitude levels to permit 
binary digital coding. These discrete 
levels, known as quantum steps, are 
used to represent any level within the 
speech range. This is accomplished by 
using the quantum step nearest to the 
actual amplitude value of the pulse 
sample. For example, an actual ampli-
tude sample with a value of say 8.24, 
would be represented by quantum step 
8. A sample value of 8.61 would be 
represented by quantum step 9, and so 
on. 

Since the quantum step only approxi-
mates the actual value, there is always 
some error. The maximum error is equal 
to one-half the size of the quantum 
step. In speech signals, such errors are 

random and cause what is usually re-
ferred to as quantizing error or noise. 
Quantizing noise is the major source of 
signal distortion in PCM systems. The 
degree of quantizing noise is mainly 
a function of the number of quantum 
steps used—the more quantum steps, 
the less the quantizing noise. However, 
increasing the number of quantum steps 
increases the bandwidth required to 
transmit the coded signals. 

It is, of course, necessary that the 
quantizing process detect all of the 
positive and negative amplitude levels 
within the dynamic speech range. Ex-
periments have shown that approxi-
mately 2048 uniform-size quantum 
steps are required to cover the speech 
range and to provide sufficient signal 
fidelity. An excessively large band-
width is required to transmit the coded 
line signals representing such a large 
number of uniform quantum steps. 
One way of reducing the number 

of quantum steps without sacrificing 
quality is to make the size of the quan-
tum steps non-uniform, thereby taking 
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advantage of the statistical distribution 
of speech amplitudes. Most of the in-
formation in speech signals is con-
centrated at low amplitude levels. If the 
quantum steps are all equal in size, then 
low level or weak signals suffer the 
greatest amount of quantizing error. 
Therefore, small quantum steps are 
needed more at the low amplitude 
levels than at the higher levels. If very 
small quantum steps are assigned where 
most of the speech information is con-
centrated, that is at low amplitude 
levels, and larger steps assigned to the 
rest of the amplitude range, then the 
total number of steps required can be 
greatly reduced. Varying the size of the 
quantum steps requires sophisticated 
coding techniques which are presently 
under development. 

Another method is to compress the 
amplitude range of the pulse samples 
before uniform quantization and then 
to expand the range back to normal at 
the receiving end of the circuit. This 
technique, called instantaneous com-

QUANT UM 
STEPS 

BINARY 
CODE 

GROUPS 

pression and expansion, or compand-
ing, achieves the same results as varying 
the size of the quantum steps. Instan-
taneous companding, which must be 
very fast-acting to respond to the short 
pulse samples, should not be confused 
with the slower-acting syllabic com-
panding technique used in certain ana-
log telephone circuits — although the 
principles are the same. The syllabic 
compandor responds to the envelope of 
analog speech signals directly while the 
instantaneous compandor responds to 
PAM samples of the analog signals. 

Signal compression modifies the 
normal distribution of speech ampli-
tudes by imparting more gain to weak 
signals than to strong signals. In typi-
cal applications, the technique reduces 
the amplitude ratio from 1000 to 1 to 
63 to 1. Using a certain compression 
characteristic that reduces the speech 
range from about 60 dB to about 36 
dB, and one that varies logarithmically 
with signal amplitude, the number of 
quantum steps can be reduced from 
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Figure 3. In PCM, 
amplitude samples of 
speech signals are 
compressed, quan-
tized, coded into bi-
nary form, and 
placed on the line as 

digital pulses. 
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Figure 4. Signal compression using 
typical logarithmic compression char-

acteristic. 

2048 to 128 while maintaining the 
same quantizing noise performance. 
Signal compression using a typical log-
arithmic compression characteristic is 
shown in Figure 4. 

Coding 
l'he final step in the PCM process is 

to code the quantum steps into digital 
form. If each quantum step is num-
bered in decimal form, then some type 
of digital code can be developed to 
represent each of the numbers. Ordi-
narily, a binary code is used that con-
sists of a combination or code group 
of binary l's and O's, each group repre-
senting a decimal number. Once the 
code is established, a series of on-off 
binary pulses, representing the code 
groups, can be used for transmission. 
The number of quantum steps that 

can be represented with a binary code 
is 2", where n is the number of binary 
digits, or bits, required in each code 
group. Thus, a 5-bit code is required 
for 32 (or 25) quantum steps, while a 
7-bit code is needed for 128 (27) steps. 
In systems using a 7-bit code, the 

speech amplitude range is normally 
divided into 127 quantum steps; step 
64 is zero reference, with 63 steps posi-
tive and 63 steps negative. 
The bandwidth required to transmit 

digital pulses is directly proportional to 
the number of bits in the code group. 
A code representing 2048 uniform 
quantum steps would have required 11 
bits per code group (211 = 2048). 
Compressing the amplitude range of 
the sample pulses before quantization, 
therefore, reduces the number of bits 
per code group required for quality 
speech transmission from 11 to 7. 
With a 7-bit code, the first bit posi-

tion has a value of 20 = 64, the second 
has a value of 25 = 32, and so on. The 
value of all seven positions is shown 
in the following table. 

Bit Position 1 2 3 4 5 6 7 

e 2' 2 2' 2' 2' 2' 
Value 

64 32 16 8 4 2 1 

Typically, the coded line signal con-
sists of a train of pulses in which bi-
nary l's are represented by positive or 
negative pulses and binary O's are rep-
resented by spaces (or no-pulses). A 
binary I in any of the bit positions 
means that the value of the position is 
to be summed. A binary 0 in any of 
the positions means that the value of 
the position is not to be summed. As an 
example, the pulse train and code group 
representing quantum decimal step 
number 100 would be: 

Bit 
Position 

1 2 3 4 5 6 7 

Pulse 
Train 

Binary 

Code II I O OH 0 0 

Value 
100 

64+32+ 0 +. 0 + 4 + 0 + 



Present Applications 
One of the most outstanding fea-

tures of PCM systems is that the coded 
line pulses can be regenerated at re-
peater stations. Since only the presence 
or absence of a pulse determines the 
message, the line signal can be com-
pletely renewed each time it passes 
through a repeater. This allows a high 
signal-to-noise ratio to be maintained 
through a long string of repeaters, thus 
overcoming most of the problems of 
cumulative noise which characterize 
analog transmission systems. 

Unfortunately, the advantages of 
PCM are obtained at the expense of in-
creased bandwidth. For example, the 
bandwidth of a voice channel in a PCM 
system using an 8000-hertz sample rate 
and a 7-bit code would be approxi-
mately 56 kHz compared to 4 kHz re-

quired for a single-sideband sup-
pressed-carrier FDM system. 

In typical long-haul high density 
transmission systems, especially micro-
wave radio systems, the availability of 
bandwidth is usually very critical. Pres-
ently, PCM does not provide sufficient 
economical or technical improvements 
over analog techniques to justify its use 
in these long-haul systems. But the same 
is not true in short-haul cable transmis-
sion systems. There have been contin-
uing efforts by the telephone industry to 
shorten the economical prove-in dis-
tance of multichannel carrier systems 
since they were introduced into the 
short-haul cable plant. The tremendous 
population growth around urban areas 
has greatly increased the need for low 
cost carrier systems in short-haul inter-
office trunks. This need has stimulated 

125 MICROSECONDS 
193 BINARY DIGITS 

CHANNEL 1 
CHANNELS 

2- 23 
CHANNEL 24 

1111111111111111"1 
7- BIT 

CODE GROUP 

7- BIT 
CODE GROUP 

Figure 5. In the 24-channel Ti carrier system, 125 microsecond sampling interval 
or frame is divided into 193 time slots — 168 slots for speech, 24 slots for super-

visory signaling, and 1 slot for synchronization. 
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interest in PCM systems for use in 
telephone exchange cable trunks rang-
ing in lengths from about 6 to 50 
miles. 

In 1962, the Bell System began pro-
duction of a 24-channel PCM carrier 
system called the Ti. Installation of T1 
carrier systems in Bell's exchange plant 
marked the first large-scale use of time 
division multiplexing in commercial 
telephony. 
The Ti carrier system was designed 

primarily for use with two non-loaded 
22-gauge cable pairs in exchange area 
trunks. One cable pair is required for 
each direction of transmission. Regen-
erative repeaters, used with the Ti sys-
tem, are spaced at intervals of about 
6000 feet. This interval corresponds to 
the spacing of Western Electric's H-88 
load coils on 22-gauge cable pairs. 
Since the load coils must be removed 
when the line is to be used for PCM 
operation, it is convenient to replace 
them with a regenerative repeater. 

Each voice-frequency input channel 
in the Ti is sampled once every 125 
microseconds or 8000 times per second. 
The variable amplitude pulses result-
ing from the sampling process are then 
compressed and quantized into one of 
127 quantum steps coded into 7-digit 
binary code groups. An eighth digit or 
bit is added to the code group for each 

BIPOLAR 

Figure 6. Energy 
distribution for bi-
nary and bipolar 
pulses with 50-per-
cent duty cycle. In 
bipolar pulses most 
of the energy is con-
centrated at half the 
pulse repetition fre-
quency and there is 
no dc component. 

channel sample and is used to carry 
supervisory signaling information. 
The time slots which make up one 

125-microsecond period constitute 
what is called a frame. An additional 
bit time slot is added to each frame for 
use in synchronizing the two system 
terminals. This makes a total of 193 
time slots per frame (24 channels x 8 
bits per code group 1 synchronizing 
slot). Multiplying the 193 time slots 
times the 8000 hertz sampling rate pro-
vides an output pulse train with a 
maximum bit rate of 1,544,000 bits per 
second. 
The binary coded pulses transmitted 

to the cable pair have a fifty percent 
duty cycle, which means the width of 
the pulses is one-half the time slot al-
located to each pulse. Bipolar transmis-
sion is used with successive pulses, rep-
resenting binary l's, alternating in po-
larity. Figure 5 illustrates a pulse train 
representing one frame. 

There are several advantages of the 
bipolar pulse pattern over straight bi-
nary or unipolar transmission. As 
shown in Figure 6, most of the energy 
of bipolar signals is concentrated at fre-
quencies of about half the pulse repeti-
tion frequency. Accordingly, there is 
much less energy coupled into other 
systems in the same transmission cable 
because of increased crosstalk coupling 
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Figure 7. One of the most outstanding features of PCM systems is that the binary 
coded digital line pulses can be regenerated at repeaters and at the receiver station. 

loss. Also, bipolar pulses do not have a 
dc component, thus permitting simple 
transformer coupling at repeaters. The 
unique alternating pulse pattern can 
also be used for error detection since 
errors tend to violate the pattern. 

As the line signals travel along the 
cable pairs the pulses become distorted 
by the usual signal impairments such 
as noise and attenuation. When the 
pulses reach a repeater, they are re-
timed and reshaped so that a new un-
distorted pulse is produced for each 
pulse received. At the receive terminal 
the line pulses are again reconstructed 
before they are fed into the receiver 
detection and decoding equipment. The 
PCM coding process is reversed in the 
receiver in order to recover the original 
continuous speech signal. The contin-
uous signal at the output of the PCM 
receiver should be a replica of the 
original signal, except for some distor-
tion resulting from quantization. 

However, noise troubles, like energy, 
seem to be conserved and only changed 
from one form to another. So it is with 
pulse code modulation. Although noise 
in PCM systems does not accumulate, it 
does prevent the perfect timing of re-
generated pulses and shows up as jitter 
on the retransmitted pulse train. Suc-
cessful practical solutions to this timing 

problem are the key to successful PCM 
cable carrier transmission. 

Conclusions 
New digital technology promises 

much more than just carrying out the 
tasks of transmission systems developed 
in the past. PCM systems will eventually 
handle all of the transmission functions 
of today's frequency division multiplex 
systems more efficiently and more 
economically. The development of digi-
tal techniques will enable different 
types of services such as voice and fac-
simile to be treated alike in transmis-
sion systems. Once the various types of 
analog signals are formed into digital 
signals they are all similar. 
The new PCM cable carrier systems 

must carry on the tradition of the tele-
phone industry. They must be used with 
the telephone plant that exists today, 
complete with its inheritance of old 
cables and switching systems produced 
by many different manufacturers. 

In addition to operating over exist-
ing cable systems, there are already 
means to interconnect FDM systems 
with PCM networks using a device 
called an encoder-decoder or codec. 
Network television in color will also 
be handled. Such high density systems 
will require line transmission rates 
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close to 300 megabits per second. Also, 
the use of a technique called pulse stuff-
ing synchronization will permit adding 
and dropping systems by digital means, 
and provide an easy method of inter-
connecting PCM systems. 
High density PCM systems will use 

thousands of transistors in circuit con-
figurations where switching times may 
be as fast as a fraction of a nanosecond. 
In the future, the use of integrated cir-
cuits instead of discrete components 
promises great economies as well as ex-
cellent reliability. 
PCM systems are not without prob-

lems. Long chains of repeaters in tan-
dem challenge the ingenuity of engi-
neers to produce reliable repeaters at 
economical prices. The Ti system, for 
example, may use 50 repeaters in tan-
dem for a 50 mile link. Further prob-
lems arise because PCM requires so 
much bandwidth. Bandwidth is readily 
available on cable but is not easily ob-
tained from the available microwave 
spectrum. This fact ensures that single 
sideband frequency division multiplex 
will be around for a long time. PCM 
systems are also vulnerable to impulse 
noise which may prohibit their use in 
situations where cable plant and switch-
ing machines are not up to modern 
standards. In such situations present 
day FDM cable carrier systems, which 
do not exhibit the noise threshold char-
acteristics of PCM, may do a better job. 
Also, cables already carrying FDM 

carrier systems will have to be filled out 
with the same type of systems since it 
is presently not possible to mix Ti 
and FDM systems in the same cable. 

Although the T1 carrier system was 
developed primarily for the transmis-
sion of analog information in the form 
of processed voice signals, its re-
peatered line is a very fine high-speed 
digital transmission facility. Techniques 
have been developed to use these digi-
tal transmission systems to handle up 
to eight 50-kilobit data channels or two 
250-kilobit data channels. 

Pulse code modulation systems pro-
vide better handling of telephone su-
pervisory signaling than the usual in-
band methods used with FDM systems. 
The systems employ time division sig-
naling methods which are very econom-
ical and avoid the problems of speech 
simulation or talkdown inherent in in-
band signaling systems. 
Some small switching machines em-

ploy time separation instead of the 
familiar space separation techniques 
used for so many years by electrome-
chanical machines. Digital transmission 
is used with these time separation 
switching machines, and it is only a 
short technical step to join digital 
transmission and switching into an 
integrated communications system. It 
seems likely that in the 1970's inte-
grated electronic switching and PCM 
transmission systems will be operating 
both in the United States and Europe. 
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. .. a unique family of digital transmission 
systems for voice, video, or data. 

The first serious interest in 
time division multiplexing 

came about 1930. Early experiments 
centered around pulse amplitude mod-
ulation, but noise and crosstalk were 
serious problems. 

The invention of pulse code mod-
ulation (PCM) occurred in 1937. 
However, it was so basically different 
from the contemporary concept of 
telecommunications that its impor-
tance was not widely understood or 
appreciated. And even if it had been, 
the components necessary to accom-
plish the complex processes of samp-
ling, quantizing, and coding were not 
available. PCM had to wait for tran-
sistors, integrated circuits, and a better 
knowledge of digital devices. 

Frequency division multiplex 
(FDM) has served the telephone in-
dustry well for many years, but eco-
nomic factors have kept engineers on 
the search for more practical and effi-
cient transmission methods. As interest 
was renewed in digital communication, 
the advantages of PCM over FDM be-
came apparent. 

Solid State Economy 
economics of solid state tech-

nology point to PCM as the trans-
mission method of the future. To the 
telephone company, this is another 
means of holding the line against 
constantly increasing costs; to the 

telephone user, it is another step to-
ward more efficient and complete 
communications service. 

With transistors as a working tool, 
and integrated circuits a promise for 
the future, Bell Telephone Labora-
tories readied their first PCM systems 
in the 1950's. The first working system 
in the United States was installed in 
1962. Today there are about a half-
million channels in service. 

Bell will necessarily establish the 
system parameters for PCM perfor-
mance, and as in commonly the case, 
independent manufacturers and users 
will find it convenient to refer to Bell 
nomenclature in describing their own 
systems. 

(To avoid confusion, Bell termin-
ology will be used here rather than 
Lenkurt equipment types.) 

Time multiplexing PCM systems 
have been designated as T carrier in 
the Bell System. The first generation, 
now in service, is the Ti. Future sys-
tems will expand the T family from 
Ti to T4. Along with these progres-
sions will come refinements in channel 
banks and increased available service. 

The Ti system can consist of either 
a D1 channel bank of 24 channels, a 
D2 channel bank of 96 channels, or 
several choices of data banks. 

The D1 channel bank now in ser-
vice provides 24 two-way channels on 
two exchange grade cable pairs, one 
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for each direction of transmission. 
These may be in the same cable, or in 
separate cables. 

Repeatered Line 
Regenerative repeaters are spaced 

along the cable about every 6000 feet. 
Because information on a PCM sys-
tem is transmitted in the form of bi-
nary pulses, the repeater need only 
recognize the presence or absence of a 
pulse to regenerate a clean, new pulse. 
Because of the lower signal-to-noise 
ratio required with regenerative sys-

Figure 1. Lenkurt's 24 channel PCM 
system, the 91A, exhibits space saving 
design offered by TDM technology. 

tems relative to FDM systems, largc 
amounts of noise, interference, and 
distortion can be tolerated. 

While noise and distortion do not 
accumulate along a PCM cable as they 
do with FDM repeaters, it's not a case 
of getting something for nothing. The 

noise appears in a different form, 
showing up as a jitter on the retrans-
mitted pulse train. If allowed to ac-
cumulate, this jitter can prevent per-
fect retiming of pulses. Hence, special 
jitter-reducing circuits are needed for 
long haul PCM transmission systems. 

Jitter is not a serious problem in 
the Ti, which is intended for use in 
systems less than 100 miles in length. 
But the long haul, high density systems 
which will someday span the nation 
must be equipped to handle it. 

Time Separation 
The translation of an analog signal 

into PCM begins by switching sequen-
tially from one channel to another at 
a rapid rate. Each channel occupies the 
transmission line for a fraction of the 
total time. Conversations are stacked 
in time rather than in frequency as in 
FDM systems, and the method is called 
time division multiplexing. By syn-
chronizing the sampling rate at the 
receive end, each channel may be re-
created in its original form. 

If periodic samples of a waveform 
are taken often enough, the waveform 
can be perfectly reconstructed at the 
end terminal. The necessary sampling 
rate is just twice that of the highest 
frequency to be transmitted. There-
fore, if 4000 Hz is the highest fre-
quency on a telephone channel, sam-
ples taken at the rate of 8000 per 
second will precisely and exactly 
duplicate the telephone conversation. 
This is the sampling rate used in the 
Ti, although in practice the channel 
bandwidth is 200-3400 Hz. 

PCM Coding 
Three successive operations are 

needed to transform the analog speech 
signal into the series of digitally 
coded pulses of PCM. 

The first operation is to sample the 
speech signal at a suitable rate (8000 
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Hz) and measure the amplitude of the 
signal. This results in a train of pulses 
roughly analogous to the original 
waveform. 

Next, the amplitude of each sam-
ple is compared to a scale of discrete 
values and assigned the closest value. 
This rounding off process is called 
quantizing. Each pulse, now with its 
discrete value, is then coded into 
binary form. These binary pulses are 
what appear on the transmission line. 
A 7-digit binary code is used in 

telephone PCM. That is, each sampled 
pulse is coded into a combination of 
seven pulses representing one of 127 
different discrete values. To each code 
group an eighth digit or bit is added 
for,signaling. 

Each of the 24 channels in a Ti 
system is sampled within a 125-micro-
second period (1/8000 second), called 
a frame. To each frame an additional 
bit is added for synchronization of 
end terminals. 

Eight bits per channel, times 24 
channels, plus the synchronizing 
pulse, brings the total time slots 
needed per frame to 193. The re-
sulting line bit rate, with 8000-Hz 
sampling, is 1,544,000 bits per second. 

(A more complete analysis of the 
PCM coding process is found in the 
November 1966 Demodulator.) 

The bandwidth required for the Ti 
system is about 1.5 MHz, or one cycle 
per bit. This is obviously much more 
than is needed to transmit 24 chan-
nels over an FDM system. On cable, 
the bandwidth is readily available, but 
the advisability of PCM on most micro-
wave applications is clearly limited. 

The most significant reason more 
bandwidth is not available to FDM 
systems on cable is the difficulty of 
designing wideband amplifiers with 
sufficiently flat response. In the digital 
PCM system, where each channel uses 
the entire system bandwidth and is 
separated from other channels by time, 

DI 
LENKURT 
9001A 

D2 
LENKURT 
9002A 

Ti REPEATERED 
LINE (LENKURT 
9101A): 24 CHAN-
NELS OR EQUIVA-
LENT FROM EITHER 
D1, D2, OR DATA 
BANK AT 1.5 Mb/s 
ON TWO CABLE 
PAIRS. 

M-12 
LENKURT 
9202A 

T2 REPEATERED 
LINE ( LENKURT 
9201A): 96 CHAN-
NELS FROM M-12 
MULTIPLEXER OR 
PICTUREPHONE AT 
6.3 Mb/s ON TWO 
CABLE PAIRS. 

Figure 2. PCM systems, expanding from Ti to T4, will mix voice and oth 
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non-uniform attenuation of the trans-
mission path is not a particular prob-
lem. The end terminal, and each re-
peater along the cable, need only 
register the presence or absence of 
pulses to successfully accomplish com-
munication. 

T Carrier Family 
The overall concept of the T carrier 

family is illustrated in Figure 2. Be-
ginning with the short haul exchange 
carrier Ti system now in service, the 
family expands into a transcontinental 
system capable of carrying voice, data, 
and television signals simultaneously. 

As the network grows, four Ti 
signals will be combined into a 6.3 
Mb/s stream called the T2. Seven T2 
signals will be combined into a 46 
Mb/s group, sometimes referred to as 
the T3 section although it is not 
intended for transmission. The final 
step in the planned T carrier system 
will be when six 4.6 Mb/s signals are 

T3 (NOT TRANS-
MITTED): 672 CHAN-
NELS FROM M-23 
MULTIPLEXER OR 
PCM CODED SIGNALS 
FROM FDM MASTER 
GROUP, OR TV, AT 
46 Mb/s. 

multiplexed, forming the T4 signal at 
281 Mb/s. 

D2 Channel Bank 
The first outgrowth of the Ti 

system will be contained in the channel 
bank equipment. By combining the 
common equipment of four 24-channel 
groups (Dl channel banks) into a 96-
channel system, considerable savings in 
cost and size are promised, along with 
increased noise performance. 

The result is the D2 channel bank. 
The transmission format is exactly 
the same as the DI, with each 24-
channel group operating over a sepa-
rate Ti repeatered line. However, some 
noise improvement is gained by mak-
ing the eighth digit in each group do 
double duty. In the DI, this bit is 
committed to signaling information. 
But in the D2 the eighth digit will 
carry VF information most of the 
time — only occasionally will it be 
"borrowed" for signaling. 

rvices using time division multiplex. Many Tl systems are now operating. 
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Current technology will not allow 
DI and D2 channel banks to work 
end to end, but an interface between 
the two is theoretically possible. 

The Ti system, although primarily 
developed for the transmission of 
voice, is ideally suited to the increas-
ing data market. Various data banks 
now being developed will provide ser-
vice at 50 kb/s, 250 kb/s, or 500 kb/s 
over the Ti repeatered line. When it is 
realized that 64 kb/s is the rate used 
for each voice channel, the hundreds-
of-kilobit rates are not surprising. 

T2 System 
The intermediate speed T2 system 

will provide 96 channels at roughly 
four times the Ti speed, or 6.3 Mb/s. 
A multiplexer, called the M-12 by 
Bell, will bring together Ti pulse 
streams from either four DI channel 
banks or a single D2 channel bank, 
retime them, and then transmit them 
to the T2 repeatered line. Two cable 
pairs are used, and present planning 
calls for a system extending out to 500 
miles using a more complex repeater. 

Bell's Picturephone will also oper-
ate at 12 bit rates and could be an 
alternate use of the system. 

The next step in the T carrier 
hierarchy was originally named the 
T3 system. But this is no longer con-
sidered a necessary step in the logical 
growth of transmission systems and 
is now planned to be only a conve-
nient way of gathering groups of sig-
nals together within one office. 

At this point the M-23 multiplexer 
will combine seven T2 signals into a 
46 Mb/s stream capable of carrying the 
equivalent of 672 voice channels. 

T4 System 
Finally, six M-23 signals will be 

accepted by the M-34 multiplexer to 
produce a total of 4032 channels in 
the T4 system at 281 Mb/s. 

By its nature, a PCM system can 
accept almost any mixture of voice, 
data, or in the T4, television. Once 
the intelligence has been digitally 
coded, the pulses are exactly the same. 
The repeatered line equipment or the 
multiplexers themselves are no longer 
concerned with the type of infor-
mation being transmitted. Likewise, 
there is virtually no interaction among 
the various signals. 

Experimental systems operating at 
Bell Laboratories indicate that tele-
vision signals with 10 Mb/s sampling 
and a 9-digit code group will produce 
acceptable picture quality. The total 
output of the TV encoder at 92 Mb/s 
will be divided into two 46 Mb/s 
streams for entrance to the M-34 
multiplexer 

Another encoder planned for the 
14 system will convert an entire FDM 
master group of 600 voice channels 
to PCM. The master group will be 
sampled at 6 Mb/s, and will be trans-
mitted with 9-bit quality. The output 
of this encoder will also be 46 Mb/s to 
match the standard M-34 input. 

The planned 14 system is unique 
not only when compared to FDM sys-
tems, but to other members of its own 
PCM family. Because of its design 
function as a long haul carrier, the 14 
must satisfy many special conditions. 
It should be capable of operating over 
any distance carrying several thousand 
telephone calls, several television sig-
nals, numerous wideband data signals, 
or mixtures of all. 

To this end, coaxial tubes will be 
used to attain bandwidths sufficient 
for the 281 Mb/s signals. And at the toll 
office, 14 equipment will be called on 
to provide a number of more critical 
duties than were earlier systems. 
A new code, for instance, has been 

devised to eliminate a number of 
limitations inherent in such a long sys-
tem. A three-level code (minus, zero, 
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or plus pulses) will replace the two-
level bipolar code (pulse, no pulse) 
used in the Ti. The new code, called 
paired selected ternary (PST), prim-
arily conserves bandwidth by adding 
additional information capability with 
the same signal-to-noise ratio. PST 
provides a strong timing signal for 
repeaters by eliminating long series of 
zeros, and as in other bipolar PCM 
transmission, avoids a de component 
in the signal and permits errors to be 
monitored on the repeatered line. 

Pulse Stuffing 
It the coded pulses of a single 

channel are to be extracted from over 
4000 channels in a 2a1 Mb/s stream, 
some method of synchronizing T4 
terminals must be available. 

In the relatively short Ti system 
where all pulses originate at the same 
point and terminate together, the 
pulse stream itself is satisfactory to 
lock terminal timing clocks together. 
But with more complex systems having 
terminals thousands of miles apart, 
this is not practical. 

Ideally, the various channel banks 
and coders feeding into the T4 net-
work should be allowed to operate on 
their own clocks, which will vary 

slightly from the normal frequency. 
One approach being studied at Bell 

Labs which will allow this independent 
action is called pulse stuffing. At cer-
tain intervals an extra time slot is 
"stuffed" into the digital stream. Be-
cause the presence of stuffed pulses 
is indicated by other coding on the 
line, these extra pulses are ignored at 
the receive end. But during trans-
mission they have allowed the incom-
ing signals to get onto the line even 
though their individual synchroniza-
tion does not exactly agree. In a way, 
the stuffed pulses are a buffer between 
frames of different channel banks. The 
end terminal is capable of separating 
these frames and re-creating the syn-
chronization necessary for that par-
ticular group of channels. 

The basic elements for the imple-
mentation of systems beyond the Ti 
exist — some in operating systems, 
some in the laboratory. Introduction 
of the D2 channel bank is imminent, 
and the T2 transmission system prob-
ably is only several years away. 

An experimental high-speed sys-
tem, operating at 224 Mb/s, has been 
in operation at Bell Labs for over a 
year. But the T4 system as outlined 
must still be considered just a concept. 

(The April issue of the Demodulator will discuss several additional facets 
of pulse code moculation, including data capabilities, the repeatered line, 
fault location at repeater sites, and PCM switching.) 

809 



r e 

.••• • 

- 

••• 



"eoletql‘ee 
DEMODULATiM 

Part 2 

811 



ii 

v 
.... New concepts in data transmission, 

repeatered lines, and switching. 

rr he entire concept of trans-
mitting voice, television, or 

other analog information using a string 
of digital pulses — PCM — is unique. 
Beyond the initial treatment of the 
signal, so different in itself from fre-
quency division multiplexing, there are 
many other significant and exciting 
factors which increase the telephone 
industry's responsiveness to this new 
technology. 

The data carrying capabilities of 
PCM, for example, are startlingly high 
— for a reason. The span concepts of 
signal routing and repeatered lines 
themselves are dependent on digital 
transmission. And the possibility of 
direct PCM switching, without return-
ing the signal to audio frequencies, is 
perhaps one of the strongest potentials 
of all. 

Data Transmission 
While PCM systems are designed 

especially for voice transmission, their 
digital format makes them particularly 
good carriers of data. 

Relatively slow speed data, as would 
normally occupy no more than one 
voice channel, will be handled through 
an existing data modem such as the 
Lenkurt 26C. While this type of data set 
is designed to condition data signals for 
FDM transmission, and therefore has a 

tonal output, it can work into the 
Ti system. The data modem output is 
sampled by the PCM terminal the same 
as with a voice signal. 

For higher speeds, special data 
modems must work directly into the 
repeatered line and in some cases be 
able to coordinate with DI channel 
banks. Several data banks will be 
available to meet specific needs and 
will allow data speeds on the Ti line 
from 50 to 500 kb/s. 

The economy of using the PCM line 
for data is clear. A 50 kb/s data signal 
displaces 12 voice channels on an FDM 
system, but takes only three channels 
on the Ti repeatered line. And even 
this efficiency is allowing for data that 
is not in synchronization with the line 
rates. If the incoming data rates 
precisely match the bit rates on the 
line — 1.5 Mb/s for the Ti — these 
synchronous signals can be transmitted 
on a bit-by-bit basis. 

However, when asynchronous data 
must be handled, additional treatment 
of the information is necessary. Three 
Ti carrier bits are required for each 
data bit. The first transmitted bit 
indicates a data transition has oc-
curred. The second bit carries infor-
mation on the length of the data bit. 
The final bit relays the direction of the 
transition — that is, plus or minus. 
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Therefore, every time a data bit is 
received, three successive Ti bits are 
needed to transmit the information. 

The mixture of voice and data 
signals on a Ti line is not without its 
own unique problems. The usual 
8-digit "word" used to transmit voice 
is not a natural format for data. For 
example, if one-half the line bit rate is 
to be used for data, it seems logical 
that every other bit transmitted should 
be allocated to data. In the 8-digit 
grouping used for voice, this is im-
possible. But when data is the only 

Ti LINE 
LOADING 

NO. OF DATA MAX. DATA 
CHANNELS RATE 

1/8 
1/4 
1/2 
1/1 

8 
4 
2 
1 

64 kb/s 
128 kb/s 
256 kb/s 
512 kb/s 

Figure 1. Using alternate bits on T1 
results in proportionate data loading. 

service provided on the line, the most 
efficient method is to use evenly dis-
tributed data bits. 

The Western Electric T1WB-1 and 
T1WB-2 wideband data banks derive 
data channels in this way, using the 
appropriate number of alternating bits. 
Only simple timing changes are neces-
sary to accomplish a variety of data 
speeds. If the data bank clock is 
arranged to put a data signal into every 
eighth bit on a Ti carrier, this channel 
will have a maximum capability of 64 
kb/s. However, this will be standard-
ized as a 50 kb/s channel to match 
other t r a nsm ission requirements. 
Other possible data speeds arrived at in 
this way are listed in Figure 1. 

The T1WB-1 has several possible 
arrangements depending on the data 

traffic needs between specific termi-
nals. The T1WB-2 is basically a con-
densed version, more economical 
where only 250 kb/s data is trans-
mitted. Other combinations are listed 
in Figure 2. 

Voice With Data 
In many cases it will be desirable to 

mix voice and data on the same line. 
Since their formats do not coordinate, 
some conversion will be necessary. 

It is possible, for example, to re-
time the 8-bit word of the standard 
PCM voice signal to fit into alternate 
data bits. Or, the reverse can be 
accomplished by transforming the data 
stream into 8-bit words. This has been 
done in a third data bank, the 
T1WB-3. It will multiplex up to four 
data channels, using the remaining 
space for voice transmission. Possible 
combinations of data and voice are 
listed in Figure 3. 

The T1WB-3 operates in synchron-
ization with the D1 channel bank. 
Framing bits and the line bit stream 
for voice channels originate in the D1 
and are received and retransmitted 
into the Ti line by the T1WB-3. In 
the data bank, a timing network clears 
pulses from selected voice channels 
and leaves them clear for data signals. 

An additional task must be per-
formed by the data bank in translating 
the data to the 8-bit format. This is 
accomplished by storing the data bits 
and rearranging them into a time 
sequence proper for the preempted 
voice channels. The data bits are com-
bined with the retransmitted voice bits 
and the total digital stream is sent over 
the Ti line. 

Although the data bits occupy the 
space of a voice channel in the 
T1WB-3, they are not directly affec-
ted by the 8-bit format: the organiza-
tion of information in the data word 
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bears no relationship to the channel 
word. 

Complementing the three wideband 
data banks is a single channel modem 
for speeds up to 500 kb/s. The 
TIWM-1 will provide more eco-
nomical service when there is reason-
able assurance that additional wide-
band channels will not be required. 
The modem could be operated at the 
customer's location over a dedicated 
repeatered line. 

Span Concept 
he ver) nature of a digital trans-

mission system allows a new way of 
looking at the line and the signal it 
carries between offices. In PCM ter-
minology, a series of regenerative re-
peaters from one office bay to another 
is called a "span line". 

Using the span concept, it is possi-
ble to provide spare lines and fault 
location on an individual span line 
basis. And administration for assign-
ment, maintenance, and powering 
becomes easier. Any span line is just 
like the next and direct substitution is 
possible. 

In an analog FDM system, losses in 
the line, at terminals, and in repeater 
equipment are all cumulative. There-
fore, the routing of calls and the 
design of alternate routes are restricted 
to some maximum attenuation. The 
span concept offers some relief from 
this historic problem. Taking advan-
tage of the new technology, it be-
comes much less important for trunk 
routing to be along the shortest dis-
tance between terminals. 

In practice, span lines between two 
central offices may be in different 
cable sheaths and may even follow 
different geographical routes. But they 
are indistinguishable in use and in 
design. The span line is a known 
quantity to be used as needed, but 

WIDEBAND BANK CHANNEL ARRANGEMENTS 

8 CHANNEL — 50 kb/s 

4 CHANNEL — 50 kbis 
1 CHANNEL — 250 kb/s 

T1WB-1 

T1WB-2 

2 CHANNEL — 250 kb/s 

2 CHANNEL — 250 kb/s 

Figure 2. Wideband data banks offer a 
variety of channel options. 

which remains an independent entity 
in the system of which it is a part. 

With the PCM system that main-
tains its four-wire nature throughout, a 
standard loss of about 3 dB can be 
obtained irrespective of the number of 
span lines used to complete the route. 
In the Ti system, span lines may be 
connected in tandem to a limit of 
something less than 100 miles. 

Fault Location 
When trouble occurs in the re-

peatered line, another unique feature 
of the PCM system — fault location — 
makes it possible to identify the exact 
trouble spot from the central office. 
First the fault span is taken out of 
service by patching. A spare span is 
easily substituted. Then a fault lo-
cating test set is used to find the 
defective repeater. 

WIDEBAND BANK CHANNEL ARRANGEMENTS 

T1WB-3 

1 CHANNEL— SO kb/s 
21 CHANNELS VOICE 

2 CHANNELS — 50 kb/s 
18 CHANNELS VOICE 

3 OR 4 CHANNELS — 50 Kt:A 
12 CHANNELS VOICE 

Figure 3. Versatile T1WB-3 mixes 
voice and data channels. 
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The fault locating scheme of the Ti 
system uses twelve different audio 
frequencies and an equal number of 
matching single-frequency filters — 
one for each repeater site. The audio 
frequencies are generated in the test 
set and introduced to the repeatered 
line as a set of digital pulses. These 
pulses, which appear as errors to the 
repeater, actually have within them an 
audio component (Fig. 4). 

The frequency selective filter 
bridged across the output of each 
repeater will pick off a specific tone 
intended to test that repeater. The 
audio component is looped back to a 

may be used and the interrogation 
capacity doubled. 

PCM Switching 
In its normal operation the regen-

erative repeater looks at an incoming 
signal train and literally recreates new 
pulses in the same sequence as they 
were originally transmitted. If, instead, 
the repeater could store the pulses 
momentarily, and then regenerate 
them in a different order, a form of 
switching could be accomplished. For 
instance, pulses originally representing 
channel 4 might be regenerated in the 
time slot allocated to channel 7. 

I I I 11011ill HHHI 
Figure 4. The audio component in the fault locating signal is caused by grouping 
"error" bits to create one of 12 frequencies. 

"fault locating pair" which returns the 
signal to the testing office. There it 
can be analyzed and the proper perfor-
mance of the repeater determined. 

In this way a technician working at 
the exchange can test each repeater in 
the span without leaving the office. 
The frequency used determines which 
repeater housing is being tested; the 
cable pair selected will determine 
which repeater within the housing is 
under scrutiny. The 12 frequencies 
available make it possible to test 12 
different repeater locations, or a total 
of 300 repeaters if the housings each 
contain 25 repeaters. If more than this 
number must be tested from a single 
office, an additional fault locating pair 

Taken one step further, the device 
might connect channel 4 pulses from 
one system to channel 7 slots in 
another system. This could be used as 
a trunk switch operating in the PCM 
mode, without changing information 
to audio frequency just for the pur-
pose of switching. Such a method of 
switching could have a decided eco-
nomic effect on the PCM systems of 
the future as well as offering some 
interesting possibilities in plant plan-
ning and design. 

There are presently three basic 
types of exchange switching: manual, 
electromechanical, and electronic. The 
electromechanical switch operates in 
response to the dial pulsing of the 
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Figure 5. The dis-
tance between termi-
nals, used in figuring 
prove-in economics, 
could be lengthened 
considerably with 
PCM switching. 

ELECTROMECHANICAL 
SWITCH 

PCM SWITCH 

0-E 

E 

S 

  s, 

EXCHANGE 
PCM TERMINAL 
SPAN DISTANCE 

 E-0 

subscriber's telephone and is the most 
common method. Operating at 10 
digits per second, the system has been 
adequate for most applications. 

But Direct Distance Dialing within 
the United States — and soon global 
dialing — places tighter restrictions on 
the signaling time available. Tone dial-
ing will help, and the installation of 
advanced crossbar switching machines 
offers some relief. But a variation of 
electronic switching now in operation 
at several locations lends itself directly 
to application with PCM switching. 

In PCM transmission, the signaling 
information is contained within the 
pulse train and therefore arrives at the 
exchange at the rapid microsecond 
rate of the PCM signal itself. If elec-
tronic switching devices were available 
to match this speed, all functions could 
be carried out in phenomenal time. It 
has been estimated that the entire 
process of switching might be accom-
plished in about 100 milliseconds. 

Direct PCM switching could offer 
much more than speed. If signals did 
not have to be demodulated for 
switching, considerable economic gain 
as well as improved signal quality 
could be achieved. Terminal equip-

ment contributes a large percentage of 
total system cost. And most degrada-
tion in the system takes place at the 
terminals where signals must be trans-
formed from one form to another. The 
use of PCM switching could reduce the 
number of terminal units required. 

Prove-in Distance 
System planning dictates that the 

transmission engineer must consider 
prove-in distances when adding new 
equipment, especially carrier systems. 
The cost of carrier equipment versus 
physical cable, for example, must be 
compared for a given system. Gen-
erally it is less expensive to use phys-
ical cable for short distances and 
carrier equipment for longer routes. 

Consider an exchange system (Fig. 
5A) linked by PCM and using electro-
mechanical switching at the hub. PCM 
terminals are required at both ends of 
the span between the switch and the 
exchange. Therefore, this span dis-
tance must be equal to or more than 
the prove-in distance if the system is 
to be economical. 

By introducing a PCM switch at the 
tandem exchange, two terminals are 
eliminated and the longer span dis-

816 



tance between the two far terminals 
becomes the criteria for prove-in 
judgment (Fig. 5B). 

Two benefits to the operating 
company become obvious — half as 
many terminals must be supplied, and 
many more short-haul exchange routes 
become eligible for PCM. 

In most telephone companies ap-
proximately 70 percent of all trunk 
lines are 10 miles long or less. If the 
prove-in distance is greater than 10 
miles for a typical system, then 70 
percent of the facilitites cannot be 
profitably used with PCM. But PCM 
switching could effectively double the 
trunk lengths and produce a sizable 
increase in the number of trunks avail-
able for PCM transmission. 

Switch and Delay 
The elementary switching function 

is to detect a new call, absorb signaling 
information, and set up a path through 
the exchange to the outgoing system. 
In PCM switching, routing would in-
volve not only finding a clear circuit 
leaving the exchange in the proper 
direction, but would also necessitate 
matching in time of the two channels. 

After the information has been 
switched out of an incoming pulse 
train, a finite amount of delay would 
be necessary to fit the signal into the 
proper time slot of the outgoing cir-
cuit. Preference would be given to 
switching situations where the in-
coming call could go out on the same 
channel, thus requiring no delay. 
Fixed delay lines would provide the 
proper delay for moving pulses into 
the time slots of any of the other 23 
channels. 

Fitting nicely into the span con-
cept, PCM switching could increase the 
company's ability to give the customer 

substantially uniform quality com-
munication regardless of the distance 
and the number of switching stages 
involved. 

PCM Compatibility 
The nationwide telephone network 

— giant machine that it is — must grow 
and change while it continues to oper-
ate. Any new technology, such as 
PCM, must work with existing facili-
ties. This means that PCM transmission 
must be carried out over present cable 
and work through the exchange as it is 
today. The first PCM systems of the 
Ti class have been introduced in just 
that way. 

If PCM switching is adopted, it will 
be added to the existing system. It is 
possible — perhaps even economically 
advisable — that the PCM switching 
will be called on to work with FDM 
syste ms. Local converters could 
change FDM audio signals to PCM and 
back again for the purpose of switch-
ing. These converter units would be 
relatively simple devices, free of com-
plicated synchronization problems in 
that both ends of the conversion 
would be made in the same office. 

Conceivably, PCM techniques could 
be extended to the subscriber level. 
This would not only open the way to 
increased wideband service available at 
the home and office, but have a strong 
effect on PCM switching, making pos-
sible a complete integrated telephone 
network. 

Perhaps only with the eventual in-
stallation of the transcontinental T4 
coaxial system will an entirely new 
PCM facility be established. But it too 
will have to coexist with other sys-
tems, accepting PCM-coded FDM 
supergroups, and pulse streams from 
other PCM systems, the Ti and T2. 
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The following is the essential text of a talk given by Mr. R. F. White, a 
senior staff engineer at Lenkurt Electric Co., Inc., at the International 
Conference on Communications held in San Francisco in June, 1970. 
Because of the outstanding clarity of the discussion, and because the 
article is of general interest to communication systems users, it is 
being printed here for the benefit of all Demodulator readers. 

In recent years the objectives for total reliability in mi-
crowave communications systems have 
become rather staggering. One ex-
ample is the Bell System's stated ob-
jective of 99.98% overall reliability on 
a 4,000 mile system, which breaks 
down to an allowable per hop outage 
of about 25 seconds per year. Users of 
high reliability industrial systems are 
also talking about average per-hop 
reliabilities in the order of 99.9999%, 
or about 30 seconds per year, for their 
long-haul microwave systems. 

This discussion is mainly concerned 
with the ways in which such micro-
wave system reliabilities are being de-
scribed, specified, and calculated, and 
with some apparent problems in some 
of the methods commonly used. 

The microwave industry has long 
been accustomed to making estimates 
and calculations of outages due to 
propagation, using empirical or semi-
empirical methods. 

The results are usually stated either 
as a per hop annual outage, or as per 
hop reliability in percent. And it is 
interesting to note that calculations 
using these empirical methods indicate 
that by the use of suitable path engi-
neering and diversity, it is possible to 
achieve propagation reliabilities in the 
above mentioned range. 

Calculation methods for estimating 
the probable reliability of a microwave 

hop with respect to equipment outages 
have also come into the picture in 
recent years, using the principles and 
practices developed by reliability engi-
neering experts in other fields. 

It has also become fairly common 
practice to express the calculated 
equipment reliability results for micro-
wave systems in terms similar to those 
used to describe propagation reliability 
in percent as the term is commonly 
used by microwave engineers, or as a 
per hop "availability." (The latter 
term as used in reliability engineering 
is the ratio, over the period of interest, 
of the innage time to the total time.) 
A natural extension of this practice 

is to add the per hop annual outages 
for equipment and for propagation 
together to get an overall outage to be 
used as a reliability "figure of merit" 
for the hop. 

This discussion will attempt to 
show that none of these parameters 
—per hop annual outage, per hop 
reliability in percent, or per hop avail-
ability— provides an adequate descrip-
tion of the equipment reliability per-
formance in the case of ultra-reliable 
systems. It follows, of course, that if 
this is so, the "overall total reliability" 
concept and figures of merit are 
equally unsatisfactory. 

Microwave equipment avaiiibility 
or outage calculations always rest in 
the end on two basic concepts: the 
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"mean time between failures" (MTBF) 
and the "mean time to restore" 
(MTTR). The relationship between the 
two determines the outage ratio. 
(MTTR will be assumed to include 
notification time, travel time, diag-
nosis time, as well as the actual time to 
repair or replace the failed item. Thus, 
in this paper, it represents the actual 
average length of outage associated 
with a failure event.) 

In high-reliability systems the rela-
tionships become quite simple - 
shown in Figure 1. 

The "innage ratio" is the term 
called "availability" by reliability engi-
neers. Multiplied by 100 to convert it 
to percent, it is the "reliability" as 
used by microwave engineers. 

Figure 2 shows how these param-
eters might look in a more or less 
typical non-redundant microwave hop. 

The 5,000 hour figure in the de-
nominator is an assumed value for the 
MTBF of all the equipment of a 
non-redundant microwave hop; it 
would correspond to an average of 
roughly two failures per year, and 
since the hop is non-redundant, each 
would be an actual outage. 
A value of 5 hours is assumed for 

the MTTR, and as stated above, this is 
taken to mean all the time from the 
instant of failure until the equipment 
is restored and back in service. 

These assumed values were chosen 
primarily for mathematical ease and 
are not intended to represent any 
actual system. This applies to any 
other values used. 

What happens with a fully redun-
dant configuration? Here, for simplic-
ity, it is assumed that the non-
redundant equipment is simply dupli-
cated and that a perfect automatic 
sensing and switching system is pro-
vided. An MTBF of 5,000 hours for 
each side of the redundant configura-
tion and an MTTR of five hours for 

any equipment failure are also 
assumed. Note, however, that in the 
redundant system, a single or one-side 
equipment failure will not cause an 
actual system outage. Only two simul-
taneously existing failures, one on 
each side, can do this. 

One further assumption is made in 
Figure 3, that failures on the two sides 
are totally random and independent. 

"MTTR  
Or GE RATIO (U) - MTBF,' 
air RATIO (A) = 1 - U 
.W'.-4L OUTAGE = .3760x U hre. 

it Figure 1 

A = 1—.001 = . 999 or 99.9% 

5,000 

'MAL OUTAGE =.00I x 8760 
= 8.76 hours 

Figure 2 

REDUNDANT 
WITH ASSUMPTIONS 

Orn-F-ired 

H.,nce, 

(MTBF)red 

(MTBF)2 
MTTR 

_ (5,000)2 
5 

l imiliv-  = 5,000,000 hours 
= about .570 years 
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These mathematics illustrate that, 
given these assumptions, the average 
time between outages (actual system 
failures) on this hop would be 570 
years. 

Continuing with the same redun-
dant example, Figure 4 gives the equa-
tion for calculating the outage ratio, 
Ured, for the redundant hop, and the 
actual calculation for this example. 

This now represents a completed 
calculation which says, given all these 
assumptions, the equipment reliability 
characteristic for this hop can be 
described as 32 seconds of outage per 
year. 

But, this figure of 32-seconds-per-
year average outage is only a mathe-
matical abstraction. Since an outage is 
by its very nature indivisible, there can 
only be, in any given year, either no 
outage at all, or an outage which, 
under the assumptions used, must be 
very much longer (5 hours per failure 
event in this model). Neither of these 
conditions —no outage or 5 hours 
outage— has any real relation to an 
annual outage of 32 seconds, and 
consequently the 32-second figure is a 
very inadequate way of describing this 
situation. 

Figure 5 re-emphasizes the point 
that whenever the expected outage 
(MTTR) associated with a failure event 
is relatively large, the occurrence of 
such failure events must be extremely 
rare (MTBF very large)—if ultra-high 
reliability is to be achieved. 

In real life microwave systems there 
are constraints imposed by the fact 
that the sytems (at least the long-haul 
ones where ultra-reliability is most 
urgently needed) involve unattended 
repeater stations spread over rather 
considerable geographic areas, and 
often in relatively inaccessible loca-
tions. This makes it rather unrealistic 
to assume that the average restoration 
time, even under favorable conditions, 
will be less than 1 or 2 hours. Travel 
time alone will often be greater than 
this, particularly for failures at isolated 
points occurring at night or on week-
ends. In fact, the mathematically con-
venient assumption of 5 hours may be 
overly optimistic. 
A restoration time measured in 

hours must be accompanied by equiva-
lent MTBF's measured in millions of 
hours (hundreds of years) in order to 
show calculated reliability in this range 
of 99.9999% per hop. 

Ured = (MTBF)red (MTBF) 

Ared = I — .000001 = . 999999 or 99.9999% 

= .000001 or .0001% 

ANNUAL OUTAGE = .000001 x 8760 = .00876 hours 
= about 32 seconds 

Figure 4 
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FOR 99.9999% RELIABILITY 

e.g., If repair time is ive ours, 
MTBF must be 5,000,000 
hours (570 years). 

If repair time is one hour, 
MTBF must be 1,000,000 
hours ( 114 years). 

Figure 5 

MTBF MUST BE ONE MILLION 
TIMES T ! 

This, coupled with the fact that it is 
impossible to have a fractional failure 
in a real system but only integral ones, 
is the real crux of the problem being 
discussed. 

It has been shown how our example 
of a redundant hop could calculate out 
to an average per-hop annual outage of 
32 seconds due to equipment. But it 
must be recognized that in a real 
system this is a meaningless value 
which cannot exist except by a wildly 
unlikely set of coincidences. Even if 

the analysis and the assumed param-
eters and conditions were precisely 
correct, the hop would have to be 
operated for at least 570 years in order 
to get even a minimum test, and in 
that time we get 569 years with zero 
outage and one year —which could be 
anywhere along the line— with 5-hours 
outage. Thus, "annual outage" is quite 
meaningless, and even the availability 
or reliability parameters would be 
meaningful only for the average per-
formance over something like 10,000 
years, or 10,000 hops. 

The situation is quite different with 
respect to propagation outages and the 
kind of difference is shown in Figure 
6. Here, a simple propagation situation 
has been made up which also leads to 
the same annual outage. 

The propagation outages shown are 
based on a simple assumption of a 
diversity path with a 40-dB fade 
margin, Rayleigh fading on each side, 
and a diversity improvement factor of 
about 100. Under these assumptions, 
each side of the diversity would have a 
reliability of about 99.99% or about 
53 minutes of outage per year, con-
sisting of perhaps 1,000 individual hits 
averaging on the order of 3 seconds 

low 
#ONE-SIDE F.4ILURES 
PER YEAR 

# OUTAGES PER YEAR 

AVERAGE LENGTH OF EACH 

TOTAL ANNUAL OUTAGE 

RELIABILITY 

PROPAGATION EQUIPMENT 

1,0 

20 

1.5 sec. 

30 sec. 

99.9999% 

Figure 6 

1/570 

18,000 sec. 

about 30 sec. 

99.9999% 



each. The diversity improvement fac-
tor of 100 to 1 would lead to about 20 
simultaneous hits per year, that is, 20 
actual outages, each averaging about 
1.5 seconds in length. 

The 20 or so simultaneous hits, 
giving a total annual outage of about 
30 seconds, constitute enough events 
to provide a reasonably adequate sta-
tistical population over a year, so that 
results expressed in this way are quite 
meaningful and can be related to real-
life systems. 

But the situation is quite different 
in the equipment column, in which 
there are about 2 one-side failures per 
year, and about 1/570th of an actual 
outage per year, so that the annual 
outage is 1/570th of 18,000 seconds, 
or about 30 seconds. 

The difference in scale and sample 
size between the two situations is 
about 10,000 to 1, and it is clear that, 
despite the fact that in both cases 
there is a calculated annual outage of 
30 seconds, the two types of outage 
are in fact totally and radically dif-
ferent in nature and cannot be usefully 
combined or treated in a similar 
fashion. 

Twenty outages per year, each 
averaging less than two seconds, and 
one outage of several hours occurring 
only once every five or six centuries 
simply have nóthing in common with 
each other. 

The point is that in such ultra-
reliable cases, the propagation reli-
ability and equipment reliability of 
microwave hops must be treated and 
described separately. 

Annual outage remains a good 
way to describe the propagation reli-
ability. Availability, or reliability in 
percent, is equally good. It would be 
useful, however, to include information 
about the number of events and their 
average duration, the annual outage 
being the product of the two. 

For equipment reliability, two 
alternative methods seem to have some 
merit, though neither is entirely satis-
factory. 

One is simply to state the equiva-
lent system MTBF as a parameter. In 
the case of ultra-reliable systems this is 
usually the redundant MTBF. Prefera-
bly the MTBF in hours should be 
divided by 8760 and the result stated 
in years, since it is easier to relate to 
the real world. A statement that the 
MTBF of a microwave hop is 570 
years is likely to arouse some skepti-
cism on the part of engineers familiar 
with electronic equipment; whereas, a 
statement that it is 5,000,000 hours 
might not have the same impact. 
A second possibility would be to 

use this equivalent redundant MTBF 
to calculate the probability that the 
hop will operate without failure for a 
period of a year, using the standard 
reliability formula as given in Figure 7. 

The expression R(t) gives the reli-
ability function in the nomenclature 
used by reliability engineers; that is, 
the probability that the device under 
consideration will operate without fail-
ure for a time t. 

Summing up, the equipment reli-
ability calculations, in situations of 
this type, are really saying that there is 
a very high probability that the outage 
due to equipment in any year will be 
zero, but if such an outage does occur, 
it will be very long (comparatively) 
and will probably use up the allocated 
outage time for hundreds, perhaps 
thousands of years. 

This poses the very serious problem 
that if —as is very likely to happen— 
equipment reliability prognostications, 
showing average per-hop outages of 
seconds, or even a few minutes, per 
year, somehow get turned into specifi-
cation requirements (rather than just 
calculations or estimates), the supplier 
is faced with the awesome realization 
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R(t) = e 

. 1e01111 

Which for a t of 8760 hours and 

1
.  MTBF of 5,006,000 hours comes 

to 99.825%. 

.' For MTBF of 1,000,000 hours, R 
comes to 99.124%. 

Figure 7 

that the only way he can meet such a 
specification at all, over any time 
period of interest —even the entire life 
of the equipment in some cases— is to 
have zero outages due to equipment. 

Another serious —though perhaps 
less apparent— problem is that there is 
no evident way to make any realistic 
evaluation of the relative worth of 
simply changing the odds that there 
will or will not be an outage. For 
example, suppose one has a hop with a 
predicted probability of one outage 
every 100 years. How much would it 
be worth to reduce the outage prob-
ability to one every 600 years? In 
either case any outage in a year, or 
even over the life of the equipment, is 
highly unlikely, and in either case, if 
an outage does occur, its length will be 
the same— the X hours it takes to 
repair and restore the equipment. 

The limitation discussed here is a 
basic one which does not depend at all 

on the validity of the assumptions or 
the calculations. It results simply from 
three things: microwave systems dis-
tributed over wide geographical areas; 
repeater stations (and often terminals 
as well) operated on an unattended 
basis; and outages due to equipment 
failure (unlike those due to propaga-
tion) requiring human intervention to 
restore and consequently, in general, 
requiring a rather large block of outage 
time associated with any outage event. 

Regardless of the means used to 
describe it, there seems to be a param-
eter, with respect to equipment out-
ages, which describes a situation that 
cannot exist in the real world, cannot 
be measured, and to which it is diffi-
cult to assign any economic or 
monetary value. 
A further consideration is that the 

models customarily used in making 
equipment MTBF calculations con-
sider only those outages or failures 
caused by chance, random failure of 
individual components for which no 
cause can be determined, and thus 
exclude most of the failures which 
occur in real systems— for example, 
failures due to human error in the 
design, the manufacture, the installa-
tion, the operation, and the main-
tenance areas; "early" or bum-in 
failures; wear-out failures; or unusual 
stress situations affecting both sides of 
a redundant system. Therefore, it is 
apparent that such a priori equipment 
reliability calculations should be treat-
ed with considerable caution. 
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Microwave radio systems are playing an 
extremely important role in the expansion 
and modernization of fixed communications 
facilities. The load handling capacity of 
microwave communications systems has 
been steadily increasing during the past ten 
years. This improved capability has made 
them increasingly useful for telephone 
traffic, broadcast audio and television, tele-
photos, and in meeting the rising demand 
for digital data communications. 

increased usage of mi-
rowave radio systems has 

pl high premium on relia-
bi t outages involving per-
haps hundreds of communications cir-
cuits — especially those carrying vital 
messages and real-time data. The great 
importance placed on reliability has 
brought about several methods of pro-
tecting microwave systems against the 
possibility of interruptions in service. 

Loss of primary power, equipment 
failure, and multiple path (multipath) 
fading are the three most serious events 
which can interrupt service on micro-
wave radio communications systems. 
Primary power failures are counteracted 
by auxiliary sources of electric power 
standing by ready to assume the load. 
High quality components and complete 
"hot standby" systems that switch into 
service automatically if the primary sys-
tem fails are used to protect against 
equipment failures. 

The most troublesome event to guard 
against is multipath fading. This elu-
sive and random phenomenon unpre-
dictably drops the signal level at the 
receiver of microwave radio systems. 
Multipath fades occur mostly at night, 
are frequency selective, and pass very 
swiftly. They are caused by reflected or 

refracted energy arriving at the re-
ceiver out of phase with the direct 
beam. 

Multipath Fading 

Microwave radio beams exhibit many 
properties of light — they travel in 
relatively straight lines, are reflected by 
large flat surfaces, and are refracted by 
atmospheric conditions. During normal 
conditions, temperature, humidity and 
pressure in the lower atmosphere de-
crease almost linearly with increased al-
titude. This produces a corresponding 
linear decrease in the refractive index 
of the atmosphere. The velocity of mi-
crowaves traveling through the atmos-
phere increases as the refractive index 
decreases. As the wavefront passes 
through a normal atmosphere, the in-
creased velocities at the top of the 
wavefront cause the microwave beam 
to bend slightly downward in a rela-
tively uniform curve. This curve is 
about one-fourth the curvature of the 
earth. 

Unfortunately, normal atmospheric 
conditions do not always prevail. Ir-
regularities in the atmosphere cause 
energy components of a microwave 
beam to be reflected or refracted up-
wards or downwards instead of follow-
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DENSE AIR 

Figure 1. The velocity of microwaves 
traveling through the atmosphere in-
creases as the refractive index of the 
air decreases. The increased velocities 
at the top of the wavefront cause the 

microwave beam to bend. 

ing the normal slightly curved path to 
the receiving antenna. As a result, two 
or more separate wave components may 
travel to the receiver over slightly dif-
ferent paths. These components will be 
somewhat out of phase with each other 
because of the difference in the length 
of the path each has traveled. Also, at 
each point of reflection a 180° phase 
shift normally occurs. 

If two equal signal components 
travel paths that are different by a 
wavelength, and one signal component 
has been reflected, they will arrive at 
the receiver 180° out of phase. Since 
the signal energy at the receiver is the 
vector sum of the wave components, 
the resultant strength of the two signal 

Figure 2. In a normal atmo-
sphere, microwaves beams bend 
slightly downward in a relatively 

uniform curve. 

components will be zero. It is interest-
ing to note that the wavelength of a 
6000-MHz carrier is only about two 
inches. Thus, a one inch difference in 
the path traveled by two equal signal 
components (without a reflection) will 
cause total energy cancellation. 

Normally, the information content 
of a microwave carrier is not disturbed 
by multipath fading. Differences in 
path length due to atmospheric refrac-
tion and reflection usually vary from a 
fraction of an inch to perhaps six or 
seven feet. Such differences cause many 
opportunities for severe phase separa-
tion of carrier wave components at 
microwave frequencies. However, such 
differences in path lengths are only a 
fraction of the wavelength of the in-
formation-bearing or modulating com-
ponent of the microwave carrier. For 
example, the highest frequency in the 
baseband modulating signal of a typical 
600-channel multiplex system is less 
than 3 MHz. A 3-MHz signal has a 
wavelength of about 328 feet. Path 
length variations of six feet represent a 
phase difference of only about 6.6 de-
grees between two 3-MHz components 
— not enough to cause significant sig-
nal distortion. The main problem is to 
ensure that enough microwave energy 
reaches the antenna so that the signal 
can be detected properly in the receiver. 
Some multipath fades reduce the 

signal strength only a few dB, but deep 
fades may cause it to drop more than 
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40 dB. As already mentioned, multi-
path fading occurs randomly. Lord 
Rayleigh showed that random phase 
cancellations occur in a predictable 
manner and follow the probability dis-
tribution shown in the curve of Figure 
3. This curve indicates the probability 
of microwave fades of various depths. 
For example, fades of 35 dB or more 
from the median signal level are shown 
to occur 0.02% of the time. In a year 
this would amount to about an hour and 
45 minutes during which transmission 
would be interrupted. This might seem 
like a relatively short period of time, 
but it could represent thousands of 
short term outages. Large numbers of 
short outages are extremely objection-
able when transmititng high speed data. 

It should be emphasized that the 
Rayleigh distribution applies only to 
the time when multipath fading is oc-
curing. Also, this method of predicting 
the probability of fades is not precise, 
but is an expedient that can be used to 
estimate the propagation reliability of 
a particular system based upon a certain 
fade margin. The fade margin is the 

difference in dB between the practical 
noise threshold (or FM improvement 
threshold) and the median receiver in-
put signal level selected for the system. 
Propagation reliability is simply the 
percentage of time that the receive sig-
nal is above the noise threshold point 
of the receiver. The fade margin re-
quired to meet propagation reliability 
objectives, determined by actual field 
tests and economic considerations, is a 
function of output power, receiver in-
put power, antenna gain, and wave-
guide and free space losses. Typically, 
fade margins for line-of-sight micro-
wave radio systems operating in the 6-
GHz band range from about 30 to 40 
dB, usually providing propagation re-
liabilities greater than 99.9 percent. 

Engineering a microwave line-of-
sight path with a fade margin that will 
assure almost 100 percent propagation 
reliability can be very costly. The ex-
pense of shorter hops, with larger an-
tennas, reflectors, and towers needed to 
obtain extra power to offset deep fades 
places an economic limit on such an 
approach. 
A more practical approach has been 

to use diversity reception — a means of 
reducing the effects of multipath fad-
ing. Three types of diversity reception 
commonly used in radio systems are 
polarization, space, and frequency. 
Polarization diversity has been useful in 
lower frequency radio systems that use 
sky waves, but it has not provided any 
significant advantage in line-of-sight 
microwave systems. 

Space and Frequency Diversity 

In space diversity, two or more re-
ceiving antennas intercept signals from 
the same transmitter. The receiving an-
tennas are usually separated vertically 
on the same tower, providing separate 
direct paths from the transmitter. It is 
highly unlikely that signals traveling 
over vertically separated line-of-sight 
paths will incur deep fades simulta-
neously because of the vertical charac-
teristic of the phenomenon. Thus, a suf-
ficiently strong signal should usually be 
present at one of the receivers. The 
amount of vertical separation required 
for the receiving antennas may range 
from a few feet to over 80 feet. 
A minimum of one transmitter and 

two receivers with separate antennas are 
required at the terminals of a space di-
versity system. However, a hot-standby 
transmitter may be required to protect 
against equipment failures. Since only 
one frequency is needed, this type of 
diversity reception is especially useful 
in conserving frequency allocations. 
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Frequency diversity has been the 
most popular type of diversity recep-
tion where the use of two or more fre-
quencies in one system is permitted. 
Since multipath fades are frequency 
selective, microwave signals sufficiently 
different in frequency are not likely 
to fade simultaneously due to the dif-
ferent wavelengths of the signals. 

This type of diversity reception re-
quires two or more transmitters, each 
operating at a different frequency, and 
two or more receivers, generally using 
the same antenna. The completely re-
dundant system also provides an im-
provement in overall equipment relia-
bility. Like space diversity, a sufficiently 
strong signal should usually be present 
at one of the receivers. Normally, the 
frequencies selected for this type of di-
versity reception are within the same 

Figure 3. Rayleigh 
distribution curve 
shows probability of 
fades of various 

depths. 

-35 -40 

MEDIAN — dB 

band allocation. For maximum propa-
gation reliability, the frequencies 
should be separated by about 5 percent 
of the lower frequency. In practice, it 
is seldom possible to obtain more than 
about 2 or 3 percent separation because 
of limited frequency allocations within 
the band. An extension of frequency 
diversity, called cross-band diversity, is 
sometimes permitted using frequencies 
in different bands (e.g., 6 and 12 
GHz). 

In any type of space or frequency 
diversity system some sort of combining 
technique is used at the receive termi-
nal to process the diversity signals. 
Three forms of combining in use are 
variable gain, equal gain, and optimal 
switching. Combining can be accom-
plished at the baseband level ( post de-
tection combining) or at the interme-
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diate frequency level ( predetection 
combining). Post detection combining 
is the most commonly used method. 

Variable Gain Combining 

In variable gain combining, the sig-
nals from two diversity receivers are 
amplified then added together to form 
a combined output. The amount of am-
plification each signal receives depends 
on the signal-to-noise ratio. The signal 
with the highest signal-to-noise ratio 
receives the largest gain and thus pro-
vides a larger portion of the baseband 
output. The two signals add together on 
a voltage basis ( 20 log) while noise in 
the two circuits is random and tends to 
add on a power basis ( 10 log). When 
the signal-to-noise ratios of the two 
signals are equal, the signal-to-noise 
ratio of the combined output, theoreti-
cally, will be 3 dB better than that of 
either receiver. 

INPUT 

FREQUENCY DIVERSITY 

BASE BAND 

INPUT 

SPACE DIVERSITY 

Figure 6 is a simplified diagram of 
a typical variable gain combiner circuit 
that combines the output signals from 
two diversity receivers. The signals 
from each receiver are at a fixed level 
and are adjusted so that they are equal 
both in magnitude and phase. The fil-
tering and sensing unit bridged onto 
each receiver leg monitors the channel. 
A pilot monitor signal and a noise 
monitor signal (proportional to the 
noise sensed in the channel) are fed 
from each receiver leg into a control 
unit. The control unit continuously 
compares the noise voltages in the two 
legs and feeds a gain control signal 
to the two variable amplifiers. The con-
trol signal adjusts the gain of each 
amplifier (upward or downward) in 
accordance with the so-called ratio-
squared principle. For this reason, this 
type of device is often called a ratio-
squared combiner. 

BASE BAND 

OUTPUT 

Iin+ BASEBAND e 
OUTPUT 

Figure 4. Two types of diversity reception commonly used in line-of-sight micro-
wave systems are frequency diversity and space diversity. 
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Figure 5. Some method of combining 
the multiple signals is required at the 
receive terminal of a diversity system. 
Three forms of combining in use are 
variable gain, equal gain, and optimal 

switching. 

If the signal-to-noise ratio in both 
receiver legs is equal, the gains in the 
two amplifiers will be equal and each 
receiver will be contributing the same 
amount of signal to the baseband cir-
cuit. If the signal in one receiver fades, 
decreasing the signal-to-noise ratio, the 
gain of the variable amplifier in that 
leg will drop by a corresponding 
amount, while the gain in the other 
amplifier will be increased. Ideally, the 
amount of gain changes in the two am-
plifiers should provide an optimum 
signal-to-noise ratio for the combined 

output and maintain the signal at ex-
actly the normal level. 

If the continuity pilot in one leg 
disappears, the gain of the amplifier in 
that leg will be driven to zero while the 
gain of the other amplifier will be in-
creased to keep the baseband signal at 
its normal level. The squelch or mute 
relays in each receiver leg are con-
trolled by the noise monitor signal 
from each filtering and sensing device. 
When the noise in a leg reaches a set 
level, usually about 49 to 52 dBa0, the 
switch will open, disconnecting the 
noisy receiver from the combiner cir-
cuit. If the noise in both receiver legs 
reaches the set level at the same time, 
both circuits will be disconnected and 
there will be no output signal. 
One of the disadvantages of the var-

iable gain combiner is the gain varia-
tions it introduces into the system. Sta-
bilizing a variable gain amplifier is far 
more difficult than stabilizing the gain 
of the fixed amplifiers in other parts of 
the system. Consequently, this type of 
combiner is inherently a source of un-
stable gains, a feature not found in the 
other types of combiners. 

Also, variable amplifiers are a source 
of intermodulation noise. In wideband, 
high density microwave systems inter-
modulation noise can be a serious prob-
lem. To overcome this problem the 
combiner output signal level usually 
must be lower than the standard output 
levels established for microwave sys-
tems. In such cases, additional amplifi-
cation has to be provided after the com-
biner. Redundant amplifiers with failure 
sensing devices may be required in 
this circuit to maintain a satisfactory 
degree of equipment reliability. All of 
the additional active devices used in this 
type of combiner tend to lower the 
overall equipment reliability of the 
microwave system. 
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Figure 6. Simpli-
fied diagram of typi-
cal variable gain 
combiner circuit. 
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Equal Gain and Optimal 

Switching Combining 

In equal gain combining, the two 
signal voltages and the noise power add 
together in the same manner as in the 
variable gain combiner. The signal ap-
plied to the baseband circuit, therefore, 
is the sum of the two receiver signals. 
When the signal-to-noise ratios of the 
two separate signals are equal, the sig-
nal-to-noise ratio of the combined out-
put theoretically will be 3 dB better. As 
long as the two ratios remain within 
several decibels of each other, there 
will be a noise improvement in the 
combined output. However, the signal-
to-noise ratio of the combined output 
can never be more than 6 dB better than 
the signal-to-noise ratio of the worst re-
ceiver channel. Consequently, this type 
of combining cannot overcome tremend-

ous increases in noise from a re-
ceiver during a very deep fade. The 
device used to achieve equal gain 
combining is often called a linear-
adder cornbiner. 

Optimal switching combining is not 
actually a combining technique, al-
though it is generally classified as such. 
In this type of system an automatic 
switching device monitors continuity 

pilots and noise levels from both re-
ceivers, determines which signal is best, 
and connects that receiver to the base-
band circuit. The receiver with the 
weaker signal is disconnected from the 
baseband circuit. 
A very practical and reliable method 

that has been successfully used is a 
combination of the optimal switching 
and equal gain techniques. In this type 
of system, when one of the diversity 
signals fades too far below normal, its 
receiver is disconnected from the com-
biner circuit and only the good signal 
from the other receiver is applied to 
the baseband circuit. 

Figure 7 is a simplified diagram of a 
typical combiner circuit using the com-
bination optimal-switching and equal. 
gain technique. 

This circuit, like the ratio-squared 
combiner circuit, contains a filtering 
and sensing device bridged across each 
receiver leg. Also, the receiver output 
signals are at a fixed level and are ad-
justed to be equal in magnitude and 
phase. However, the fixed levels are 
typically set at about —15 dBm com-
pared to a lower level of about —32 
dBm used in ratio-squared systems. 

Under normal conditions, half the 
signal voltage in each receiver leg is 
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dropped across a resistive network 
while the other two halves are combined 
in phase and applied to the baseband 
circuit. Because the two signal voltages 
are in phase, they add directly to pro-
duce an output signal voltage equal to 
that in each receiver leg. As stated pre-
viously, the two signals add together 
on a voltage basis ( 20 log) while the 
random noise tends to add on a power 
basis ( 10 log). 
The comparator and control unit 

continuously monitors and compares 
the noise voltages in the two receiver 
legs. As long as the two voltages are 
within 5 to 6 dB of each other, the 
combiner is kept in the combined con-
dition. If one signal fades to the point 
that the noise voltage becomes about 6 
dB greater than that in the other leg, the 
receiver circuit will be automatically dis-
connected. At the same time, the full 
signal voltage from the other receiver 
will be connected to the baseband cir-
cuit. The switching time is usually very 
fast, about 1 to 2 microseconds, to pre-
vent any level or phase changes. The cir-
cuit will remain in this « combined 
condition as long as the noise differen-
tial persists. The same switching action 
will occur if the pilot in one of the re-
ceiver legs is lost. 

Figure 7. Simpli-
fied diagram of typi-
cal combination 
equal-gain optimal-
switching combiner 

circuit. 

The squelch or noise muting circuit 
used in the equal-gain optimal- switch-
ing type of combiner operates similarly 
to the one described for the ratio-
squared combiner. However, there is no 
need for extra relays or switches since 
the function can be performed by the 
faster-acting solid-state noise differen-
tial switches. 

Variable gain combining provides a 
slight advantage over the combination 
equal-gain optimal-switching type, with 
respect to receiver front end thermal 
noise, when the two diversity signals 
are unequal by a few dB. However, 
under usual signal conditions front end 
thermal noise is seldom the controlling 
noise problem in line-of-sight systems. 

Standby Diversity 

Frequency diversity systems require 
twice as much transmitting and re-
ceiving equipment as an unprotected 
system. In large systems, where many 
radio channels link the same locations, 
the cost of duplicate equipment for 
each channel may be prohibitive. Also, 
there may not be adequate space for all 
the extra equipment, or the signals 
might occupy such a large portion of 
the available frequency band that di-
versity reception is not feasible. 
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In such situations it has become prac-
tical to use a standby radio channel that 
is shared by perhaps three or more 
working channels. The standby channel 
and the working channels each require 
a separate frequency assignment. This 
standby arrangement reduces the cost of 
providing frequency diversity recep-
tion for each channel thereby conserv-
ing frequency allocations. Standby di-
versity, which cannot be used in space 
diversity systems, provides what is re-
ferred to as one-for-two protection, 
one- for - three protection, two - for - six 
protection, and so on. The first quantity 
refers to the number of standby chan-
nels and the second to the number of 
working channels. One-for-three pro-
tection, for example, means that one 
channel is providing standby protection 
for three operating channels. If one of 
the operating channels fails, or if its 
signal fades or contains excessive noise, 
a sensing mechanism at the receiver 
switches the signal from the failed 
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channel to the standby channel with 
little or no interruption in service. 

This type of diversity reception has 
become practical through the develop-
ment of high-speed solid-state logic and 
switching circuits that automatically 
control the transfer of channels, usually 
on some priority basis. Channel switch-
ing can be accomplished at the micro-
wave, intermediate frequency ( IF), or 
baseband signal level, and many types 
of switching and priority arrangements 
have been developed to meet the needs 
of different applications. 

Figure 8 illustrates a typical one-for-
three protection arrangement. In this 
arrangement, channel B is operating in 
frequency diversity with channel A, 
while at the same time providing hot 
standby protection for channels C and 
D. Channel A would normally be carry-
ing higher priority traffic and would 
have the controlling use of channel 
B. Thus, if channel A fails and is 
switched out of service, channels C and 
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Figure 8. Bloch diagram of typical standby diversity protection system. Channel 
B operates in frequency diversity with channel A, while providing backup for 

channels C and D in the event of a failure. 
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D will not be protected by channel B 
until channel A is restored. If channel A 
is operating, and channel C or D fails, 
channel B will switch from its frequency 
diversity arrangement with channel A to 
support the failed channel. However, if 
channel A should also fail, channel B 
will drop channel C or D and restore 
service to higher priority channel A. 

In another type of arrangement, the 
standby channel might be used to carry 
low-priority traffic, instead of operating 
in frequency diversity, while providing 
protection for perhaps three other chan-
nels carrying higher priority traffic. 
When an equipment failure or exces-
sive fade occurs on one of the regular 
channels, the standby channel will drop 
its low-priority traffic and support the 
failed channel. While the standby chan-
nel is supporting a failed channel, the 
other regular channels are, of course, 
unprotected. 

Conclusions 

Frequency diversity systems have a 
significant advantage over hot standby 
or space diversity systems since any of 
the duplicate parallel channels can be 
completely tested while in service. Also, 
space diversity systems require addi-
tional waveguide runs and more com-
plex antenna arrangements which, of 
course, increases their cost. However, 

frequency diversity operation is pro-
hibited in many applications because of 
the amount of congestion within the 
allocated frequency band. In these sit-
uations the choice of protection systems 
is limited to hot standby or space di-
versity arrangements. 
The choice of combining techniques 

used at the receive terminal in diversity 
systems depends, to a great extent, on 
the operating characteristics of the par-
ticular microwave radio system. Tropo-
spheric scatter microwave systems, for 
example, are usually characterized by 
continuous fast fading, low signal 
levels, low fade margin, and relatively 
high receiver front end thermal noise. 
Under these conditions, the ratio-
squared combiner generally provides the 
best noise improvement. 
The same is not necessarily true, 

however, in line-of-sight microwave 
systems. These systems are characterized 
by relatively high signal levels, high 
fade margins, normally low receiver 
front end thermal noise, and only oc-
casional periods of fading. Under aver-
age conditions, intermodulation and in-
trinsic noise usually are a greater prob-
lem in these systems than front end 
thermal noise. For this type of noise, the 
equal-optimal gain-switching combiner 
provides the best combiner noise im-
provement. 
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. . . . wave interference 

caused by atmospheric 
discontinuities means 

trouble for space waves. 

Electromagnetic wave propaga-
tion depends on a number of 

varying factors. Each of these factors 
can cause radical changes in the recep-
tion of a radio signal. 
The sun, the earth's terrain, the 

weather all work their peculiar influ-
ences. The sun, for instance, has a direct 
effect on the ion concentration of the 
ionosphere. The ionosphere in turn re-
fracts radio waves. 
How a particular signal is affected 

by sun, terrain or weather depends on 
its path through the atmosphere. Three 
such paths have been identified and 
designated as sky, ground and space 
waves. 

Ground waves, as the name implies, 
hug the ground. Sky waves travel to the 
upper atmosphere where the ionosphere 
refracts them back to earth. Space waves 
propagate through the atmosphere just 
above the ground. They usually travel in 
straight lines. 
At any given frequency only one or 

at most two of these waves are useful. 
The others are either attenuated or lost 
when they are not bent back to earth. 

Point-to-point microwave systems 
rely on space wave propagation. As 
space waves they are supposed to follow 

straight lines. Occasionally, however, 
they do not because as electromagnetic 
waves they are susceptible to atmo-
spheric bending from diffraction, reflec-
tion and refraction. 

The Bends 

A diffracted wave bends around 
corners because the edges of the wave 
tend to fill the areas masked by ob-
stacles. A reflected wave bends because 
it encounters a reflecting medium. A re-
fracted wave bends because its speed 
changes. Of the three, reflection and 
refraction pose the biggest problems in 
microwave transmission. 

Radio waves can be reflected from 
a smooth surface just as light can. The 
amount of reflection depends on the 
angle of incidence or the approach 
angle and the reflective quality of the 
material doing the reflecting. At low 
angle reflection the wave undergoes a 
180° phase shift. 

Figure 1 shows an electromagnetic 
wave at the point of reflection. If there 
had not been an obstruction, the wave 
front would have continued to a' b. 
The reflecting surface caused a change 
of direction which resulted in the wave 
front acb. As the wave front continues 
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Figure 1. An electromagnetic wave 
undergoes a change of direction and 
usually a change of phase at reflection. 

to arrive at the reflecting surface, it is 
redirected and its phase shifted 180°. 
The third type of wave bending, re-

fraction, is the least predictable. It is 
directly related to the condition of the 
atmosphere and as such also has some 
influence on the reflection of a radio 
wave. 

Density changes which affect the 
speed of an electromagnetic wave cause 
refraction. To describe this effect an in-
dex of refraction—the ratio of the 
speed of light in a vacuum to the speed 
of light in another medium—was con-
ceived. 
The index was originally developed 

to analyze light rays, but because both 
light and radio waves are electromag-
netic, the principle applies to radio 
waves as well. The speed of light, or for 
the purposes of this discussion the 
speed of a radio wave, decreases as the 
density of the medium of propagation 
increases. This relationship of density 
and speed is an important one. 

As a radio wave moves obliquely be-
tween two differing densities (Figure 
2), its change in speed alters its direc-

tion. If the wave enters a more dense 
area, the forward part of the wavefront 
slows, causing it to lag behind its upper 
portion. This uneven increase in speed 
across the wavefront forces the wave to 
pivot around its slower end just as a 
marching line of soldiers does when 
turning. 

Atmospheric Alterations 
If there were no atmosphere—there-

fore no density changes—a radiated 
signal would proceed in a straight line. 

Figure 2. An electromagnetic wave is 
refracted when it encounters a medium 
of different density. The resulting 
speed change usually causes a change 

in direction. 

But there is an atmosphere which can 
refract waves and therefore alter their 
relationship with the earth. 
A single microwave beam, for in-

stance, might follow a number of avail-
able paths. One might bring it down to 
the earth, another bend it away, or still 
another might lead it in a curve roughly 
equivalent to the curvature of the earth. 

In a standard atmosphere where den-
sity decreases with height, the prevail-
ing tendency of a space wave is to curve 
but at a slightly slower rate than the 
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curvature of the earth. Unfortunately, 
the atmosphere does not always con-
form to a standard density pattern. 

Figure 3 illustrates various atmo-
spheric profiles each of which will 
change the propagation path of a space 
wave. The graphs use a modified refrac-
tive index, M, defined in units which 
relate the curvature of a microwave 
beam to the curvature of the earth. The 
value of M at a given altitude depends 
not only on the index of refraction at 
that altitude but also on the ratio of that 
altitude to the radius of the earth. 

Figure 3A shows a slope which is 
standard for most of the earth. When 
the slope of the M curve is greater than 
normal but not negative, the tropo-
spheric condition is known as super-
standard (earth flattening), hence the 
radio horizon distance is increased. 
When the slope of the M curve is less 
than normal, the tropospheric con-
dition is known as substandard (earth 
bulging). 

Figures 3B and 3C show two profiles 
which indicate an atmospheric inver-
sion. In both cases a space wave signal 
will be trapped at the elbow of the 

curve. This produces a condition known 
as ducting which can confine a signal to 
one height. When this happens, a signal 
caught in an unfavorably located duct 
can be at least partially blocked. An un-
favorably located duct is one not at the 
same height as the receiving antenna. 

K and the Earth 
The need to correlate the conditions 

of the atmosphere and the curvature of 
a radio signal has led to the definition of 
an equivalent earth radius factor K. This 
factor compensates for apparent varia-
tions in the curvature of the earth 
caused when an electromagnetic wave 
bends. In effect the earth is flattened, 
bulged or depressed by the condition of 
the earth's atmosphere. 

In a standard atmosphere K equals 
4/3 of the curvature of the earth. With 
a standard atmosphere the earth does 
not fall away from a microwave beam 
in as short a distance as would be ex-
pected. The beam has a curvature less 
than that of the earth. 
The earth appears to become increas-

ingly flat as the value of K increases. 
When K equals infinity the earth ap-

A 

SURFACE 
DUCT 

M -111. M 

111•••11111.111111%. 

ELEVATED 
DUCT 

Figure 3. Typical M profiles showing atmospheric conditions. Profiles B and C 
indicate an inversion which can cause ducting. Each profile has associated with 

it different propagation characteristics. 



pears to a microwave beam to be per-
fectly flat. In effect, when K is at in-
finity, the microwave beam curves at 
exactly the same rate as the earth. 

If the value of K becomes less than 
one, the curvature of the beam becomes 
negative. The beam itself curves in a 
direction opposite to that of the earth. 
To the beam the earth appears to 

bulge. The effect of bulging is to put 
obstacles in the way of the transmission 
path. 
The earth's actual surface also has an 

influence on the atmosphere. Over cer-
tain kinds of terrain the influence is 
negligible but over others it is especially 
significant. 
The atmosphere over flat lands or 

water, for instance, is subject to tem-
perature inversions which can cause 
ducting. Atmospheric turbulence in 
mountainous areas causes mixing which 
aids space wave transmission. 
The earth's terrain also affects the 

propagation of microwaves by causing 
or preventing reflections. Reflections 
from a rough surface are usually no 
problem because the incident and reflec-
tive angles are quite random. A rela-
tively smooth surface, however, can re-
flect signals toward the receiving an-
tenna. 

Figure 4. The equiv-
alent earth radius 
factor K shows the 
path of a microwave 
beam relative to the 
surface of the earth. 
(For the purpose of 
illustrating this, the 
earth's curvature is 

exaggerated.) 

Transmission Paths 

Both reflection and refraction occa-
sionally complicate transmission paths. 
In itself this is not a problem. The 
problem arises because a radio signal is 
not the neat little beam depicted in 
most diagrams. In reality radio signals 
spread as they advance, becoming not 
just one beam but, theoretically, an in-
finite number of them (Figure 5). 

Each component of the wave, travel-
ing its own unique path, is subject to 
different reflections and refractions. 
Some components do not reach the re-
ceiving antenna at all. Of those that 
do, there can be both principal and 
secondary wave components. 

One convenient definition of these 
components hinges on the paths they 
follow. The principal component is the 
direct or unobstructed component and 
any reflected component of the wave. 
Secondary components are those which 
travel multiple paths through the atmo-
sphere. 
At any instant the signal strength at 

the receiving antenna is the vector sum 
of its components. Combinations of the 
principal and secondary components 
produce phase interference—one cause 
of multipath fading. 
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Two components of a wave can cause 
a 6 dB increase in signal strength or a 
complete null. The degree and char-
acter of interference depends on the 
amplitude and phase difference of the 
two components. 
The exact nature of a cancellation or 

reinforcement varies with the circum-
stances. Components 180° out of phase 
experience a degree of cancellation di-
rectly related to amplitude. On the other 
hand components of the same ampli-
tude experience a degree of interference 
dependent on phase differences. 

There are examples of multipath fad-
ing which appear to be the result of 
more than two interfering waves. In-
vestigations have led to the assumption 
that very deep multipath fading often 
results from the coincident arrival of a 
signal weakened by its reflected compo-
nent and a secondary wave. 

Solutions 
Although multipath fading is quite 

random, there are ways to compensate 
for it. The least subtle and most obvious 
solution is to provide extra signal 
strength—increased by an amount 
known as the fade margin. This has the 
effect of increasing the amount of fad-
ing a signal can withstand before it be-
comes unusable. 
A fade margin figure for a typical 

6-GHz path is 30-40 dB. When the 
signal path is over a good reflecting sur-
face such as water, additional fade mar-
gin must normally be provided. 

Fade margin can be obtained in four 
ways. The first is to increase antenna 
gain by making the antenna larger. The 
second is to reduce the distance between 
antennas. The third and fourth are 
either to increase the transmitter power 
output or decrease the receiver noise 
figure. The effects of these adjustments 
vary widely and are often limited by 
expense or location. 

Another solution to multipath fading 
is the use of diversity systems. Three 
methods have been tested and two are 
known to have been put into practical 
operation on microwave systems. Both 
frequency diversity and space diversity 
can reduce the amount of outage time 
due to deep multipath fading on most 
microwave systems. 

The third method is polarization di-
versity. It requires two synchronized 
radios transmitting the same informa-
tion on the same frequency but at dif-
ferent polarizations. The method has 
been useful in lower frequency radio 

Figure 5. Radio signals spread as they 
travel through the atmosphere. In ef-
fect the signal becomes many beams 
each subject to the atmosphere's in-

fluence. 

systems using sky waves, but with space 
waves both polarizations have been 
found to fade simultaneously. 

Frequency Diversity 
Frequency diversity systems require 

at least two separate transmitters and 
two receivers operating on different fre-
quencies. Normally it is not necessary 
to have a separate antenna for each 
transmitter and receiver. The receivers 
are connected to a diversity combiner 
which adds the two received signals to 
form a usable, combined output. 
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Most frequency diversity systems 
have frequency separations of 2-5 per-
cent of the lower frequency. This sep-
aration keeps the frequencies within the 
same band. Some systems use frequen-
cies from two microwave bands, for ex-
ample 6 and 12 GHz, thereby obtaining 
much greater separation. This latter 
method is called crossband diversity. 
The effectiveness of frequency di-

versity depends on the wavelength dif-
ferences of the frequencies in use. Fad-
ing occurs when the components of a 
signal interfere in such a way as to 
cause cancellation. Interference depends 
on the relationship of direct, reflected 
and secondary waves. With signals hav-
ing different wavelengths but following 
the same paths, it is unlikely that they 
will cause simultaneous deep fades. 
When considering any given path 

over which both frequencies must 
travel, it is easy to see why interference 

Figure 6. With fre-
quency diversity two 
wavelengths travel 
the same refracted 
path (b) but will not 
have the same inter-
fering effect on the 

direct wave (a). 

will not occur simultaneously on both 
frequencies. For each frequency there 
may be a number of different paths, but 
neither frequency can follow one path 
to the exclusion of the other frequency. 
When the wavelength of one frequency 
travels a distance which causes interfer-
ence with the direct component of that 
frequency, the wavelength of the other 
frequency—traveling the same distance 
—will not have been delayed enough in 
its travels to interfere to the same ex-
tent with the direct component of its 
frequency. 

As a solution to multipath fading, 
frequency diversity is simple and use-
ful. The redundant arrangement of 
transmitters and receivers gives the sys-
tem two complete electrical paths. This 
is a good hedge against equipment fail-
ures and an advantage when perform-
ing checks where service cannot be in-
terrupted. 

Figure 7. With space 
diversity the same 
wavelengths travel 
different refracted 
paths (b and b') but 
will not have the 
same interfering ef-
fect on the direct 
waves (a and a'). 
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Figure 8. An unlim-
ited number of Fres-
nel zones surround 
the direct beam. 
Here zones 1 through 

4 are shown. 

Space Diversity 
In a typical space diversity system one 

signal is transmitted to two vertically 
spaced receiving antennas. At the re-
ceiving station the two signals are 
combined. 
A space diversity system requires only 

one transmitter and two receivers, al-
though most systems have a second 
transmitter in hot standby. In addition, 
a system must have at least two receiv-
ing antennas in order to provide the 
required vertical spacing. Each antenna 
must have its own waveguide. 

Normally the additional antenna 
means a stronger if not separate antenna 
tower. In all probability the tower will 
also have to be taller in order to insure 
adequate vertical separation. 

Unlike frequency diversity, which 
relies on wavelength differences, space 
diversity relies on path length differ-
ences. The working concept behind a 
space diversity system is that compo-

nents of the same signal traveling dif-
ferent paths will not have the same in-
terference points. The same wavelength 
is interfered with differently at two ver-
tically separated points because it travels 
different length paths to the antenna. 

Space diversity is the best protection 
against multipath fading if microwave 
frequencies are scarce. Although it does 
not have the advantage of two com-
plete electrical paths, it avoids the prob-
lem of obtaining two frequencies for 
the same transmission path. 

Interestingly, there is a growing con-
troversy as to how the spacing between 
antennas should be determined. There 
are two schools of thought on the sub-
ject and, appropriately, they are diverse. 

One approach is based on the as-
sumption that multipath fading in-
volves a complex interaction from more 
than one source of interference. This 
makes it difficult to calculate optimum 
antenna spacings on anything other 



than a statistical basis. As a result spac-
ings are usually selected which are as 
wide as possible (based on the empiri-
cal conclusion that improvement would 
probably increase with separation) con-
sidering tower heights and other me-
chanical factors. 
The other approach uses discrete, cal-

culated spacings to combat simple two 
path, reflected component interference. 
It relies on a known vertical pattern of 
signal strength consisting of alternating 
nulls and maxima. 

Fresnel Zones 
Analysis of this pattern has shown 

that interference depends on the vertical 
distance between the direct component 
and a reflecting surface. The relation-
ship is conveniently defined by Fresnel 
zones. 

These zones form a series of concen-
tric circles around the direct or shortest 
path between transmitter and receiver. 
The positions of the zones are wave-
length dependent. Each zone contains 
wave components traveling paths no 
more than half a wavelength different 
in length. Two paths passing through 
corresponding points in adjacent zones 
will differ in length by half a wave-
length. 

Fresnel zones, of which there are an 
unlimited number surrounding a path, 
are numbered from the center out. Paths 
through the first Fresnel zone vary in 
length from the direct path by as much 
as half a wavelength. Paths through the 
second zone vary between half and one 
wavelength, those through the third by 
one to one and a half and so on. Each 
zone number represents an increase of 
half a wavelength in path length. 

Figure 8 illustrates how the Fresnel 
zones surround the direct path. Each 
successive zone passes wave components 
which travel half wavelength differ-
ences. These zones can be used to deter-
mine where out-of-phase paths occur. 
Transmission engineers normally refer 
to paths passing through even zones as 
having components which cancel and 
those passing through odd zones as 
having components which reinforce the 
direct wave. 
A knowledge of Fresnel zones is use-

ful when planning a transmission path 
over reflecting surfaces. Because even 
Fresnel zones contain wave components 
which cancel the direct component, sur-
faces which reflect even zone compo-
nents should be avoided. Logically the 
vertical distance between a direct com-
ponent and a reflecting surface should 
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Figure 9. Reflected 
waves can interfere 
with direct waves. A 
distance, d, between 
reflecting point and 
direct wave equal to 
an odd Fresnel zone 
radius can cause re-
inforcement. If d 
equals an even zone 
radius, the two waves 

can cancel. 
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Figure 10. Fresnel 
zones around two di-
rect waves can co-
incide. A reflection at 
zones 6 and 8 in A 
would cause cancel-
lation. To overcome 
this other direct 
waves must be 
chosen to obtain the 
pattern in B. This is 
done by changing the 
position of at least 
one of the antennas. 

7 -- 8 
6 -- 7 

5 - 6 

4 - 5 
3-4 

• 

DIRECT WAVE 
COMPONENTS 

be less than the radius of an even Fres-
nel zone. 

Figure 9 shows the direct and re-
flected components of a wave. If the 
reflecting point is so located that com-
ponents in an even zone are reflected, 
there will be a cancellation of the direct 
wave. It is for this reason that trans-
mission paths are engineered to avoid 
reflections at even Fresnel zones. 

On a transmission path receiving an-
tennas are spaced to intercept two di-
rect components. By calculating the re-
flecting points based on an expected 
value of K, it is possible to determine 
which direct components and which an-
tenna heights are best suited to take ad-
vantage of the Fresnel zones. 

Using the Zones 

A rudimentary approach to calculated 
antenna spacings is to locate one an-
tenna to receive waves reflected at an 
odd Fresnel zone for standard atmo-
spheric conditions. The other antenna 
is then placed to receive those reflected 
at an adjacent even zone. 

If the equivalent earth radius factor 
changes, the height of the direct wave 
changes. The positions of the Fresnel 
zones relative to the earth also change. 

Unless there is a radical change in 
K, the antennas will continue to inter-
cept reflections from adjacent Fresnel 
zones. As K increases, however, it is 
possible that reflection will occur at ad-
jacent even or odd Fresnel zones. 
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This can happen because higher 
numbered Fresnel zones are closer to-
gether. This means that the Fresnel 
zones around two direct components 
creep up on each other (Figure 10). 
Eventually an even zone associated with 
one component can coincide with an 
even zone of another component. For 
instance, zone 8 might coincide with 
zone 6 on another direct component. 
When this happens at a reflecting point, 
there will be simultaneous nulls or 
maxima on both antennas. 

To avoid this, antenna positions are 
sometimes fixed by determining or as-
suming the maximum possible value of 
K for the transmission path. With this 
method the distance between direct 
paths is chosen so that coincidence be-
tween even Fresnel zones will not occur 
at any reflecting points. There is some 
inefficiency in this system when K is at 
its normal value but this does not re-
duce the diversity effect. 
The theory underlying the calculated 

approach is that reflections from lo-
catable sources are the major contrib-
uters to multipath fading. On overland 
paths this is not always true. It is quite 
possible to have no reflections or to have 
two or more of them. 

Studies of deep fading microwave 
signals have been made using paths 
with low coefficients of reflection. In 
spite of the low reflectivity, two, three, 
and sometimes more signal components 
were found. This discovery led to the 
belief that ground based reflection is 
not the only cause of multipath fading. 

In Sum 

Several years ago Lenkurt engineers, 
as well as other engineers, determined 
that diversity improvement would prob-
ably increase as vertical antenna separa-
tion increased. They concluded that in 
the 6-GHz band a spacing on the order 
of 30 to 40 feet offered a reasonable 
trade off between diversity improve-
ment and tower height. Field experi-
ence with many systems has shown that 
space diversity engineered in this fash-
ion provides extremely good protection 
against fading of the multipath type, 
whatever its source. 

Based on these results space diversity 
appears to be an effective protection 
against multipath fading. It takes into 
account the disruptive influences of at-
mospheric reflection and refraction. In 
fact at times it capitalizes on these phe-
nomena to obtain stronger signals than 
would be expected. 
Whether the biggest fading damage 

is done by a reflecting surface or a 
refracting atmosphere depends on the 
specific path. It seems that over most 
microwave paths there is more multi-
path fading from atmospheric refrac-
tion than from reflection. 

In either case space diversity or fre-
quency diversity can protect against fad-
ing. Frequency diversity uses two fre-
quencies and hence two wavelengths 
traveling over the same path. Space 
diversity uses two path lengths to send 
the same wavelength to the receiver. In 
both cases the different lengths prevent 
identical interference. 
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Reflectors & 
Repeaters 



Radio-reflective surfaces offer design engineers 

an efficient and relatively inexpensive alternative 

to some path redirection problems. 

B
ecause radio waves bounce 

off reflective surfaces in 
much the same way light is reflected 
by a mirror, radio reflectors can be 
thought of as radio mirrors. 

In actual practice, the use of radio 
mirrors is dictated essentially by topo-
graphical conditions where the rugged-
ness of intervening terrain either 
makes a direct path impossible or 
requires that the antenna towers be 
extremely high. 

Generally, speaking, radio mirrors 
fall into two categories — reflectors 
and passive repeaters. Those used in 
periscope antenna applications — rec-
tangles, ellipticals, or "flyswatters" 
(Figure 1) are referred to as reflectors. 
The large "billboards", usually found 
on isolated hilltops, and certain 
"back-to-back" parabolic reflector ar-
rangements are both classified as pas-
sive repeaters. (Figure 2). 

In order to determine the relative 
advantages of one antenna reflector 
arrangement over another it is conve-
nient to refer to some standard of 
measurement. In the case of micro-
wave antennas, performance is mea-
sured in gain and expressed in decibels 

(dB). Using the isotropic antenna as a 
standard point of reference it is com-
mon practice to speak of an antenna's 
performance as the gain improvement 
(in dB) over what could be expected 
of an isotropic antenna. 
An isotropic antenna would theo-

retically radiate or receive energy 
equally in all directions. (Figure 3). (A 
completely spherical radiation pattern 
is not really possible.) If an antenna 
could focus all its radiant energy into 
one-half a sphere, its gain (over iso-
tropic) would be defined as 3 dB, since 
all the radiated energy would be con-
centrated in half the sphere and twice 
as much would appear on any given 
area of the half-sphere. Therefore, gain 
is 10 log 2 = 3 dB. Common beams run 
as small as 1 to 2 degrees and provide 
gains in the area of 4.0 dB. 

The primary function of a good 
microwave antenna is to focus its 
radiant energy into the most concen-
trated and efficient beam possible. 

Reflectors 
All periscope antenna systems re-

quire a reflector of some kind to 
redirect the transmitted beam from 

r•PVRIGNT0110 LENKURT ELECTRIC CO.. INC. • VOL 18. NO. 

854 



RECTANGULAR "FLAT" 

P-
3/4 FULL 

FACE 

RECTANGULAR "CURVED-

PR3FILE 3/4 FULL 
FACE 

ELIPT1CAL "FLAT-

PROFI-E 314 FUI 
PAC 

EL IPT ICAL "CURVE 

PROFILE 3/4 FU 

REC-AN3ULAR "CHDPP 
(FLYSWATTER) 

PROF L E 3/4 FUL 
FAC 

Jiat 

Figure I. Various stapes of tow-
er ref ectors used ia periseo9e 
applieetion .re represented in 
(A). Actual apeara -ice of iipti-
cal reflector (8) has cireueir 
shape when. viewed from ware-
guide path. 

855 



Figure 2. Passive repeaters are of two basic types: the "billboard" (A), so 
labelled because of its appearance, and the parabolic "back-to-back" passive (B) 
which uses two standard antenna dishes directly joined by a short length of 
waveguide. 

the parabolic antenna to some distance 
receiver. 

In most cases these reflectors are in 
close proximity to the transmitter-
tower complex. There are some excep-
tions and because there is no absolute 
dividing line between what constitutes 
a periscope reflector and a passive 
repeater it is generally held that any 
system in which there is more than a 
few hundred feet of horizontal separa-
tion between reflector and illumina-
ting dish is a passive repeater — not a 
periscope reflector. 

The decision to use a periscope 
antenna arrangement is dependent on 
several considerations. Economic 
studies reveal that when the waveguide 
run to the parabolic antenna ap-
proaches distances of 150 feet and 
beyond, it is usually less expensive to 
use the periscope arrangement and 
beam the signal from the ground to 
the reflector atop the tower. 

Tower height is not, however, the 
only consideration. Periscope antenna 
systems typically have somewhat 
higher side lobes and somewhat poorer 
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Figure 3. Energy radiation is theoretically assumed to radiate isotropically in all 
directions (B). Parabolic antennas are used to focus radiant energy into a 
directional beam (A) which has an obviously high amplitude gain over the 
hypothetical isotropic antenna. 

discrimination patterns for radiation 
or reception at angles off the main 
beam than do direct-radiating antennas 
with comparable gains. They thus have 
a greater likelihood of creating inter-
ference to or receiving interference 
from other microwave systems opera-
ting in the same geographical area. 
This characteristic is probably the 
most negative aspect of periscope an-
tennas. In areas of heavy microwave 
congestion it may be sufficiently im-
portant to preclude the use of peri-
scope antenna systems, even though 

they might be advantageous from 
other points ef view. 

Another problem with the peri-
scope setup is the "sneaking" of the 
signal from the illuminating dish to the 
distant receiver. (Figure 4). This by-
passing of the reflector can occur 
when the direct path is not effectively 
blocked and allows a certain amount 
of the signal to reach the receiver 
ahead of the reflected main beam. This 
" sneaking "  can produce troublesome 
noise levels requiring corrective engi-
neering. In some instances, it has been 
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Figure 4. In situations where the path is not effectively obstructed, the signal may 
sneak from the illuminating dish, directly to the distant receiver. This bypassing 
of the reflector causes noise at the receiver. Shielding is used to control this 
problem. 

necessary to place metal shields on the 
path sides of the illuminating dish in 
much the same manner blinders are 
used on race horses. 

The periscope system has wide 
usage. Although the efficiency does 
not change with different frequencies, 
periscope application can nevertheless 
be more expensive at the lower fre-
quencies (2 and 4 GHz) because the 
required dish sizes for these wave 
lengths are much larger. 

One unique advantage of a properly 
laid-out periscope arrangement is the 
possible gain improvement over what 
can be expected from the parabolic 
antenna alone. This complex matter 
was clearly described in the July 1963 

issue of the DEMODULATOR. By 
way of recapping, it is sufficient to say 
that the reflector's size, shape and its 
distance from the parabolic antenna 
can make it possible to reflect only 
first zone energy (Figure 6). When 
only first zone energy is reflected, the 
possibility of phase cancellation 
(caused by simultaneous reflection of 
the out-of-phase second zone energy) 
is almost completely eliminated. This 
arrangement produces sharper beams 
at distant points while giving net gains 
of from 2 to 3 dB for reflectors with 
flat faces. 

Additional gain can be achieved by 
curving the face of the reflector to the 
approximate shape of a section of a 
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paraboloid with the illuminating dish 
at its focus. (Figure 5) Actual practice 
has provided substantial evidence that 
a properly curved reflector can pro-
duce as much as 4 to 6 dB more gain 
than a flat uncurved reflector in the 
same application. This gain improve-
ment results from the fact that the 
phase relationships of the various por-
tions of a reflected beam are deter-
mined by the relative points at which 
the wavefront is intercepted by the 
reflective surface. It can be shown that 
because of this curving some of the 
second zone (out-of-phase) energy can 
be converted to in-phase energy there-
by actually boosting the gain beyond 
anything possible with a flat reflector. 

Passive Repeaters 
Erecting an active radio relay sta-

tion where inaccessibility and severe 

weather changes can inflate construc-
tion and maintenance costs beyond 
desirable limits is a situation every 
engineer tries to avoid. This is precise-
ly the kind of problem the engineer 
can resolve by using a passive repeater. 

The two general types of passive 
repeaters in common use are shown in 
Figure 2. One consists of two para-
bolic antennas connected back-to-back 
through a short length of waveguide. 
Because the size requirements and the 
associated cost, this type of passive is 
rarely used except for very short paths 
where small dishes are sufficient. The 
efficiency of this arrangement is ap-
proximately 30% compared to a 98% 
efficiency rating for the "billboard". 

"Billboard" passives range in size 
from 4' x 6' single panels to 40' x 60' 
connected panels. The reflective sur-
faces are generally made of aluminum 

Figure 5. To calculate 
the curve of a periscope 
reflector (B), it is con-
venient to consider the 
illuminating dish (A) as 
the focal point of the 
parabola represented by 
CC'. The reflector (B) 
may simply be consi-
dered a solid segment 
of the imaginary para-
bolic shell. 
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ILLUMINATING DISH 
(GROUND LEVEL) 

Figure 6. Microwave signals are transmitted in concentric bands of energy (fresnel 

zones). Each zone is 180° out-of-phase with its adjacent zone. All even numbered 
zones are in phase with each other and out-of-phase with all odd numbered zones. 
The 2nd zone energy which is picked up by a flat reflector (A) will tend to cancel 
it equivalent in first zone energy. By using a curved periscope reflector which 
extends into the 2nd energy zone it is possible to actually convert the 
out-of-phase 2nd zone energy to an in-phase relationship with the first zone 
improving the overall gain. 
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which has been treated to prevent 
corrosion. As a rule of thumb, face 
flatness should be within 1/8 the 
transmitted wavelength. It has been 
determined that the reflective surface 
of the passive must be flat to within 
1/8" for 11-GHz transmissions, 1/4" 
for 6 GHz, and 3/4" for 2 GHz. 

Once the existence of an obstruc-
tion makes it fairly certain that a 
passive must be used, it is then neces-
sary to calculate the most efficient site 
available. The efficiency of any micro-
wave path arrangement using a passive 
repeater has an inverse relationship to 
the product of the path distances. 

Because of this it is obvious that 
any arrangement which reduces this 
product will improve the overall signal 
strength. It logically follows that those 
arrangements which place the passive 
nearest either of the path ends are 
therefore the most desirable. An addi-
tional benefit to this kind of site 
locating is the fact that the required 
surface area of the passive decreases as 
the distance to the path-end is short-
ened. 

Some mention should be made of 
the fact that while certain topographi-
cal conditions appear to be well suited 
for passive repeater sites they may 
actually not be desirable at all. This 
has sometimes proved to be the case in 
heavily timbered areas immediately 
surrounding sites of small passive re-
peaters. Depending on their relation-
ship to the passive and the signal 
beam, trees can produce serious inter-
path noise problems. This is also the 
situation which is occasionally created 
by unwittingly placing a small passive 
in front of a rock wall or bluff. For 

these reasons it is advisable to deter-
mine passive sites only after acquiring 
a thorough awareness of the particular 
terrain involved. Once the most realis-
tic sites have been selected it is then 
possible to estimate their relative effi-
ciencies. 

Fields — Near and Far 
One practical approach to deter-

mining antenna-reflector efficiency in-
volves the calculated value of 1/K: 

ir X 
dI 

4 (12 

Where: 
X = the wavelength in feet 
(11 = the path length in feet 
a = the effective area of the 

passive repeater 

When the value of 1/K is 2.5 or less, 
a near field condition exists. Once 
having determined a near-field condi-
tion it is then possible to decide the 
proper method to use in calculating 
the gain or loss of the proposed path 
arrangement. 

If the passive is found to be in the 
far field, its gains and those of the end 
antennas are independent and the 
two-way gain of the passive repeater 
can be calculated by the following 
formula: 

Gain in dB = 20 log 4 n A  cos Cc 
X2 

Where: 
Œ = 1/2 the horizontal included 

angle 
= wavelength in feet 

A = area in square feet 
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To find the net loss between the 
two end points, it is only necessary to 
calculate the two path attenuations, 
add them together, then subtract from 
the result the two-way gain of the 
passive and the gains of the end 
antennas. 

However, if the passive is found to 
be in the near field of either antenna 
then antenna and reflector gains are no 
longer independent but react with 
each other in such a way that the net 
gain would be reduced. In this case the 
above methods cannot be used, since 
they give overly optimistic results. 

One way to evaluate gain where the 
passive is in the near-field is to con-
sider the antenna and the nearby 
passive as a periscope antenna system. 
In this case a correction factor is 
calculated and applied to the gain of 
the antenna to obtain the net gain of 
the periscope combination. In these 
situations, the "path" is only taken to 

Figure 7. Double passive used to beam signal over a ridge. 

be the distance from the periscope 
reflector (passive in this case) to the 
far end — the distance between the 
antenna and reflector within this peri-
scope arrangement is disregarded. 

Double Passive Repeaters 
If the passive repeater location is 

behind or off to one side of the near 
end path, so that the included angle 
between the two paths at the repeater 
does not exceed about 120°, a single 
billboard reflector is most efficient. 
One reason the angle of the passive to 
the path should not exceed 120° is 
that the surface dimension require-
ments increase unrealistically beyond 
this angle. If, however, the passive 
location is more or less along the line 
between the two end points, it is 
possible to use a double passive instal-
lation. (Figure 7). 

Such an arrangement, in which two 
closely spaced billboards are so situa-

862 



Figure 8. An example of a "billboard" 
passive living up to its name. 

ted, can provide the desired beam 
displacement with only slightly less 
gain than a single reflector — it is also 
true that twice as much billboard 
surface is required. 

Reflections 

The basic fact that microwave radio 
transmission is line-of-sight has im-
posed rather restrictive limitations on 
the methods microwave engineers can 
use in getting signals from one place to 
another. These limitations, like so 
many others, only serve to stimulate 
deeper investigations and more imagi-
native solutions to the problems which 
arise. 

Although the use of radio mirrors 
in microwave path engineering is not a 
new development, it is indeed an 

excellent example of how imagination 
has provided a simple solution to a 
complex problem — both in terms of 
cost and performance. When viewed as 
simple components, these radio reflec-
tors may be considered the only tool 
at the engineer's disposal whose effi-
ciency approaches 100%. 

It is important to point out that 
there is a wide distinction between 
reflective efficiency and overall path 
efficiency. Without exception, the re-
flective efficiency of periscope reflec-
tors and passive repeaters is very close 
to 100%. Path efficiency is, however, a 
rather complex matter to determine 
and requires calculating whether or 
not a passive is in the near field or the 
far field. Additional figuring is then 
required to weigh the two-way an-
tenna and passive repeater gains 
against the total path attenuation. To 
complicate matters further, in the case 
of periscope arrangements, it is custo-
mary to think of the reflector as 
simply an extension of the parabolic 
antenna and not a reflector as such. 

These various approaches which ex-
perience has shown to be quite relia-
ble, make it somewhat difficult to 
assess with a blanket statement the 
path efficiency of reflectors and pas-
sive repeaters, because it varies consi-
derably with each application. It can 
be said without reservation, that the 
development of reflectors and passive 
repeaters has greatly increased the 
number of path engineering alterna-
tives while measurably reducing instal-
lation and maintenance costs. 
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emodulator 

Master antenna systems are serving an increasing 
number of American communities, providing tele-
vision reception where before there was none. By ex-
tending the viewing area of both commercial and 
educational television stations, these small networks 
of coaxial cable and microwave radio have collectively 
established a new and sizeable industry. 

This article discusses the operation of these sys-
tems, and related items of interest in the field of edu-
cational television. 
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The establishment of the television 
industry in the United States 

brought with it new concepts of enter-
tainment, news, and education, adding 
immediacy and depth. At the moment 
there are over 700 television stations in 
this country ( Figure 2), and over 100 
construction permits have been granted 
by the Federal Communications Com-
mission to establish new stations. 

Simultaneously with the growth of 
television — and almost unnoticed dur-
ing its early years — cable TV systems 
appeared, stretching Tv coverage into 
otherwise poor signal areas. CATV, for 
Community Antenna Television, is now 
a sizeable industry of its own serving 
close to two million U.S. homes. Sim-
ilar systems also are developing in other 
countries, including Canada, Mexico 
and Great Britain. 

A Beginning 
CATV is essentially a master antenna 

service for receiving television signals 
and distributing them to home receivers. 
When the first television stations went 
on the air in the late 1940's, it was 
found that signals in outlying areas 
were not always powerful enough for 
satisfactory reception. Potential Tv 
viewers were either too far from the 
broadcasting station, or were in a sha-
dow area behind a nearby mountain or 
other obstruction. Even the construction 
of costly roof-top antennas was not 
always successful. 
The first meager steps toward the 

new CATV industry were made by local 
citizens joining forces to construct mas-
ter antennas on nearby hilltops. The 
signal was carried down the hill by 
standard Tv lead-in wire strung from 
tree top to fence post to pole, and in-
terrupted regularly with unsophisticated 
booster amplifiers. The results were not 
always ideal. The first commercial in-

-71 
Figure 1. High gain Yagi antennas, one 
for each television station, receive off - 
the-air signals to be relayed through 

CATV system. 

stallations, with better antennas and 
coaxial cable came in 1950. Soon equip-
ment manufacturers were entering the 
field with specially designed CATV re-
ceivers, cable amplifiers and other corn-
ponents. When greater distances sep-
arated the Tv station from the com-
munity, microwave radio replaced long 
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coaxial cables as the most economical 
method of insuring good Tv reception. 

CA TV Today 
Today, approximately 1600 CATV 

systems are in operation, another thou-
sand have the go-ahead from local fran-
chising agencies, and over two thousand 
are pending approval. However, it 
should be understood that not all of 
these will be built immediately or even 
in the near future. Some predict about 
100 new systems for 1966, increasing 
to a total of about 2600 by the end of 
1970. Only one state does not have at 

COMMERCIAL 

VHF UHF TOTAL 

486 101 587 

EDUCATIONAL 

TOTAL 

66 

552 

49 

150 

115 

702 

Figure 2. Numerical breakdown of TV 
stations now on the air. 

least one operating system, but even 
there applications for service have been 
filed. Some larger states have hundreds 
of independent systems. 

CATV systems vary greatly in size and 
capability, from small operations carry-
ing as few as two channels, to advanced 
and more elaborately equipped facilities 
bringing as many as 12 TV channels and 
a number of FM radio signals to the 
subscriber. The average subscriber re-
ceives five stations, while less than one 
percent get 10 or more channels. Four 
percent receive only two channels. Soon 
equipment advances may make it pos-
sible for a CATV system to carry 20 or 
more channels. Small operations may 
have only a hundred or so subscribers, 

while the largest in the United States 
serves nearly 20,000. 

In its early years, CATV served the 
small population centers scattered some 
distance from television stations. More 
recently, however, Gm, has been 
brought to the doorsteps and even into 
the parlors of major cities like New 
York, Los Angeles, and San Francisco. 
Tall buildings, natural obstructions, air-
planes, and other such factors will de-
grade television signals from even near-
by stations. The advent of color televi-
sion also has increased the need for 
high-grade signals for satisfactory pic-
ture reproduction. 

In addition to providing improved 
TV reception, CATV frequently includes 
bonus services placed on otherwise un-
used channels. An example is weather 
information from a camera continu-
ously scanning temperature, wind, and 
other gauges. Another service allows 
home viewers to read the latest news 
as it is typed on news-wire machines. 

At least one operator has gone furth-
er than that, setting up television-like 
studios to provide news, discussions, 
speeches, children's programs, and even 
live sports events. Equipment includes 
mobile units, video tape recorders, and 
professional studio consoles. Commer-
cial background music also may be 
supplied by CATV, using already in-
stalled cables to carry recorded music to 
business concerns. 

The CATV Signal 
The first need of a CATV system — 

like the home receiver — is a good sig-
nal from the broadcast station. In some 
countries, broadcasters will provide a 
direct program feed from the station. 
But American CATV operators pick up 
television signals "off the air" with spe-
cialized receiving equipment. High gain 
antennas, typically of Yagi design, are 
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situated on a mountain peak or other 
advantageous point in the terrain. These 
antennas are selective, narrow band 
devices, most efficient at only one fre-
quency or channel. Therefore, a sepa-
rate antenna is usually installed for each 
channel to be received. Ideally, Tv sig-
nals at the antenna site should have a 
minimum strength of 50 microvolts 
per meter. 

Special receivers detect the Tv signals, 
convert UHF to VHF if necessary, and 
amplify them to suitable levels for 
transmission. This portion of the CATV 
system is known as the "head end" 
equipment. If the signals are to be fed 
directly into a cable trunk line, stand-
ard VHF television frequencies are used. 
However, if a local VHF station is car-
ried on the cable, interference will usu-
ally result between the direct signal 
from the transmitter and the signal on 
the cable. In such cases it is necessary 
to translate this station's programs to 
a different channel prior to distribution. 
When distant TV stations are to be 

carried, it is often more practical to use 
microwave radio links over sometimes 
as much as hundreds of miles to reach 

distribution trunk cables. For the head 
end equipment to feed a microwave 
system, incoming TV signals first must 
be demodulated to more usable frequen-
cies. That is, the carrier frequency must 
be removed, leaving only pure video 
information in the range from 10 Hz 
to 4.2 MHz ( Figure 3) with the audio 
on a subcarrier at 4.5 MHz. This is 
called a composite signal, and may be 
used to directly modulate the micro-
wave radio. It is also possible to sep-
arate the video and audio signals at 
this point and place the sound signal 
on a higher frequency program channel. 
The output of the microwave radio 

is transmitted by highly directive para-
bolic antennas to receiving stations 20 
or 30 miles away. Then the signal may 
be retransmitted to another repeater, 
or fed into more head end equipment 
for cable distribution. 
The Federal Communications Com-

mission regulates all radio frequency 
allocations, and recently created a new 
Community Antenna Relay Service 
(cmts) for exclusive use by all cATv 
operations. The band is from 12700 to 
12950 MHz. 

PICTURE 
CARRIER 

Figure 3. Television 
spectrum. Upper 
sideband of video, 
plus audio carrier 
make up composite 

signal. 

SOUND 
CARRIER 
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Figure 4. Lenkurt 76TV microwave radio in typical installation. Repeater stations 
(inset) receive and retransmit signals. 

Approximately 25 percent of the 
civry systems in the United States use 
microwave radio, the typical system re-
quiring two or three hops to bring the 
signal to the cable distribution point. 

Picture Distortion 
The transmission of television, espe-

cially color television, by microwave in-
cludes a number of critical problems. 
Distortion, poor frequency response, 

and other transmission irregularities all 
tend to degrade the quality of the final 
picture image. Of particular importance 
is the extreme sensitivity of television 
signals to non-linear phase shift. Ideally, 
the entire system should be free of non-
linear phase shift from almost zero fre-
quency to at least 4.5 MHz (to cover 

the bandwidth of a video signal). In 
practice, this is difficult if not impos-
sible to achieve. Components in the 
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HEAD END EQUIP 

Figure 5. CATV system picks up signals outside the reach of home antennas; may 
use microwave radio to relay them to cable distribution point. Utility poles carry 

coaxial cables through residential areas. 

system delay some frequencies more 
than others, distorting the waveform. 
Although delay distortion of speech or 
music is not readily detected by the ear, 
similar distortion of a television signal 
is very noticeable and grossly affects the 
quality of reproduction. 

Color television is particularly vul-
nerable to differential phase and differ-
ential gain. The color appearing on the 
screen is determined by the exact phase 
relationship between two signals, the 
color burst and the color subcarrier. An 
unintentional shift in phase results in 
a different hue of color. Similarly, 
change in amplitude of the signal deter-
mines the saturation or richness of the 
color. (For additional discussions of 
these areas see the Demodulator, Feb-
ruary, 1962; October, 1963; November, 
1963; January, 1965). 

Delay distortion is directly related to 
the bandpass characteristics of the en-

tire transmission system, including head 
end equipment, microwave links, and 
cable facilities. System design must pro-
vide for a very wide bandwidth free 
from irregularities well beyond the 
actual frequency limits of the television 
signal itself. For example, the Lenkurt 
761V microwave system ( Figure 4), 
designed specifically for television trans-
mission, has a frequency response of 
+0.5 dB from 20 Hz to 5.5 MHz. 

Subjective testing has shown that 
phasing errors of 5° or more will be 
detected by the viewer as a change in 
hue. Likewise, he will find a 2 dB 
change in color saturation objection-
able. In the 76TV, differential phase is 
less than 0.5° per terminal, while dif-
ferential gain is held to 0.2 dB at up 
to 90 percent of applied picture loading. 

Ultimately, the signals must be fed 
into the cable trunk line for distribu-
tion to home iv sets. In a system not 
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using microwave, this occurs immedi-
ately after the signals are received by 
the master antenna. With microwave, 
more head end equipment is found at 
the final radio hop. Here, signals must 
be brought to proper levels, remodu-
lated to VHF frequencies, combined, and 
fed into the main trunk lines ( Figure 
5). 

Cable System 
The trunk line is the basic carrier of 

the CATV system and is never tapped 
to feed individual subscribers. At the 
intervals along the trunk line are a num-
ber of repeater amplifiers ( Figure 6) 
to compensate for signal loss. These are 
usually less than a mile apart. Bridg-
ing amplifiers divert the signals onto 
feeder, or distribution lines. 

Customer "tapoff" units ( Figure 7) 
are placed along the feeder cables. 
These cause a slight disturbance on the 
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line and therefore a limited number — 
usually 30 to 40 — are allowed on one 
line. Extender amplifiers, spaced about 
every 600 to 700 feet, are used to 
boost the signal along the feeder line. 
From the tapoffs come the house drops 
leading to the subscriber's Tv set. How-
ever, before a connection can be triade, 
the cable impedance of 75 ohms must 
be matched to the 300 ohm input im-
pedance of the set through a matching 
transformer, placed on or near the back 
of the set. 

Troposcatter 
cAry operators in other countries 

have added their own variations to the 
methods of signal transmission. In Can-
ada, for example, military-developed 
techniques of troposcatter are being 
used in some systems spanning rugged 
terrain. Dependent on the ability of the 
troposphere to diffuse or scatter a por-
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tion of a high frequency signal well 
beyond the horizon, tropo systems send 
VHF television skipping over distances 
from 100 to 500 miles ( Figure 8). Sta-
tionary tropo antennas may include a 
tower-supported wire mesh reflector 50 
to 60 feet high, almost 300 feet wide, 
stretching in a parabolic curve around 
the antenna fixture mounted on the head 

Figure 6. CATV sig-
nals pass through 
trunk - line and ex-
tender amplifiers be-
fore reaching the 

home receiver. 

* 

end building. These antennas are highly 
directional, and have good ability to 
reject co-channel and adjacent channel 
interference. 

British CATV 
In Great Britain civry is called "wired 

broadcast" or "communal aerial sys-
tem", and uses two different methods of 
signal transmission. One system is es-
sentially the same as that used in the 
United States, relaying signals at stand-
ard VHF TV frequencies directly to the 
receiver. Another popular technique is 
an outgrowth of the older "wired radio" 
system. This radio relay system was 
basically a public address system sup-
plying audio directly to speakers in the 
home. The television version transmits 
unmodulated video signals ( 3-10 MHz) 
over twisted wire pairs to TV receivers 
built without the customary r-f front-

end amplifiers. Economy is the prime 
justification for the technique — both 
the home receivers and the transmission 
wire are less expensive. 

In the British system, head end equip-
ment supplies approximately 40 watts 
of video power to the trunk lines, which 
may be up to 6000 yards long. Feeder 
lines may branch off the trunk lines for 

distances up to about 2000 yards. It has 
been found that four video signals with 
their accompanying audio, and four ad-
ditional radio channels may be carried 
on two twisted pair ( four wires) in a 
shielded cable. 

Educational TV 
Sharing some of the problems, and 

related in many ways to CATV are the 
three overlapping areas of educational 
television (Fry), instructional televi-
sion ( rrv), and closed circuit television 
(ccrv). 
ETV is generally meant to include 

non-commercial broadcast stations, both 
VHF and UHF. ITV refers to pro-
gram content rather than facilities, and 
relates directly to formal education. 
CCTV describes the transmission of tele-
vision by cable or microwave to a pre-
determined audience, as opposed to 

872 



public broadcast. Additionally, our ref-
erence here is primarily to the use of 
CCTV in education. 

There are four general types of li-
censees operating educational television 
stations: ( 1) universities, ( 2) public 
school systems, ( 3) statewide ETV com-
missions, and (4) non-profit "commu-

nity" corporations. More than half the 
Ely stations in the country fall into the 
first two categories, being directly re-
sponsible to educational institutions. 
Likewise, a statewide commission's 
prime interest is usually with the school 
systems of the state. And while the 
community stations may have no direct 
connection with schools, they usually 
carry a regular schedule of instructional 
programs. 
The average ETV station broadcasts 5 

or 6 days a week, 10 to 11 hours a day. 
Programs are divided almost equally 
between classroom instruction and more 
general programming planned for home 
viewing by all age groups. Instructional 
material more likely will be seen during 
the normal school hours, with more 

general programs in the early evening, 
and informative discussions or enter-
tainment features for adult viewing in 
the late evening. 

At this time there are 115 ETV sta-
tions on the air, with another 65 under 
construction or with applications pend-
ing. Currently more than half of the 
ETV stations are on VHF frequencies 
(channels 2-13), but most reserved al-
locations for the future are in the UHF 
band (channels 14-83). 

In the School 
Closed circuit television is utilized 

by many schools to make more advan-
tageous use of teachers and instructional 
material. There are about 800 CCTV 
installations in this country, split almost 
equally between elementary and secon-
dary schools, and colleges and univer-
sities. These may operate within one 
school, delivering lectures or demon-
strations to other buildings, or between 
various schools in a district. Within a 
single school, coaxial cable easily con-
nects the cameras and studio equipment 

Figure 7. Tapo If 
units connect house 
drops to feeder lines, 
and are designed to 
prevent interfering 
signals from reenter-

ing cable. 
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Figure 8. Troposcatter at television frequencies 
spans long distances in some CATV systems. 

to other viewing locations, sometimes 
with three or four programs on a single 
cable. Longer runs between separate 
schools can also be practical, using tele-
phone company cables on a leased basis. 
An increasing trend in ITV is the use 

of microwave radio. The FCC has allo-
cated 31 channels in the 2500 to 2690 
MHz band for use by educational in-
stitutions. Some districts use these chan-
nels as direct links between two schools. 
Others operate a central transmitter 
beaming programs in several directions 
at once, much like a standard broadcast 
station, to be received off the air at 
various schools within the district. 

Iry systems also operate point-to-
point microwave relays on two higher 
frequency bands. The primary alloca-
:ion is in the 12200 to 12700 MHz 
band. However, the FCC will consider 

applications on a case-by-case basis for 
the 6575 to 6875 MHz band when the 
operator can show that it is not tech-
nically feasible to use the higher fre-
quency. 

Frequently CATV systems will carry 
ETV programs, thereby greatly extend-
ing the range of the station. These may 
even be piped into the schools, hospitals, 
or other such facilities in distant towns 
for little or no charge. In many cases 
CATV operators also will allow two ETV 
stations to share programming over a 
spare microwave channel. 

Networks 
Many states have already installed 

widespread microwave networks con-
necting educational institutions hun-
dreds of miles apart. Similarly, moves 
have been made to connect large num-
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bers of ETV broadcast stations into 
educational networks. And many CATV 
systems are beginning to resemble small 
networks. It is possible that someday 
a combination of these efforts will bring 
to this country a -fourth- major tele-
vision network joining the best educa-
tional and cultural programs in all parts 
of the nation. Moreover, a fifth net-
work, with commercial UHF stations 
linked from one end of the country to 
the other, is being considered. 

There are also other possibilities for 
bringing educational and cultural pro-
grams to larger audiences. One quite 
successful experiment has been under-
taken by Purdue University, transmitt-
ing previously video taped programs 
from specially equipped airplanes cir-
cling 23,000 feet over Indiana. Daily, 
over a half-million students in six states 
(a total of 127,000 square miles) re-
ceive courses ranging from elementary 
to college-level subjects. 
From the beginning, telephone com-

panies have been involved with cm-v 
systems, allowing cables to be strung on 
their utility poles. More recently, tele-
phone companies have supplied cable 
transmission channels for civry systems 
and instructional -ry operations on a 
lease or tariff basis. And now many 
operating companies are expressing in-

terest in becoming cAlv operators them-
selves. 

The Future 
In the next few years both CATV and 

educational television undoubtedly will 
experience many changes. Advancing 
techniques will allow for greater num-
bers of channels to be carried over mic-
rowave and cable facilities, bringing 
even more programs into homes and 
schools across the nation. Satellite tech-
nology may add a new dimension with 
the possibility of broadcasting directly 
to schools — or even home receivers 
— anywhere in the nation. 

In the United States close to 98 per-
cent of the homes have at least one tele-
vision set. Three percent of these homes 
are served by CATV. Educational pro-
gramming is now available to an esti-
mated 130 million people—another 10 
million to be added this year with 14 
new ETV stations. In addition, instruc-
tional television today reaches two out 
of three of the nation's 50 million stu-
dents. 

As new networks link one station or 
relay system to another and new opera-
tions spring up, a continually expanding 
measure of entertainment and educa-
tion will be easily available to the tele-
vision public. 
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Microwave communication 
systems, like most systems 

built for use in a constantly expanding 
consumer market, seem to reach their 
maximum capacity before they 
should. Even when extra capacity has 
been painstakingly engineered into a 
system, it is not at all uncommon to 
find that even this additional capacity 
has been consumed earlier than antic-
ipated. 

As an FM—FDM (microwave-
multiplex) system expands to its maxi-
mum capacity, problems arise as more 
circuits or services are required. In 
general, these systems consist of 
several microwave hops in tandem 
between the end points of the system, 
with spur or sideleg hops often branch-
ing from the intermediate points. 

When is a System Overloaded? 
In complex systems it is possible to 

have portions of the system operating 
at or near the overload point while the 
other portions are carrying much 
lighter loads. In determining an over-
load, it is only necessary to consider 
the single most heavily loaded micro-
wave hop. 

In an FM system there are several 
interrelated factors which limit maxi-
mum capacity. An overload exists 
when one or more of the following 
limits has been exceeded: 

1) All of the available or usable base-
band spectrum is in use. 

2) The point at which total baseband 
signal power (system loading) if 
increased would cause unaccepta-
ble performance. 

Complicated voice and data loading 

requires special equations 

to calculate actual capacity. 

3) System usage is such that any in-
crease in either the top baseband 
frequency or the system loading 
would cause emission bandwidth 
to exceed that legally allowed for 
the particular frequency band. 

In FM systems, the first two of 
these limits often have some degree of 
elasticity. The third, however, is a legal 
limitation which cannot be exceeded 
without legal violation. Perhaps the 
best approach is to evaluate the nature 
of the emission, its limitations, a 
method by which it can be calculated, 
and how it is affected by various 
parameters of the microwave system. 

Legal Limitations of Capacity 
The allowable maximum bandwidth 

(necessary or occupied, whichever is 
greater) for microwave systems under 
the Industrial Radio Services is estab-
lished in Paragraph 91.111 of the 
Federal Communications Commission 
rules. It is: 

8 MHz in the 1850-1990 MHz band 
800 kHz in the 2130-2150 and 

2180-2200 MHz bands 
10 MHz in the 6575-6875 MHz band 
20 MHz in the 12,200-12,700 MHz 

band 

Paragraph 2.202 of the FCC rules 
defines the various emission character-
istics and provides formulas for calcu-
lating the "necessary bandwidth." 

The type of service and the allow-
able bandwidth for a particular service 
is formalized in an "emission designa-
tor," which includes first the band-
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width in kHz, then a letter indicating 
the type of modulation (F for fre-
quency modulated systems), then a 
code number indicating the type of 
transmission (usually "9" for compos-
ite transmission in case of FM systems 
with FDM multiplex). Thus the emis-
sion designators for the bands listed 
above would be 8000F9, 800F9, 
10000F9 and 20000F9 respectively. 

The formula given by FCC for 
calculating the necessary bandwidth of 
an F9 transmission is: 

(A) = 2 M + 2 DK 

where: 
Bn= necessary bandwidth tri 

M = maximum modulation 
frequency in kHz 

D = peak deviation in kHz, 
defined as half the difference 
between the maximum and 
minimum values of 
instantaneous frequency. 

K = a numerical factor depending 
upon the allowable distortion. 
A commonly used value for 
K in such systems is 0.9, 
though a value of 1.0 is 
sometimes used. 

The value of M for a particular 
system is easily established. 1 It is 
simply the frequency of the top mod-
ulating channel applied to the base-

'Electronics Industries Association (EIA) has 
submitted to FCC a proposal that a peak factor 
of 11.5 dB be used instead of the 13 dB which 
has been customary, and that a value of 1.0 be 
used for the factor K for the present. The result 
of these changes would reduce the calculated 
values of 2 DK by approximately 8%. This 
would allow a slight increase in channel capac-
ity for the same necessary bandwidth. 
Industry's interpretation is that M should pro-
perly be taken as the frequency of the top 
information-bearing channel in the system, and 
that a sinusoidal continuity pilot located above 
the baseband should not be considered to be 
the "top modulation frequency" and should be 
excluded from the determination of M. 

band. The value of D, however, is 
somewhat more elusive since the com-
posite load applied to the baseband is 
a varying and complex quantity whose 
peak value can only be described 
statistically. The value of K is, as 
stated, very close to 1.0. 

The multiplex used, except for 
systems of very low density, is almost 
exclusively of the single-sideband sup-
pressed-carrier type (SSBSC). 

Studies on operating systems have 
led to the following equations for 
calculating the rms (root mean square) 
value of white noise power, simulating 
the equivalent busy hour load of a 
given number of voice channels multi-
plexed into a baseband by SSBSC 
techniques (Fig. 1). 

(B) 

P = (-15 + 10 log N) dBm0 

(N is 240 or more) 
or: 

P = (-1 + 4 log N) dBm0 

(N is 60 to 240) 
where: 
P = equivalent rms white noise 

power applied over the same 
baseband spectrum as occupied 
by the multiplex channels. 

N = number of voice channels 

dBm0 = dB with respect to the 
power of a single channel 
test tone at zero relative 
level. MOM 

These equations, originated by 
CCITT and CCIR, are almost univer-
sally accepted as a basis for the design 
and testing of multi-channel micro-
wave systems and provide a basis for 
calculating peak deviation (Factor D in 
equation (A)). 

Calculating D for Voice Systems 
'lilt; starting point for the calcula-

tion of D (peak deviation) is the 
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Figure 1. This graph, 
based on equations 
(A) and (B), shows 
the busy hour load 
(in dBm0) for the 
various number of 
voice channels used 
in a particular sys-
tem. 

9 

8 

7 

6 

60 120 180 240 300 360 420 480 540 600 

NUMBER OF VOICE CHANNELS IN SYSTEM 

known per-channel rms deviation and 
the known power of its signal. The 
per-channel deviation is a basic FM 
system parameter frequently chosen as 
200 kHz rrns. The baseband power of 
the test tone producing this deviation 
is 0 dBm0 rms. 

The parenthetical expressions in (B) 
and (C), called the "noise loading 
ratio", express the dB ratio between 
the rms power of a white noise load 
whose peaks are equal to the peak 
values of the complex baseband signal 
during the busy hour, and the rim 
power of a test tone. 

The peak value of white noise 
power is a statistical parameter with 
no specific value, but is commonly 
taken as 13 dB above the rims power. 
The use of two different equations for 
calculating the white noise load equiv-
alent reflects the fact that the peak to 
rms factor of the complex signal from 
a number of voice channels is rela-
tively constant at 13 dB for systems 
with more than 200 channels, but is 
variable and somewhat higher for 
systems with fewer channels (Fig. 2). 

Deviation in an FM system has the 
dimension of voltage. Consequently, 
the effect of changes in deviation can 
be calculated as a 20 log function of 
changes in load power. 

The following equations can be 
used to calculate the peak deviation 
for a multichannel SSBSC voice sys-
tem: 

(E) 

D --

where: 

D = 

d = 

(D) 
D = 4.474g-1 -15 + 10 log N) 

(N is 240 or more)"  

4.4740i' -I + 4 log 119 

(N is 60 to 240) 20 

peak deviation in kHz 

per-channel test tone 
deviation in kHz, rms 

N = number of SSBSC voice 
channels in system 

Peak factor = log-1 fj= 4.47 
Example A: 

A 300 channel radio system could 
typically have a 200 kHz per channel 
rms deviation. 

D = (4.47) (200)(og-1 U 7-) 

= (4.47) (200) (log -1 .4885) 

= (4.47) (200) (3.08) 

= 2753 kHz 

Equation (A) can be used to calcu-
late Bn, noting that M = 1300 kHz (top 
channel of a 300 kHz system) and 
taking 0.9 for K. Bn = 2 x 1300 + 2 x 
2753 x 0.9 = 7555 kHz 

For standard SSBSC multiplex con-
figurations of 120 channels to about 
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960 channels, the frequency of the top 
channel in an N-channel system can be 
very closely approximated as (4.13 N 
+ 60) kHz. By using this approxima-
fion for M, taking K as 0.9, and 
substituting the appropriate values of 
D from (D) and (E) respectively, the 
following equations for Bn in terms of 
N and d can be derived. (It should be 
emphasized that they apply only to 
systems used primarily for voice): 

(F) 

Bn= 120 + 8.26N + 1.43d N els 

(N is 240 or more) 

(G) 
Bn= 120+ 8.26N+ 7.17d N 

(N is 120 to 240) 

These equations provide insight in-
to the complicated way the necessary 
bandwidth varies as a function of the 
number of channels and per channel 
deviation in voice operation. 

The equations permit calculation of 
any one of the three variables (Be, N, 
and d) provided the other two are 
known, and can be used to determine 
what combinations of number of chan-
nels and per channel deviation can be 
used without exceeding a specific 
value of B. 

Example B:  

A typical microwave system in the 
6 GHz industrial band has the limita-
tion of 10000F9 emission. (From Ex-
ample A, it is clear that there will be 
no problem with a 300 channel system 
using 200 kHz per channel deviation.) 

But suppose 600 channels are de-
sired in the same bandwidth. 

What per channel deviation will 
allow staying within 10000F9? 

By substituting 1000 for Bn and 
600 for N in (F) it can be easily 
calculated that the deviation must be 
reduced to 140 kHz. 

If d is left at 200 kHz per channel, 

it can be shown that N cannot exceed 
about 450 channels if Bn is not to 
exceed 10000 kHz. 

Thus seven complete supergroups, 
or 420 channels, can be accommo-
dated on a system using 200 kHz per 
channel deviation, within the 10000 
kHz bandwidth limitation, but eight 
supergroups create an overload. 

Calculating Voice and Data 
Present day systems have a signifi-

cant percentage of the derived SSBSC 
channels devoted to the transmission 
of systems of submultiplexed tones 
carrying data or telegraph. The num-
ber of tones of this type in an SSBSC 
channel can vary from one to 25 or 
more. Their power represents a rela-
tively constant rins load to the base-
band, since the tones are on continu-
ously. When the total number of indi-
vidual data signals on the system ex-
ceeds about 15, the peak to rrns factor 
for their complex summation ap-
proaches that of white noise. 

If the levels chosen for each data or 
telegraph circuit are such that the total 
rms power of their tones submulti-
plexed in any SSBSC channel is 15 
dBm0, the data loading per SSBSC 
channel will be the same as if it had 
been used for voice. In this case these 
equations can be used to calculate 
deviation and bandwidth. 

The common practice of putting 
data at a somewhat higher level means 
the loading due to the number of 
channels devoted to data will be much 
greater than if they had been devoted 
to voice. This also means greater over-
all loading and deviation. 

The necessary calculations for a 
mixture of voice and data channels are 
simple in theory. They can become 
complicated in practice, however, be-
cause there are so many possible com-
binations of voice and non-voice cir-
cuits. The following equation is a 
generalized form of (D) and (E): 

881 



Figure 2. The patterns 
for the two peak fac-
tors - peak to rms 
ratios - of data and 
voice are essentially the 
same when the number 
of channels is large. 
However, restriction of 
data to low levels will 
affect the signal-to-noise 
ratios. 
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(H) I 
D = 4.47 d(og-

20 / 
1 NLlitot) kHz ' 

which leads to a generalized 
form of (F) and (G): 

Bn= 120 + 8.26 N + 8.05d 

nlitot) 
20 / 

where: 
D, d, Bn, and N are all as befo 
and NLRtnt is the Noise Loading 
Ratio corresponding to the total 
equivalent voice channel power 
plus the equivalent power of all 
non-voice groups. 
(Note: N is the total number of 
SSBSC channels in the system, 
regardless of use. The function 
of N is only to establish the top 
modulating frequency M). 

Before (H) and (I) can be used, a 
preliminary calculation must be made 
to determine the value of NLRtot . The 
simplest way is to calculate separately 
the dBm0 equivalent noise power of 
the channels used for voice (using (B) 
or (C)), the equivalent dEm0 noise 
power of each non-voice group and 
then on a power summation basis, 
combine all the powers to obtain the 
equivalent total baseband load of 

white noise power. The NLRtot in dB 
is then numerically equal to the dBm0 
value of the equivalent white noise 
load. Once NLRtot has been calcula-
ted, it can be used in (I) to obtain Bn , 
or with (H) and then (A) to determine 
both D and B. 

The following example will illus-
trate the method. 

Example C: 

A 6 GHz system with 300 SSBSC 
channels, of which 200 channels are 
used for voice transmission, 40 chan-
nels are used for data at a power of 
-10 dBm0 per SSBSC channel, and 60 
channels are used to carry submulti-
plex telegraph tones, each tone at a 
power level of -21 dBm0 and with 
each of the 60 SSBSC channels carry-
ing 20 such tones. The per channel rms 
test tone deviation is 200 kHz. To 
calculate necessary bandwidth: 

1. Calculate noise load power corres-
ponding to 200 voice channels, 
using (C), as (- 1 +4 log 200) = 
+8.2 dBm0. 

2. Calculate noise power correspon-
ding to 40 data channels at - 10 
dBm0 per channel as (-10 + 10 
log 40) = +6.02 dBm0. 

3. Calculate noise power correspon-
ding to 20 tones in one SSBSC 
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channel as (-21 +10 log 20) = —8 
dBm0 and the noise power corres-
ponding to 60 such SSBSC chan-
nels as (-8 + 10 log 60) = m + 
9.78 dBm0. 

4. Sum the three noise powers, +8.2 
dBm0, +6.02 dBm0, and +9.78 
dBm0 on a power basis, by using 
appropriate curves or by convert-
ing each value to its equivalent in 
milliwatts, adding, and reconvert-
ing to dBm0. The power sum will 
be found to be very close to + 13 
dBm0 or about 3.2 dB higher than 
the equivalent noise loading of 300 
voice channels. 

5. As indicated above, the NLR cor-
responding to + 13 dBm0 of noise 
power is 13 dB. Substitute this 
value for NLRtot in (H), which 
gives the following: 

D = 4.47 x 200 x (log-1 g) 
= 4.47 x 200 x 4.47 

= 4000 kHz 

(It is coincidental that the noise 
loading factor equals the peak 
factor. Generally, they will be dif-
ferent.) 

6. With D known, use (A) to calcu-
late the "necessary bandwidth". 
The value of M is still 1300 kHz, 
corresponding to the frequency of 
the top channel of a 300 channel 
SSBSC system, and the 0.9 value 
is still appropriate for K. This gives: 

Bn= 2 x 1300 + 2 x 4000 x 0.9 
= 9800 kHz 

or: 
Equation (I) could have been 
used to calculate Bn directly. 

The methods used in Example C 
can be extended to cover other situa-

tions provided the basic principles are 
followed. 

To avoid possible confusion, these 
calculations of peak deviation are 
based on systems which do not have 
emphasis and whose per-channel test 
tone deviations have the same value 
regardless of the position of the chan-
nel in the baseband. When emphasis 
and deemphasis networks are used, per 
channel test tone deviation is not a 
constant but is a function of channel 
baseband frequency. Higher channels 
deviate more than lower channels, but 
systems are generally so arranged that 
the total deviation remains the same 
and the equations are still valid. 

Capacity Limitations 
Microwave equipments are gener-

ally designed with some specific maxi-
mum capacity in mind, usually in 
some multiple of the standard 60-
channel supergroup. In older systems, 
and in light route or spur legs, 120 
channel and 240 channel systems were 
often used. Present usage tends toward 
systems with 300 channel capacity, 
even higher for backbone routes. 

Selecting the proper equipment and 
employing the most effective field 
application necessarily requires some 
specific criterion of channel noise per-
formance. Noise performance is an 
intricate function of the number of 
channels, the per channel deviation, 
the presence or absence of emphasis 
networks, the per channel loading, the 
receiver noise figure, the RF signal 
level, the fade margin needed to give 
the desired reliability, and the i-f 
bandwidth — to mention a few. There 
are many trade-offs and balances in-
volved. The choices made when engi-
neering a system for 300 channels 
would not be the same as those for 
600 channels. 
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Actual capacity often can be 

extended by several methods 

short of costly updating 

W hen a microwave system 
reaches its capacity limitation 

and additional service is required, 
there are several practical alternatives 
which should be explored. 

Probably the most fundamental 
consideration is the nature of the 
equipment being evaluated; older 
systems with relatively small channel 
cross-sections often use older multi-
plex types such as transmitted carrier 
or double sideband multiplex — both 
of which use more bandwidth and load 
the system more heavily than single-
sideband suppressed-carrier (SSBSC) 
multiplex. In systems using these older 
multiplex types, the obvious imme-
diate solution is to update with the 
more efficient SSBSC system. 

Other alternatives include section-
alizing the system by using baseband 
blocking or multiplex interconnects; 
evaluating the legal and technical pos-
sibilities of increasing the number of 
channels; evaluating the noise perfor-
mance levels to see if modest relaxing 
might not permit an increase in capa-
city; and finally, considering whether 
it might not be more expedient to 
simply update the entire system. 

In a simple microwave system con-
sisting of only one hop or a few hops 
in tandem, with most of the required 
channels going end-to-end over the 
complete system, the problem is to 
increase the capacity of the individual 
hops. 

In complex systems, on the other 
hand, the key to a more efficient use 
of capacity may lie in sectionalizing 

the system in such a way as to allow 
portions of the baseband to be block-
ed off at intervals and reused in 
different sections. This principle can 
be demonstrated by the following 
hypothetical example. 

Example A:  

An in-line microwave system (no 
spurs) connects the imaginary towns 
of (A), (B), (C), (D); channels are 
required only between these points, so 
intermediate repeater stations, if re-
quired, will not affect the situation. 
All microwave hops are designed for 
300 channel capacity, and the full 
baseband is available at all four points. 
The system is operating at full capa-
city, with 60 channels in supergroup 
1 between (A) and (B), 60 channels in 
SG 2 between (B) and (C), 60 channels 
in SG 3 between (C) and (D), and 120 
channels in SG 4-5 end-to-end between 
(A) and (D). 

60 SG 1   

SG2 

SG3 

60 

I SG4 60 

SG5 111111 

60 

Figure 1. 

In this system, a channel or group 
of channels once used anywhere in 
the system appear in the baseband 
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throughout the whole system and can-
not be used elsewhere. Consequently, 
this system is at full design capacity. 

Sectionalizing With Filters 
The system outlined in Figure 1 can 

be changed as follows: At (B) and at 
(C) the baseband can be sectionalized 
by putting in appropriate sets of high-
pass/low-pass filters which divide the 
baseband so that supergroup 1-2 pass 
through the low-pass side and SG 3-4-5 
through the high-pass side. At each of 
these stations there will be two sets of 
filters, one looking east and one look-
ing west. The high-pass sides will be 
cross-connected through the station so 
that SG 3-4,5 pass through end-to-end. 
But insofar as SG 1-2 are concerned, 
the system is now broken into three 
independent sections, and the full 120 
channels of SG 1-2 can be used in each 
of them creating the following situa-
tion: (A) B )-11eC 

SG 1 

SG3   

SG4 60  ;  60 60  SG 2  60 60 60  

60 

60 

60  SG5 

Figure 2. 

This relatively simple change pro-
duces a microwave system capable of 
providing 120 channels from (A) to 
(B), 120 from (B) to (C), 120 from (C) 
to (D), and 180 from (A) to (D) for a 
total of 540 channels, yet no portion 
of the microwave system is carrying 
more than 300 channels. This has 
required additional multiplex equip-
ment and some slight rearranging of 
original equipment. Figure 3 shows the 
filter arrangement used at the two 

intermediate stations. The cross-over 
point for the filters used in this partic-
ular application lies in the slot be-
tween SG 2 and SG 3, so that SG 1 
and 2 pass through the LP side but are 
blocked from the HP side, while the 
reverse is true with SG 3 and higher 
supergroups. 

Filters can be arranged either to 
pass the high groups through the sta-
tion and drop the low groups, as 
shown in Figure 3, or the reverse. (The 
filters shown handle only one direc-
tion of transmission. Another identical 
set is needed for the opposite direc-
tion.) 

There are many other possible filter 
arrangements. For example, filters are 
also available to split the baseband 
between SG 1 and SG 2, and others to 
split between SG 3 and 4, SG 3 and 5. 
Combinations of filters can be used to 
separate and drop an intermediate 
supergroup, while passing through the 
supergroups above and below it. Fig-
ure 4 is an example of such a complex 
filter arrangement. It could be used, 
for example, to pass SG 3, 4, 5 (and 
higher if necessary) straight through 
the station via the HP side of the 
upper pair of filters; SG 1 passes 
through via the LP (Low Pass) side of 
the upper pair and the LP side of the 
lower pair, while SG 2 is dropped and 
inserted via the HP (High Pass) side of 
the lower pair. 

Figure 4 also shows another feature 
which may be needed — a pilot bypass 
arrangement. This might be required 
where a pilot must pass through the 
station which happens to be in the 
blocked section. The bypass equip-
ment then is used to pick off this pilot 
and reinsert it on the other side. 

Filter arrangements as shown in 
Figure 4 are relatively inexpensive and 
simple to apply, but they have some 
limitations. One is they are somewhat 
inflexible and difficult to modify or 
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Figure 3. An example of two supergroup separation panels arranged for dropping 
and inserting a supergroup. 

change without taking the system out 
of service. Another is the fact that 
separations between the higher super-
groups (SG 4 and above) generally 
involve the loss of a few of the carrier 
channels in the vicinity of the cross-
over point. Further, if a number of 
such filters are used in tandem in a 
long system, there may be enough 
degradation in the response of the 
through paths to affect the end-to-end 
channels. 

Sectionalizing With 
Carrier Interconnects 

The filter type of sectionalizing is 
done in the microwave baseband. An 
alternative method of sectionalizing is 
available which provides maximum 
flexibility and does not have the limi-
tations of the filter method, though it 
is somewhat more expensive. 

When this alternative method is 
used, there are no through baseband 
connections at the sectionalizing sta-
tion. Instead, each incoming microwave 

leg is completely terminated in a car-
tier terminal. Blocks of through chan-
nels are passed through the station by 
means of supergroup interconnects (60 
channels) or group interconnects (12 
channels) without demodulation. 
Those groups or supergroups destined 
for local drop are of course provided 
with channel modem equipment. 

This carrier type of sectionalizing is 
almost universally used today in the 
telephone industry. In industrial sys-
tems of relatively high density there 
are often situations in which it is 
desirable to use carrier interconnect 
sectionalizing at some of the inter-
mediate points. It is particularly ad-
vantageous, for example, at a junction 
station where several routes converge, 
with substantial numbers of channels 
terminating locally, but some blocks 
of channels needing to pass through 
the station in various ways. Setting up 
such a station on a carrier interconnect 
basis allows efficient use of the capa-
cities of all the microwave branches, 



and perhaps even more important, 
allows great flexibility in any rear-
rangements which may develop as a 
result of changed requirements. Such 
rearrangements can be done without 
affecting service on anything except 
the particular blocks of channels being 
rerouted. 

Figure 5 shows a simplified 
example of a three-way junction sta-
tion arranged with carrier intercon-
nects. Circuits passing through the 
station as shown are: SG 1 West to SG 
2 North; SG 2 West to SG 2 East; SG 1 
North to SG 3 East. 

Thus this junction station could 
have 180 circuits to the west, 180 to 
the north, and 180 to the east, plus 
three supergroups passing through the 
station, giving a total of 720 channels. 

The great flexibility available for 
rearrangements or for future additions 
is quite apparent. Although only 
supergroup interconnections are 
shown in Figure 5, it is also possible 
to make group interconnects in blocks 
of 12 channels, providing an added 
degree of flexibility. 

Both types of sectionalizing have 
their advantages and disadvantages. In 
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Figure 5. An example 
of a junction station 
with supergroup in-
terconnects. 

long microwave systems it is often 
desirable to use carrier interconnec-
tions to sectionalize at points of high 
channel density, and filter intercon-
nects to sectionalize at points of lower 
channel density. Almost every situa-
tion has its own special characteristics, 
and only by studying the actual situa-
tion in light of the overall require-
ments can a decision be made as to the 
best method to use in a given station. 

Noise Performance Criteria 
A relaxation of a few dB in the 

requirements for channel noise perfor-
mance can, under certain circum-
stances, permit a substantial increase 
in a microwave system's total channel 
capacity. This saine circumstance can 
often make possible a more efficient 
use of the existing communications 
system. 

The key lies in properly evaluating 
the true requirements for noise perfor-
mance in relation to channel arrange-
ments. Industrial microwave systems 
tend to perform essentially the same 
function as the public telephone net-
works. As a result they are designed to 
about the same standards of noise 
performance as long-haul telephone 
systems. For example, a common ob-
jective is 32 dBa0 or better in the 
worst channel for a system of 1,000 

miles. There are very sound reasons for 
establishing such an objective for the 
initial system design. But in using the 
system, the user may very well recog-
nize that a noise performance of 35 
dBa0 would still provide an extremely 
good circuit which would be adequate 
to his needs. It should be remembered 
that the switching hierarchy in the 
public telephone network is such that 
up to eight or more trunks in tandem 
may occur on a given call, and the 
intertoll objectives thus must be very 
stringent indeed. Private microwave 
systems, even when they are very long, 
are much less complex and are more 
easily controlled by the user. 

When it is not desirable to relax the 
end-to-end noise performance require-
ments in a system, there is still another 
useful possibility. This is to reserve the 
lower noise portions of the microwave 
baseband for the long-haul circuits, 
and use the higher-noise portions for 
short-haul circuits. This is in line with 
practices on the public networks, 
where considerably lower objectives 
are applied (on a per mile basis) for 
short-haul, toll-connecting and direct 
trunks than are applied to the intertoll 
trunks. 

In an imaginary example, expansion 
of a 300 channel system to 420 
channels could be accomplished by 
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Figure 6. Lenkurt's 78 Micro-
wave Radio System has been 
specifically designed with the 
wide flexibility needed to meet 
the rapid growth rates of mod-
ern message and data commuai- 
cations. 

adding SG 6 and 7. If deviation were 
left unchanged the noise in the original 
300 channels could be expected to 
increase by about 1.5 to 2 dB, but the 
noise in the top channel of SG 7 
would be perhaps 5 dB poorer than 
the worst original channel. If the 
original system were a 1,000 mile 
system with end-to-end performance 
of 32 dBa0, and if the new SG 6 and 7 
channels were used on relatively short 
sections of the system (up to 250 
miles), the new channels would be 
around 31 dBa0 (6 dB improvement 
because they would traverse only 1/4 
of the total system length, 5 dB 
degradation as indicated above) while 
the end-to-end channels would be no 
worse than about 34 dBa0. These 
values might well be thoroughly ac-
ceptable to the user. 

Obviously this approach would re-
quire careful evaluation and good judg-
ment. It must be recognized that it 
would not be satisfactory if the noise 
performance on the original system 
were marginal. But when properly 
used in combination with the other 
methods of system expansion, it can 
provide very worthwhile results. 

Update the System 
If other measures prove inadequate 

the possibility of upgrading the micro-
wave system itself should be consi-
dered at least in the most heavily 
loaded portions by such means as 
increasing antenna sizes or changing 
out i-f filters to provide wider band-
width. In many situations these 
changes may be relatively simple and 
inexpensive when compared to the 
increased capacity obtained. 
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The trend toward higher radio frequencies creates new problems in system design. 

Congestion of the radio-fre-
quency spectrum has been 

foreseen almost from the beginning of 
commercial radio transmission. As 
radio technology has advanced, in-
creasing demands for radio services 
have outpaced improvements in the 
efficiency of spectrum usage. 

The result has been a continuing 
trend toward the use of higher and 
higher frequencies. There is no end in 
sight, with the upsurge in data trans-
mission and other services that require 
the bandwidth of hundreds of voice 
channels. 

Not too many years ago, "higher 
frequencies" referred to the VHF and 
UHF bands, with the then-new con-
cept of line-of-sight propagation. Then 
came the microwave frequencies — 2, 
4, and 6 GHz — where the signal 
behaved even more like a light beam. 
Each frequency "plateau" required 
new approaches to systems as well as 
hardware design. 

Today, the 4 and 6 GHz bands 
form the heart of many communica-
tions systems. But new allocations in 

these bands are often difficult to get 
(impossible for some kinds of service). 
And in some major metropolitan areas, 
where the demand for service is the 
heaviest, no allocations are available at 
all. There is literally no place to go but 
up. For most types of service, the next 
available frequency bands are above 
10.7 GHz. 

The problems involved in building 
equipment for these higher frequencies 
were solved several years ago (Lenkurt 
introduced the highly reliable 76D 
Microwave Radio System in 1964). 
But the most reliable equipment is 
worth little if the system "goes down" 
because of propagation failure. 

Path Considerations 
In many ways, the higher micro-

wave frequencies behave just like the 
lower ones. The path-attenuation cal-
culations, for example, are identical. 
For a given path, they show that a 12 
GHz signal has 6 dB more path attenu-
ation than a 6 GHz signal. On the 
other hand, the gain of a parabolic 
antenna of given size is 6 dB higher at 
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12 GHz. Since both the transmitting 
and receiving antennas are involved, 
the 12 GHz signal would appear to 
have a 6 dB advantage. In practice, 
however, this advantage is essentially 
cancelled by higher receiver noise fig-
ures and higher waveguide losses at 12 
GHz. 

Selective fading at the higher fre-
quencies can be effectively combatted 
by methods used at lower frequencies. 
Space diversity, for example, with its 
redundant transmission paths, substan-
tially increases path reliability. The 
chance of both paths fading simulta-
neously is remote. In the types of 
service for which the allocations are 
available, in-band frequency diversity 
is an excellent defense against selective 
fading. Its chief disadvantage is the 
total amount of frequency spectrum it 
uses. 

The effect of selective fading varies 
only slightly with frequency. For any 
given path reliability, the required fade 
margin in the 11 GHz band is at most 
a few dB greater than that needed at 
the lower frequencies. 

Slightly less path clearance is re-
quired at the higher frequencies be-
cause the Fresnel-zone radii are 
smaller. Except in critical cases or on 
short hops, however, the difference is 
not likely to be very significant. For 
instance, on a 20 mile, 6.175 GHz 
hop, the first Fresnel-zone radius at 10 
miles is 64.9 feet. If the frequency on 
the same hop is increased to 11.2 GHz, 
the radius decreases by only 16.8 feet. 

Effects of Precipitation 
In the design of most microwave 

systems, the path attenuation is as-

sumed to be the same as that encoun-
tered in free space. This is a good 
approximation for frequencies up 
through the 6 GHz band. But as 
frequency increases, the signal be-
comes progressively more sensitive to 
precipitation. 

Rain attenuates a microwave signal 
in two ways: the water absorbs energy, 
and the droplets scatter it. The sever-
ity of the attenuation is a function of 
the drop size, the temperature, the 
volume of water involved, and the 
signal frequency. The most significant 
part of this complex relationship can 
be summed up this way: the harder it 
rains, the bigger the drops, and the 
higher the frequency, the more severe 
the attenuation will be. 

Of course, other forms of atmos-
pheric moisture also affect signal at-
tenuation, but rain is usually the domi-
nant factor. Fog and mist are essen-
tially light rain. Attenuation due to 
hail is only a small fraction of that 
caused by rain. The effect of snow 
varies widely, depending on the mois-
ture content, the flake size, and the 
temperature; but snow generally car-
ries a much lower volume of water 
than rain does. 

At the higher frequencies, heavy 
rain can be a real problem. The theo-
retical curves of Figures 1 and 2 show 
how frequency would increase excess 
path loss if the rainfall rate were 
constant along the path. While actual 
rainfall rates are never uniform along 
the entire path, a hypothetical ex-
ample based on Figure 1 gives some 
feel for the effect of extremely heavy 
rain (4 inches per hour) on signals of 
different frequencies. 
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Figure I. Excess path loss caused by heavy rain increases rapidly with increasing 
frequency. 

A 6 GHz signal, with an excess path 
loas due to rain of only about 1.2 dB 
per mile, would be attenuated by 
about 24 dB over a 20 mile hop. That 
is centainly significant, but it is within 
the operating capability of a system 
engineered with, say, a 40 dB fade 
margin. 
A 13 GHz signal, on the other 

hand, would suffer rainfall attenuation 
of about 240 dB. 

As shown in Figure 2, a "heavy" 
rainfall of 0.6 inch per hour would 
cause excess path loss of only about 
1.1 dB per mile at 13 GHz — roughly 
the same as the 6 GHz signal would 
suffer at the much higher rainfall rate. 

The trouble with curves such as 
these is that they fail to take into 
account the changing nature of heavy 
rain. 

Local Rainfall Distribution 
It is relatively easy to measure the 

effect of rain on a microwave path. 
The difficulty arises in trying to mea-
sure the rainfall rates along the path 
for accurate correlation with the at-
tenuation measurements. The harder it 
rains, the more likely it is that the 
rainfall rate will show wide and almost 
instantaneous variations. Furthermore, 
there may be very heavy rain at one 
point, and almost none a short dis-
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Figure 3. The contours of this map are for fixed transmission outage time and can 
generally be used in conjuction with the curves of Figure 4, to predict the effect 

of rainfall on outage time. 

tance away. The cumulative figures for 
the total length of a microwave path 
are often irrelevant. 

Much work has been done in recent 
years on the nature of rainfall pat-
terns. The results are not conclusive, 
but they indicate that the most intense 
rain, the rain that significantly affects 
microwave propagation, occurs in re-
latively small cells. Available evidence 
indicates that these cells rarely exceed 
a few miles in diameter, and the 
rainfall rate varies even within the cell. 

This variation means that even an 
intense cell may not block a micro-
wave path for the entire time it takes 

to cross the path. A five mile wide cell, 
moving at 20 miles per hour, takes 15 
minutes to cross a particular path at 
right angles. But regardless of its inten-
sity, it may only cause some short 
outages. It is unlikely to block the 
path completely for 15 minutes. 

Rainfall Distribution 
Paradoxically, some geographical 

regions known for their large annual 
rainfall (such as the rain forests of 
Oregon and Washington) do not pres-
ent as difficult a transmission problem 
as do other "drier" areas. The reason 
is, of course, that the total annual 
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Figure 4. Expected outage time varies greatly with changing geographical rainfall 

distribution. These curves, for use with the contour map of Figure 3, are based on 
11 GHz paths with 40 dB fade margins. 

rainfall is of little consequence. Con-
centrated rain causes the trouble. The 
significant questions are: How heavy 
are the rainfall rates that can be 
expected? How often can such rates be 
expected? 

The problem in any area is compli-
cated by the fact that although much 
information is available on annual rain-
fall, very little is known about instan-
taneous rates. Gradually, however, the 
body of knowledge has built up so 
that it is now possible to generalize 
about many geographical areas. 

The key factor, of course, is the 
amount of outage time a particular 

system is likely to suffer. Some types 
of service can tolerate substantial out-
ages, while others cannot. Figures 3 
and 4, the results of empirical studies, 
indicate generally how expected out-
age time varies with geography in the 
United States. For example, an 
II GHz path, 30 miles long and engi-
neered for a 40 dB fade margin, would 
have an expected outage time of about 
0.2 hour per year on Washington's 
Olympic Peninsula (contour H). This 
translates to a reliability of 99.998 
percent. 

If the same path were located on 
the coast of the Carolinas (contour C), 

899 



9AIN 
CELL 

AUTOMATIC-
ITCH 

PRIMARY VHF 
ÍANTENNA 

ini111111 

oese e''‘' 

,„„1„,rimpropqM! 

'N-SECONDARY VHF 
ANTENNA 

pf 

TO 
SUBSCRIBERS 

STRONG SIGNAL 

ir,1111‘111,191iiiiiti min I (II ID( 

DISTANT 
SIGNAL 
SOURCE 

"111 11111mi, 

Figure 5. Many CATV systems can use a secondary off-the-air antenna as a 
back-up for a microwave link. 

the predicted reliability would drop to 
99.92 percent because the expected 
outage time would increase to 7 hours 
per year. 
Now consider the same path on the 

Gulf Coast of Mississippi (contour A) 
and assume that the expected annual 
outage time must be held to the same 
7 hours. The path would have to be 
shortened from 30 miles to 22 miles, 
or the fade margin would have to be 
increased substantially. 

It must be remembered that these 
calculations are for a single hop. The 
outage time for the entire system can 
be expected to equal the sum of the 
single-hop outages. In terms of reliabil-

ity, 10 hops with 99.99 percent relia-
bility form a system that is only 99.9 
percent reliable. 

Living With the Problem 
It may appear from what has been 

said that the frequencies about 10.7 
GHz are a poor second choice, to be 
considered only when allocations at 
lower frequencies are not available. 
But this is only partly true. When the 
limitations of the higher bands are 
recognized, they give very good ser-
vice. This really means learning to live 
with the rainfall problem. 

First, of course, rainfall attenuation 
may not even be a problem. If the 
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system is located in an area where rain 
rarely falls in cloudburst proportions, 
it can probably be engineered like any 
other system, with little worry about 
excess outage time. 

Second, the type of service may be 
able to tolerate occasional outages of a 
few seconds to a few minutes. Some 
services, such as telephone common 
carrier, demand very high reliability. 
Others may be able to live with a few 
short outages. 
A case in point is a CATV relay. 

Typically, the system operates only 18 
hours a day. Thus, 25 percent of the 
heavy rains would be expected to 
occur during off-the-air hours. In some 
areas, heavy rainfall is consistently 
concentrated in these early morning 
hours. 

Furthermore, many CATV systems 
can use a kind of "microwave/VHF 
diversity". If there is an outage in the 
microwave link, the signal is simply 
taken from the secondary antenna as 
shown in Figure 5. This provides an 
inferior signal, but it is usually watch-
able for the short periods of rain-
induced outages. 

The third factor in living with the 
rainfall problem is the length of the 
proposed system. Outages are cumula-
tive. So a very long microwave system 
may have comparatively low reliabil-
ity, even though the reliability of 
every hop is high. The longer the 
system, the greater the chance of a 
severe rain cell moving across the path 
somewhere. An obvious solution is to 
use the higher frequencies for short 
systems, and to reserve the lower 
frequencies for long, cross-country 
systems. 

Diversity Arrangements 
Heavy rain is not the only thing 

that will put a microwave system 
temporarily out of business. The 
mechanisms of selective fading are 
completely separate from those of 
rainfall attenuation. When the effects 
of rainfall attenuation cannot be com-
pletely controlled, one way to keep 
annual outage time down is to pay 
special attention to selective fading. 
This implies some sort of diversity 
arrangement. All diversity arrange-
ments combat selective fading, and 
some provide protection against rain-
fall attenuation, as well. 

Space diversity is no defense against 
rainfall attenuation because the two 
transmission paths are quite close, and 
subject to essentially the same rainfall 
pattern. In the typical case, where one 
path is directly above the other, the 
same rain will block both paths simul-
taneously. 

While in-band frequency diversity 
also offers good protection against 
selective fading, it still provides no 
defense against rainfall attenuation. 
The two frequencies are so close to-
gether (typically separated by only 
two percent of the frequency) that the 
effect of rain is essentially the same on 
both. 

On the other hand, if frequency 
diversity is extended to include both 
the 6 GHz and the 11 GHz bands 
(cross-band diversity), it can provide 
excellent protection against both selec-
tive fading and rain. It is true that 
when the 11 GHz path fails because of 
rain the entire load falls on the 6 GHz 
path. Fortunately, however, severe se-
lective fading rarely occurs during per-
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Figure 6. Raising the fade margin by 5 dB, (as in B above) can permit transmission 
through a rain cell of substantially greater intensity. 

iods of heavy rain. This makes the 6 
GHz path exceptionally reliable during 
such periods. Thus, cross-band diver-

sity is probably the best solution — 
provided, of course, that frequency 
allocations and regulatory approval are 
available. 

Perhaps the ideal solution would be 
route diversity — an extreme form of 
space diversity. The same signal would 
be sent over two paths separated by 
several miles. This would all but elimi-
nate the possibility that rain would 
block both paths simultaneously. In 
practice, however, route diversity is 
not often used in present-day systems. 
The main reason is simple economics. 

Equipment and installation costs are 
quite high. Furthermore, the process 
of dropping and inserting channels is 
complicated not to mention the 
difficulty encountered at the receiving 
end in trying to combine the signals 
from two paths of substantially dif-
ferent length. 

Conservative Engineering 
It is apparent that there is no easy, 

clear-cut way to avoid problems with 
rain. The most effective defense is a 
combination of techniques. And con-
servative engineering is the first one. A 
marginally engineered system is an 
invitation to excess outage time. 
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One thing that can be done, for 
example, is to increase the fade mar-
gin. This does not guarantee transmis-
sion through the heaviest rain, but it 
does effectively lower the expected 
outage time. 

Because of variations in the instan-
taneous rainfall rate, it is not always 
possible to specify exactly how much 
effect a higher fade margin will have 
on rainfall attenuation. But some idea 
can be gained from a hypothetical 
example like this: Suppose a particular 
11 GHz microwave hop can withstand 
an average rainfall along the path of 1 
inch per hour — an excess path loss of 
about 1.3 dB per mile. If the fade 
margin is then raised by 5 dB, the hop 
can still withstand the 1 inch per hour 
rain along the path, except for a two 
mile segment where it passes through a 
rain cell. In that segment, it can 
withstand excess path loss of 3.8 dB 
per mile — equivalent to a rainfall rate 
of over 2 inches per hour (see Figure 
6). In many areas, that much improve-
ment will not eliminate rainfall out-
ages. But it will reduce them. 

Of course, increasing the fade mar-
gin may not always be desirable. If it 
means an increase in the number of 
hops, for instance, any gains in path 
reliability may be more than offset by 
the decrease in equipment reliability as 
more transmitters and receivers are 
added. 

Equipment reliability is equally as 
important as path reliability. So is the 
reliability of the power source. And 
good maintenance is important, too. 
Improving the reliability of any one of 
these naturally improves the end prod-
uct — total system reliability. Thus, 
economics is the common denomina-
tor in improving system reliability. 

Where to Next? 
The move to the 11 GHz micro-

wave band is not the final rung on the 
ladder of ascending frequencies. This 
band will eventually become congested 
like all the others below it. What then? 
Still higher frequencies, with even 
more severe attenuation problems? 
Coaxial cable? Millimeter waveguides? 
Laser transmission? 

The 
Demodulat 

11111 
of this tw 

ss the 
I II 

next month 
hnoloey. 

'10:I 



I 

.11 e> , " L. 1 

h n 

• e 

' 

N ' 
. ;4,•*77.. .6, ; 

1474  

• ï•-.1ii " • ê 
-4f•"* •epi. ,., 

1 



F5re 

cq%  

COb 

Q ,à) 

WI" 
)rm„ erm 

Qi) Qià  ree Qpie 
eià 14L;) *Pee qi..à 4 gpa.-8% 

jilt 
7tt4eiLe.. 



The electromagnetic spectrum still has much untapped potential. 

Some frequencies are suitable for radio transmission through the 

atmosphere, while others require different transmission methods. 

part one of this two-part arti-
cle discussed the transmission 

problems encountered as frequency 
congestion forces the shift to higher 
microwave frequencies. That discus-
sion was limited to what is commonly 
called the 11 GHz band, because that 
is the highest band in general use 
today. 

It is apparent to long-range plan-
ners, however, that this band will also 
become congested as the demand for 
more communications services acceler-
ates. This trend shows no sign of 
tapering off and rapidly increasing 
services such as video and wideband 
data transmission continue to require 
enormous bandwidths. 

The higher frequencies which can 
provide this bandwidth are unused, 
waiting to be tapped. They range in a 
continuous spectrum from the micro-
wave frequencies through millimeter 
waves and infrared to the visible light 
region. Eventually, they may even 
include the ultraviolet range. The 
problem is finding a way to use them 
in practical communications systems. 

The allocation of specific higher 
frequency bands is still under discus-
sion. (It will be considered at the 
World Administrative Radio Confer-
ence, to be held in 1971 by the 
International Telecommunications 
Union.) Considerable work has already 
been done on microwave transmission 
in the 18 Gliz region and above. 

Atmospheric Considerations 
Since rainfall attenuation is one of 

the most significant problems in the 
11 GHz band, and the effect increases 
with frequency, the problem can be 
expected to be even more severe at 
higher frequencies. Figure 2 shows 
theoretical rainfall attenuation as a 
function of rainfall rate for selected 
frequencies up to 40 GHz. (Some 
empirical studies have indicated even 
higher attenuation than predicted.) 

While rainfall attenuation is still the 
most significant atmospheric problem, 
fog and mist become increasingly im-
portant at the higher frequencies. The 
deciding factor is the volume of water 
in the air, which is perhaps easiest to 
understand in terms of visibility. At 30 
GHz, for example, fog that cuts visibi-
lity to 150 feet attenuates the signal 
by about 0.5 dB per mile. It takes 
more than twice the moisture concen-
tration to reduce the visibility to 100 
feet at which point attenuation is 
about 1.6 dB per mile. 

In this frequency region, another 
phenomenon — molecular absorption 
of the radio energy — also becomes a 
problem. Water vapor (not to be con-
fused with water droplets) absorbs 
more energy as frequency increases, 
with the significant absorption occur-
ing at resonant peaks. One such peak is 
at 22.4 GHz. At this frequency, a 
relative humidity of 60 percent pro-
duces absorption of about 0.4 dB per 
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mile. At 18 GHz, the same hwhidity 
absorbs energy at the rate of only 
about 0.05 dB per mile. 

Another minor effect is the 
molecular absorption of oxygen, 
which also increases with frequency. 
The loss only becomes significant, 
however at frequencies in the 50 GHz 
range. 

Modulation Techniques 
The frequency allocations for pres-

ent-day microwave systems are inten-
ded primarily for equipment that uses 
low-deviation FM, with RF band-
widths of 20 MHz or less. This tech-
nique is well suited for voice traffic, 
which is usually multiplexed by fre-
quency division. But, the nature of the 
traffic carried by microwave radio is 
being changed by two major factors. 
One is the tremendous increase in data 
communications, and the other is the 
increasing use of pulse-code modula-
tion (PCM) for voice communications. 
The two are essentially the same from 
the microwave engineer's point of 
view. Either way, he is faced with the 
necessity to transmit pulses at a high 
rate (approximately 70,000 per second 
for each voice channel). One method is 

to use digital microwave transmission. 
Such a system becomes one more step 
in the time-division multiplex scheme. 

An advantage of PCM is its relative 
immunity to noise. Because it is only 
necessary to detect the presence or 
absence of a pulse in a particular time 
slot (not its height, shapes or any other 
characteristic), a PCM system can 
operate at a very low signal-to-noise 
ratio. Consequently, it is quite tolerant 
of the severe atmospheric attenuation. 
A binary system can use relatively 

simple repeaters. They need only pro-
duce new clean pulses to replace the 
old distorted and attenuated ones. A 
simple repeater is an inexpensive one. 
Since economics really dictate system 
performance, route diversity, with 
paths separated to avoid simultaneous 
heavy rainfall, may become econom-
ically feasible (Figure 3). 

However, a more efficient use of 
bandwidth can be achieved by using 
multi-level transmission, rather than 
simple binary techniques. This, in 
turn, increases repeater complexity 
and cost. But, it still may be possible 
to build relatively inexpensive re-
peaters that are small enough for pole 
mounting. 
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Figure 1. Examination of the electromagnetic spectrum shows large 
portions unused, particularly at frequencies above 10 GHz — where the 
largest information-carrying potential is. 
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Figure 2. Attenua-
tion caused by rain 
can be a formidable 
problem at the high-
er microwave fre-
quencies. These the-
oretical curves (after 
Ry de) should be 
used only as approx-
imations. Some mea-
surements have indi-
cated substantially 
higher attenuation. 

40 

30 

Lu 
-J 

Œ 

°- 20 
-o 

2 o 

z 10 
Lu 

e 

1 2 3 

RAINFALL RATE - INCHES PER HOUR 

A potential problem here is the 
public's increasing consciousness of 
aesthetic values. Current trends are 
toward underground installation of all 
utilities. And some communities might 
not be willing to accept pole-mounted 
microwave repeaters at one to two 
mile intervals. 

Millimeter-Waves 
The millimeter-wave region, from 

30 to 300 GHz, is very attractive for 
wideband communications systems be-
cause of the tremendous bandwidth 
available. At these frequencies it is not 
at all unreasonable to think in terms of 
a 1 GHz baseband that could, in 
theory, accommodate over 200,000 
voice channels — or the equivalent in 
other forms of communications. 

Of course, the problems of atmos-
pheric attenuation are exceptionally 
severe at these frequencies. In fact, 
transmission through the atmosphere 
may not be practical except for certain 
applications. One such case is satellite 
communications. Here, route diversity, 

in the form of widely separated earth 
stations can provide the necessary re-
liability. Futhermore, the signal path is 
primarily in free space rather than the 
atmosphere (Figure 3). 

What about earthbound millimeter-
wave communications? One answer is 
to shut out the atmosphere. A long 
roof is not practical, but a waveguide 
is. 

The idea may sound strange to 
those used to thinking of waveguide in 
terms of the connecting link between a 
transmitter or receiver and a tower-
mounted antenna. A significant loss 
can occur in 100 feet of this type of 
waveguide, and the loss increases as 
the frequency goes up. Losses would 
be prohibitive in a long system. For 
example, at only 4 GHz, one type of 
rectangular waveguide has a loss on the 
order of 50 dB per mile. 

However, by using a circular elec-
tric wave in a round waveguide, the 
loss can be reduced dramatically (Fig-
ure 4). Also, the loss decreases as 
frequency increases. Since the physical 
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Figure 3. Route diversity provides pro tection against rainfall attenuation 
for microwave systems operating at high fr.?quencies. If the paths are far 
enough apart, heavy rain is unlikely ,to block both at once. 

size of the waveguide required also 
decreases with frequency, it is easy to 
visualize a small pipe carrying thou-
sands of communications channels at 
millimeter wavelengths — with very 
low loss. 

It happens that a 50 GHz signal 
loses only about 2 dB per mile in a 
waveguide with a 2 inch diameter — 
providing the mechanical tolerances 
are small enough. Theoretically, the 
loss would approach zero as the fre-
quency approaches infinity. But, the 
mechanical requirements become so 
stringent that they limit the usable 
frequencies. 

Any waveguide roughness or other 
imperfection causes mode conversion 
in the signal. Part of the energy gets 
"out of step" with the main signal. 
Not only is much of this converted 
energy lost, but the part that does get 
to the receiving end interferes with the 
desired signal. 

Some mode conversion is inevita-
ble, since a transmission line of any 
type cannot run indefinitely in a 

straight line — and any bend in the 
pipe causes mode conversion. 

Consequently, the modulation 
method chosen must be resistant to 
interference. Once again, digital trans-
mission becomes attractive. Not only 
is it interference resistant, but its 
adaptability to the increase in digital 
traffic is as important here as it is in 
atmospheric transmission. 

Coaxial Cable 
Another form of signal pipe is 

coaxial cable. It may seem strange to 
consider such an "old standby" in the 
same light as more exotic forms of 
transmission, such as millimeter wave-
guides. But coaxial transmission still 
has great unrealized potential. Equip-
ment like Lenkurt's 46C Coaxial 
Transmission System carries 720 chan-
nels on routes of medium density. The 
Western Electric L4 system handles 
3600 channels on high-density routes. 
Such systems may be only the begin-
ning. Bigger systems are planned, with 
one intended to carry over 80,000 
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channels with multiple coaxial tubes. 
(Since the potential of coaxial trans-
mission has more immediate impact 
than some of the other techniques 
discussed here, it will be the subject of 
a future DEMODULATOR article.) 

Laser Transmission 
Few people have been more excited 

over the useful possibilities of lasers 
than have communications engineers. 
The reason for their excitement is 
quite simple: the information-carrying 
potential of any communications 
channel is proportional to its operating 
frequency. Because lasers operate in a 
frequency range about 100,000 times 
higher than today's microwave radio 
systems, they have the potential to 
carry 100,000 times more informa-
tion. 

But, potential is sometimes far 
from reality. While laser beams have 
been used to burn through steel in 
industrial applications, their penetra-
tion range is limited. They are still 
light beams, and light beams do not 
penetrate very far through heavy 
clouds and other atmospheric obstruc-
tions. For this reason, unprotected 
laser transmission is practical only for 
short distances or in space communica-

tions. Long-range laser communica-
tions systems will have to follow an 
optically aligned tube. Here again, 
difficulties arise when the beam is bent 
— even enough to follow the curvature 
of the earth. 

Therefore, any practical system will 
probably use a series of lenses to 
refocus the beam and change its direc-
tion slightly. In so doing, they will act 
somewhat as passive repeaters. Optical 
lenses can be used, but even the 
highest quality ones introduce substan-
tial losses. 

However, considerable promise is 
being shown by gas lenses. Such a lens 
can be formed by gas flowing through 
a heated tube. Because the gas is 
warmer near the tube wall and the 
cooler gas in the center is denser, it 
acts as a lens causing the beam to 
converge. The advantage of this type of 
lens is that it places no solid surface in 
the path of the light beam. Therefore 
the loss introduced by the lens is only 
that caused by the gas molecules scat-
tering the light beam. 

This principle sounds simple, but 
there are substantial obstacles to be 
overcome. A big problem is presented 
by the extremely critical mechanical 
tolerances required of a lens wave-
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Figure 4. Electric field lines in a circular electric wave close on themselves, 
preventing significant charge accumulation on the waveguide walls, thus 
keeping wall currents low. Since charge accumulation is even less at higher 
frequencies, loss decreases with increasing frequency. 
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Figure 5. PCM shows considerable promise for modulating lasers. The 
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guide. The costs may make such an 
arrangement impractical. 

Transmission is not the only area 
that presents problems for a laser 
communications system. Another 
hurdle is modulation and demodula-
tion — and the associated area of 
multiplexing and demultiplexing. 

One of the most promising modula-
tion techniques is PCM — primarily 
because a laser can produce high pulse 
rates and very narrow pulses. If a laser 
beam is split as shown in Figure 5, 
parts of it can be sent to parallel 
modulators to form similar trains of 
narrow, relatively widely spaced, pul-
ses. These poise trains can then be inter-
leaved for time-division multiplexing. 

It is theoretically possible to add 
more multiplexing steps. If, say, 100 
time-multiplexed signals were fre-
quency multiplexed, the capacity 
would increase 100-fold. It is then 
conceivable that still another form of 
multiplexing, called spatial multiplex-

ing, could be used. This means sending 
a number of beams simultaneously 
through a waveguide in different pro-
pagation modes. 

Such a system does not exist, and 
may never exist. However, a system 
has been suggested that would time-
multiplex 32 channels in each of two 
polarization states, then frequency 
multiplex 100 of these "super chan-
nels," and finally use spatial multiplex-
ing to combine 100 such beams. 

The theoretical capacity of such a 
system staggers the imagination. The 
suggested bit rate would be about 2 x 
1014 bits per second — the equivalent 
of 1,920,000 video signals. 

The world has hardly begun to tap 
the potential of communications. It is 
not clear just what form the future 
uses of communication will take. But 
it is clear that man's capacity to devise 
communications systems has not been 
reached and the future is virtually 
unlimited. 
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The millimeter band in the elec-
tromagnetic spectrum lies in a 

gap between classical electric waves and 
optics. Traditionally this band, be-
tween the top microwave frequencies at 
30 GHz and the bottom infrared at 
300 GHz, has belonged to no one. 
The physical properties of millime-

ter waves are such that until recently 
neither microwave nor optical tech-
niques had been able to use them effec-
tively. In theory the waves can serve 
several purposes. Their shorter wave-
lengths are well suited to radiometry, 
spectrometry, radar, and navigation. 
To communicators the millimeter 

band is more than another source of 
transmission frequencies. By conven-
tional standards it has about nine times 
the capacity of all the lower radio fre-
quencies combined. 

Broad bandwidth, highly directional 
antenna beam radiation, and small com-
ponents are all available in millimeter 
communications systems. As might be 
expected these apparent advantages 
have some inherent difficulties. Physical 
size and atmospheric attenuation, aside 
from being valuable in certain applica-
tions, are two basic snags in the devel-
opment of an operational system. Nar-
row beamwidth which requires precise 
pointing and, for a mobile system, ac-
curate tracking are also drawbacks. 

So far none of these problems has 
been insurmountable. Millimeter sys-
tems have been built and tested satis-
factorily. All that remains is that the 
need for a millimeter system be great 
enough to support its cost. 

From Optics 
Because millimeter waves fall in the 

no man's land between electronics and 
optics, attempts to develop a satisfac-
tory communications system have drawn 
on both fields. To date optical tech-
niques have met with the least success. 
Most optical approaches use atomic 

excitation, usually in a gas, to generate 
high frequencies. Known as the multi-
ple quantum effect, this phenomenon 
is used to produce the maser or micro-
wave version of the laser. 
The phenomenon takes place in a 

resonant cavity where an external power 
source "pumps" atoms up to an excited 
state. When the atoms relax, they emit 
electromagnetic waves. In one experi-
ment hydrogen cyanide produced a fre-
quency of 105 GHz. 

Unfortunately, the high frequency 
-waves emitted have extremely low en-
ergy. The result is that effective gen-
eration by direct quantum mechanisms 
is not promising for communications 
applications. 

Other efforts at generation include 
mixing coherent signals from two pow-
erful lasers. Two lasers mixed in an ele-
ment such as quartz or a potassium di-
hydrogen phosphate (KDP) crystal 
could theoretically produce millimeter 
waves. 

Electronics 
In spite of the ingenious approaches 

taken so far, adequate energy has yet 
to be developed using optic-al tech-
niques. Electronic devices, in spite of 
obstacles, have brought more success. 

Size is the major obstacle to elec-
tronic generation of millimeter waves. 
The usual method for generating power 
at radio wavelengths has been with tube 
type, free electron devices. But the free 
electron principle is directly linked to 
wavelength. 
As the wavelength of a signal be-

comes smaller, a phenomenon known as 
the transit time effect seriously ham-
pers the performance of a free electron 
tube. (Transit time refers to the time 
it takes an electron to travel from the 
tube's cathode to its plate.) 
At short wavelengths the ac compo-

nent of the voltage applied to the con-
trol grid reverses before an electron can 
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transit the gap between plates. As a 
result, electrons cannot follow signal 
variations precisely. This causes losses 
in the oscillator which become exces-
sive as the frequency increases and the 
wavelength shortens. 

Fortunately the klystron tube was de-
veloped which overcame transit time 
limitations at microwave frequencies. 
The klystron produced continuous wave 
(cw) oscillations, but required small, 
resonant cavities at dimensions near the 
wavelength. 

In the even smaller cavities required 
to produce millimeter waves a large 
amount of input power is lost as heat 
rather than converted to wave energy. 
This inefficiency could be accepted if the 
input power and the resulting output 
power were increased. But the small 
cavity does not dissipate heat fast 
enough to accommodate a larger input. 
The klystron tubes which do operate 

in the low millimeter range are expen-
sive. They have lifetimes limited to a 
few thousand hours and require high 
voltages. 
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Figure 1. Maximum power produced 
by three solid-state devices. Note that 
the maximum pulsed power of the 
IMPATT avalanche type diode and 
Gunn diode decreases as frequency in-

creases in the proportion f--. 

Some electronic devices such as 
periodic beam devices have been able to 
produce relatively high outputs in the 
millimeter range. One such device has 
delivered 1 mW at 300 GHz. Similar 
devices have had outputs of one watt at 
frequencies ranging from 80 to 140 
GHz but at efficiencies of 2 per cent. 

Another Way 
As an alternative, semiconductor de-

vices have also been tried. They have 
the advantage of requiring less input 
power. But they still do not produce 
sufficient output power at high fre-
quencies. 
The frequency of most solid-state de-

vices depends on the time it takes a 
space-charge (an electrical charge in 
space between the electrodes of a tran-
sistor or the plates of a tube) to travel 
through the device—the transit time. 
The smaller the transit time, the higher 
the frequency. 
At General Telephone and Electron-

ics Laboratories tests have been run 
using the thermoelectric effect of heated 
carriers in bulk semiconductors. Using 
this method General Telephone and 
Electronics Laboratories has been able 
to produce a pulsed output of 5 mW at 
210 GHz. Generation took place in a 
frequency tripler. As might be expected 
the efficiency was quite low and, of 
course, the pulsed power output was not 
suitable to communications. 

Until recently the two most promising 
solid-state devices were the avalanche-
transit time diode and the Gunn effect 
diode. Both diodes have produced rela-
tively high power and frequency out-
puts. 
The avalanche diode uses an induc-

tive cavity tuned to the diode capac-
ity to build up oscillations. In the Gunn 
effect diode an electric field is applied 
across a crystal of gallium arsenide. 
The period of oscillation in the Gunn 
diode is roughly equal to the time it 
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takes an electron to travel from one end 
of the crystal to the other at the volt-
ages applied. Both diodes are transit 
time devices. 
To attain higher frequencies in solid-

state devices, therefore, it was necessary 
to shorten the transit time between elec-
trodes. This meant shrinking the so 
called active region. The smaller active 
region, unfortunately, made transistors 
inefficient thereby limiting the output 
power. 

The LSA 
A new mode of oscillation, the 

"limited space-charge accumulation" 
(LSA), has been discovered which does 
not depend on transit times. The new 
mode makes possible high frequency, 
solid-state oscillators with useful power 
outputs. It is not susceptible to de-
creased powers at millimeter wave fre-
quencies—the problem that had dogged 
every other attempt at generating short 
wavelengths. 
LSA diodes, developed at the Bell 

Telephone Laboratories, have attained 
a continuous wave power output of 20 
milliwatts at 88 GHz. This is reported 
to be the highest frequency recorded 
for a continuous wave, solid-state oscil-
lator. LSA diodes operating at lower 
frequencies have produced correspond-
ingly higher outputs. 

In the LSA diode oscillator no space-
charge is allowed to accumulate. As a 
result transit time does not play an im-
portant part in the oscillator's function-
ing, and physical size is not as critical 
as it is in other devices. The LSA diode, 
therefore, can be made thick enough to 
withstand relatively high applied volt-
ages. 

For LSA oscillation the diode func-
tions as part of a resonant circuit which 
is tuned to the desired operating fre-
quency. Both the diode and the reso-
nant circuit must be properly designed 
and matched. Since the frequency is de-

termined primarily by this circuit, the 
power is for all practical purposes in-
dependent of frequency. 
LSA diodes have operated contin-

uously for over four months in the 
solid-state repeater of an experimental 
millimeter communications system. The 
diodes are being tested as replacements 
for klystron tube oscillators which re-
quire high voltages from large regulat-
ed power supplies. 
The operating life of LSA diodes is 

expected to be comparable to that of 
transistors and much greater than that 
of tubes which operate in the same fre-
quency range. 

Limited Successes 
Most earlier millimeter transmission 

systems did not generate their waves di-
rectly. An experiment at TRW Systems 
used a 70 GHz klystron source and har-

Figure 2. Sylvania Electronics Sys-
tem's solid-state millimeter transceiver 
mounts on pedestal or tripod. At the 
bottom of the pedestal is the power 

supply. 
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monic generation to reach 140 GHz. 
Another experiment at General Tele-
phone and Electronics Laboratories op-
erated a 90 GHz system across a dis-
tance of 1.2 miles with a high degree 
of reliability. 

Sylvania Electronics Systems has de-
veloped a solid-state millimeter system 
which uses harmonic generation to 
reach 36-38 GHz. The transmitter uses 
a semiconductor amplifier and multi-
plier circuits to increase a low-fre-
quency, crystal generated signal to a 
high frequency output. It is a frequency 
modulation system capable of 100 milli-
watt output power. 
The transmitter and superheterodyne 

receiver employ an identical horn and 
lens combination antenna. The surpris-
ing feature of the system is that it has 
a communications range of several 
miles through the atmosphere. Prior to 
the development of the Sylvania sys-
tem, atmospheric propagation under 
anything less than ideal conditions was 
considered extremely tenuous. 

In the Air 

Changes in atmospheric temperature 
and pressure can have a critical effect on 
propagation. These two meteorological 
properties along with the oxygen and 

Figure 3. Attenua-
tion of high frequen-
cies at different alti-
tudes is affected by 
oxygen and water va-
por. P indicates baro-
metric pressure, T 
atmospheric temper-
ature and pH:0 is 
water vapor density. 

400 

water vapor content of the atmosphere 
determine its dielectric constant and 
therefore its radio refractive index. 
The refractive index indicates the 

speed at which a radio wave travels 
through a medium. In the atmosphere a 
change in the index of refraction can 
cause significant fluctuations in the an-
gle of arrival of a signal at the receiver. 
In fact, a variation across the signal 
path can bend a signal enough to cause 
it to miss the receiver antenna. A 
change can also partially destroy a sig-
nal's coherence, making it unusable at 
the receiver. For a millimeter wave with 
its narrow beamwidth a variation in the 
index of refraction can be especially 
critical. 

In general, atmospheric attenuation 
due to the molecular absorption of oxy-
gen and water vapor easily disrupts mil-
limeter waves. Fortunately, atmospheric 
attenuation is not constant for all wave-
lengths. 

"Windows", as they are called, are 
spread across the millimeter band be-
tween oxygen and water vapor absorp-
tion lines. These windows are actually 
areas in the frequency spectrum which 
have relatively low attenuation. Fig. 3 
shows where they occur in the milli-
meter band. 
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To complicate matters further the ef-
fects of scattering from water droplets 
are superimposed on atmospheric ab-
sorption. Here the ratio of particle size 
to wavelength is critical in determining 
the amount of energy scattered. If the 
scattering particles approach the size of 
the wavelength, near total extinction 
can result. Thus, it is important to con-
sider the size of atmospheric particles 
in relation to the size of a wavelength. 

Judged by typical particle sizes 
microwaves are relatively immune to 
rain, millimeter waves to fog, and in-
frared waves to haze. Obviously, at-
mospheric propagation in the millime-
ter band will be best in a hot, dry 
climate. Poor propagation would seem 
certain in wet weather, although Syl-
vania found that a moderate rainfall 
(2.5 mm/hr) had little effect on its 
millimeter system. 

At rainfalls of 5 mm/hr and 12.5 
mm/hr the range of the system did drop 
as low as 8.9 and 4.7 nautical miles 
respectively. Of course, dust and dirt 
could have the same effect as rain par-
ticles on these delicate waves. 

Protection 
Waveguides, on the other hand, are 

immune to the buffeting of the open at-
mosphere. They can provide a closed, 
controlled system which is well suited 
to millimeter transmission. 

Waveguides do have drawbacks. 
They become less efficient as they are 
made smaller—a problem not unlike 
that encountered in generation. 

Transmission losses increase at small-
er wavelengths because currents crowd 
toward the surface of the guide. This 
phenomenon, known as the skin effect, 
increases resistance as the frequency be-
comes higher. The skin effect can be 
reduced by using circular waveguides 
with low transmission losses. Theoret-
ically circular waveguides have an en-
ergy propagation mode with an electric 
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Figure 4. Reflecting beam waveguides 
use optical techniques to reflect milli-
meter wave energy along a path. Re-
flectors are usually curved to focus 
energy and reduce spreading losses. 

field of zero along the inner wall of 
the waveguide. This zero electric field 
means low wall currents and low losses. 
The circular waveguide transmits 

ever-increasing frequencies in the circu-
lar electric mode with ever-decreasing 
attenuation. Unfortunately, an extensive 
waveguide system is expensive. Its 
eventual use depends on the demand for 
broader communications channels. 

More Optics 
Other forms of guided transmission 

use such optical techniques as lenses, 
mirrors, and beam splitters. Curved mir-
rors form a reflective beam waveguide. 
In it a beam of millimeter wave energy 
travels from one mirror to another 
along a zig-zag path. 
The mirrors are curved in order to 

focus the energy of the beam or other-
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wise collimate it to reduce spreading 
losses. Mirror size and materials must 
be carefully chosen to kee? diffraction 
and surface losses low. 
Beam waveguides using glass lenses 

to keep the beam tightly collimated suf-
fer from losses on thé order of 1-3 dB 
per lens. Gas lenses have much lower 
losses. They depend on a temperature 
gradient through the gas caused by 
heating the waveguide pipe. 
The temperature difference across the 

gas causes a variation in the index of 
refraction. The gas, because of its index 
of refraction, forces the millimeter 
beam to remain in the tube's center (or 
just below the center where the coolest 
area of the gas settles because of con-
vection). It actually focuses the beam. 

Using heated gas in a long wave-
guide is unwieldy. In order to maintain 
the desired index of refraction, it is 
necessary to maintain the same temper-
ature and pressure along the entire 
waveguide. This is not easily done over 
a long distance. 

Detection 
Detection does not run into as many 

problems as do transmission and pro-
pagation. Superheterodyne detection 
will work. The superheterodyne method 
mixes the incoming signal with one 
generated by a local oscillator to pro-
duce a usable signal. This new signal, 
the difference between the original two, 
is low enough in frequency to be ap-
plied and detected by available devices. 
Any method of detection must take 

into consideration the angular toler-
ances of the narrow, millimeter wave 
beams. These tolerances are extremely 
small, imposing strict demands on the 
angle of arrival of a signal. 

If a millimeter system is used on a 
moving vehicle such as a satellite or air-
craft, precise position information is re-

quired. For heterodyne detection the 
vehicle's velocity must be known in or-
der to compensate for Doppler fre-
qtiency shifts. Moving vehicles must be 
tracked in angle and velocity—a func-
tion not normally associated with com-
munications. 

Useful 
The broad bandwidth found in the 

millimeter region could accommodate 
high data rates easily. It appears to be 
ideally suited for machine-to-machine 
communications, especially for high 
speed computers. Photo transmission 
from space probes could be increased 
considerably if millimeter wave trans-
mission were available. 

In terms of equipment the millimeter 
band affords new possibilities for com-
pactness. Because the size of component 
parts normally varies inversely with 
frequency, those in a millimeter system 
should be smaller and lighter than those 
used in a lower frequency system. 
The beam emitted is highly direc-

tional. This, plus a high attenuation rate 
in the atmosphere, gives millimeter 
waves built-in security—of particular 
value to the military. On the other hand 
the negligible amount of attenuation in 
space and the expected size of equip-
ment makes millimeter waves promis-
ing in this area. 

Commercially millimeter transmis-
sion systems will help keep pace with 
the expanding need for wideband com-
munications. 

At present the millimeter band is 
waiting to be used. Technology exists 
which can put at least part of the band 
to work. But economic considerations 
measured against need are the most in-
fluential factors slowing its extensive 
use. No doubt as demands on the fre-
quency spectrum become greater, the 
millimeter band will come into its own. 
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Data communications is today a dynamic and rapidly ex-
panding field stimulated by the increasing need to link elec-
tronic computers and other business machines across great 
distances. The resultant union of the data processor and the 
communicator has provided a vital service to the everyday 
operation of business, industry, and government. 

This is the first of a two-part article which presents an 
introduction to data communications technology, and offers 
some insight into the future of this progressive field. 

LESS than one percent of the compu-
ters in service today are inter-

connected through a communications 
network. However, it is estimated that 
ten years from now at least half of the 
computers in operation will be working 
together on a real-time basis. It is also 
anticipated that the volume of digital 
data transmitted over communications 
facilities will eventually equal and per-
haps exceed the volume of voice traffic. 
A little over a century ago the first 

data message was transmitted on wire 
lines by Morse Code. But this was not 
the beginning of the realization that the 
spoken word could be represented by 
some analogous language. Ancient rec-
ords confirm that semaphore-type data 
or information transmission systems 
using the visual sense for perception 
existed even before the Greek and 
Roman empires. 

But what is data? It might be de-
scribed as factual information required 
as the basis for making decisions. Thus, 
statistical reports, engineering docu-

ments, and historical records all contain 
data. Data covers a broad range of in-
formation and plays an important part 
in the decision-making processes of our 
everyday lives. In this discussion, how-
ever, the meaning of data is limited to 
digital forms of information used in 
machine-to-machine communication. 
The economics of computers and 

other types of business machines are 
based on moving information to 
achieve optimum use of what are 
usually expensive facilities. Some of the 
large-scale computers now in service are 
capable of input rates as high as 
10,000,000 bits per second (b/s). Bit, 
a contraction of binary digit, expresses 
a unit of information in a two-element 
binary code. The elements are called 
"mark" and "space", and indicate the 
choice between two equally possible 
events. 
The requirement for data communi-

cations arises because modern business 
machines and computers can record and 
store information more efficiently, more 
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accurately, and significantly faster than 
can humans. At present, thousands of 
data messages are transmitted over tele-
phone networks at speeds many times 
faster than could be achieved by human 
speech. 

Communicating with Data 

Data signals are transmitted over 
various types of telephone circuits. 
They travel on wire from telephone 
pole to telephone pole, through under-
ground cables, from mountain top to 
mountain top over microwave facilities, 
on the ocean floor in submarine cables, 
and via communications satellites from 
continent to continent. Some type of 
data conversion equipment is required 
to change the digital machine signals 
to a form suitable for transmission over 
these facilities. 
The data machine which provides an 

input to the transmit section of the 
conversion equipment, or modulator, 
can be a keyboard, printer, card reader, 
paper tape terminal, computer, or mag-
netic tape terminal. The output from 
the receive section of the converter, or 
demodulator. can be applied to a tape 
punch, printer, card punch, magnetic 
tape unit, computer. or visual display 
terminal. Typically, both the modulator 
and demodulator sections of the con-
verter are combined into a two-way data 
transmitter-receiver, commonly called a 
data modem or data set. 

Figure 1 illustrates a typical full-
duplex data transmission system includ-
ing the originating data processing 
equipment and the interface assembly 
which consists of buffer and control 
units. The interface assembly at the 
transmitter accepts data at a rate deter-
mined by the operating speed of the 
data processor, stores the data tempor-
arily, and regenerates it at a rate com-
patible with that of the data modem. At 

the receiving terminal the interface as-

sembly accepts the received data, stores 
it, then feeds it to the data processor at 
the appropriate rate. 
Timing signals from the interface 

assembly at the transmitter are applied 
to the data modem to synchronize the 
computer and the data set. At the re-
ceiver, synchronization pulses are de-
rived from the data stream to synchro-
nize the computer. 
When more than one data set feeds 

into a computer, the capacity of the in-
terface equipment is of major concern 
since it must determine the time slot 
allocation for each line. Various types 
of interface assemblies are employed, 
such as magnetic core memories, shift 
registers, and delay lines. Not all data 
communications terminals employ an 
interface between the data processor 
and the data modem. Without an inter-
face the input, data transmission, and 
output functions proceed simultan-
eously and at the same rate of speed. 

Since data signals are rarely in suit-
able form for transmission over the 
various types of transmission facilities, 
a signal coding process is normally per-
formed. Ideally, the transmission me-
dium should have linear attenuation 
and delay characteristics, but this is 
never so in practice, and transmission 
impairments are always present to dis-
turb the data signals. As a comparison, 
in voice communications a high degree 
of transmission irregularities can be 
tolerated. If a voice circuit has a heavy 
loss or is noisy, the speakers compen-
sate automatically by increasing the in-
tensity of their voices. If words are 
missed because of transmission difficul-
ties, they are often understood anyway 
because of the redundant nature of 
speech. In contrast, there is no inherent 
redundancy in data signals unless pur-
posely inserted and, therefore, trans-
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Figure 1. Typical full-duplex data transmission system arrangement. Timing 
signals from control unit synchronize data transmitter with data processor. At 
receiver, the element of time is important in reconstructing the original digital 
representation of the data. This is accomplished by deriving sync pulses from the 

data stream. 

mission variations can only be compen-
sated for over a very small range. In 
addition, data signals are sensitive to 
other transmission impairments which 
have little effect on speech. 

Coding is undertaken to alleviate 
transmission irregularities, to increase 
the information capacity of the system, 
to enable error detection, and to pro-
vide message security. The coding proc-
ess in the data transmitter (usually 
called encoding) simply rearranges the 
applied data machine signals into some 

other format. At the receiving end 
the reverse process (decoding) is per-
formed to recover the original machine 
signals. 
The diagrams in Figure 2 show the 

two types of information signals that 
are applied in digital form to a data 
modem. Shown in A is a binary non-
return to zero (NRZ) signal. In B the 
same signal is shown in the return ta 
zero (RZ) format. The difference be-
tween A and B is that in A successive 
marks or spaces follow one another, 
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whereas in B there must be a return to 
the space level between successive 
marks. The voltage values of marks and 
spaces are arbitrary and may be positive, 
negative, or both. 

Telephone Facilities 

When data communications devel-
oped, a long established voice transmis-
sion facility already existed, and logi-
cally included service to those locations 
that would be the terminal ends of a 
data communications network. To pro-
vide economical data communications 
service, consideration must be given to 
using existing transmission facilities. It 
would be financially impractical to es-
tablish a completely new data communi-
cations network where existing voice 
facilities could satisfy the need. 
An example of the use of voice facili-

ties is the "time sharing" of a compu-
ter by several users for different pur-
poses. Although the computer serves 
each user in sequence, it appears that all 
users are handled simultaneously be-
cause of the high-speed of the compu-
ter. A typical time sharing system uses 

a keyboard printer to connect to a re-
mote computer via a data set. Even-
tually, data transmission over voice fa-
cilities might allow the automatic 
payment of bills, ordering of groceries, 
and a variety of other household tasks. 

There are times when the nature of 
the data to be transmitted may prevent 
using normal voice facilities because of 
such factors as speed, quality, and com-
patibility. In this case, the use of a 
microwave wideband communications 
facility or a narrow band telegraph 
channel — but not a voice channel — 
might be required. At present, how-
ever, telegraph and public telephone 
line facilities are most commonly used 
for data transmission because of their 
wide availability and economy. 

Data generated at such speeds that 
transmission requires part or all of a 
3-kHz voice channel is normally re-
ferred to as voice-band data. Within 
this classification, data rates of 200 bits 
per second or less are called low-speed 
data. Data rates from 2000 to 2400 bits 
per second are referred to as high-
speed. Between the two, data is called 

MARK MARK SPACE MARK SPACE MARK SPACE SPACE 

A. Non- Return to Zero 

 H  
BIT h 

B. Return to Zero 

Figure 2. Digital 
representations of 
basic information 

signals. 
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medium-speed. For typical speeds and 
uses of voice-band data, refer to Table 
A. 

Data signals at speeds requiring more 
bandwidth than a single voice channel 

are called wideband. The most popular 
use of wideband data terminals is for 
remote access in real time to high-speed 
digital computers. Many of the present 
wideband data communications systems 

TABLE A. Typical Speeds and Uses of Voice-Band Data 

Speed Classification Use 

Number of 
Circuits Per 

Voice Channel 

75 b/s 
(120 Hz channel 
spacing) 

Low-speed 5 level 100 wpm teletype 
5 level 60 wpm teletype 
Variable frequency telemetering 
Pulse duration telemetering 
Alarm and control 

25 

110 bis 
(170 Hz channel 
spacing) 

Low-speed 8 level 100 wpm ASCII coded teletype 
All applications of 75 b/s speed 

18 

200 b/s 
(340 Hz channel 
spacing) 

Low-speed Data collection networks 
(remote to computer) 

7 

I 200 b/s 
2400 b/s 

Medium-speed 
High-speed 

Computer to computer 
Secure voice vocoders 
Pipeline telemetry and control 

1 
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operate with 48- and 240-kHz band-
widths, which are the group and super-
group allocations of common multiplex 
systems. These multi-voice channel al-
locations may be used for regular voice 
traffic during busy periods, and during 
normally slack times used as a single 
wideband channel for data transmis-
sion. 

Because cost and not speed ordinarily 
determines what type of system can be 
used efficiently, data rates within the 
voice-band and wideband classifications 
can vary to a broad extent. Why pro-
duce a highly complex and expensive 
wideband data set when an economical 
lower speed system will serve equally 
well? There are over 160 different 
types of data sets now being manufac-
tured. These operate with approxi-
mately 16 different transmission codes, 
at least 12 different transmission 
speeds, and numerous methods of error 
detection and correction. 

With the increased decentrali-
zation of business and indus-
try, and with the need for a 
worldwide government digital 
network, data communications 
extends the services of data 
processing equipment far be-
yond the confines of a single 
office. 

Transmitting Information 
During the past fifty years several 

investigations have been made concern-
ing the theoretical digital signal capa-
cities of communications channels. In 
the late 1920's, H. Nyquist, a mathe-
matician at Bell Telephone Laborator-
ies, established a relationship between 
the bandwidth of an ideal rectangular 
distortionless communications channel 
and the speed of digital transmission. 
(Rectangular refers to the bandpass 
characteristic of a channel — linear 
throughout the band, with sharp atten-
uation at the ends.) Nyquist showed 
that the signaling rate in bits per sec-
ond is equal to twice the bandwidth in 
hertz of a lowpass ideal rectangular 
channel. For example, using Nyquist's 
criterion, the normal 3000-Hz band-
width telephone transmission channel 
could handle a maximum of 6000 bits 
per second. However, it was realized 
that the distortionless conditions laid 
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down by Nyquist were ideal and could 
not be achieved in practice. 

Later, C. E. Shannon, then at Bell 
Telephone Laboratories, examined how 
much information a channel of given 
bandwidth would pass in the presence 
of noise. Shannon's analysis yields a 
rate of nearly 30,000 b/s for an av-
erage telephone channel with a good 
signal-to-noise ratio. Shannon did not 
provide a practical means of achieving 
such transmission capacity, and Ny-
quist's rate has not been attained in 
modern data communications. In con-
trast to the idealized rectangular model 
of Nyquist, the actual physical chan-
nels are not rectangular but' have grad-
ual cutoff characteristics and, therefore, 

DATA .> 
SETS 

DATA 

SETS 

KEY 
BOARD 

PRINTERS 

LOCATIONS A 

require about twice the Nyquist band-
width, or approximately 1 cycle per bit 
for optimum binary transmission. (For 
more detailed information concerning 
Nyquist's and Shannon's formulas, re-
fer to the April and May 1965 issues 
of The Lenkurt Demodulator.) 

Bits and Bauds 
The speed of signaling, measured in 

terms of the amount of information 
transmitted per unit time, depends on 
the transmission path and its associated 
apparatus. Bits per second expresses the 
total number of information pulses in 
one second and includes redundant bits 
used for checking errors. If the pulses 
are of varying length, or if start and 

COMPUTER Aim 

INTERFACE 
CONTROL 
UNIT 

D E G H 

Figure 3. A typical time sharing computer employs an interface control unit 
apportion its time among many users at different locations. 

to 
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stop pulses between each character are 
added that are not part of the message, 
the bit rate tells nothing of their num-
ber or duration. On the other hand, 
baud — from Jean Maurice Emile Bau-
dot, an officer in the French Telegraph 
Service who contributed to early tele-
graph principles — is defined as the 
reciprocal of the time of the shortest 
signal element in a character. The term 
baud is often misinterpreted as a syno-
nym for bits per second. However, the 
number of bauds equals the number of 
bits per second only when all time in-
tervals are constant, and all signal 
pulses are information pulses, such as 
in binary transmission. 
An example of the relationship be-

tween bits and bauds is in ordinary 
teletypewriter transmission, which 
makes use of a five-bit code, each bit 

Figure 4. Data com-
munications termi-
nal (arrow) permits 
fast and reliable 
transmission at 2400 
bits per second from 
a central computer. 

being 13.5 milliseconds in length. The 
baud rate is therefore the reciprocal of 
13.5 milliseconds, or approximately 
74.2 bauds. A single character consists 
of a start pulse and the five informa-
tion pulses or bits, each of 13.5 milli-
seconds duration, for a total of 81 milli-
seconds. A stop pulse of 19 millisec-
onds ends the chafacter. The total time 
for a character is then 100 milliseconds. 

Since the bit speed depends on the 
number of information pulses transmit-
ted per unit of time, the equivalent rate 
for this type of transmission is 5/100 
ms, or 50 bits per second. 
Now, if a lapse period of 20 milli-

seconds is arbitrarily inserted between 
the stop pulse of this character and the 
start pulse of the next, the bit rate 

5  
would be reduced to 

100 ms + 20 ms 
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or 41.7 bits per second. However, the 
teletype speed would remain at 74.2 
bauds, because the baud rate depends 
only on the time length of the shortest 
pulse ( 13.5 milliseconds) in the char-
acter. 
The number of words per minute can 

be determined using the ordinary tele-
graph definition of a word, which is 6 
characters. The speed in bits per second 
is converted into bits per minute by 
multiplying by 60; hence, 50 bits per 
second equals 3000 bits per minute. 
Since there are 5 bits per character and 
6 characters per word, there is a total 
of 30 bits per word. Dividing 3000 bits 
per minute by 30 bits per word equals 
100 words per minute. Here again, the 
transmission rate in words per minute 
could be reduced by a slow teletype-
writer operator, but the signal speed 
remains at 74.2 bauds. 

It can be concluded that the baud 
rate is very important to the telephone 
engineer, since this rate establishes the 
type of telecommunications channel to 
be used. To a lesser degree the com-
puter engineer is concerned with baud 
rate, but economics and speed of infor-
mation flow are uppermost in this tech-
nology. Hence, to him the bit rate is 
the major concern, and is the more 

common expression used in dealing 
with binary data transmission. 

Serial and Parallel Data 
The terms serial and parallel are of-

ten used in descriptions of data trans-
mission techniques. Both refer to the 
method by which information is pro-
cessed. Serial indicates that the informa-
tion is handled sequentially, similar to 
a group of soldiers marching in single 
file. In parallel transmission the infor-
mation is divided into characters, 
words, or blocks which are transmitted 
simultaneously. This could be com-
pared to a platoon of soldiers marching 
in ranks. 
The output of a common type of 

business machine is on eight-level 
punched paper tape, or eight bits of 
data at a time on eight separate out-
puts. Each parallel set of eight bits 
comprises a character, and the output 
is referred to as parallel by bit, serial by 
character. The choice of either serial 
or parallel data transmission depends, 
of course, on the customer's data pro-
cessing equipment and the transmission 
speed requirements. 

Business machines with parallel out-
puts, however, can use either direct 
parallel data transmission or serial 

TABLE B. Standards Organizations for Data Communications 

Organization Data Subdivision 3cope 

International Telephone and Study Group A Data Communications including 

Telegraph Consultative Committee standards 
(CCITT) 

Electronic Industries Association Committee TR30 Data transmission electrical 
(EIA) standards 

American Standards Association Subcommittee X3.3 Data transmission electrical 
(ASA) standards 

Institute of Electrical and Data communications Electrical Information exchange 
Electronics Engineers ( IEEE) and telegraph systems 

committee 
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transmission, with the addition of a 
parallel-to-serial converter at the inter-
face point of the business machine and 
the serial data transmitter. Similarly, 
another converter at the receiving ter-
minal must change the serial data back 
to the parallel format. 

Both serial and parallel data trans-
mission systems have inherent advan-
tages which are somewhat different. 
Parallel transmission requires that parts 
of the available bandwidth be used as 
guard bands for separating each of the 
parallel channels, whereas serial trans-
mission systems can use the entire linear 
portion of the available band to trans-
mit data. On the other hand, parallel 
systems are convenient to use because 
many business machines have parallel 
inputs and outputs. Though a serial 
data set has the added converters for 
parallel interface, the parallel trans-
mitter requires several oscillators and 
filters to generate the frequencies for 
multiplexing each of the side-by-side 
channels and, hence, is more susceptible 
to frequency error. 

Standards 
Because of the wide variety of data 

communications and computer equip-

ment available, industrial standards 
have been established to provide op-
erating compatibility. These standards 
have evolved as a result of the coordi-
nation between manufacturers of com-
munications equipment and the manu-
facturers of data processing equipment. 
Of course, it is to a manufacturer's ad-
vantage to provide equipment that is 
universally acceptable. It is also cer-
tainly apparent that without standardi-
zation intersystem compatibility would 
be almost impossible. 

Organizations currently involved in 
uniting the data communications and 
computer fields are the CCITT, Elec-
tronic Industries Association (EIA), 
American Standards Association 
(ASA), and IEEE. (See Table B.) 
A generally accepted standard issued 

by the EIA, RS-232-B, defines the 
characteristics of binary data signals, 
and provides a standard interface for 
control signals between data processing 
terminal equipment and data communi-
cations equipment. As more and more 
data communications systems are de-
veloped, and additional ways are found 
to use them, the importance of stan-
dards will become even more signifi-
cant. 

The second part of this two-part article will appear in the October issue of the Demodulator. 
Subjects to be covered include error detection and correction, transmission methods, and 
signal impairments. 
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Today, telephone companies are faced with the challenge 
of providing reliable data transmission at higher speeds over 
voice facilities. Because data signals do not possess the built-in 
redundancy of speech signals, data accuracy is very important. 
A single error could render a message incorrect. This article, 
the second of two parts, describes some of the major causes of 
errors and discusses some of the considerations involved in 
transmitting data over telephone lines. 

NE of the most important con-
siderations in transmitting data 

over communications systems is accu-
racy. Data signals consist of a train of 
pulses arranged in some sort of code. 
In a typical binary system, for example, 
digits 1 and 0 are represented by two 
different pulse amplitudes. If the ampli-
tude of a pulse changes beyond cer-
tain limits during transmission, the de-
tector at the receiving end may produce 
the wrong digit, thus causing an error. 

It is very difficult in most transmis-
sion systems to completely avoid such 
errors. This is especially true when 
transmitting digital signals over an ana-
log transmission system designed for 
speech signals. Many of the inherent 
electrical characteristics of telephone 
circuits have an adverse effect on digital 
signals, often making the circuits un-
satisfactory for data transmission— 
especially at high speeds. Frequently, 
these circuits must be specially treated 
before they can be used to handle data 
at speeds above 2000 bits per second. 

Voice channels on the switched 
(dial-up) telephone network exhibit 
certain characteristics which tend to dis-
tort typical data signal waveforms. Since 
there is random selection of a particular 
route for the data signal with each 
dialed connection, transmission param-
eters will generally change, sometimes 
upsetting the effect of built-in compen-
sation networks. Often data communi-
cations operations require speeds or 
types of signals which cannot be han-
dled by the switched network. In addi-
tion, the switched network cannot be 
used for large multiple address data 
systems using time sharing. Because of 
these considerations, specially treated 
voice bandwidth circuits are made avail-
able for data use ( see Table A). The 
characteristics and .costs of these point-
to-point private lines are published in 
documents called tariffs, which • are 
merely regulatory agreements reached 
by the FCC, state public utilities com-
missions, and operating telephone com-
panies regarding charges for particular 
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types of telephone circuits. The main 
advantage of private or dedicated facil-
ities is that transmission characteristics 
are fixed and remain so for all data 
communications operations. 

Signal Impairments 
Probably the most critical circuit 

qualities affecting data transmission are 
attenuation-frequency response, phase-
frequency characteristics, and impulse 
noise. In addition, echoes and circuit net 
loss or over-all attenuation tend to de-
grade data pulses and usually have to 
be considered when selecting a voice 
circuit for data transmission. 
The attenuation-frequency response 

limits the bandwidth for transmission. 
This characteristic causes the transmis-
sion loss of a circuit to vary with fre-
quency. Ideally, the attenuation-fre-
quency curve should be "fiat" across the 

band required for data transmission. 
Most modern voice transmission circuits 
are sufficiently "flat" between 600 and 
2700 hertz so that low-speed data is not 
seriously affected by this characteristic. 
However, for high-speed data transmis-
sion, it often is necessary to provide 
some sort of compensation in order to 
equalize the attenuation-frequency re-
sponse. 
The phase-frequency characteristics of 

a circuit cause what is known as delay 
distortion. (See The Lenkurt Demodu-
lator, June, 1965.) Delay distortion re-
sults from the capacitive and inductive 
reactances common in all communica-
tions circuits, causing the propagation 
rate of signals to vary non-linearly with 
frequency over the desired bandwidth. 
This is not a problem in speech trans-
mission because the human ear is not 
very sensitive to phase-frequency varia-

TABLE A. Specially Treated Voice Bandwidth Circuits for Data Use 

Use 
Interstate Tariff 

FCC No. 

Schedule 2 Alternate voice/facsimile 
Telephoto (telephoto) or FAX only 

Schedule 2 Telephoto 
with Special 
Conditioning 

Remote Operation & 
Control (FAA) 

Schedule 4 
Type 4 Data 

Schedule 4 
Type 4A Data 

Schedule 4 
Type 4B Data 

Schedule 4 
Type 4C Data 

Schedule 5 Data 

140 

Alternate voice/facsimile 140 
(telephoto) or FAX only 

Simultaneous voice/remote operation 135 
and control or remote operation 
and control only 

Alternate voice/data or data only 237 

Alternate voice/dota or data only 237 

Alternate voice/dato or data only 237 

Alternate voice/data or data only 237 

SAGE data circuits 237 
digital data 
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tions. But for data, such variations limit 
the speed of transmission and reduce 
the margin for error. 

Delay distortion becomes more criti-
cal as data speeds increase. Typically, 
higher data speeds are achieved by 
shortening the width (duration) of 
each pulse. Because of the shorter pulse, 
slight shifts in relative phase between 
frequency components have a greater 
effect in distorting the signal. 
Some type of compensating network 

or delay equalizer must be employed 
when the phase-frequency characteris-
tics of a circuit are unsuitable for data 
transmission ( see Figure 1). Such de-
vices introduce a controlled amount of 
phase shift into the circuit at various 
frequencies. 
The most difficult type of signal im-

pairment to overcome is impulse noise. 
Such noise is extremely unpredictable 
and is commonly caused by electrical 
storms and the operation of switching 
equipment in the telephone plant. Quite 
often impulse noise will raise or lower 
the amplitude of a data pulse above or 
below a fixed detection or slicing level, 
causing the wrong binary symbol to be 
indicated at the receiver. One way of 
overcoming the problem of impulse 
noise would be to raise the signal 
power. However, communications sys-
tems have limited power handling capa-
bilities which cannot be exceeded. 

White noise, on the other hand, has 
a relatively uniform distribution of en-
ergy. Caused by the thermal agitation 
of electrons in resistances, white noise 
is always present in electrical circuits 
and cannot be eliminated. Since this 
type of noise is predictable, its effect 
can usually be overcome in the design 
of a data communications set. 

Signal impairment also may be caused 
by variations in the carrier frequencies 
between the transmit and receive termi-
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Figure Î. Both delay and amplitude 
distortion affect the quality of data 
transmission. Top panel shows the 
relative envelope delay of a typical 
voice channel both before and after 
equalization. The result of amplitude 
equalization is shown in bottom panel. 

nais of a single-sideband suppressed-
carrier multiplex communications sys-
tem. In such systems, carriers removed 
at the transmit terminal must be rein-
serted at the receive terminal. Any 
change in frequency between the trans-
mit and receive carriers will shift the 
various frequency components of the 
data signals. If the frequency difference 
is great enough, the data signals can 
become so distorted that they cannot 
be correctly detected. This problem is 
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overcome by synchronizing the carrier 
generators of the two multiplex termi-
nals, usually with a pilot signal which 
is transmitted through the system. Also, 
the use of a subcarrier in the modula-
tion scheme of a data set helps to mini-
mize the effect of frequency shift when 
data signals are fed through multiplex 
systems. 

Error Detection and Correction 

As data signals leave the business 
machine or computer and enter the data 
transmitter, they are essentially free 
from error. Since telephone systems 
were originally designed for voice trans-
mission, various characteristics of the 
telephone circuit can impair the quality 
of a data message, possibly changing its 
context and rendering it unusable. 
Therefore, from the standpoint of serv-
ice, the actual error rate or probability 
of error, which is determined statistic-

ally, is the most important factor in 
evaluating the overall performance of 
a data set. 

Because of the significance of errors 
in data communications and since it is 
not practical to build error- free trans-
mission circuits, the usual course is to 
equip data sets with some type of error 
control. Typically, error control systems 
in use today are capable of both error 
detection and correction, or error detec-
tion only. 

Techniques which only detect errors 
are generally less complex than those 
which detect and correct errors. The 
simplest and most widely employed 
method of error detection is simple 
parity check coding. This technique uses 
redundant bits of information inserted 
into the digital message so that there 
is always an odd or even number of 
mark or space bits transmitted. Parity 
check coding, though vulnerable to 
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Figure 2. Typi-
cal method for 
measuring error 
performance of a 
data communica-
tions set. Data sig-
nals are looped 
back from trans-
mitter to receiver. 
Delay corres-
ponding to the 
amount in the 
path is added to 
the original data 
signals which are 
then compared 
bit-by-bit with the 
received data sig-
nals. An error 
counter keeps 
track of the num-

ber of errors. 
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many kinds of multiple errors which 
overcome the capacity of the coding 
method, has found wide use because the 
data receiver can be arranged to check 
parity without the need for complex 
circuits. 

Error correction techniques use re-
dundancy on a larger scale than the 
parity check method. The amount of 
redundancy determines the maximum 
number of errors that can be corrected. 
Error correction arrangements are ex-
tremely complicated, and the reduction 
in effective transmission speed necessary 
to accommodate redundant bits can be-
come excessive. Furthermore, a substan-
tial percentage of errors tend to come 
in bursts, so the utility of many correc-
tion schemes may be somewhat limited. 

Data transmission systems using the 
Lenkurt - developed Duobinary tech-
nique ( see The Lenkurt Demodulator, 
February, 1963) provide error detection 
without the need for adding redundant 
information. Instead of adding redun-
dant bits to the message which, in effect, 
lowers the transmission rate, Duobinary 
coding follows a systematic pattern that 

provides a more powerful error detec-
tion method than the simple parity check. 

For business purposes, data systems 
normally transmit information in sec-
tions or blocks. When errors in a block 
are detected, the system automatically 
keeps retransmitting the block until 
there are no errors. For real-time sys-
tems, such as high-speed telemetering, 
where data is obsolete almost immedi-
ately after it is received, duplicate or 
diversity transmission techniques are 
about the only practical solution to off-
set the problem of errors. 

Error rate may be determined by com-
paring each and every bit of the received 
message with the transmitted message. 
This can be accomplished by either 
looping-back the received signal to the 
originating transmitter, or by transmit-
ting a predetermined pattern of data 
signals known to the receiver. When 
the data signal is looped back ( see Fig-
ure 2), a variable delay, corresponding 
to the transmission time of the data 
message in both directions, is inserted 
into the original message before it is ap-
plied to a bit-by-bit comparator. By 
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analyzing the transmitted message and 
the received message together, the com-
parator signals an electronic counter 
when errors are present. 

Modulation Methods 
Selecting a suitable type of modula-

tion is extremely important in the de-
sign of data transmission systems to 
provide simplicity and to achieve opti-
mum performance. The three basic 
methods of modulation in data trans-
mission are amplitude modulation 
(AM), frequency modulation (FM), 
and phase modulation (PM). Fre-
quency modulation of a binary signal 
results in the shift of a two-state or 
binary signal about an FM carrier, and 
thus is usually referred to as frequency 
shift keying ( FSK) rather than FM. 
The most commonly used technique 

is binary FM (or FSK) because this 

Figure 4. Compari-
son of error rate ver-
sus signal-to-noise 
ratio. Without nor-

malization synchron-
ous Duobinary has a 
noise penalty of 
about 3.4 dB com-
pared to binary. This 
is a marked increase 
in performance over 
nonsynchronous 
Duobinary and 

quaternary. 

type of signaling offers a good signal-
to-noise ratio, and is not affected by 
changes in amplitude level. However, 
the signaling speeds achieved with bi-
nary modulation are limited and gen-
erally inadequate to meet present-day 
data requirements. 

Vestigial sideband AM and tech-
niques using more than two or multi-
level signal states increase the amount 
of data that can be transmitted over 
communications facilities. Quaternary 
FSK and quaternary phase shift keying 
(PSK) are examples of multilevel sys-
tems which effectively double the data 
rate compared to binary that can be 
transmitted in a given bandwidth. But 
there is a greater sensitivity to noise 
with both vestigial sideband and multi-
level systems, and error performance is 
usually poorer. Furthermore, distortion 
in the absence of noise, termed inter-
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Figure 5. Spectral 
distribution of a bi-
nary FM signal. Dis-
crete components 
present in the binary 
signal represent 
wasted power; these 
are not present in 
the synchronous 
Duobinary signal. 

symbol interference, is increased with 
multilevel signals. This type of distor-
tion is caused by the overlap of positive 
or negative overshoots of the past pulses 
into the time slots of other pulses. Ex-
perimentation on multilevel systems 
continues and new approaches have 
been investigated to improve their per-
formance. 

Correlative Technique 
Correlative data transmission tech-

niques, particularly the Duobinary prin-
ciple, have aroused considerable inter-
est because of the method of 
converting a binary signal into three 
equidistant levels. This correlative 
scheme is accomplished in such a man-
ner that the predetermined level de-
pends on past signal history, forming 
the signal so that it never goes from 
one level extreme to another in one bit 
interval. 
The most significant property of the 

Duobinary process is that it affords a 
two-to-one bandwidth compression rel-
ative to binary signaling, or equiva-
lently twice the speed capability in bits 
per second for a fixed . bandwidth. 
The same speed capability for a multi-

level code would normally require four 
levels, each of which would represent 
two binary digits. 

Noise Penalty 

Generating a signal with correlated 
levels permits overall spectrum shaping 
as well as individual pulse shaping, thus 
minimizing intersymbol interference. 
However, there is a noise penalty with 
respect to binary systems, and this ap-
plies to level-coded correlative systems 
as well as other multilevel systems. 
Though exact mathematical calculations 
of such penalties are usually compli-
cated, there is a quick method of find-
ing an approximate value. In Figure 3, 
both binary and multilevel representa-
tions are shown. Assuming an equal 
peak voltage of A volts for both cases, 
the noise penalty is the ratio of the dis-
tances between any signal level and the 
adjacent slicing level for each of the 
two systems. 

The corresponding distances are 
Dm=Al2(m- 1), where m is the ntun-
ber of levels 

and for binary 

Db= Al2 
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Figure 6. A typical data set shown here is Lenkurt's 26C which transmits serial 
digital data over standard 3-kHz voice channels at 1200 or 2400 bits per second. 
Other practical applications include telemetry, digitized voice or facsimile data 
transmission, and air-to-ground data communications over UHF or VHF radio 
links. Transmission at 2400 bits per second is achieved through the use of the 
Lenkurt synchronous Duobinary coding technique. Lou' error rate coupled with 

automatic error detection are added features of the Duobinary technique. 

The approximate noise penalty ( in de-
cibels) for an m-level system relative to 
a binary system is then 

20 log Db1Dm 

Substituting the values of Db and Dm 
gives 

Al2 
20 log  Al2(rn- 1) — 20 log (m - 1) 

For a binary system, the noise penalty 
is O dB, since binary serves as a refer-

ence. The calculation for a quaternary 
system reveals that the noise penalty is 
approximately 9.4 dB relative to binary. 
The Duobinary signal has three levels 
(m=3). Calculating the noise penalty 
for a Duobinary system from the above 
formula results in a 6-dB value with re-
spect to binary. 

Synchroncus Duobiiary 
A special situation occurs when data 

transitions are synchronized with the 
carrier phase in FM data transmission 
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at 0°, 180°, or -±- 90°, as opposed to 
where the data transitions bear no rela-
tionship to the FM carrier phase. It 
would appear that because there is still 
the same number of slicing levels, the 
synchronized Duobinary signal has a 
6-dB noise penalty. Yet, in practice, it 
is closer to 3 dB. This situation can be 
analyzed mathematically, but is more 
clearly demonstrated by comparative 
testing of actual working systems under 
identical conditions. 

If error rate is measured as a function 
of signal-to-noise ratio, individual noise 
penalties can be determined by subtract-
ing the resultant signal-to-noise ratio of 
nonsynchronous Duobinary, synchro-
nous Duobinary, and quaternary from 
the signal-to-noise ratio of a binary 
system. 

It is easy to establish identical condi-
tions to determine the noise penalty by 
using three systems that have the same 
peak-to-peak FM deviation, namely, 
1200 Hz, which has been proven to be 
optimum for binary transmission. Three 
suCh systems are the Lenkurt 26A, a 
quaternary system; the Lenkurt 26B, a 
nonsynchronous Duobinary system; and 
the Lenkurt 26C, a synchronous Duo-
binary system. 

The conditions for plotting the 
curves shown in Figure 4 were es-
tablished by supplying a random binary 
data signal to each system, introducing 
white noise with flat weighting over a 
3.4-kHz bandwidth, and retiming and 
sampling the data with a clock derived 
from data transitions. 

For clarity, the signal-to-noise ratio 
values shown are not normalized (put 
on the same speed basis), since the most 
significant factor is the performance of 
Duobinary and quaternary relative to 
binary rather than the absolute signal-
to-noise ratio values. From Figure 4 and 
Table B, it can be seen that the experi-
mental results and calculated values 
from the formula 20 log (m - 1) are 
relatively similar for quaternary and 
nonsynchronous Duobinary when com-
pared at an error rate of 10-5 ( 1 error 
in one hundred thousand bits), with a 
sufficiently long-time error averaging 
period. 

For synchronous Duobinary, there is 
only a 3.4-dB noise penalty with re-
spect to binary for random input data. 
This is because the synchronous sys-
tem results in a power spectrum that 
does not have discrete spectral lines as 
does the nonsynchronous system. (See 

TABLE B. Signal-to-noise ratio and noise penalty comparisons with respect to 
binary of synchronous Duobinary, nonsynchronous Duobinary, and quaternary 

systems for an error rate of 10. 

Binary 

Synchronous Duobinary (Lenkurt 26C) 

Nonsynchronous Duobinary (Lenkurt 26B) 

Quaternary ( Lenkurt 26A) 

S/N Ratio (dB) 
from Figure 4 

Noise Penalty (dB) 

relative to binary 

8.5 

11.9 

14.5 

17.0 

3.4 

6.0 

8.5 
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Figure 5.) Discrete components are 
two steady tones (sinusoids) at fre-
quencies of 1200 and 2400 Hz, respec-
tively, and which appear in binary FM. 
If the ratio of frequency difference in 
hertz between mark and space to the 
bit speed in bits per second (or devia-
tion ratio) is unity, the total power is 
equally divided by the continuous com-
ponent and the two discrete compo-
nents. This phenomenon is inherent to 
binary FM transmission and there is 
nothing that can be done about it. Un-
like this situation, the synchronous Duo-
binary signal contains only the contin-
uous information carrying component 
of spectral density, but no discrete com-
ponents. Consequently, the total power 
can be increased by 3 dB compared to 
nonsynchronous Duobinary FM which 
contains discrete components that do 
not carry information. 

The Future 

It is universally recognized that 
communications is essential at every 
level of organization. The United States 
Government utilizes vast communica-
tions networks for voice as well as data 
transmission. Likewise, businesses need 
communications to carry on their daily 
operations. 
The communications industry has 

been hard at work to develop systems 
that will transmit data economically and 
reliably over both private-line and dial-
up telephone circuits. The most ardent 
trend in data transmission today is 
toward higher speeds over voice-grade 
telephone channels. New transmission 
and equalization techniques now being 
investigated will soon permit transmit-
ting digital data over telephone chan-
nels at speeds of 4800 bits per second 
or higher. 
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With the growth of knowledge and the 

expansion of both business and govern-

ment has come a need to provide timely 
and effective communications to widely 

separated but integrated organizations. 

The most obvious way to meet this need 
has been to increase communications 

speeds and expand the capacities of 
existing communications systems. 

In this article, the Demodulator ex-
plores some of the ways that low speed 
data transmission is expanding communi-
cations capacity. 

ions occupy an increasing 
ant of space in today's litera-
lations are exploding and in-

formation, aided and abetted by stories 
about itself, continues to explode. 

At present rates, the volume of in-
formation is doubling every five years. 
A few years ago this took ten years 
and a century ago the body of know-
ledge available doubled at the leisurely 
pace of once every 50 years. Needless 
to say, the effective dissemination and 
use of all the facts and fancies coming 
into circulation today poses a stagger-
ing problem. 

Perhaps the most promising solution 
to this problem is data communications 
—the use of machines and machine 
languages to transfer information from 
place to place by electrical means. Al-
though the present tendency is to define 
telegraph and data communications sep-
arately, the two have similar transmis-
sion requirements and for the purposes 
of this discussion will be included un-
der the general heading of data com-
munications. 

A typical data communications sys-
tem consists of an input, modulator, 
transmission link, demodulator, and 
data sink. The input can be anything 
from a highly sophisticated computer to 
a simple business machine. The data 
sink might be nothing more than an 
output device. More often, the data sink 
is a depository, such as the memory 
bank of a computer, for the data being 
communicated. 
The modulator and demodulator, of-

ten referred to as data sets, interface the 
input or output equipment with the 
transmission link. It is the function of 
the modulator to make input signals 
suitable for transmission. The demodu-
lator converts the transmitted signals to 
their original form before sending them 
to an output device. 

Two Categories 

By using different combinations of 
input devices and data sinks, a remark-
ably comprehensive data communica-
tions system can be evolved. In general 
most systems fall into one of two cate-
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Figure 1. Data communications sys-
tems fall into one of two general cate-
gories. One is essentially a receive-only 
system while the other has stations 

with a send and receive capability. 

gories. The simplest employs a number 
of receive-only terminals connected to a 
single data source. It is often compared 
to a radio broadcast. This procedure 
serves mainly to distribute information 
which is perishable—information in-
tended to be used only once and then 
immediately. 

Another procedure uses discrete ad-
dresses. The majority of the stations 
in this system have a send as well as a 
receive capability, although there are 
monitoring systems with send-only re-
mote terminals which update computer 
information. Each remote terminal can 
be called by the use of addresses and 
any remote terminal can address other 
terminals in the system. More often 
than not this configuration uses a data 
sink to store information for future use. 
As might be expected, data commu-

nications systems can be flexible enough 
to integrate both methods in a single 
system. For example, the broadcast 
method can be designed so that more 
than one station on the network can 
originate traffic to all or some of the 
subscribers. On the other hand the dis-
crete address method can, by using pre-
assigned address calls, broadcast infor-
mation to several subscribers simultan-
eously. 

New Economies 

Recent changes in communications 
regulations have made low speed data 
communications more economical. 
Many systems use leased line circuits 
for transmission. These lines have been 
leased for specific purposes and, in the 
past, have had to terminate in telephone 
company interface equipment. Now a 
new tariff filed with the Federal Com-
munications Commission makes it pos-
sible for a customer to install his own 
data set to interface on certain leased 
lines. 

This change has given users the op-
tion of choosing interface equipment 

949 



Figure 2. The Lenkurt 25A data transmission system makes it possible to use one 
voice circuit for a number of data channels. The 25A operates between 75 bls and 

200 bls with a maximum of 25 channels per voice circuit. 

which makes the most efficient use of a 
leased line. Individual users can now 
employ equipment which derives a 
number of channels from a single, 
leased voice-frequency circuit. From a 
user standpoint this enables him to sat-
isfy several requirements—depending 
on the characteristics of his system--
with only one voice circuit. 

Speed of transmission is one system 
characteristic which influences the num-
ber of channels which can be derived 
from a single circuit. Direct computer-
to-computer operations, for instance, 
run at extremely high speeds. Compu-
ters talking to each other under the most 
ideal circumstances can exchange bulk 
information in nanoseconds (a nano-
second is one billionth of a second). 
But high speed exchange requires wide-
band transmission paths which mini-
mize impulse noise and delay distortion. 
Such considerations raise the cost of 
leased services. 

Lower transmission speeds can use 
narrower bandwidths and less ideal cir-

cuit conditions. Data at rates up to 9600 
bits per second has been carried on an 
equalized voice circuit. With even lower 
speed input equipment, sharp filtering 
can split a voice-frequency circuit into 
a number of separate channels. With 
the remote ends of each channel serving 
a different terminal, the over-all traffic 
volume can be increased without in-
creasing circuit costs. 

rIcreasing Efficiency 
Making the most efficient use of data 

communications is not merely a matter 
of getting the maximum number of 
channels on a voice circuit. The com-
puter must be protected against having 
to wait for all data from one channel 
before calling for inputs from another 
channel. With data coming at 200 

bits per second or less, for instance, 
a computer capable of receiving infor-
mation at 1.5+ million bits per second 
would be wasting time. On the other 
hand, allowing only one terminal at a 
time to have access to a computer would 
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in effect turn a multi-channel voice cir-
cuit into a single channel circuit. To 
avoid such inefficiency each communica-
tions channel feeding a computer nor-
mally terminates in a buffer unit which 
uses store and forward techniques to ac-
cumulate data from many sources and 
send it to the computer at higher and 
more suitable speeds. The buffer acts as 
an intermediate storage device which 
compensates for the difference in the rate 
of flow between input and computer. 
The buffer is not an essential compo-

nent of a data transmission system. 
With it, however, a large number of re-
mote terminals can communicate with 
a single computer. The buffer collects 
incoming data at relatively low bit rates 
and literally spits groups of bits into 
the computer in hunks called "bytes". 

Accuracy 

Of course, moving data at high 
speeds is of no avail if the material is 
not received accurately. This is espe-
cially critical in a system which passes 
large amounts of numerical or encoded 
data. With numbers and random letters 
an end user has a much more difficult 
task interpreting garbles than he would 
if plain language were being received. 
Obviously, data which goes directly into 
a computer or other business machine 
must be essentially error free. 
Some sources of error, such as those 

introduced by malfunctioning equip-
ment or operating personnel, are easily 
identified and can be corrected—at least 
temporarily. Others, which also affect 
the accuracy of a transmission, are not 
so easily dealt with. These depend on a 
number of variables including speed of 
transmission, noise and propagation 
characteristics. 
Low speed data transmissions tend 

to minimize these sources of error be-
cause the signals exist longer and can 
more readily withstand disrupting in-
fluences. Although any given system 

will exhibit its own peculiarities re-
garding error rates, one test over leased 
lines found an error rate of from one 
to eight characters per 100,000 trans-
mitted. At this rate an error occurred as 
often as every half hour and as infre-
quently as once every four hours. In 
terms of a 100 word per minute system, 
144,000 characters could be sent be-
tween errors. 

Nationwide 

Both the Associated Press and United 
Press International are installing Len-
kurt 25A data transmission systems to 
take advantage of the vast voice-fre-
quency network already available in the 
United States. The 25A can derive as 
many as 25 channels from one voice 
circuit. This gives each wire service its 
own private broadcast network. To pro-
vide, say, 20 different news services a 
wire service only needs one voice cir-
cuit. Two channels might carry hard 
news, another feature stories, a fourth 
general sports news, and a fifth horse 
racing news. Other channels might have 
financial news, state news or special ser-
vices such as news edited and processed 
prior to transmission so that a tape re-
ceived along with the teletypewriter 
copy can be used to set type. Finally, 
other channels might be reserved for 
communications between bureau offices 
and wire service headquarters. 
The ordinary news service subscriber, 

either with a data subset at his terminal 
or via local service from a data interface 
point at the wire service bureau office, 
receives only the channels contracted 
for. On the other hand the bureau of-
fice, in addition to terminating the de-
sired news channels, can originate news 
traffic on certain channels. With a chan-
nel of its own, a bureau can provide the 
wire service with fast coverage of local 
events. For example, a flood story in the 
Midwest can be sent by the nearest 
bureau office to the news service head. 
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Figure 3. Lenkurt 
25A data transmis-
sion subsets are being 
used by news service 
subscribers. Each 
subset is tuned and 
set to the channel 
contracted for by the 

subscriber. 

quarters and to all subscribers on that 
channel. 

Certain designated offices can block 
local delivery of channels on the back-
bone trunk. By blocking local delivery 
a bureau gains a free channel for broad-
casting local news to regional subscrib-
ers. A bureau in the Southwest, then, 
can originate its own broadcast of news 
about the Southwest for local sub-
scribers. 

Wall St. 

The nationwide brokerage firm of 
Paine, Webber, Jackson & Curtis is 
using Lenkurt 25A equipment to con-
nect its 51 offices with a computer in 
New York City. Tehe resulting data 
communications system represents a 
non-broadcast or discrete address net-
work. As with the wire services, voice-
frequency circuits serve as the backbone 
for a system which makes it possible 
for branch offices to feed data directly 
to a computer which acts as a message 
switching system. 

Since installing its data communica-
tions system, Paine, Webber has more 
than doubled its communications capa-
city and has reduced the handling time 

of an execution order by as much as 20 
or 25 minutes. With the new system 
an order for the New York or Ameri-
can stock exchange travels over one of 
the 22 two-way teletypewriter channels 
to the company's computer where it is 
directed to the correct booth on the ex-
change floor. The data communications 
system gives branch offices access to the 
firm's over-the-counter trading, institu-
tional, bond, research, and underwrit-
ing departments. Copies of an order 
and its execution are also printed in the 
firm's bookkeeping office to speed bill-
ing and crediting customers' accounts. 
The entire transaction is also recorded 
on magnetic tape for record-keeping 
purposes. 

Although the system is oriented to-
ward handling orders, conceivably it 
could be put to such other uses as price 
quotations, reporting customer accounts 
or handling other information which is 
needed on a real time basis. Essentially 
it is an on-line, real time system. Each 
remote user is on-line with the compu-
ter continuously, guaranteeing an im-
mediate or real time response from the 
computer. Where data must be proc-
essed outside the system, as would be 
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the case on the stock exchange floor, 
response time will depend on the quick-
ness of floor traders in handling an or-
der. 

Near and Far 

Banks are making use of low speed, 
on-line data communications systems to 
link their branch offices to a central 
computer containing balance informa-
tion on all customers' accounts. If a 
customer wishes to cash a check at the 
bank, a teller can query the computer 
on a push button intercom and receive 
a verbal response from the computer in 
about 20 seconds. By using a computer 
the bank has a single information re-
trieval system for all its branch offices. 
A national radio-television network 

is using an information retrieval system 
to determine instantly the status of the 
air time it has for sale. By querying a 
computer any salesman can find out 
what air time is available. In addition, 
the network management has on call 
an up-to-the-minute report on all time 
sales. Of course, data communications 
also provides a means of keeping the 
computer updated on the status of sales. 

Data communications is also helping 
create firms which offer computer ser-
vices to a number of subscribers. This 
timesharing concept gives various un-
related organizations, many of which 
would not lease their own, a computer 
24 hours a day. Each user has his own 
code, can store information, and can run 
his own programs. Several colleges offer 
timeshare services to other colleges and 
business firms as well as to their own 
students and faculty. Some companies 
and computer manufacturers are also 
sharing computer time with outside 
users. 

Tymshare, Incorporated in California 
sells time on its computer to users as 
close as a local phone call and as far 
away as Colorado and New Mexico. At 
present all customers—remote and local 
—have access to the computer through 
data sets transmitting directly to the 
computer over ordinary dialed tele-
phone circuits. In the future, however, 
remote users will be able to communi-
cate with the computer by dialing a lo-
cal number which interfaces with a 
leased line. The leased line, terminating 
in Lenkurt 25A equipment, will serve 

Figure 4. The Len-
kurt 25A is an eco-
nomical, highly reli-
able data transmis-
sion system which 
uses sharp filtering 
to transmit up to 
50% more informa-
tion than conven-

tional systems. 
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as a trunk, able to handle several calls 
at once. This timesharing application 
allows users to run engineering and sci-
entific computations or develop pro-
grams on a real time, on-line computer. 
It provides customers with simulta-
neous access to a computer with a maxi-
mum response delay of three seconds. 

The Railroads 

Railroads, many of which own their 
own communications networks, are one 
of the oldest users of data communica-
tions. By installing data transmission 
systems railroads have been able to in-
crease their communications capacity at 
minimal cost. The increased capacity has 
in turn made it possible for the rail-
roads to account for every car and train 
in their system on a real time basis. 

Each car is represented by a data card 
and each train is represented by a stack 
of these cards—one for each car plus 
cards for the locomotive and caboose. 
As a car moves from yard to yard, its 
card, along with the other cards for cars 
in the train, is transmitted over data 
circuits to the next yard. This gives per-
sonnel at the next yard timely informa-
tion for handling the incoming train. 

At the same time this information is 
relayed to a computer to update its rec-
ord of each shipment in progress. The 
computer, accessible from many sources 
by data communications, allows the 
railroad to make immediate replies to 
inquiries about a shipment. 

Freight offices which book shipments 
are linked by teletypewriter to the 
communications system so that a ship-
ping order can be processed imme-
diately. A single message from the 
freight office provides the accounting 
department with billing information, 
the freight department with car require-
ments and the computer memory with a 
record of the transaction. From that 
point on the progress of the shipping 
order and the subsequent shipment can 

be recorded by relatively short inputs 
direct to the computer. 

Railroads also use data for adminis-
trative traffic and train safety. One line 
has centralized its payroll accounting by 
sending timecard information over its 
communications system directly to a 
central office. At present the checks are 
drawn up and mailed back to the station 
submitting the timecards, although the 
processed information could be re-
turned on a data circuit and printed di-
rectly onto check blanks. 

For train safety, railroads are using 
a specially developed Lenkurt 960A 
journal data transmission system. This 
unit converts analog sensor signals re-
ceived from heat detectors to tones 
which can be transmitted over standard 
communications facilities. Overheated 
journals have been cited as contributing 
to railroad accidents costing millions 
of dollars annually. The 960A, linked 
to a transmission system, is helping to 
reduce the number of these accidents. 

Immediate Response 

Airlines use on-line, low speed data 
communications to handle their passen-
ger reservations, freight operations and 
aircraft maintenance schedules. During 
non-peak hours the airlines use the same 
communications to handle bulk jobs 
such as payroll and inventory. Pipeline 
and utility companies have joined their 
far flung operations with data com-
munications also. The pipeline compa-
nies monitor such operational details as 
flow rate, pump pressure, suction, and 
fluid viscosity. Utility companies exer-
cise load control by using data com-
munications to connect substations and 
switching points. In both cases distant 
operations can be adjusted in response 
to variations as they occur. 

Large business concerns which would 
not be immediately associated with a 
need for real time communications are 
using data communications to enhance 

954 



WAREHOUSE 

SALES 

PROCESSING 

EDP 
COMPUTER 
CENTER 

ACCOUNTING 

PURCHASING 

Figure 5. Management information systems can use data communications for 
their sales offices, manufacturing plants, and planning and support departments. 

management information systems. 
Leased voice-frequency circuits connect 
central computers with warehouses, 
sales offices, processing plants, and ac-
counting and purchasing departments. 
With such an installation, a salesman 

booking an order at one of the sales 
offices sends that order via a data chan-
nel to the firm's computer. The com-
puter determines which warehouse is 
best situated to fill the order and routes 
it there. At the same time the computer 
informs accounting that the customer's 
account should be billed for the item. 
If necessary and if programmed to do 
so, the computer will also inform pro-
duction and purchasing of the order so 
that these departments can take action. 
If necessary, the warehouse can update 
the computer's inventory record. 

Orders by data communications gain 
time—they can be filled within a few 
hours. Users claim that the time be-
tween writing and delivering an order 
can be less than twenty-four hours. 

Supermarket chains with their own 
warehouses have used this method for 
restocking and inventory control. A 
large company which supplies consumer 
items to gas stations claims that orders 
placed by mid-afternoon can usually be 
on their way to the customer the next 
morning. Even at the slowest transmis-
sion rates information gets from place 
to place much faster than by conven-
tional means. One company found that 
using data communications to process 
its daily sales spread the work load 
evenly over the week. Before switching 
to a data system, over 40% of its orders 
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arrived on Monday and all orders spent 
at least two days in the mail. 

Data communications can bring 
widely separated parts of an organiza-
tion into closer coordination. Within 
seconds an order can be available at 
any number of user stations. If a com-
puter is part of the system and is used 
for record keeping, the order is on file 
instantaneously. At the same time the 
computer can perform whatever ac-
counting computations it is program-
med to do. 

Operating data from outlying points 
can be made available daily. Manage-
ment then has timely and accurate in-
formation on which to base production 
schedules and sales promotion plans. 
Management also has for its immediate 
use information that can influence the 
purchase of basic commodities, the lo-
cation of plants, and the regulation of 
cash flow. 

Such interwoven systems reduce er-
rors and paper work. A shipping in-
voice on a customer's order need be 
written only once. After that, all copies 
are either transmitted directly to users 
or are on call from a computer memory. 
In addition, records stored in the com-
puter are updated automatically by di-
rect inputs—no formal reports to be 
hand delivered by messenger. 

More to Come 

These examples only touch the more 
prosaic possibilities of data communica-
tions. What lies ahead depends more 
on man's imagination than on his tech-
nology. There has been speculation that 
houses might have a home learning cen-
ter connected to a teacher-computer by 
data links. 
A few public utility companies are 

testing data systems which, by sending 
information directly to the billing office, 
could replace meter reading. At the 

same time these real time readouts could 
warn a control center of potential sys-
tem overloads. 
A data input device interconnecting 

retail stores with banks could eliminate 
money. On payday an employee's bank 
account would be credited by a deposit 
from his employer. The employee could 
draw on that deposit by inserting his 
personal money-card into a remote data 
terminal. The remote terminal would 
transmit information from the money-
card, along with the amount required 
for the transaction, to the bank. The 
bank in turn would compare that 
amount with the balance of the account 
in question and, if there were sufficient 
funds, okay the transaction and debit 
the account. 
Coming even sooner than the money 

card scheme is a data communications 
system to give customers immediate ac-
cess to hundreds of theater and sport-
ing event tickets. By using a special ter-
minal device in supermarkets and banks 
a customer can select tickets to a ballet 
in London, a football gime in New 
York, and a play in Los Angeles within 
a few seconds. The customer's order is 
transmitted from the supermarket to a 
computer which searches for the tickets 
to the event and in the price range and 
area desired. When the seats are found, 
the computer causes the remote terminal 
to print the tickets for the customer who 
pays for them at the supermarket. 

Data communications is bringing 
widely spread operations into more im-
mediate contact and in so doing increas-
ing the coordination between separate 
parts of large organizations. It is also 
keeping the right people informed in 
spite of ever increasing amounts of in-
formation. Hopefully, it will prove to 
be an effective solution to the problem 
of handling the exploding amounts of 
information becoming available. 
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Telecommunications and computers join forces 
to provide a new service 

Until quite recently, only very 
large organizations — com-

mercial, educational, or governmental 
— could afford the services of a high-
speed computer. Now, however, 
thanks to the growth of time-sharing, 
even the smallest private concerns can 
have access to these multimillion 
dollar machines. 

This revolutionary concept in the 
field of electronic data processing ex-
tends the use of large, general purpose, 
digital computers into hitherto un-
familiar territory. By serving 20, 40, or 
even 200 on-line users simultaneously, 
time-share computers are finding appli-
cation in virtually every area of com-
merce. 

Computer time-sharing was pio-
neered at Dartmouth University and 
the Massachusetts Institute of Tech-
nology in the early 1960's; since that 
time it has mushroomed into an inter-
national business. At latest count there 
were more than 70 time-share com-
panies providing service to some 5000 
on-line customers. New systems are 
entering the market at the rate of 
three or four a month. 

Many of the new, commercial 
time-share systems began as in-house 
service functions for large computer 
manufacturers. Once the effectiveness 
of the concept was proven within their 
own organizations, the manufacturers 
saw the market potential of time-
sharing and a new customer service 
was born. 

Teleprocessing Essential 
As a concept, time-sharing has 

existed for a long time. But the reality 
— the technology itself — is quite 
recent. Two major developments have 
contributed largely to making time-
share a reality. The state of the com-
puter art itself has advanced to and 
beyond the third generation. Inte-
grated circuits have made possible 
speeds, capacities, and program sizes 
sufficient to allow a single computer 
to serve large numbers of users simul-
taneously. 

The other major development is not 
in the computer industry proper, but 
in telecommunications technology; it 
is teleprocessing, the ability to trans-
mit data over voice circuits. For time-
sharing to have more than narrow 
geographical applications, there must 
be a means of communication between 
computer centers and subscriber ter-
minals. Since they already exist, tele-
phone circuits are the obvious media 
for the task. 

Digital data signals, however, re-
quire some conditioning before they 
can be transmitted over voice circuits. 
This is done with data modems. Some 
are interfaced with regular telephone 
service, and others use dedicated cir-
cuits. 

In cases where either traffic load, 
distance, or both make the use of 
regular switched service prohibitively 
expensive, many time-share subscribers 
will find it more feasible to use data 
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modems and dedicated circuits. 
Lenkurt's 25A and 26C data sets are 
designed for just such applications. 
Depending upon bit rate requirements, 
the 25A can accommodate from 7 to 
25 time-share terminals. The 26C, with 
its 2400 b/s rate, is designed for high 
speed transmission such as that re-
quired by graphic display units or in 
computer-to-computer links. 

Time-Share Spectrum 
Present time-sharing systems range 

in size and scope from relatively small 
in-house arrangements (12 to 16 users) 
to sprawling, commercial networks 

USER NUM3ER--P63000 
SYSTEM --BASIC 
NEW OR OLD— NEW 
NEW PROBLEM NAME -- Ici 
READY. 

100 LET X1=6*15 
110 LET X2=2*10 
120 LET X3=3*().5 
130 LET X4:12*(-0.02) 
140 LET T:Xl+X2+X3+X4 
150 PRINT T 
999 END 

RUN 
WAIT. 

STEM 14:13 

111.26 

TIME: 0 SECS. 

BYE 

*** OFF AT 14:14 

Figure 1. Purely for purposes of illus-
tration, the user's side of the conver-
sation with the computer is printed in 
red. Note that the line numbers in-
crease by tens rather than singly. This 
is so that the user may go back and 
make additions or corrections without 
disrupting the logic of the program. 

serving up to 200 on-line terminals. 
Although there are many different 
"kinds" of time-share systems in the 
current market, most have similar fea-
tures. 

Externally, the computer systems 
used for time-sharing applications have 
little in cómmon with the batch-
processing systems familiar to most 
office workers. Rather than using 
stacks of punch cards or tapes, time-
sharing opèrates on a real-time basis 
and is characterized by one-to-one 
interaction between man and machine. 

Most commercial time-share com-
puters are essentially problem-solving 
devices. Consequently, the majority of 
users — at the present state of the art 

are scientists, engineers and other 
similarly oriented groups whose pri-
mary concern is the immediate solu-
tion of specific problems. 
Among the myriad problems for 

which computational time-share sys-
tems might be used are mathematical 
problems, electronic circuit design, 
complex chemistry formulas, market 
analyses, banking and interest rates, 
and even precision tool design prob-
lems. 

In addition to the problem-
oriented, real-time computers, other 
time-share systems emphasize infor-
mation storage and data retrieval; 
while still others are of the type 
designed for remote, on-line batch 
processing. 

Probably the most striking feature 
of time-sharing is that regardless of the 
number of terminals, service to all 
users is immediate and simultaneous, 
although the simultaneity is actually 
only apparent. This is due to the 
disparity between computer speeds — 
measured in microseconds or even 
nanoseconds — and the relatively low 
speeds of the input/output hardware. 
A computer is an electronic device, 

whereas terminals (usually teletype-
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writers or line printers) are electro-
mechanical and operate much more 
slowly. Hence, a computer is able to 
switch from terminal to terminal and 
swap programs so quickly as to give 
each user the illusion that he alone is 
communicating with the machine. In a 
network using teletypewriter terminal 
devices, the computer is actually able 
to switch from one to another during 
the time an operator takes to move his 
finger from one key to another. 

The physical arrangement of most 
time-share systems is similar to a star 
broadcasting network. This is illus-
trated by the diagram in Figure 2. The 
smaller systems are usually character-
ized by a small Central Processing Unit 
(CPU) with a core memory of 14 to 16 
thousand characters. These computers 
may have as many as 16 terminal ports 
and find most of their application 
within a single organization. 

For example, a large company 
might have several home-office depart-
ments as well as some in the field. In 
this case, even the in-house arrange-
ment requires use of a transmission 
means to link together the various 
field offices and their headquarters. 
Using this smaller time-share system, 
all of a company's offices can have 
access to one computer — hence, to 
the same files and records. 

At the other end of the time-share 
spectrum there are systems whose 
CPU's can accommodate 44) to 50 
users (one newly developed system 
serves 200) spread over a broad geo-
graphic area. In these large arrange-
ments, program sizes may go as high as 
44) thousand characters with core 
storage rated at 264 thousand 36-bit 
words. Moreover, they incorporate 
huge multi-access libraries of stored 
data, have loop functions capable of 
virtually infinite repetitions of mathe-
matical problems, as well as stored 
mathematical routines. 

Figure 2. A data processing system 
such as this one is specifically de-
signed for time-sharing service. 

Through the use of Lenkurt 25A 
Data Transmission Sets or similar 
modems, the subscriber terminals 
are able to communicate with the 
central system. A switching system 
in the Communications Controller 
acts as a "traffic cop" and allows 
access to the system on some pre-
arranged priority basis. This is the 
system's executive function,. 
A computer in itself, the Com-

munications Controller also pro-
cesses stored programs — tape or 
disk — and controls the remote 
terminals. 

All the computational problems 
for which the system is pro-
grammed are done by the Central 
Processing Unit (CPU). This is the 
workhorse of the entire system. It 
compiles programs, does floating 
point arithmetic problems, works 
out matrices, and any number of 
other mathematical problems. De-
pending upon frequency of use, 
need, and immediacy, programs are 
stored in either the Disk Storage 
Unit or on magnetic tapes. Storage 
in the DSU is on oxide-coated, 
magnetic disks. Access to both 
storage areas is controlled by the 
Dual Access Controller. Usually 
access is by address code. 

Each subscriber to a system is 
assigned a personal address code. 
This is for purposes of recognition 
by the computer, billing, and pro-
gram security. Stored programs are 
identified by the same personal 
address code and are accessible 
only to the proper user. 
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Time 
Obviously, the whole basis for the 

time-sharing concept is time. But there 
is a wide variety of "times" associated 
with computers — turnaround time, 
real time, swap time, switching time, 
and so on. 

Real time is applied to a working 
situation where operator and com-
puter work together concurrently. 
Swap time is that brief interval re-
quired for a computer to transfer data 
back and forth between primary 
(buffer) and secondary (core) storage. 
Switching time is the period during 
which a computer is switching from 
one user to another and back again. 
Often this is the time elapsing between 
separate key punches on a teletype-
writer. 

Basically, the time which is shared 
is the computer's actual operating 
time. This is, of course, different from 
terminal time. Typically, a subscriber 
might be operating his terminal for 30 
or 40 minutes while using only 15 
seconds of computer time. 

Multilingual Machines 
To the layman, one of the most 

intimidating aspects of computer com-
munications is the confusing variety of 
computer languages currently in use. 
They bear such mystifying labels as 
FORTRAN, COBOL, SNOBOL, LISP, 
and even HELP — to name only a few 
of the more exotic. While these may 
be familiar to veteran data processors, 
they are alien to the average business-
man or engineer. This situation has 
been alleviated in the time-share world 
by the introduction of much simpler 
computer languages. They are quickly 

Figure 3. Though still in the future, 
time-share applications such as this 
computerized newspaper currently are 
being given serious consideration. 

learned, highly comprehensible, and 
easy to use. For general use, most 
time-share systems are programmed in 
BASIC (Beginners All-Purpose Sym-
bolic Instruction Code). Scientists and 
engineers on the other hand usually 
require a more specialized vocabularly 
than found in BASIC. Consequently 
they may use ALGOL (Algorithmic 
Language), a simplified mathematical 
language specifically designed for solv-
ing scientific and engineering problems. 
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Using these languages, the time-
share subscriber becomes his own pro-
grammer. This fact alone points up 
one of the advantages over batch 
processing systems. Obviously, if com-
panies have their own computers, they 
are going to have to bear the cost of 
staffing the data processing section — 
clerks, programmers, analysts, and 
management. Often, this cost savings 
alone is enough to justify subscribing 
to time-share. Another advantage is 

the curtailment or elimination of 
turnaround time. In computer jargon, 
this is the elapsed time between input 
and output — that is, query and reply 
or problem and solution. In companies 
possessing their own data service, this 
time is virtually always measured in 
hours — and sometimes days or even 
weeks. 

The person with the problem — say 
an engineer — must first translate it 
into terms acceptable to the computer. 
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He then takes it to a programmer who 
transposes the problem into the appro-
priate computer language and format 
for input to the computer. Once this is 
done there is then a period of waiting 
in line (called queuing time) if the 
computer is busy. Since many pro-
grams contain errors or "bugs", de-
bugging time is also a factor. 

Time-sharing eliminates all these 
steps. The subscriber simply dials up 
the computer and is immediately on-
line. Programming is automatic, as is 
debugging; when an unacceptable pro-
gram statement is fed into the com-
puter, it automatically tells the oper-
ator so that he may correct the error 
immediately. Experience has proven it 
helpful for the time-share subscriber to 
rough out his programs before going 
on-line. A simplified sample program 
in BASIC is shown in Figure 1. 

Some Limitations 
While there are indeed many advan-

tages in computer time-sharing as re-
flected by its growth, it is unrealistic 
at the present time to talk of a 
universal computer utility — that is, a 
utility in the sense that gas, power and 
water companies are public utilities. 
However, this concept may not be too 
far in the future. 

At its present stage of development, 
time-sharing is not readily adaptable 
for multi-access batch processing of 
the type required for such things as 
payrolling, bookkeeping, inventory 
and the like. Nor are present gener-
ation time-share computers capable of 
the electronic "brain" functions often 
ascribed to computers. Obviously, long 
computer runs, as required by a pay-
roll for instance, are not economically 
feasible for time share operation. Un-
less, of course, data modems are used 
in conjunction with flat-rate leased 
lines or dedicated circuits, , and toll 
charges are no longer a factor. 

Currently the bulk of time share 
subscribers falls into one of several 
categories — scientists, engineers, 
educators, and other researchers. Re-
cently, though, more and more ordi-
nary businessmen are finding applica-
tions for computers within their fields 
of interest. 

Illustrative of this broadening trend 
in computer uses are some of the more 
highly specialized areas into which 
time-share has penetrated. 

Unusual Applications 
One of the most fascinating areas in 

which computers are finding new uses 
is in the publishing business — particu-
larly newspapers. In the near future, 
the entire mechanical process of pro-
ducing a daily paper may be aided by a 
computer. The chart in Figure 3 illus-
trates one way in which this might 
work as a new in-house function. 

At present, only relatively simple 
tasks such as character generation and 
composition are being done electron-
ically. However, some newspaper pub-
lishers are seriously studying the prac-
ticality of totally computerized pub-
lishing. 

In such a system, a reporter would 
only have to transmit his story to the 
computer from his desk; the editor or 
rewrite man, in turn, edits the material 
on cathode ray tube (CRT) graphic 
display units making his changes with 
an electronic light pen or similar de-
vice. Other tasks such as accounting, 
classified ad placement, space sales, 
and layout also readily lend themselves 
to computerization. 

Another highly specialized applica-
tion of computer time-sharing is in the 
stock market. Ultronics Systems Cor-
poration has developed and marketed a 
computerized stock quotation service. 
The system features a network of 
electronic graphic display units (Figure 
4) connected to intermediate, regional 
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computer systems; these in turn are 
tied to a central time-share system 
near the New York Stock Exchange 
via telephone lines. By simply query-
ing the intermediate computer through 
his teletypewriter keyboard, a stock 
broker anywhere in the country can 
determine the status of as many as 
eighteen separate stock issues. Typical 
turnaround time is one second. 

Just as time-sharing is an outgrowth 
of older concepts in the computer 
industry, it is itself already giving rise 
to other related kinds of computer 
enterprises. 

Whereas most commercial time 
sharing firms are in the business of 
selling computer time, at least one 
organization, Data Services, Inc., sells 
computer core capacity on a kind of 
hybrid time-share basis. Access to a 
centrally located, multipurpose com-
puter is sold to different businesses on 
a quota basis. That is, many firms 

Figure 4. This stock 
quotation display is 
typical of the current 
trend toward graphic 
display units for time-
share terminal devices. 

engaged in the same business will 
cooperate in renting a certain portion 
of the computer's capacity. Typical of 
such firms are the multiple-listing 
realtors. 

The computer is used to keep all 
real estate listings up to date for a 
given set of agencies. Access to the 
information is available to all sub-
scribers — the result is that all the 
realtors in a geographic area might 
have access to every available piece of 
real estate in that area. Other sub-
scribers to this kind of computer 
service are savings and loan associa-
tions, hospitals, ambulance services, 
banks, travel bureaus, insurance agen-
cies, and ticket agencies, among 
others. 

Generally, time-share is preferable 
to batch processing systems in appli-
cations where immediate access and 
response are essential and in any multi-
functional requirements. In traditional 
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areas — computing payrolls, inven-
tories, accounts, etc. — where turn-
around time is not a critical factor, 
batch processing is satisfactory. Even 
here though, general purpose time-
share computers may have a role. With 
attachments, time-share computers can 
be altered for use in batch processing 
during off-peak hours of operation. 
This is particularly true of the smaller 
in-plant systems. 

The primary value of time-sharing is 
not 80 much its advantages over 
batch-processing as is the fact that it 
has made the services of computers 
available to a much broader segment 
of the economy. 

A Problem Becomes Progress 
Since its inception, the computer 

industry has been saddled with two 
major problems — the developmental 
lag between hardware and software, 
and the input/output problem. The 
crux of this I/0 problem is the fact 
that terminal devices have yet to be 
designed which can make meaningful 
use of a high-speed computer's fan-
tastic capabilities. Particularly since 
I/0 devices are of necessity geared to 
the relatively low operating speeds of 

Figure 5. Computer 
time-sharing systems 
such as this one are 
springing up around 
the world at the rate 
of three or four a 
month. 

human beings. But, as pointed out 
earlier, it is this disparity which makes 
time-sharing practicable — and time-
sharing, in turn, is offering a tentative 
solution to the I/0 problem. 

More recently, software develop-
ments have been growing apace with 
the hardware industry. Programs now 
exist which are of sufficient size and 
complexity to justify even higher com-
puter speeds. Also, print-out devices 
are being marketed which have in-
creasingly higher operating speeds; 
electronic typewriters now print 
200-300 words per minute. This in 
itself is unimpressive compared to 
computer speeds, but with as many as 
200 time-share subscribers working 
on-line simultaneously, the figure be-
comes more favorably comparable. 
Also, there are line-printers available 
with operating speeds of up to 3000 
lines per minute. 

However, the current interest in 
output devices is tending more toward 
electronic graphic display units such as 
cathode ray tubes. Among the most 
recent innovations in this area are 
some highly sophisticated machines — 
electron beam recorders, computer 
output microfilming machines, and 

Courtesy General Electric Information Systems. 
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even lasers; these devices provide in-
stantaneous responses in the conver-
sation between man and machine. 

It is this aspect of time-sharing — 
conversation or interaction — which is 
potentially quite valuable. Not only 
does time-sharing serve more needs of 
more users more economically, it may 
pave the way for truly creative com-
munications — hence, augmenting 
man's working intellect. 

Time-Share Experiments 
Scientists at Stanford Research In-

stitute in Menlo Park, California, have 
been experimenting with computers in 
this area for the past two years. The 
system consists of a large, multi-access, 
general purpose computer with 
cathode ray tube terminal devices. 

For better viewing, the CRT's are 
interfaced with closed-circuit tele-
vision cameras; monitors are located in 
different rooms throughout the engi-
neering department. Input is through 
an electronic typewriter keyboard. 
Usually, interaction with the computer 
is on a one-to-one basis; however, 
conference arrangements have been 
tied with considerable success. In 
such an arrangement, all the conferees 
have immediate access to the programs 
of all the others. And they are con-
tinually available for cross-reference or 
checking back. Perishability of data is 
not a factor; and conceivably then, a 
problem can be attacked simulta-
neously by several different men aided 
by the huge memory of a computer. 
The possibilities presented by such a 
concept are impressive, to say the 
least. 

For example, each member of a 
group of scientists or engineers is given 
an identical problem. Working off-line 
and independently, each develops a 
possible solution; then the statement 

of the problem together with each of 
the proposed solutions is programmed 
into the computer. This done, each 
man sits down at his console and 
guéries the computer for the problem 
as well as for each of his colleagues' 
work on the problem. With refine-
ments, the participants will also be 
able to communicate directly with 
each other through the computer. 

A Computer in Every Home? 
Potentially, the applications for 

time-share computers are virtually un-
limited. Computer hardware and soft-
ware systems are advancing at an 
increasingly rapid rate. 

Medium and large scale integrated 
circuitry, along with advanced con-
struction techniques are pointing the 
way to the future. 

Telecommunications engineers are 
developing ever faster methods of data 
transmission. Lenkurt's Duobinary 
technique is one example; PCM offers 
a broad range of possibilities for data 
communication. Working with PCM, 
transmission soon will be reckoned in 
the millions and even hundreds of 
millions of bits per second. 

Far-sighted people in the computer 
world have envisioned such novel com-
puter oriented services as automatic 
credit and banking where no cash 
changes hands, and networks of com-
puters which enable businessmen to go 
to their "offices" without ever leaving 
home. Others foresee a time when 
movies, books, periodicals, and news-
papers will simply be "dialed up" for 
viewing on the living room TV screen. 
These may be the first steps toward 
giving every home a computerized 
information center — a not unfore-
seeable situation in the light of current 
developments in computer time-
sharing. 

• •  
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The first commercial use of man's 

ability to travel in space — not yet a 

decade old— has come in the field of 

communications. Soon, over 90 percent 

of the world's telephone facilities may 

be joined in a global network through 

communications satellites. 

.,.. ........,,,,,, 
Lon g Wee& e communications-

relaying space vehicles be-
came a reality, scientists eyed the 
natural satellite of the earth—the moon. 
Early in 1946 Project Diana bounced 
the first radar signals off the moon. 
Twenty years later artificial satellites 
circle the globe, but the moon has not 
been forgotten. A ship-to-shore com-
munications link using the moon as a 
reflector is expected to be operational 
sometime in 1967. 
The first man-produced "beeps" di-

rectly from space were heard on October 
4, 1957 from the Russian Sputnik I. The 
United States entered the space age on 
January 31, 1958 with Explorer I. 
Today, in addition to the spectacular 
manned exploration of space, commer-
cial satellites stretch telephone circuits 
across the oceans, and telecasts from 
other continents are common. 

American scientists placed the first 
communications satellite in orbit a year 
after Explorer I. Score—a short lived 
but highly successful "bird"—relayed 
messages up to 3000 miles and broad-

cast to the world a tape recorded Christ-
mas greeting from President Eisen-
hower. 
The 1960 flight of Echo I was 

witnessed around the world as the 100-
foot balloon-like reflector satellite pro-
vided a "radio mirror" for powerful 
ground stations. Echo II went up in 
1964 as experiments with passive re-
flectors continued. 
An active repeater, Courier, extended 

the knowledge of space communications 
in 1960 with successful transmission of 
of high speed teletype, voice, and facsi-
mile. 
The commercial value of communica-

tions satellites was accentuated in 1962 
with Telstar I, the joint project of 
NASA and AT&T. The first live tele-
casts between Europe and the United 
States added to the satellite's perform-
ance in transmitting high-quality voice, 
data, teleprint and other signals. Tel-
star II, and NASA's Relay I and II 
added more data. 
By mid-1963, the first of three Syn-

corn satellites was launched and corn-
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munications milestones began to pile 
up. Syncom III brought the Tokyo 
Olympic games to the United States, 
and went on to demonstrate its value for 
all types of telecommunications. NASA 
has since concluded its planned tests, 
and both Syncom II and HI are now 
working for the Defense Department, 
parked over the Pacific and Indian 
Oceans. 

How High? 

Most alternatives faced in the design 
of communications satellites are cen-
tered around the choice of orbits. Or-
bital mechanics govern precisely the 
height and period of a satellite. A satel-
lite circles the earth in a period directly 
related to the satellite's altitude. (The 
mass of the satellite is negligible and 
can be ignored in most calculations.) 
A satellite 100 miles high circles the 
earth in about 87 minutes; at 1000 miles 
the period is 118 minutes. As the alti-
tude increases, the orbital period be-
comes longer, until at an altitude of 
22,300 miles a satellite orbits the earth 
in exactly the same time as one rotation 
of the earth—that is, every 24 hours. 
Placed in an easterly orbit over the 
equator, such a "synchronous" satellite 
appears stationary in the sky. 
The first communications satellites— 

the Telstars and Relays—were in non-
synchronous orbits. The new breed, lead 
by Syncom and Early Bird, are syn-
chronous and remain in precisely fixed 
positions. But depending on the applica-
tion, each plan has advantages and dis-
advantages. 
The lower the satellite, the shorter 

its period, and likewise the less time 
it will be in the simultaneous view of 
any two ground stations. For example, 
a 3000-mile-high satellite can be tracked 
for only 24 minutes by stations located 
3000-miles apart—if the satellite passes 
directly over both stations. 

Military Plan 
A low-flying random orbit is especi-

ally appealing to the military, interested 
in the security of its communications 
system. The quasi- or nonsynchronous 
satellite does not require orbit-control 
commands from the ground, and there-
fore cannot be tampered with by an 
enemy. In the Initial Defense Commu-
nications Satellite Program (IDCSP), 
with up to 24 satellites placed in an 
18,000-mile orbit, if a satellite fails for 
any reason another will soon move into 
view. The satellites drift around the 
earth at about 30° per day—any single 
satellite is in view for over four days 
at a time. 

Commercial Advantage 
Commercial systems planned through 

1968 will be synchronous; the, reasons 
are mostly economic. Fixed position 
synchronous satellites greatly simplify 
tracking, thus reducing the cost of 
ground stations. In developing a truly 
worldwide system, where each addi-
tional ground station may open com-
munications to an entire region or coun-
try, the installation cost of these sta-
tions becomes increasingly important. 

Tracking becomes a relatively simple 
function of the ground station of a 
synchronous system. As satellites are 
pushed by "solar wind" and pulled by 
gravity from the earth, moon, and sun, 
periodic adjustments in position are 
made by onboard thrusters. Between 
correction intervals typical 85-foot para-
bolic ground antennas track minor varia-
tions—measured in hundredths of a de-
gree. 
The synchronous satellite, at 22,300 

miles above the earth, is visible to al-
most half of the globe at one time. 
Three satellites, spaced equally around 
the earth, would provide contact with 
any country served by an adequate 
ground station ( Figure 1). An excep-
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tion exists at the poles where signal 
strength is at a minimum. In practice, 
more than three satellites undoubtedly 
will be used to increase the number of 
circuits available in high density areas, 
and to ensure greater flexibility. 
Long transmission delay time is the 

one serious disadvantage at synchronous 
altitudes. A one-way telephone path 
through such a satellite is about 50,000 
miles—a delay of 265 milliseconds. 
Since delays of over 400 ms are unac-
ceptable for voice communications, cir-
cuits probably will be limited to only 
one satellite hop in spanning the globe. 
The problem, however, does not con-
cern the transmission of television or 
data. 
The products of new technology are 

easily phased in with a synchronous 
system. Three or four satellites can re-
place an entire synchronous system, and 
older low-capacity units can be moved 
to areas where traffic is lighter. 
The ability to relocate synchronous 

satellites is a needed feature should a 
failure occur. An extra satellite, parked 
in a low traffic area, could be moved in 
as a replacement in much less time than 
it would take to prepare and launch a 
new vehicle. Using onboard thrusters, a 
satellite can move about 10° per day — 
from a station over the Atlantic to the 
Pacific, for example, in about 15 days. 

Intelsat 
Global communications is being es-

tablished through the International 
Telecommunications Satellite Consor-
tium ( Intelsat), made up of 54 partici-
pating countries. Congress has fran-
chised the Communications Satellite 
Corporation (Comsat) to establish serv-
ice for American common carriers, and 
to represent this country in dealings 
with Intelsat. Comsat is the major share-
holder in Intelsat and serves as its man-
ager. 

Any country can join Intelsat, agree-
ing to share the financing of satellites 
and tracking equipment. Each country 
has the responsibility for its own ground 
stations, with at least 25 countries ex-
pected to have working stations by 
1971. 
The first commercial communications 

satellite, popularly known as Early Bird, 
began operation over the Atlantic in 
mid- 1965. Two advanced Intelsat 2 

Figure I. Three satellites in synchro-
nous orbit could cover the entire earth. 

satellites (Blue Birds) will establish 
the first service over the Pacific and add 
to the channel capacity over the Atlan-
tic. The third generation Intelsat 3 satel-
lites are scheduled for launch in early 
1968 to further expand the worldwide 
system. 

Power Source 

A sizeable tradeoff between rocket 
booster power and payload weight must 
be made in orbiting any object. Since 
the communications satellite must carry 
its own power source into space, energy 
for all electronics is necessarily limited. 
In turn, the less radiated power from 
the satellite's transmitter, the lower the 
signal-to-noise ratio and the fewer chan-
nels that can be relayed. 
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The solar cell remains the most prac-
tical power source in space, delivering 
about 6 watts per pound. Even at that, 
Intelsat 2 must make do with about 85 
watts. Experts claim that up to 800 
watts is possible using only skin-
mounted solar cells, and deployable ar-
rays might boost available power into 
the kilowatt area. But such arrays, like 
nuclear energy power for spacecraft, 
must remain in future plans. 

Today's problem is doing the most 
effective job with the equipment avail-
able. With power output confined, at-
tention has naturally turned to space-
craft antenna design—itself restricted 
by other physical considerations. 

Satellites are prevented from tum-
bling uncontrollably through space by 

giving them a bullet-like spin of about 
150 rpm. Spin stabilization eliminates 
some problems, but creates others, es-
pecially for antenna designers. With the 
satellite spinning, it is impossible to 
use a conventional directional antenna. 

Present communications satellite an-
tennas produce a toroidal or "dough-
nut shaped" pattern with about 9-dB 
gain ( Figure 2). Better than a omni-
directional antenna, the method never-
theless " loses" considerable energy in 
the portion of the pattern not touching 
the earth. 

Despun Antennas 

Future spin-stabilized satellites will 
be equipped with devices for focusing 
this otherwise lost energy, increasing 

Figure 2. Toroidal pattern of first communications satellites (rear) loses much 
rf energy to space. Intelsat 3 will focus its communications beam toward earth, 

using new despun antennas, with up to 16 dB gain. 
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the gain considerably. Expected mini-
mum gain will be 13 dB, with peak gain 
about 16 dB. The trick is to rotate the 
antenna in the opposite direction to the 
satellite, thereby keeping the "despun" 
beam pointed to earth. 

Three types of despun antennas 
are possible: mechanical, electronically 
switched, and electronic. The mechani-
cal method uses a directional antenna 
that is physically counter-rotated about 
the axis of the satellite. The greatest 
danger is mechanical failure. The elec-
tronically switched method systemati-
cally shifts rf power from antenna to 
antenna, keeping overlapping beams in 
the desired direction. The pure elec-
tronic approach—the one selected for 
the Intelsat 3 satellites—steers the beam 
by varying the phase of the signal as it 
feeds a series of radiating elements 
(Figure 3). 

RECEIVING ANTENNA 

TRANSMITTING ANTENNA 

Figure 3. A cutaway 
drawing of the de-
spun antenna sys-
tem, to be initiated 
on Intelsat 3, shows 
placement of the 
phasers and radia-
ting elements of the 
novel directional an-
tenna developed by 
Sylvania Electronics 
Systems Division. 

The electronically despun antenna has 
three major subsystems: an earth center 
reference system, control circuits, and 
the radiating assembly. Two redundant 
horizon sensors scan the earth as the 
satellite rotates. Control circuits regulate 
the action of phase shifters, which direct 
the rf energy to the radiating elements 
of the antenna. The result is a radio 
beam continually focused on the earth. 

At synchronous altitudes, the earth's 
disk is just over 17° across. Allowing 
for satellite stabilization and antenna 
tracking errors, a beam approximately 
19° x 19° would adequately cover most 
points on the globe. For specific pur-
poses, the beam could be made more di-
rectional, thereby increasing the gain. 
For example, a satellite designed to re-
lay traffic only from the United States to 
Europe might have a fan-shaped beam 
19° x 10° ( long to the east-west). 
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Minimum gain would be increased to 
16 dB, with peak gain at 19 dB. 
An alternative to spin stabilization is 

being tested, requiring no onboard 
thrusters or other control devices. 
Known as gravity-gradient stabilization, 
the method would maintain the same 
side of the satellite always facing the 
earth. A long object in space will tend 
to align itself vertically with the strong-
est source of gravity—in this case, the 
earth. Extendible arms could, in effect, 
make the satellite such a "long" object. 
Highly directional antennas could then 
be accurately pointed earthward. 

Early Bird 
Important advances are continually 

incorporated in new satellite designs. 
Our first communications satellite now 
seems small compared to vehicles be-
ing developed. Early Bird weighs 85 
pounds, is 28 inches in diameter, has 
a solar power capacity of about 46 watts, 
and can relay 240 two-way voice chan-
nels, or two-way television. The com-

munications system has two transpond-
ers ( receiver-transmitters), one for each 
direction of traffic. The transmitter out-
put comes from one 6-watt traveling 
wave tube; a second TWT is carried for 
redundancy. The bandwidth of the tran-
sponder is 25 MHz. Receiver frequen-
cies are in the 6-GHz band, with trans-
mission back to earth in the 4-GHz 
range. Telemetry and control signals to 
and from the satellite are at VHF fre-
quencies in the 136 MHz range. 

Intelsat 2 
The latest addition to the global 

system, Intelsat 2, has five times the 
bandwidth ( 125 MHz) of the Early 
Bird, and three times the output power 
(18 watts). Increased power provides 
greater geographical coverage, while 
the wideband capability allows multiple 
access for the first time. Now a number 
of different ground stations can chan-
nel through the satellites at the same 
time. Capacity remains at 240 high-
grade voice channels. 

Figure 4. Ground stations on both sides of the Atlantic and Pacific will be con-
nected through Early Bird and Intelsat 2 satellites. 
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So called "quasi-linear" transponders 
are a unique part of the multiple access 
design; transmitter output increases 
linearly with an increase in input power. 
There is no radiated power from the 
satellite until a signal is received from 
earth. If several signals are received 
simultaneously, transmitter power is 
divided among them proportionally ac-
cording to the power of the received 
signal. The quasi-linear method reduces 
intermodulation products and crosstalk 
inherent in the Early Bird fixed-output 
transponder. 

Four 6-watt TW1"s are carried in the 
spacecraft. Three of them normally will 
work in parallel; the fourth is a spare. 
The Intelsat 2 satellite has an orbital 
weight of 165 pounds, is 56 inches in 
diameter, and produces 85 watts of 
power from solar cells. Communication 

and telemetry frequencies are virtually 
the same as in Early Bird. 

Electronics 
Within the Intelsat 2 transponder, 

the incoming 6-GHz signal passes 
through a low-noise tunnel diode rf 
amplifier to a directional coupler where 
command signals are extracted ( see 
Figure 5). The communications signal 
is converted directly from 6 GHz to 
4 GHz in a mixer section, then de-
livered to a driver TWT. The driver 
tube operates only on command, provid-
ing ground control selection of two 
redundant receivers. A beacon fre-
quency (for tracking) is then added be-
fore the signal is supplied to the four 
output TWT's. 
The satellite is capable of receiving 

a signal at any frequency between 6283 
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Figure 5. Communications system block diagram for Intelsat 2, built by Hughes 
Aircraft Co. 
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Figure 6. Seen in-
side Intelsat 3, to be 
launched in 1968, are 
many of the elec-
tronic and propulsion 
systems included in 
the third generation 
communications sat-
ellite being built by 
TRW Systems. 

MHz and 6409 MHz. The incoming 
signal is translated at the mixer by 2225 
MHz to the transmit band of 4058 MHz 
to 4184 MHz. 

Telemetry and control signals are 
available on both VHF ( 136 MHz) 
and through the modulated beacon car-
ried with the communications channels. 

Together with adding satellite com-
munications capability over the Pacific 
and increasing service in the Atlantic, 
Intelsat 2 will play a vital role in the 
Apollo space program. NASA will use 
a number of circuits for astronaut voice 
relay, spacecraft television, high-speed 
tracking data, and telemetry. Transmis-
sion path will be from the Apollo space-
craft to NASA surface stations ( includ-
ing special tracking ships at sea), and 
then via the communications satellites 
to mainland ground stations. 

Intelsat 3 
Even higher capability is being de-

signed into the Intelsat 3 satellites, to 
be launched in 1968. Measuring 56 
inches in diameter, weighing 250 
pounds, and with solar power of 160 
watts, the communications package will 
be able to handle at least 1200 two-way 
voice channels or four television chan-
nels ( See Figure 6) . 

Each of the two transponders aboard 
Intelsat 3 will have a bandwidth of 225 
MHz. with high-level 10-watt TWT 
output stages. Incorporating electroni-
cally despun antennas, the satellites will 
have an effective radiated power of 
about 22 dBw (decibels above one 
watt), compared to about 15 dBw for 
Early Bird. Like its predecessors, Intel-
sat 3 will use rf amplification, with 
translation from 6 GHz to 4 GHz. 
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Table A. Frequency allocations agreed on at the 1963 Geneva Extraordinary 
Administrative Radio Conference. Commercial bands, shared with terrestrial 
systems, are shaded; others are for special applications (including military). 

Frequency Bands Service Frequency Bands Service 

1700-1710 MHz Space Research (Telemeter- 
ing & tracking) (shared) 

5725-5850 MHz Communication-Satellites 
(Earth-to-satellite) (shared) 

1770-1790 MHz Meteorological-Satellites 5850-5925 MHz Communication-Satellites 

(shared) (Earth-to-satellite) (shared) 

2290-2300 MHz Space Research (Telemeter- 
ing & tracking in deep space) 

5925-6425 MHz Communication-Satellites 
(Earth-to- satellite) (shared) 

(shared) 
7250-7300 MHz Communication-Satellites 

2690-2700 MHz Radio Astronomy (exclusive) (Satellite-to- Earth) (exclusive) 

3400-4200 MHz Communication-Satellites 
(Satellite-to•Earth) (shared) 

7300-7750 MHz Communication-Satellites 
(shared) 

7900-7975 MHz Communication-Satellites 
4400-4700 MHz Communication-Satellites 

(Satellite- to- Earth) (shared) 
(Earth- to satellite) ( shared) 

4990-5000 MHz Radio Astronomy (shared in 
some areas) 

7975-8025 MHz Communication-Satellites 
(Earth-to- satellite) (exclusive) 

025-8400 MHz Communication-Satellites 
5250-5255 MHz Space Research (shared) (Earth- to satellite) (shared) 

5670-5725 MHz Space Research (Deep space) 8400-8500 MHz Space Research (shared) 
(shared) (exclusive in some areas) 

Life expectancy of synchronous satel-
lites is about five years, governed by the 
onboard fuel supply for positioning 
thrusters. When the fuel is expended, 
the satellite will begin to drift slowly 
westward. Its communications capa-
bility, however, could continue for some 
years. The life of the electronics is 
primarily dependent on the source of 
electrical power—solar cells. These cells 
deteriorate with exposure to radiation, 
a common hazard in space, especially 

near the Van Allen radiation belts. In-
telsat 3, for example, will begin its 
service with 161 watts of available 
power. After five years only about 105 
watts can be expected from the solar 
cells. But this is still enough to support 
at least limited communications. 

Modulation 
The satellite microwave repeater has 

much more bandwidth than its ter-
restrial cousin. Bandwidth in satel-

lites is needed not only to increase chan-
nel capacity, but to allow multiple ac-
cess from many ground stations. Each 
ground station will use a discrete carrier 
frequency, with a number of multi-
plexed channels. Frequency division 
multiplex with frequency modulation 
( FDM/FM ) is used in current sys-
tems, but other modulation techniques 
are possible. Time division multiplex 
(TDM) tests have been completed with 
the Early Bird satellite. Pulse code 
modulation ( PCM) was used success-
fully to carry voice and data signals 
between two North American terminals. 
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Russian Satellites 
Even though Intelsat countries have 

90 percent of the international commu-
nications potential, considerable work 
is being done by nonmember coun-
tries—especially the Soviet Union. Rus-
sia has lofted several Molniya-class 
communications satellites in 12-hour 
elliptical orbits. Successful transmissions 
of many types of signals, including 
color television, have been carried out 
in joint experiments with the French. 
While the Russian satellites apparently 
lack channel capacity, they do boast 
high-powered transmitters and other 
"weighty" equipment. The Molniya has 
a command receiver, 40-watt trans-
mitter, two reserve transmitters, and two 
steerable parabolic antennas. In addi-
tion, the satellite has orbital adjustment 
and three-axis attitude control capabili-
ties. Apparently with room to spare, 
the Russians are also including meteoro-
logical equipment on board, returning 
cloud photos to weathermen. 

Expanded Uses 
Great potential in distant communi-

cations exists in many areas beyond the 
telephone and television industries. The 
Federal Aviation Agency is interested 
in establishing service for transoceanic 
flights, so often out of reach of HF 
and VHF radio. This could come by 
mid-1967. The same advantage would 
be available to ships pn the high seas. 

The possibility of broadcasting tele-
vision directly to the home via satellite 
has received considerable attention re-
cently. Though the practicality of such 
a system may be questioned for some 
years, technologically it is not difficult 
to imagine. 

Satellites vs. Cables 
Of immediate interest to international 

common carriers is the commercial value 
of satellites. Coaxial submarine cables— 
only ten years old themselves—remain 
as the backbone for communications 
across the oceans. More high-capacity 
cables will be installed in the next five, 
ten, or even more years. From the pres-
ent 3500 voice channels, international 
service could jump to over 7000 in the 
next five years, and triple in 10 years. 
Much of this growth, especially between 
dense traffic areas, can be handled by 
high-capacity cable. Of course, satellites 
will absorb their share of the market. 

Probably more important are the new 
markets satellites will create for inter-
national communications. Continent-to-
continent television, for example, had 
to wait for satellites—cables lacked the 
necessary bandwidth. Satellites will like-
wise provide a logical medium for high-
speed data transmission between com-
mercial centers around the world. 
We have obviously crossed the thres-

hold toward complete global telecom-
munications. 
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Necessarily, most of a satellite 

communications system never leaves 

the ground. Highly directional antennas 

and elaborate electronics equipment 

must be stationed around the world to 

interconnect the orbiting microwave 

relay with its terrestrial users. 

The techniques of communi-
cation through satellites 

and point-to-point microwave radio 
systems share conceptual similarities: 
both receive and transmit the same sig-
nals at the same frequencies through 
directional antennas. Differences are in 
the areas of power, bandwidth, and 
access to the system. 

Point-to-point microwave transmit-
ters span 30-mile distances with 1 to 5 
watts, using dish antennas about 6 feet 
in diameter. Satellite ground stations 
must work with a repeater 22, 300 miles 

distant, with 10-kilowatt transmitters 
driving 85-foot antennas. Moreover, 
the large antenna must be steerable and 
have the ability to accurately track a 
satellite in orbit. 

At the same time, the satellite must 
offer access to many ground station 
"end terminals" — perhaps dozens of 
countries wanting to relay messages 
through the same repeater at the same 
time. 

Bandwidths up to 500 MHz place 
additional demands on the earth sta-
tion, which must "scoop in" meager 
satellite signals while maintaining rela-
tively low noise figures. Large antennas, 
coupled with super-quiet receivers meet 
the requirements — but not without a 

great deal of engineering sophistica-
tion. 
The commercial satellite system is be-

ing established through the Interna-
tional Telecommunications Satellite 
Consortium (Intelsat), with America's 
Communications Satellite Corporation 
(Comsat) as manager. Intelsat is pro-
viding the satellite relays for its 54 
member nations, plus ground control 
equipment to keep the satellites prop-
erly positioned. The individual coun-
tries are responsible for establishing 
and operating their own ground sta-
tions — and will coordinate traffic and 
and tariffs with local carriers. 

Since the summer of 1965, earth 
stations in Europe and North America 
have been gateways for international 
communications through the Early Bird 
satellite. The launching of improved 
satellites this year will open more chan-
nels across the Atlantic and establish 
service in the Pacific — spanning nearly 
two-thirds of the earth. For this service 
to be useful, many new ground stations 
must be built. 

Locations 

In the United States, three ground 
stations are now in operation for use 
with the new Intelsat 2 satellites. The 
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Figure 1. Brewster Flat ground station, with folded-horn and Cassagrain antenna 
(right, in distance). Microwave antennas are visible above building. 

station at Andover, Maine, was built to 
work with Telstar in 1962, and is now 
a part of the Comsat system. Two new 
stations serving the Pacific were recently 
activated at Brewster Flat, Wash., and 
Paumalu, Hawaii. Comsat plans other 
stations at Moorefield, W. Va., and in 
the Caribbean. A station at Mill Vil-
lage, Nova Scotia, will connect Canada 
to the global system. 

In Europe, major stations are being 
operated in England, France, Germany 
and Italy. New stations are being built 
on Ascension Island by the United 
Kingdom; at Madrid and on the Grand 
Canary Island by Spain; and in Aus-
tralia. Japan is joining the Pacific sys-
tem with a station at Ibaraki. 
Many other sites are being consid-

ered: Hong Kong, Bahrain on the Per-
sian Gulf, Thailand, the Philippines, a 
number of countries in Latin America, 
the African Continent, and another lo-
cation in Australia. 

Earth stations must avoid all sources 
of electromagnetic noise — natural or 
man-made — if faint satellite signals 
are to be received satisfactorily. Geo-
graphic location, frequency allocations, 
and antenna design all must be consid-

ered if noise is to be reduced. Ideally, 
ground stations are situated in "radio 
quiet" locations, distant from sources 
of interference, yet close to power and 
telephone network interconnect. 

Frequency Choice 

The choice of frequencies to be used 
has a great influence on communica-
tions satellite technology. An antenna 
pointed skyward will "see" two types 
of noise: that from galactic sources, and 
that from the atmosphere itself. Ga-
lactic noise is relatively high at fre-
quencies under 400 MHz, but falls 
off rapidly at the higher frequencies; 
galactic noise is negligible above 
1 GHz. On the other hand, atmospheric 
noise increases above 8 GHz, and is 
considerable above 10 GHz. Logically, 
the spectrum between 1 and 10 GHz 
is considered most favorable for satel-
lite commun ications. 

Operating frequencies now in use 
were adopted at the 1963 Extraordinary 
Administrative Radio Conference in 
Geneva. Uplinks (ground to satellite) 
for commercial satellite systems are in 
the 6-GHz frequency range, while re-
turning downlinks are in the 4-GHz 
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Figure 2. Three versions 
of the parabolic antenna, 
showing placement of rf 
feed and path of reflected 
energy. The Cassagrain is 
most practical type for 
satellite communications. 
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band. Other bands are used for special 
purposes, including military communi-
cations. 

Since many of the satellite allocations 
are shared with other services, restric-
tions have been placed on the maximum 
flux density allowable at the earth's 
surface. While there are a number of 
variables, such as angle of arrival and 
method of modulation, the basic rec-
ommendation is for a maximum den-
sity of — 130 dBw/m2 in any 4-kHz 
bandwidth. This restriction limits the 
power a satellite may radiate, and like-
wise places greater emphasis on the 
design of the ground stations that must 
receive these signals. In many cases, the 
ground station will be joined to tele-
phone networks by point-to-point mi-
crowave radio using the same 4 and 6 
GHz bands. 

Antenna Gain 
Probably the most critical single 

component in a ground station — and 
the most costly — is the antenna. It 
must concentrate transmitter power 
toward the satellite, and receive com-
munications and tracking signals from 

the satellite. The desirability of a par-
ticular antenna design is directly pro-
portional to the ratio of ántenna gain 
to receiving system noise. Gain is pri-
marily dependent on the physical size 
of the antenna, and may be defined as 
the capability of the antenna to concen-
trate transmitted energy in the desired 
direction. Similarly, gain represents the 
reception of energy from a desired di-
rection and the rejection of energy from 
other directions. 

It is obvious that an effective ground 
station must have as narrow a beam as 
possible. While transmitting, the an-
tenna must concentrate most of the 
radiated power in the main beam, 
known as the major lobe. Any energy 
in side lobes is wasted. Conversely, in 
a receiving antenna the side lobes rep-
resent sources of extraneous noise. 

Noise Temperature 
Noise in antenna-receiver systems is 

commonly expressed in degrees Kelvin. 
Since all objects radiate energy — the 
higher the temperature of the object, the 
more energy radiated — noise tempera-
ture is an appropriate unit of measure-
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ment for receiving systems. For in-
stance, a highly directional antenna 
pointed at the sun ( surface temperature 
about 6000°K) will receive a noise 
power of 8.28 x 10-14 watts, or — 101 
dBm. 
The concept of noise temperature is 

easily extended to other noise sources. 
Any device which produces random 
noise of 4.0 x 10-21 watt ( — 174 dBm) 
per cycle of bandwidth, may be said 
to have a noise temperature of 290°K 
— even though that may not be its 
physical temperature. In other words, 
the noise temperature of a device is the 
temperature at which a thermal noise 
source would have to be operated to 
produce the same noise power. Ex-
pressed as temperatures, noise units 
from antenna and receiver are con-
veniently added to arrive at a total 
system noise value. 

Antenna Design 
Three variations of the basic para-

bolic reflector can be considered for 
satellite communications ground sta-
tions — with noise performance the 
constant criterion. 

The basic parabolic antenna ( Figure 
2), like those used in point-to-point 
microwave transmission, is a highly di-
rectional device. However, the center 
feed at the focal point of the antenna 
cannot be precisely controlled to illu-
minate only the reflector. A certain 
amount of "spillover" occurs in even 
the best system, adding undesirable 
lobes at the back and sides of the an-
tenna. With the antenna reflector look-
ing skyward, the feed is pointed back 
at the relatively noisy ground (approxi-
mately 290°K). Spillover from the 
simple parabolic adds to the antenna's 
noise temperature. Also, it is mechan-
ically inconvenient to mount needed 
preamplifiers at the feed of the simple 
parabol ic. 

In an attempt to reduce minor lobes, 
the horn reflector antenna was devel-
oped. The antenna is basically a section 
of a parabola, with sides extended from 
the feed to the edges of the reflector. 
The horn is a highly efficient, low-noise 
antenna, but is large and costly. The 
first U.S. commercial satellite ground 
station at Andover uses a horn reflector 
weighing 380 tons. 
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The popular choice is the Cassagrain 
antenna. The double-reflector system 
incorporates a parabola main reflector, 
and a hyperbola subreflector. The feed 
is at the rear of the main reflector and 
looks, with the antenna, at the sky 
(noise temperature typically less than 
30°K). In operation, rf energy from 
the feed strikes the subreflector and is 
bounced back to illuminate the main 
reflector as if it had come from the 
focal point of the parabolic. 
The Cassagrain antenna (named for 

William Cassagrain who developed the 
subreflector method of improving opti-
cal telescopes) is superior to the con-
ventional parabolic in a number of 
ways. The antenna has low spillover, 
shorter transmission lines, greater me-
chanical stability in the feed system, 
and more flexibility in design. Careful 
engineering eliminates the otherwise 
serious disadvantage of placing ele-
ments that could block radiation in 
front of the antenna. 
The typical commercial ground sta-

tion uses an 85-foot Cassagrain. Illus-
trated on the cover is the antenna re-
cently installed by Sylvania Electric 
Products, Inc. at two Comsat stations. 

Variations 
Other variations exist, especially in 

mobile and transportable antennas. A 
42-foot transportable folded-horn an-
tenna is being used at some commercial 
ground stations while the more com-
plex Cassagrains are readied for service. 
The smaller the antenna, however, 

the higher the noise temperature of the 
system. Likewise, the lower the signal-
to-noise ratio, the less bandwidth avail-
able for communications. The 42-foot 
folded horn is designed to provide a 
limited number of channels for tele-
phone, telegraph, and high-speed data, 
but the 85-foot Cassagrain must be used 
for television transmission. 

Willing to sacrifice bandwidth for 
mobility, the military is developing a 
number of smaller units for field and 
shipboard use. The smallest antenna 
system may service only one voice chan-
nel, but allow reliable long-range com-
munications to be established at vir-
tually any remote location in hours. 

Pointing Accuracy 
Large reflectors characteristically 

have high gain and narrow beamwidths; 
sophisticated control is required to keep 
these antennas properly aimed at the 
small point in the sky. 
The accuracy imposed on earth sta-

tions is illustrated at Brewster Flat and 
Paumalu. The movable portion of the 
antennas at these new stations weighs 
more than 135 tons, but must be able 
to rotate 360 degrees in 120 seconds, 
and track satellites to within 1/500th 
of a degree! 

It should be noted, however, that 
when commercial satellite systems are 
fully removed from the experimental 
stage and configurations are firmly es-
tablished, little antenna adjustment 
should be required. 
With any narrow-beam antenna, the 

transmitted signal must be pointed in a 
precisely known direction. Mechanical 
vs. electrical alignment is accomplished 
in much the same way an expert marks-
man corrects the sights on his rifle — 
by carefully aiming, firing a shot, and 
noting where it hits. 
A 6-foot "boresight" antenna is the 

target for the ground station antenna. 
The boresight facility simulates the 
satellite's performance by translating 
a received signal to a different fre-
quency and returning it to the ground 
station. By pointing the large antenna 
at the target and plotting returned sig-
nals, engineers can calibrate accurately 
the true direction of the narrow radi-
ated beam. 
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Amplifiers 
In operation, usable signals from the 

communications satellite are possible be-
cause of high-gain, low-noise antennas 
matched with ultralow-noise preampli-
fiers. The preamplifier, which might be 
a maser, parametric amplifier, or other 
similar device, is placed as near as pos-
sible to the antenna feed. A parametric 
amplifier operating as the initial micro-
wave amplifier, may have a noise tem-
perature of only 15°K. The entire re-
ceiving system, including antenna, 
could be rated at less than 50°K. Com-
pared to the 1200°K temperature of a 
very good receiver only a few years ago, 
it is easy to recognize the great techno-
logical advances necessary for a prac-
tical satellite communications system. 
Ground stations must transmit pow-

erful signals to the satellite. Comsat 
stations use either traveling wave tube 
or klystron power amplifiers to produce 
5 to 10 kilowatts of rf energy. The 
TWT is generally used for its greater 
bandwidth, while the more powerful 
klystron serves tunable narrow-band 
appl ications. 

Telephone Interface 
The national telephone network is 

connected to remotely located ground 
stations by point-to-point microwave 
radio relay. At Brewster Flat, for ex-
ample, three separate microwave chan-
nels in the 11-GHz range — one for 
voice, one for television, and a protec-
tion channel — carry communications 
to and from the site. A parallel micro-
wave system in the 2-GHz band carries 
order wire and control signals. 

Multiplexed voice channels are inter-
connected to ground station equipment 
at the standard group frequency level 
(60-108 kHz). Comsat equipment fur-
ther processes these voice signals, along 

with wideband television signals, to be 
fed to separate radio transmitters. The 
outputs of these transmitters, in the 
5925 to 6425-MHz band, are combined 
through the power amplifier before 
they are supplied to the ground station 
antenna. Received signals are handled 
in essentially the reverse manner. 

Signaling 
Increasing global communication 

through satellites focuses attention on 
the technical necessity for agreement 
between many countries. One of the 
most difficult technical problems in in-
ternational telecommunications is sig-
naling. Successful interface with large 
numbers of unique national switching 
systems must be achieved. 
Members of the International Tele-

graph and Telephone Consultative 
Committee (CCITT) have agreed on a 
system to send line or supervisory sig-
nals at two in-band frequencies in a 
link-by-link arrangement. The register 
or numerical signaling, also link-by-
link, uses two out of six in-band fre-
quencies. 
A proposed revision, if adopted, will 

mark the first time a completely new 
equipment design has been undertaken 
by international committee action. The 
new system would transmit signaling 
over a common channel separated from 
voice circuits. 

Discussion continues on future meth-
ods of handling carrier group and su-
pergroup pilots, necessary for level 
regulation. CCITT recommendations 
place the pilots near the middle of the 
group frequency bands, but the Bell 
System has moved them to the edge to 
allow for wideband data service. The 
need for coordination between such 
varying systems has been accentuated by 
satellite communications. 
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The Communications Satellite 
Act of 1962, a unique piece 

of legislation recommended by the late 
President Kennedy, called for the es-
tablishment of a new and unprecedent-
ed private corporation to act as an 
instrument of the United States in 
establishing a world-wide communica-
tions satellite system as quickly and 
expeditiously as practicable. 

This Act by Congress did not at-
tempt to prescribe the nature or form 
of the international arrangements, but 
left this responsibility to the President, 
the Department of State, and a new 
corporation which was formed a few 
months later, the Communications 
Satellite Corporation (COMSAT). 

After holding discussions with a 
number of countries around the globe, 
COMSAT drafted the Interim Agree-
ments and opened them for signature 
in August of 1964. The original body 
of signatories representing 11 coun-
tries, now represents over 68 countries 
and is known as the International 
Telecommunications Satellite Con-
sortium (INTELSAT). 

In the brief time since its founding, 
INTELSAT has become the largest 
international joint venture ever under-
taken. 

Under the Interim Agreements, 
COMSAT represents the United States 

In the four short years since 
the launching of Early Bird 
there have been dramatic 
advancements in both satellite 
and earth station technology. 

in INTELSAT, has 53 percent owner-
ship in the system, and acts as manager 
for the consortium. The Agreements 
provide joint ownership of the space 
segment of the global system, with 
voting power being proportionate to 
ownership of participants as represen-
tatives of the Interim Communication 
Satellite Committee (ICSC). Member-
ship of the interim committee is com-
posed of space segment owners or 
combinations of owners having quotas 
of 1.5% or more. The committee is the 
executive organ of INTELSAT while 
COMSAT is the manager. 

Geo-Stationary Satellites 
The successful launching and or-

biting of Telstar and Relay in 1962, 
with their low, non-synchronous orbits 
and brief 30 minute transmission 
periods assured the future of active 
satellite repeaters. 

Under a contract from the National 
Aeronautics and Space Administration 
(NASA) the synchronous*, geo-

*A satellite in synchronous, geo-stationary or-
bit travels around the earth at 6,870 miles per 
hour in a circular, easterly path 22,300 statute 
miles above the equator. Because it travels at 
the same angular velocity around the earth's 
center, it appears to stand still — hence the 
reference to such satellites as being "fixed" or 
"stationary". 
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Figure 1. Accomplishing a synchronous, geo-stationary orbit requires the satellite 
be launched in an elliptical orbit, whose apogee aproximates 22,300 statute miles. 
When the satellite approaches this point an apogee rocket motor, on command 
from the ground, is fired emplacing the satellite in "fixed" orbit. Additional 
thrusters are employed from time to time to maintain proper attitude and earth 
alignment. 

stationary satellite series termed stationary satellite communications 
SYNCOM was developed. SYNCOM I, 
intended for a synchronous equatorial 
orbit 22,300 miles above the earth 
early in 1963, failed to operate. 
SYNCOM II was launched later that 
year. SYNCOM III was placed in a 
stationary, equatorial orbit over the 
Pacific Ocean in mid- 1964. The 
SYNCOM series dispelled any final 
doubts about the feasibility of a geo-

network. 
It is an interesting historical note 

that the concept of a geo-stationary 
satellite was first published in October, 
1945 in an article entitled "Extra 
Terrestrial Relays" by British scientist, 
A.C. Clarke. Although Mr. Clarke's 
article seemed pure fiction to many at 
the time, it now stands as a prophecy 
to the events which have come to pass. 
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Clarke's idea of a satellite 22,300 miles 
above the earth in a stationary 24-hour 
orbit anticipated the actual event by 
some eighteen years. 

The world's first commercial com-
munication satellite was orbited April 
6, 1965. This synchronous satellite, 
named Early Bird, was placed in a 
geo-stationary equatorial orbit over 
the Atlantic Ocean. From its vantage 
point 22,300 miles above the Atlantic, 
Early Bird linked North America and 
Europe with 240 high-quality voice 
circuits and made live television com-
mercially available across the Atlantic 
for the first time. Early Bird, although 
the oldest communication satellite, has 
far exceeded its expected lifetime of 
18 months and is still operating. 

Since Early Bird 
In the four short years since Early 

Bird was launched, six larger and more 
powerful satellites have successfully 
been placed in operation over the 
equatorial regions of the Atlantic, 
Pacific and Indian Oceans. 

Early Bird, designated INTELSAT 
I, was the first of the INTELSAT 
series. By September 1967 four IN-
TELSAT II satellites had been launch-
ed; the first of these failed to achieve 
orbit due to a malfunction of the 
apogee motor. The second was success-
fully parked in orbit over the Pacific 
Ocean, while the third was positioned, 
as planned, 6° W longitude over the 
Atlantic Ocean. The fourth of the 
INTELSAT II satellites was emplaced 
above the Pacific Ocean at 176° E 
longitude, only 2° W of the previous 
Pacific Ocean satellite. 

INTELSAT I and II satellites were 
designed with 240 channel capacities, 

about one fifth the channel capacity 
of the INTELSAT III satellites which 
followed. 

By May of 1969, three INTELSAT 
III satellites had been placed in orbit, 
one each over the Atlantic, Pacific and 
Indian Oceans. These three solar pow-
ered, 130 watt, giant satellites are 
capable of handling 1200 separate 
two-way telephone conversations, or 
four TV channels, or any combination 
of the two. In actual practice, part of 
their bandwidth has been assigned for 
TV use and the remainder for tele-
phone, telegraph, data and facsimile 
communications. 

There were seven commercial IN-
TELSAT satellites over the equator in 
fixed, operational orbits by June of 
1969 (See Figure 3). The objective, 
according to COMSAT's schedule, is to 
have an additional INTELSAT III 
satellite in orbit (over the Atlantic 
Ocean) by fall of 1969. 

In contrast to the communications 
system of the INTELSAT III series, 
which includes two earth coverage 
transponders, the INTELSAT IV satel-
lites will have a communications sys-
tem that includes twelve transponders. 
Each of these receiver-transmitters is 
an independent frequency translator 
and amplifier. One of the unique 
features of the INTELSAT IV satel-
lites will be the ability to switch the 
transponders in orbit to cover the 
precise earth area desired. This flexibil-
ity will make it posssible to adjust the 
satellite's capability to changing com-
munications requirements. (Figure 2). 

Using solar cells, the INTELSAT IV 
will generate more than 500 watts of 
power, about four times that of the 
INTELSAT III. This new model is 
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expected to provide about 3600 cir-
cuits if all transponders are used for 
earth coverage, but as many as 9000 
circuits if maximum use of spot cover-
age is made. It is expected that the 
mix of transponders will be such that 
each of these satellites will have a 
functioning capacity of at least 5000 

circuits. 

Earth Stations 
The possibilities confirmed by the 

success of the synchronous satellite 

were revolutionary. With a minimum 
of three satellites, global coverage 
could be achieved. This would provide 
telephone, radio and television ser-
vices, a vast communication and navi-
gation service for aircraft and shipping, 
and many more applications. 

The immediate implication of geo-
stationary satellites greatly concerned 
earth station technology and mechan-
ics. The huge tracking station antennas 
would require only very limited move-
ment to follow a "fixed" satellite. This 

Figure 2. Early Bird employs a toroidal transmission pattern (A) which loses much 
rf energy to space. The proposed INTELSAT IV satellites will employ a more 
sophisicated and efficient transmission pattern (B). 
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would permit tremendous savings in 
the cost of material and maintenance. 
Further, because the tracking station 
would be operating with a syn-
chronous satellite, the variable path-
delay compensation required for oper-
ating a system of moving satellites as 
well as the complex hand-over prob-
lems created as a satellite passes from 
one earth station area to another, 
would become unnecessary. 

Simplifying earth station technol-
ogy, particularly the complex tracking 
requirements, not only allowed more 
attention to be focused on the devel-
opment of new and better radio equip-
ment, it realistically meant that many 
more earth stations could be erected in 
less time at less expense. 

When Early Bird went into service 
in 1965, there were only a few experi-
mental earth stations in the United, 
States, Japan, and Europe. By mid-
1969, 25 earth stations were operating 
in 15 different countries. And 21 
additional earth stations in 14 coun-
tries were either under construction or 
contract. This made a total of 46 
stations in 29 countries (See Figure 3), 
around the world, with many more in 
the planning stage. 

In spite of the fact that the INTEL-
SAT group is not part of the space 
segment, it is understandable that they 
necessarily dictate the critical charac-
teristics for each earth station inter-
relating with its satellites. A "stan-
dard" station specification has been 

ATLAN 
OCEAN A 

Figure 3. Earth station and satellite locations 
anticipated by the end of 1969. As of June 

9 only one of the indicated satellites re-
ined to be launched over the Atlantic Ocean. 
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written to cover technical characteris-
tics which may in any way affect the 
operation of the space segment or the 
use of it by any other earth station. 
Many features are specifically defined, 
such as the ratio of antenna gain to 
noise temperature, side lobe levels, 
maintenance of the transmit e.i.r.p. 
(effective isotropic radiated power) in 
the direction of the satellite to within 
ej.5 dB of the nominal value, polariza-
tion, tracking modes, steering capabili-
ties, RF out-of-band emission and 
amplitude frequency characteristics — 
to mention a few. 

Improvements in earth station tech-
nology have not always received the 
same publicity as the launching and 
orbiting of the various satellites be-

cause of the more spectacular nature 
of the latter. There have been, how-
ever, some rather exciting develop-
ments in earth station systems. Some 
of these have been in specific response 
to unique problems accentuated by 
the satellite system. Lenkurt's 931C 
Echo Suppressor was especially de-
signed for this type of service. The 
solid-state 931C suppresses the echos 
which are a problem partly due to the 
tremendous distances radio signals 
travel through space, to and from the 
extra-terrestrial satellites. 

Molniya and Others 
The Soviet Union, on October 4, 

1957, launched Sputnik I. This event 
heralded man's first step into the field 



Figure 4. Advanced domestic satellites will use more efficient " direct beam" 
transmission. 

of earth satellites with special atten-
tion going to the Soviet Union. 

Only seventeen days after the 
launching of Early Bird, the Soviet 
Union successfully orbited their Mol-
niya I on April 23, 1965. Molniya I 
was Russia's first experimental com-
munications satellite. This active re-
peater satellite followed a highly ellip-
tical orbit ranging from about 300 
miles above the earth to more than 
24,000 miles transmitting all forms of 
communication between Moscow and 
Vladivostok. 

To date, Russia has launched 
several Molniya-class satellites in 12 
hour elliptical orbits. Successful trans-
missions of many types of signals, 
including color television, have been 

carried out in joint experiments with 
the French. While the Russian satel-
lites have an apparent lack of channel 
capacity, they do boast, among other 
things, high-powered transmitters. The 
Molniya has a command receiver, 
40-watt transmitter, two reserve trans-
mitters, and two steerable parabolic 
antennas. 

Of the various nations which are 
non-members to the INTELSATgroup, 
the Soviet Union is the most note-
worthy. Even though they do not have 
a synchronous, geo-stationary satellite, 
the Soviet Union has constructed a 
network of earth stations and, by 
using several Molniya-class satellites, 
have established a domestic satellite 
communication system. 
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Figure 5. Unlike trans-oceanic cables, satellites can provide immediate communi-
cations at sea. 

Frequency Utilization 
All INTELSAT satellites presently 

employ radio frequencies within 
500-MHz bands allocated for that pur-
pose by the International Telecom-
unications Union (ITU) Radio Regu-
lations. Earth station-to-satellite trans-
missions have been assigned frequen-
cies in the 5925 to 6425 MHz band. 
Satellite-to-earth station transmissions 
use frequencies in the 3700 to 4200 
MHz band. These frequency bands 
are shared on an equal right-of-use 
basis with terrestrial microwave sys-
tems. 

The desirable range of frequencies 
for international communications lies 
within the range of 1 to 10 GHz. It is 
expected that the present band alloca-

tions will have been exploited within 
the next ten years. 
A more efficient use of bandwidth 

has resulted from the increased power 
of the INTELSAT III and IV satellites. 
Even though this makes it possible to 
decrease the per channel bandwidth, it 
will still be necessary to look for new 
bands to allocate for exclusive satellite 
communications use. 

Expansive Ideas 
Modern satellites are capable of 

transmitting all forms of communica-
tions simultaneously — telephone, tele-
graph, television, data and facsimile. 
Satellites can operate competitively 
with cable networks and have the 
advantage of multipoint, multiple 
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access. This means that synchronous 
satellites, in geo-stationary orbits can 
make possible direct communications 
between all countries having earth 
stations within a satellite's line of 
sight, eliminating much of the cir-
cuitous routing which has been so 
characteristic of international com-
munications. A large number of inno-
vations and expansions can be expec-
ted during the next decade. 
A pilot domestic satellite program 

has been proposed to make available 
the benefits of satellite technology to 
the people of the United States. The 
development and use of "direct beam" 
transmission (See Figure 4) is now 
being planned. 

In addition to people, computers in 
one country are now talking with 
increasing frequency to computers in 
other countries, and at speeds 20 times 
greater than anything possible by more 
conventional means. 

High-quality telephone service is 
now becoming available from the 
United States to a growing number of 
countries that were previously difficult 
to reach by cable or short wave trans-
mission. 

Entire news pages can be transmit-

ted via facsimile across the ocean and 
reproduced a matter of hours after the 
original publication. 

Weather maps are already being 
quickly transmitted via facsimilie from 
one country to another to assist inter-
continental airline pilots in charting 
plans for flights. 

Passenger and cargo data has also 
been transmitted across the Atlantic to 
customs officials in the United States 
while a plane was in flight. With all the 
necessary information on hand inspec-
tors were able to speed passengers and 
cargo through customs. 

Satellites will soon make available 
maritime communications systems at 
sea which will compare, in quality and 
reliability with services now common-
place on land. This can mean the 
potential saving of hundreds of ships 
that are lost at sea each year, many 
without any communication. 

The most dramatic role of the 
communications satellites is the part 
they play in the space program. 
Atlantic and Pacific satellites of the 
INTELSAT II series are a key part of 
the communications system developed 
for NASA's Project Apollo — the 
moonlanding program. 
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a versatile, reliable national communications network 

just over the horizon. 

Synchronous, geostationary 
satellites capable of directing 

signals to a network of earth stations 
scattered throughout the United States 
is the image portrayed by a domestic 
satellite system (see Figure 1). Such a 
system could serve populous areas 
where the demand is greatest, or pro-
vide communication links to areas 
which are not now easily accessible 
with terrestrial methods. 

The proposed system would pro-
vide communications for all areas 
within the country, and could some-
day be interconnected with trans-
oceanic cable and international satel-
lites to overseas points, making it 
possible for today's telephone user, 
even in remote areas, to reach 188 
million telephones — 96 percent of the 
world's total. 

Open Competition 
The development of a domestic 

satellite system in the U. S. has been 
delayed pending the outcome of a 
government study. The results of this 
study have now been presented in the 
form of a Presidential memo suggest-
ing the FCC give approval to any 
organization seeking to construct and 
operate a domestic satellite system, 
provided it meets certain guidelines. 

The memo further suggests estab-
lishing a three- to five-year interim 
policy allowing competition to act 
within well defined limits to protect 
public interests. 

Literally interpreted, the Presiden-
tial memo gives anyone with the funds 
and technology the opportunity to 
launch and operate a domestic satellite 
system, provided standards of corn-

patibility are met and anti-trust laws 
are not violated. Specifically, the rec-
ommendations deal with financial abil-
ity, launching capability, room in 
space, and available frequencies. 

When satellites are designed to fit a 
domestic network, they must com-
pete, costwise, with existing service. 
Satellites can provide circuit perfor-
mance and capacity equal to coaxial 
cable, digital systems and millimeter 
wave systems. 
A satellite system able to compete 

economically with terrestrial facilities 
will have a limited number of drop-off 
points (earth stations). The earth sta-
tions should be limited for two reasons 
— cost and channel capacity. The 
channel capacity decreases with in-
creasing station access; therefore, each 
earth station will have to gather traffic 
from a large area. 

Figure 1. A domestic satellite system 
would use a series of synchronous, 
geostationary satellites for communi-
cation with all parts of a country. 
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The private enterprise approach to 
domestic satellite service may lead to a 
variety of special purpose systems. 
Three general plans are being consid-
ered, each in a different frequency 
range — 4 and 6 GHz, 10 to 40 GHz, 
and 30,000 GHz. The first system 
would operate in the 4- and 6-GHz 
range — presently used for most terres-
trial radio transmission and for inter-
national satellite systems involving a 
few remotely located earth stations. 

Radio Interference 
Radio interference can be a serious 

problem if there is an extensive micro-
wave network near the earth satellite 
station. This condition is typically 
found in the proximity of urban cen-
ters. In the United States, the prolifer-
ation of 4- and 6-GHz terrestrial sys-
tems makes these undesirable for satel-
lite use. However, there are not as 
many 4- and 6-GHz terrestrial links in 
Canada, and their proposed system, 
using these frequencies, expects to 
avoid radio interference by placing the 
earth stations outside the metropolitan 
areas. Even with the interference 
shielding offered by hills, it will prob-
ably be necessary to place earth satel-
lite stations 50 to 100 miles (80 to 
160 kilometers) from urban centers. 

Radio interference affecting a U.S. 
domestic satellite system operating in 
the 4- and 6-GHz region is shown in 
Figure 2. The greatest interference is 
between the 4-GHz radio relay trans-

Figure 2. Radio 
interference is a seri-
ous problem when 
the earth station for 
a 4- and 6-GHz satel-
lite system is located 
near an area with 4-
and 6-GHz radio re-
lay systems. 

mitter and the highly sensitive earth 
station receiver, and between the high-
gain earth station transmitter and the 
6-GHz radio relay receiver. 

International studies are in progress 
to find ways to avoid radio inter-
ference, with emphasis on the possible 
selection of preferred or segregated 
frequency assignments for satellite 
communication systems. The bands 
under study are above those generally 
used for terrestrial microwave systems. 
If exclusive assignments can be made 
for satellite service, earth stations can 
be placed near large centers where 
most circuits will be terminated. 

Bell has studied a system that oper-
ates in the millimeter-wave frequency 
range between 10 and 40 GHz. Radio 
interference is no longer a hinderance 
with such a system. Atmospheric at-
tenuation, however, is a much more 
serious problem, since electromagnetic 
waves in the frequency bands above 10 
GHz are severely attenuated by rain 
and water vapor. 

Atmospheric Attenuation 
A domestic satellite system opera-

ting above 10 GHz must be designed 
to withstand a few dB of attenuation 
due to atmospheric conditions — 
sometimes for long periods — and 
must have a diversity earth station for 
the rare occasions when excessive rain-
fall causes large attenuation (See 
Figure 3). According to studies, the 
most intense rain occurs in limited 
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Figure 3. Diversity earth satellite sta-
tions avoid signal attenuation when 
heavy rainfall occurs. 

cells, and rain covering large areas 
(several square miles) generally falls at 
the low rate of one inch per hour or 
less. Therefore, diversity earth stations 
separated by several miles have been 
proposed as a workable solution to 
atmospheric attenuation. 
A third possible ground-to-satellite 

link would use a CO2 laser. Such a 
system is not hampered by radio inter-
ference, and has a high tolerance 
against atmospheric attenuation. 
Although the frequency of a CO2 laser 
(30,000 GHz) is higher than milli-
meter-waves, there is a transmission 
window, 40-GHz wide, centered at 
30,000 GHz. This frequency, there-
fore, is less susceptible to attenuation 
than any in the visible or ultra-violet 
ranges. The CO2 laser has also been 
suggested as a means of providing 
efficient inter-satellite communica-
tions — links between domestic and 
international systems 

Time Delay and Echo 
Long time delay and the associated 

echo became apparent with inter-
national geostationary communica-

tions satellites. The minimum distance 
between any two points via a geosta-
tionary satellite is 44,600 statute miles 
(72,000 kilometers). Consequently, a 
U.S. circuit via satellite will have a 
round trip delay of more than one-half 
second compared with about one-
tenth second delay for terrestrial cross-
country transmission in the U.S. This 
delay is due to the distances involved 
and the resulting transmission times. 

The speaker's echo tolerance de-
pends on the delay time and the 
loudness of the echo. There are two 
ways to suppress the echo within tol-
erable limits. One form of suppression 
is to attenuate the echo — making it 
barely noticeable compared with the 
speaker's voice. As time delay in-
creases, the echo attenuation must also 
be increased. A voice-activated switch-
ing device can also be used in the 
return circuit to keep the echo from 
reaching the speaker. 

In the early 1960's, Lenkurt Elec-
tric, Bell Laboratories, and the Dollis 
Hill Laboratories of the British Post 
Office were studying the effects of 
delay, echo, and echo suppression. 
These studies resulted in specifications 
for new suppressors designed for long-
delay circuits. Lenkurt's 931C echo 
suppressor was designed to meet these 
specifications and is capable of com-
pensating for delays of the magnitude 
encountered with satellite links. 

Artificial delays were used in a 
simulated telephone test circuit 
carrying regular telephone traffic. 
These experiments began to show 
slight adverse public reactions to calls 
with a round trip delay of about 300 
milliseconds, and a significant increase 
in adverse reactions with a round trip 
delay of about 500 milliseconds. 

Three different situations arise with 
long delays which may be disturbing, 
but are tolerable. The first of these is 
called "simultaneous talking." If both 
parties start talking within one-quarter 
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second of each other, both will con-
tinue talking until one party finally 
notices the other and ceases talking. 
When this happens, neither party will 
hear what the other has said. 

"Hello calling" is the second con-
dition encountered with long delays. 
When one party has been talking for 
some time, or has come to the end of 
what he wanted to say, he usually 
pauses and expects a response from 
the other party. This response may be 
delayed because the other party hesi-
tates before answering. With the added 
satellite delay the talker may become 
impatient and start calling "Hello," 
indicating he is wondering if the other 
party is still on the line, or if the 
connection has been broken. 

"Break-in difficulties" characterize 
the third delay situation. One of the 
parties may wish to start talking by 
taking advantage of a short pause in 
the other's speech. Therefore, he waits 
for a breathing pause by the other 
party. In a satellite call, it will take 
him about one-quarter second to note 
the pause. By the time his comments 
reach the original speaker, a minimum 
of another quarter second later, the 
latter may have resumed speaking. 
This condition is compounded if it 
leads to "simultaneous talking." 

Although the distance to the moon 
is greater than it would be to a 
geostationary domestic satellite, most 
people were made aware of these long 
delays with the telephone conversation 
to the moon during the Apollo XI 
moon landing. All of these delay-
related conditions may become more 
pronounced and lead to verbal com-
munication difficulties under the pres-
sure of time and argument. 

Since subscriber dissatisfaction in-
creases in proportion to delay time, 
the CCITT (International Telegraph 
and Telephone Consultative Com-
mittee) recommended the following 
limitations on mean, one-way propaga-

tion time with appropriate echo sup-
pressors: 0 to 150 milliseconds, ac-
ceptable; 150 to 400 milliseconds, 
acceptable, provided increasing care is 
exercised on connections as the mean, 
one-way propagation time exceeds 
about 300 milliseconds; and unaccept-
able above 400 milliseconds. 
A follow-up analysis on the simula-

ted delay circuits showed that only a 
small proportion of the people had 
difficulty talking and hearing, and an 
even smaller proportion rated the con-
nection "fair" or "poor" (see Figure 
4). Therefore, it would seem that the 
delay-related problems are not as seri-
ous as first thought to be. 

One possible way to minimize delay 
is to use the satellite path for trans-
mission in only one direction, and use 
the shorter delay, terrestrial system 
for the return connection. In this way, 
the maximum one-way delay would be 
acceptable and the total delay would 
be significantly reduced. 

Once a domestic satellite system is 
operating, it will be necessary to have 
automatic switching which would limit 
each call to only one satellite hop, 
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Figure 4. Only a small percentage 
reported having any difficulty hearing 
or talking during calls made on circuits 
with simulated delays. An even smaller 
portion rated the connection as 
"poor" or "fair". 

1007 



keeping the delay within the accept-
able range. One way to accomplish this 
is to make the domestic system avail-
able only for calls within the country. 
An alternative plan would develop an 
inter-satellite communication system 
requiring only one up-and-down link. 
The situation to be avoided is multiple 
up-and-down links. For example, on a 
call from England to Hawaii there 
could be as many as three up-and-
down links, with a U.S. domestic 
system in operation (See Figure 5). 

Long delays cause difficulties only 
when there is two-way communica-
tion. Data, television, and facsimile 
transmission would be unaffected by 
these delays and ideally suited to 
satellite communication systems. 

Unique Outages 
There are three types of outages 

affecting reliability on all satellite 
systems. The magnitude and exact 
occurrence of these outages depends 
upon the orbital placement of the 
satellite and the location of the earth 
station. The first is eclipse outage 
which occurs when the earth's shadow 
covers the satellite, causing the solar 
cells to become inoperative. These 
periods of eclipse last up to one hour, 
and occur each night for 43 con-
secutive nights in the spring and fall. 
However, the usual satellite design 
provides battery backup for most 

channels to insure their continuous 
operation. To conserve satellite 
weight, it would be possible to keep a 
channel without battery backup for 
television transmission — a service 
normally "off the air" during the 
eclipse periods. 

Sun transit outage is caused by 
radiation of electromagnetic energy 
from the sun when it crosses directly 
behind the satellite. This radiation is 
proportional to temperature; there-
fore, the sun is an extremely powerful 
noise source which, when in direct line 
with a satellite, overrides the satellite 
signal. This condition, occurring on 
about five days, two times each year, 
causes an outage lasting approximately 
10 minutes. Terrestrial protection 
channels can be provided to avoid 
losses, since these short outages can be 
predicted with reasonable accuracy. 

If a satellite should fail, there is a 
distinct likelihood that it will be im-
possible to restore it to service, and a 
replacement satellite would have to be 
launched. A temporary means of re-
storing satellite circuits will have to be 
developed, to avoid the serious effects 
of this outage on a sophisticated tele-
phone switching network. 

Aircraft do not cause interference 
with terrestrial communication links. 
This is not, however, the case with 
satellite communication where aircraft 
corridors pass through satellite beams. 

Figure 5. Limiting in-
tercontinental com-
munications to one 
up-and-down link, 
there are several pos-
sible routes for a call 
from England to 



This interference condition is still 
under investigation to determine its 
magnitude. 

Weight vs Stabilization 
Narrow antenna beams used for 

satellite communication require pre-
cise spacecraft stabilization. Accurate 
sensing for final attitude adjustments 
can be achieved by measuring the 
satellite's electromagnetic radiation. 
Attitude control appears to be primar-
ily a question of the reliability of 
components to be used in a system 
designed for at least 10 years of 
operation. A basic aspect of attitude 
control is the amount of fuel (weight) 
required to stabilize the spacecraft. 

In comparison with the amount of 
fuel required to keep a satellite station 
operating, the weight for attitude con-
trol is small — a few pounds per year 
per ton of satellite weight. Therefore, 
the stabilization weight penalty im-
posed on a satellite having a 10 year 
operational lifetime, while significant, 
is not prohibitive. 

How Soon? 
It is theorized that even if the FCC 

acts quickly, it would require about 

Figure 6. Domestic 
satellite earth sta-
tions will look very 
similar to this inter-
national satellite 
earth station. 

two years of planning and construc-
tion before a U.S. domestic satellite 
system could become operational. 
Experts predict the initial volume will 
be only great enough to support one 
satellite system, unless there is a signif-
icant increase in traffic over the next 
two years. 

The Canadian domestic satellite 
system is scheduled for launching in 
late 1972. The specific requirements 
of the Canadian system are not the 
same as for a U.S. system; however, a 
great deal can be gained from their 
experience. 

Although the cost of domestic sat-
ellite links is not expected to provide 
immediate economic advantages over 
terrestrial links, it is anticipated that 
its versatility and reliability combined 
with the present varied modes of 
terrestrial transmission will ultimately 
provide a more efficient total com-
munications system. 

Someday in the near future the 
United States will be covered with a 
network of earth stations similar to 
the one shown in Figure 6, and all 
phases of communication — voice, 
data, facsimile — will experience the 
advantages a domestic satellite system. 
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Echo Suppression 

AUGUST, 1966 

VOL. 15, NO. 8 

emodulator 

The problems associated with echo and 
long transmission delay time have been 
accentuated by commercial satellite com-
munications and an overall increase in 
worldwide telephone traffic. 

This article explains the basic concepts 
of echo and delay, and examines current 
solutions to a problem that has been with 
telephone engineers for over 40 years. 
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ike the acoustic echo heard 
in a cave, or bounced 

from the side of a mountain, the echo 
in a long telephone circuit represents 
sound energy reflected back from some 
distant point. Unlike that found in na-
ture, telephone echo is neither a pleasant 
nor desirable occurrence. 

Telephone echo is created primarily 
at the far end of 4-wire transmission 
circuits where a junction is made with 
2-wire subscriber loops. Because of un-
avoidable impedance mismatch at this 
point, energy transfer is not complete 
and some of the sound is reflected back 
to the talker. Thus, in the telephone 
receiver a talker hears his own voice, 
delayed proportionately to the length 
of the circuit. 

Delay Time 

Delay time, the basic factor causing 
echo to be objectionable, is a function 
of propagation rate and distance. The 
faster the propagation, the longer the 
distance that can be covered without 
serious degradation of the circuit. The 
upper limit, however, is the rate at 
which electromagnetic radiation travels 
in free space— 186,000 miles per sec-
ond. And now communications satel-
lites are proving that even this is not 
fast enough. 

Delay is commonly measured in mil-
liseconds (ms), or thousandths of a sec-
ond. Long one-way delays of, say, 500 
ms might be sensed by talkers only as 
a hesitancy in the response of the other 
party. But echo returned at a fraction 
of this time seriously degrades the cir-
cuit, and may cause the speaker to 
stammer, slur his words, or stop talking 
altogether. In fact, a round-trip echo 
delay of 45 ms is considered the maxi-
mum before some sort of echo sup-

pression must be used. Of course, the 
speaker's tolerance to echo depends on 
both echo delay time and loudness. 
Echo with long delay and of sufficient 
magnitude is very noticeable. 

Undoubtedly, the commercial satel-
lite system of the future will be built 
around synchronous satellites whose 
orbital speed matches exactly the rota-
tional speed of the earth. The satellite 
appears to "hang" in a stationary loca-
tion over the equator at an altitude of 
22,300 miles. A one-way telephone 
path through such a satellite is in the 
order of 50,000 miles, taking into ac-
count the geographical distance be-
tween ground stations. Delay between 
New York and London, for instance, 
is about 265 ms, or over a half-second 
for round-trip echo. This amount of 
delay has again accented the problem 
of echo suppressors. 

Signal Path 
The telephone path begins with a 

2-wire loop from the subscriber's in-
strument to the local exchange office, 
and either 2- or 4-wire exchange trunks 
extending to the toll switching center. 
Long-haul 4-wire toll trunks eventually 
are returned to 2-wire subscriber loops 
at the receiver end of the circuit to 
complete the path to the called party's 
telephone. (See Figure 1.) In addi-
tion, signals are commonly returned 
to 2-wire circuits for more economical 
switching purposes. 

Wherever it is necessary to match 2-
wire to 4-wire circuits, hybrid trans-
formers are used ( Figure 2). Because 
of impedance irregularities at the hy-
brid, a certain amount of reflection oc-
curs and echo is produced. Of primary 
concern is the echo resulting from the 
mismatch at the far end of the circuit. 
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Echo Return Loss 

The terms transhybrid loss, return 
loss, and echo return loss are often used 
in discussing the operation of hybrid 
4-wire terminations. Transhybrid loss is 
defined as the loss directly across the 
hybrid on the 4-wire side; i.e., the isola-
tion between the transmit and receive 
branches of the 4-wire line. The return 
loss is the transhybrid loss mivus the 
losses in the 4-wire to 2-wire paths of 
the hybrid and serves as a measure of 
energy returned to the talker. Echo re-
turn loss is measured with a known 
input of voice-weighted noise, between 
500 and 2500 Hz. Echo return loss 
must be greater than 27 dB to meet toll 
switching requirements. The mean echo 
return loss at end offices is about 10 
dB. ( For further discussion, see the 
Demodulator, January 1964.) 

It is possible to limit echo in short 
delay circuits by adding path attenua-
tion. This loss will, of course, reduce 
the talker's signal as well, but echo 
returned through the same path will be 
attenuated twice as much. Until a few 
years ago circuits with up to 45 ms 
delay could be accommodated by the 
insertion of up to 14 dB total one 
way loss, known as terminal net loss 
(TNL). Beyond that point, further at-
tenuation interferes seriously with the 
transmission of speech. Recent upgrad-

ing of nationwide service has reduced 
the amount of attenuation to be placed 
in high usage trunks. It is now policy 
to use echo suppressors in circuits 
having even 20 ms delay, or less. 

First Suppressors 

Original echo suppressor work be-
gan in the 1920's when the first trans-
continental telephone systems were be-
ing planned. Carrier equipment was not 
commonly available and most trans-
mission was at voice frequency, having 
the relatively low propagation rate of 
about 20,000 miles per second on 
loaded cable. At that speed a signal 
would travel a 900-mile circuit from 
New York to Chicago in 45 ms, or have 
an echo delay of 90 ms. As trunk lines 
were expanded across the country, the 
need for echo suppression became more 
and more obvious. But before echo 
equipment approached any degree of 
sophistication, carrier systems were de-
veloped, with their higher frequency 
increasing the propagation rate to over 
110,000 miles per second. At this speed 
New York to Chicago is only 8 ms, or 
16 ms echo delay. 
The innovation of carrier transmis-

sion and its characteristically faster 
propagation speed greatly reduced the 
pressure on further echo suppressor de-
velopment. Only years later as coast-to-
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coast trunks and longer undersea cables 
were established, did interest in echo 
suppression again take on new zeal. 
Even at 110,000 miles per second the 
round-trip echo delay from New York 
to London was about 70 ms — far too 
much to be handled by terminal net 
loss techniques. 

Since it was impossible to reduce de-
lay, impractical to eliminate echo at 
terminal points, and not feasible to 
introduce sufficient path loss to sup-
press echoes without reducing talker 
volumes to imperceivable levels, only 
one solution became immediately ob-
vious. It was necessary to block the 
return path an echo must take. The 
first echo suppressors did just that, 
using amplified voice energy to acti-
vate a relay shorting the opposite path. 
More refined versions, such as the Bell 
1 A echo suppressor, detected relative 
speech energy between the two paths, 
and picked the stronger of the two to 
activate suppressor controls. In this 
case, rather than shorting the line, the 
suppressor introduced 40 to 50 dB loss 
in the return path. Because it was al-
most impossible for a second speaker to 
break in on a conversation, the circuit 
took on the qualities of a "push-to-
talk" or simplex operation. 

Split Suppressors 
Echo suppressors were originally de-

signed to be placed at the midway point 
of the voice-frequency circuit, but with 
carrier transmission and ocean cables, 
this was not feasible. First, suppressors 
were moved from the midpoint to one 
end of the circuit. Later, the "split" 
suppressor allowed one-half of the unit 
to be located at each end, providing 
some advantage. In all suppressors, at-
tenuation is maintained after the party 
stops talking for the period of time 
necessary for the signal to make its 
round trip and return to the suppressor. 
This is called hangover time. By using 
split suppressors, hangover time can be 
held to a minimum, since one unit is 
always near the reflection point at the 
far end. Today, echo suppressors are 
commonly placed in toll or regional 
switching offices, and may also be found 
in future communications satellite 
ground stations. 
One problem inherent in previous 

suppressors was lockout. If circuit 
switching resulted in two suppressors 
working in tandem— not at all un-
likely, especially with Direct Distance 
Dialing— it was possible for each 
talker to take command of the sup-
pressor nearest him, block the opposite 
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Figure 2. Hybrid transformers are needed at each end of a 4-wire circuit. ¡-
fleeted energy at this point becomes echo. 

1014 



path, and thereby prevent any further 
conversation until one of the parties 
stopped talking. Split suppressors have 
also reduced this possibility, but an 
extension of the problem still exists. 
A series of echo suppressors introduc-
ing individual path losses of about 12 
dB could quickly add enough attenua-
tion to reduce speech levels below ac-
ceptable values. 

DELAY TIME-MS 

100 200 300 400 500 600 

Figure 3. The attenuation needed to 
suppress echoes to tolerable levels is 
indicated for the average telephone 

talker. 

Lenkurt 93113 
In developing the 931B Echo Sup-

pressor, Lenkurt design engineers were 
able to include the desirable feature of 
bi-directional operation — both parties 
talking at the same time—and mini-
mize speech clipping at the beginning, 
and speech chopping in the middle of 
conversations. All modern echo sup-
pressors have since adopted this bi-
directional mode of operation. 
The 931B suppressor has two modes 

of operation, allowing it to discriminate 
between single-party talking and two-
party talking. With only one subscriber 
talking the suppressor is in Mode 1, 
and blocks echo by inserting 60 dB loss 
in the return path. Mode 2 provides for 

two-party talking by only partially sup-
pressing echoes in both paths, on the 
assumption that echoes of short dura-
tion will be masked by the speech sig-
nals of the other party. 

Mode I 
Block diagrams of the Lenkurt echo 

suppressor in both modes are shown in 
Figure 4. Identical units are placed at 
each end of the communications link, 
and contain two variable-gain ampli-
fiers, an echo control switch, and as-
sociated control circuits. To analyze the 
set's operation, assume Station A is 
talking. A's voice operates the trans-
mit control circuit closing both loss 
switches, producing a no loss, or unity 
gain condition in the transmit path. The 
echo control switch is normally closed. 

At Station B, the signal operates the 
receive control circuit, opening the 
echo control switch. The loss switch 
remains closed and the signal arrives 
at the second talker unattenuated by 
the suppressor. The echo signal, re-
flected at the hybrid, is sensed by the 
transmit control circuit at Station B, 
but because of loss in the hybrid, lacks 
the energy to overcome the variable 
reference bias supplied from the re-
ceive path and is blocked by the echo 
control switch. 

Mode 2 
Mode 2 occurs when B attempts to 

interrupt A's conversation. B's speech 
energy is high enough to operate the 
transmit control switch on his end of 
the circuit. This results in closing of 
the echo switch, and the opening of 
loss switches in both paths at Station B. 
Similar action occurs as B's signal ar-
rives at Station A. In Mode 2, with 
both parties talking, each speech signal 
is attenuated by two losses, and each 
echo signal reduced by four losses. 
These losses may be strapped in 1-dB 
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Figure 4. Simplified diagram of Mode 1 (uni-directional) and Mode 2 (bi-
directional) operation of the Lenkurt 931B Echo Suppressor. 

steps up to 6 dB, depending on the 
length of the circuit. If set for 6 dB, 
the talker's signal is reduced a total of 
12 dB, while echo is suppressed 24 dB 
— this in addition to loss in the hybrid 
and other circuit losses. 
The hangover time in the operation 

of the echo control switch is a com-
promise between echo and speech 
chopping. In Mode 1, the echo control 

switch at Station B is open as long as 
A is talking. When A stops talking the 
switch must be closed to allow B to 
talk. The time period before this hap-
pens is known as receive hangover and 
is set at 40 ms in the 931B. 

In Mode 2, A is talking and B inter-
rupts. The echo control switch at Sta-
tion B closes to allow B's conversation 
to be transmitted. If B stops talking 
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but A continues, the switch must again 
open to block any echo signal to A. 
If this time, known as transmit hang-
over, is too short chopping will result; 
if it is too long, A will hear a few 
moments of "trailing" echo. Transmit 
hangover is set at 85 ms in the Lenkurt 
echo suppressor as an adequate com-
promise. 

In addition, it should be noted that 
since all operations consist of a change 
in attenuation rather than the actual 
opening and closing of the circuit, the 
recycling time between modes is not 
critical. 
The Bell 3A echo suppressor oper-

ates similarly, using rectified speech 
energy through a differential detector 
to activate mechanical relays. During 
Mode 2 operation echo attenuation is 
introduced by a speech compressor, 
inserting loss in the receive path pro-
portional to the level of the incoming 
signal. 

Data Disabler 

With the increasing use of voice 
circuits for data transmission, it is ne-
cessary to provide some means of re-
moving the suppressor from the circuit. 
This is accomplished with a disabling 
circuit activated by the transmission of 
a continuous tone between 2000 and 
2250 Hz for approximately 400 ms. 
Both paths are then held open for data 
until there is no signal for at least 100 
ms. The suppressor then reverts to nor-
mal action. Note that echo delay pre-
sents no problem in one-way trans-
mission, such as data or television. 

Long delay and echo have been the 
subject of a number of recent tests per-
formed by General Telephone and Elec-
tronics Laboratories, Bell Telephone 
Laboratories, Stanford Research Insti-
tute in Palo Alto, California, and 
others. Interestingly, talkers participat-
ing in the experiments became "sensi-
tized" to the problems associated with 
exceptionally long delays, say of 1200 
ms, and thereafter tended to be less 
tolerant of circuits with shorter delay. 
However, typical delays of 600 ms 
found in operating communications 
satellites apparently have not produced 
sensitizing to any noticeable degree and 
most customers find such service fully 
acceptable. 

The Future 

Authorities expect that round-trip 
delays longer than 600 ms must be 
avoided in future worldwide telephone 
links by limiting satellite systems to 
one hop. The practice in coming years 
may very well be to use satellites for 
only a portion of an around-the-world 
conversation, relying on conventional 
land circuits for the remainder of the 
path. 

Generally, results of experimental 
testing and of actual performance in 
operating systems demonstrate that 
modern echo suppressors have satis-
factorily eliminated undesirable quali-
ties found in earlier models. Equipment 
such as this will be a necessary standard 
in all long telephone systems of the 
future, especially when distances are 
amplified by commercial and military 
communications satellites. 
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Telecommunications Provides Solutions for Industry's 
Problems of Remote Supervisory Control 

The increasing complexity of 
modern society is perhaps 

best reflected in the areas of commerce 
and industry. It is here that the 
growing demands for goods and serv-
ices — both quantitative and quali-
tative — by an exploding population 
is most strikingly illustrated. A major 
result of this rapidly increasing demand 
is a trend toward the monolithic 
among suppliers. Huge chains of super-
markets have replaced the neighbor-
hood green grocer and butcher shop. 
The corner drugstore of a generation 
ago has given way to corporately-
owned emporiums that merchandise 
everything from medicine to toys. 

This same trend is also reflected 
in our utility industries. Where for-
merly fuel and power were supplied 
to consumers by locally-owned, co-
operative concerns, they are now 
served by distributors whose oper-
ations encompass entire geographic 
regions. For example, most of the 
northeastern United States gets its 
electric power from a single source; 
also, most consumers in the American 
Southwest subscribe to the same 
monolithic natural gas supplier. 

As these utility networks have 
grown, their transmission lines — pipe 
or wire — have extended more and 
more into remote areas — many of 
them virtually inaccessible. This ex-
tension has necessitated the establish-
ment of relaying substations or pump-
ing facilities in some of the remotest 
areas of the world. The obvious prob-
lem this situation presents is one of 
control. 

Since it is neither humanly plausible 
nor economically feasible to operate 
these facilities manually, another 
means must be found. To meet this 
need the telecommunications industry 
lias developed electronic status moni-
toring and remote control equipment, 
commonly referred to as supervisory 
systems. 

Maintenance vs Control 
The term status monitoring may 

be applied to a number of devices; 
some are quite familiar to us, others 
are highly unusual and specialized. 
Automotive fuel and pressure gauges, 
even the little red lights on the instru-
ment panel which indicate high beams, 
low voltage, etc., are examples of 
simple status monitoring devices. There 
is a direct relationship between these 
simple applications of status moni-
toring and the highly sophisticated 
methods of reporting and control em-
ployed in power transmission and 
petroleum pipelines. 

In discussing these systems, how-
ever, a distinction must be made be-
tween simple alarm systems and com-
plete supervisory systems. In the case 
of the former, the main consideration 
is remote indication of "off normal" 
situations. This draws attention to 
potential trouble spots so that cor-
rective action may be initiated. On the 
other hand, the most sophisticated 
supervisory systems report such quanti-
tative information as flow, pressure, 
temperature, or voltage, and perform 
such functions as opening and closing 
circuit breakers, selecting basebands 
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Figure 1. Simplified diagram of a typical supervisory control system. 

for microwave radio, starting and stop-
ping pumps and operating valves in the 
pipeline industry. 

Microwave, A Typical User 
A typical area in which simple 

maintenance-type monitoring is em-
ployed is in microwave radio trans-
mission. Different functions of remote 
sites are scanned, and a simple stasis-
change situation is continuously re-
ported to a centrally located master. 
When change is indicated, the operate r 
determines its nature and takes ap-
propriate action. He may either at-
tempt to correct the alarm situation 
electronically, er it may be necessary 
to dispatch maintenance personnel to 
the trouble spot. 

In microwave radio, a common 
emergency situation might be a com-
mercial power shortage or outage; in 
such cases one of the functions of 
monitoring systems is to switch to 
emergency de power supply and begin 
monitoring that supply. If a predeter-
mined critical output level is reached, 
the control station automatically shuts 
down the microwave system to prevent 
damage. While these maintenance-type 
systems do indeed come under the 

broad scope of status monitoring, the 
major concern here is with systems 
which perform control functions and 
how they do it, particularly in the 
electric power transmission and pe-
troleum pipeline industries. 

Typically, these systems are charac-
terized by a centrally located master 
station and a number of remote sta-
tions. Ideally, the systems may employ 
cable, microwave radio, telegraph lines 
(open wire), or leased voice-plus-data 
lines. In most cases, the master station 
automatically and continuously inter-
rogates the remotes. The remote 
stations in turn respond sequentially — 
usually indicating change or no change. 
Status of functions monitored by 
remotes is indicated at the master 
station on a lighted display panel or 
by means of audible alarms. 

Different systems employ various 
electronic signaling techniques — some 
use frequency shift keying, others 
pulse code modulation, while still 
others use phase shift modulation. In 
all cases, stasis and change are trans-
lated as ON or OFF, or OPEN or 
CLOSED. Besides simple status sur-
veillance, some systems also incorpo-
rate certain control functions, such 
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as: activate emergency power supply, 
trip circuit breakers, open/close valves, 
or start/stop pumps. Still more com-
plex systems involve telemetering 
analog data such as actual meter 
readings. 

From India to the Alps 
Petroleum pipeline networks criss-

cross some of the most remote and 
rugged terrain in the world — the 
Appalachians of western Pennsylvania 
for instance, or the entire northern 
section of the Indian subcontinent. 
There is a pipeline in Europe which 
originates at Trieste, Italy on the 
shores of the Adriatic, crosses the 
Austrian Alps and terminates at a tank 
farm in Ingolstadt, West Germany. In 
all three cases status monitoring and 
remote supervisory control are vital 
to the success of the entire operation. 
Volumetric output, flow rate, pressure, 
and temperature are monitored con-

stantly; and valves are opened and 
closed, pumps activated or stopped 
automatically — hundreds of miles 
from the nearest civilization. 
Although techniques and equipment 

vary considerably from one pipeline 
complex to another, the conditions 
monitored and the functions per-
formed are substantially similar; this 
is equally true of either natural gas 
pipelines or crude oil carriers. Typi-
cally, they combine transducers, analog 
collectors, analog to digital (AID) 
converters, digital collectors, digital 
transmission of status information, 
computerized storage, and visual/aural 
display facilities. (See Figure 1) 

Quiescent-vs-Scanning 
Early status monitoring systems 

were of the quiescent type — that is, 
they remained inert until an alarm 
situation occurred. And most had no 
control functions. Obviously, one 

CO,IESv OF UMON OR CO 

Figure 2. Control room at a pipeline pumping station. 
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TYPICAL COMMUNICATIONS LAYOUT 

Figure 3. Typical communications layout for a supervisory system as might be 
used in pipeline networks. 

problem, among others, was main-
tenance. It was virtually impossible to 
tell if such a system were operable 
unless it was reporting an alarm or 
malfunction. 

Such systems have gradually been 
replaced by continuous reporting or 
sequential interrogation-type systems. 
These not only obviate the mainte-
nance problems inherent in quiescent 
systems, but also provide more versa-
tility and flexibility — particularly in 
the area of control functions. Further-
more, continuously scanning and re-
porting configurations more readily 
lend themselves to interfaced operation 
with digital transmission systems and 
computerized collection and storage 
of transmitted data. 

As pointed out earlier, these super-
visory control networks consist of one 
or more master stations and as many 
as 100 or more on-line stations — usu-
ally called slave stations. 

In such scanning systems control of 
the scan is the responsibility of the 
control station or stations. The master 
station is able to alter the scan as re-
quired: that is, it may interrogate the 
outstations either continuously, se-
quentially, or randomly. Also, various 
functions of the different outstations — 
flow rate, metering, pressure, etc. — 
may be scanned. 

The majority of high-speed super-
visory systems use pulse position mod-
ulation (PPM). PPM is a type of 
pulse-tinte modulation in which in-
stantaneous samples of a modulating 
wave are caused to modulate the posi-
tion of a pulse in time. However, some 
also employ other techniques, such as 
pulse duration modulation, time phase 
modulation, or pulse code modulation. 
Using the binary digit system, PPM 
indicates 1 when a pulse is present and 
0 when absent. The prime advantage of 
PPM is that all pulses are of the same 
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Figure 4. Eleetroluminescent map of Montreal-Hauterive power transmission 
network. 

duration, hence data is transmitted 
in the minimum time. 

A Model Supervisory System 
A model supervisory control sys-

tem as used by a pipeline, for example, 
should prove helpful in understanding 
the various processes involved and 
functions per for med. Characteristi-
cally, status monitoring systems em-
ploy transducers, encoders, selectors, 
a communications loop, digital con-
verters, and display facilities. More 
recently, there have been innovations 
in the application of computers. 

Ideally, the master control station 
will be centrally located along the 
pipeline route; in some cases however, 
as in the Transalpine Pipeline in 
Europe, there will be two control 
stations, one at each terminus. Pump-
ing and booster stations are spaced 
along the line according to terrain and 
path considerations. Slave stations of 

the supervisory system are collocated 
with these remote substations. 

When the control station initiates 
interrogation, response begins with a 
sensory device (transducer) which 
meters and reports the requested 
variable — psi, degrees C, volumetric 
flow. This data is then fed through an 
analog selector to an AID converter; 
the response is then transmitted 
through the communications loop to 
a digital converter and fed through a 
selector to the display facility. Display 
facilities are read-out dials, lighted 
panels, or, in more sophisticated sys-
tems, flat-fold print out. 

Encoding for Telemetering 
Although many types of encoding 

devices are used, a typical one is the 
digital voltmeter (DVM). This type is 
particularly effective since most trans-
ducers transform data into a current 
or voltage analog which is readily 

1024 



converted to digital form. The most 
frequently used operational techniques 
in DVM's for conversion purposes are 
digital servo, voltage-to-frequency, 
ramp comparison, and successive ap-
proximation. In connection with the 
model system, only the first of these 
will be discussed here. Digital servo 
techniques are also employed in super-
visory control functions. 
A servo element is graduated so as 

to follow a changing input voltage 
(or current). A feedback signal is then 
compared with the input, and when a 
null is reached the tracking element 
stops. Hence, the position of the 
tracking element can be read directly 
in digital form. These tracking elements 
are frequently in the form of stepping 
switches. 

An earlier form of encoding device 
was the cyclic disc (see cover), with 
photo cell or carbon brush pick-off. 

Figure 5. Alarm display panel of 
Lenkurt 51D supervisory system. 

Using this digital disc, a remote station 
could scan each transducer and receive 
a digital reading for each variable 
reported. Although lately the cyclic 
disc has fallen into disuse, the trend 
toward computerization in master 
stations may bring it back into more 
widespread use. This is particularly 
likely since the use of discs obviates 
the requirement for AID conversion 
found in present systems. 

A Model Communications System 
Once the information has under-

gone conversion from analog to digital 
form it must then be communicated to 
the control center from the slave 
stations — and vice versa. This function 
may be performed by various systems 
employing any ordinary 3-kHz voice 
channel. Ideally suited to such a sys-
tem is the Lenkurt 25A Data Trans-

-mission System which has a 200 b/s 
capability for data transmission and is 
also adaptable for relaying of super-
visory control commands. In cases 
where a higher bit rate is necessary or 
desirable — for example, computer-to-
computer transmission — the Lenkurt 
26C Duobinary data set is ideal. 

Most communications systems used 
in status monitoring employ MARK 
(1) — SPACE (0) techniques with or 
without a return-to-zero function. 
Hence, the ordinary digital system is 
used wherein, say the number 4, or 
any decimal equivalent, is prepro-
grammed to elicit a desired response 
from the equipment under control. 
At the same time, but in the other 
direction, specific decimal equivalents 
indicate specific conditions, such as 
flow rate, temperature, or pressure. 
All such systems provide extremely 
high security from errors — most are 
virtually error free. 

Readout 
Once the reported data undergoes 

reconversion to digital form, it is 
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Figure 6. Microwave 
antenna and reflector 
as used by a hydro-
electric dam. 

picked up by a selector and relayed to 
the display facilities. The input is in 
digital form and any "off normal" 
data automatically triggers the alarm 
system. When this occurs, the oper-
ator at the control center initiates cor-
rective action. 

Also, all incoming data is auto-
matically logged. The purpose of the 
alarm logger is to maintain a perma-
nent record of the operation of the 
system. Intervening time and the 
sequence in which alarms are reported 
enable operators to evaluate operating 
techniques and reporting procedures. 
A typical log is shown in Table 2; 
others also indicate such information 
as station status on an hourly request 
basis and print out alarm status in 
red rather than black as in normal 
situations. 

Function and Control 
Pump engines, electronic valve con-

trollers, booster pumps, etc., are all 
preprogrammed so as to respond to 
electronic commands from the control 
center. For example, to operate a 
bypass valve, the operator at master 
control in our model system must 
select the remote using rotating 
switches, pushbuttons, or thumb-wheel 
switches. He then selects the individual 

valve to be operated and the function 
to be performed. Finally, he cues the 
transmission system and transmits a 
command: 

Start of Message (SOM) 01 2 10 
(EOM) End of Message. 

This might be translated as: 
(SOM) Station 1 (01), Open (2) 
Bypass valve ( 10) (EOM). 

The remote station then responds in 
kind. This is followed by a transmission 
that the requested function has been 
performed. The master station verifies 
the report and returns to status scan 
operation. 

The prime functionary here is also 
a servo device. In response to a pre-
determined signal from the control 
center, the servo simply activates an 
electric motor which in turn performs 
the desired task, such as starting a 
booster pump or adjusting a valve. 
Another type, usually found in storage 
tanks, operates in conjunction with a 
float, and automatically stops the fluid 
input when a predetermined tank level 
is reached. 

Conceivably then, one man at an 
adequately equipped control center 
is able to operate a pipeline network 
covering hundreds of miles. Further-
more, terrain, climate, and accessi-
bility are no longer concerns — except 
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Controls: 

Engines 
Inlet Valve 
Discharge Valve 
Bypass Valve 
Repeater Mainline Valve 
Intermediate Mainline Valve ( Moran) 

Security Sheet: 

Tank Level 
F lowmeter 
Total Throughput (per station) 
Flow Data Reset 

Monitoring: ( Operational State) 

Booster Pumps ( Running) 
Main Pump ( Running) 
Inlet Valve 
Discharge Valve 
Bypass Valve 
Auto/Manual 
Tank on Flow 
Repeater Station Valves 
Intermediate Mainline Valve ( Moran) 
Dispatcher Control " Off" 
Duty Generator 

Alarms: 

Inlet Pressure ( low) 
Discharge Pressure ( high) 
Balance Tank out of Band 
Tank Level 
Fire in Oil Area 
Equipment Room Temperature Rise 
Entry ( Unauthorized) 
Duty Generator 
Emergency Generator 
Viscosity ( High) 

Stop 
Open Close 
Open Close 
Open Close 
Open Close 
Open Close 

These controls are primarily for emergency occasions 
but the engine 'stop' controls may be used to ad-
just the throughput by stopping engines individually. 
Engines are started locally. 

Printout starts either, 
(il On demand w/o reset 
(ii) At a predetermined time. 
(iii) On demand with reset 

These functions are indicated by lamps lit on the 
dispatcher's graphic diagram — 'auto/manual' refers 
to the start of the balance tank stations where 
engines are controlled by the tank levels. During 
control 'off' state, telemetering from the site is 
maintained. 

The alarms listed are indicated by indmidual 
signais on the display panel These alarms are 
accompanied by a flashing light and a bell. The 
'multiple' alarm is a composite alarm to the dis-
patcher alarming functions not listed here, e.g, 
high water temperature, low lubricatmg oil 
pressure, etc. 

Table I. Some Functions of a Typical Pipeline Supervisory System. 

of course to installers of the original 
equipment. 

Power Companies, Too 
In actual function, supervisory sys-

tems used by power transmission 
companies differ little from those em-
ployed in petroleum transport systems. 
The similarities between flow and cur-
rent, pressure and voltage, etc., are 
easily seen. In general, however, re-
porting and scanning speed are consid-
erably more important considerations 
in power transmission. 

Sudden power outages — such as 
the one which darkened the American 
Northeast in 1965 — are illustrative 
of the need for viable supervisory 
control systems to power and light 
companies. Such a system, the Lenkurt 

51D, is now in use in the Montreal-
Hauterive complex of one of Canada's 
large power companies. This 750 Kv 
system utilizes both microwave radio 
and protective relaying systems as 
back-up for the power transmission 
lines. The microwave system features 
13 repeaters spaced 15 to 50 miles 
apart. 

The network also uses frequency 
diversity transmission and reception 
and provides more than 600 channels. 
Obviating the need for intermediate 
mechanical relays, the system employa 
the Lenkurt 937A Protective Relaying 
System to operate circuit breakers. 
This system has the advantage of re-
ducing response time from 20 ms to 
8 ms. Also, special circuits ensure that 
anything greater than a 5 dB increase 
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in noise or carrier channel frequency 
will not cause false operation of the 
equipment. 

The supervisory control system 
itself is capable of reporting up to 28 
alarm situations from each of the 
slave stations along the line to either 
Montreal or Hauterive or both. Fully 
automatic operation is the main fea-
ture of the system. Fault conditions 
are automatically reported to control 
stations without the need of an oper-
ator; this is also true when conditions 
return to normal. Faults at mainline 
sites are displayed at both Montreal 
and Hauterive on a large electro-
luminescent map. (Figure 4) 

Each site is scanned and reported 
every half second. An electronic clock 
and scanner at repeater sites sees an 
open circuit on each alarm lead; an 
indication of a fault opens the lead 
to the scanner which then shifts the 
frequency of the tone channel. This in 
turn transmits the fault data to the 



directions simultaneously to two dif-
ferent control centers is another im-
portant feature. Buildings, towers, etc., 
are engineered so as to provide maxi-
mum immunity to the elements. The 
purpose of the system is to provide or 
maintain service during power outages. 

Load Shedding 
In dire emergency situations, a last 

ditch measure taken by supervisory 
control systems is to gradually shed 
the power load on the network. Of the 
many variables monitored, generator 
frequency is one of the most critical — 
a sudden drop in generator frequency 
is indicative of power overload. Pre-
programmed servo devices automat-
ically shed 25% of the load when 
frequency drops to 59.5 Hz. Should 
the frequency continue to decline, 
50% of the load is shed at 59 Hz; 
the system completely shuts down if 
the generator frequency reaches 
58.5 Hz. 

However, since power companies 
are in the business of supplying — not 
reducing — power, these are to be 
considered as measures taken only 
when all else fails. In less drastic 
situations simple load transference or 
rerouting is usually sufficient. 

Looking Ahead 
As with other technologies, status 

monitoring is in a constant state of 
evolution — systems become increas-
ingly complex and, paradoxically, 

more efficient. At the present time, 
probably the most striking innovation 
has been the transition from electro-
mechanical circuitry to solid state 
devices. This change has resulted in 
reduced maintenance and increased 
reliability. Miniaturization has allowed 
more efficient use of shelf and rack 
space — hence, reduced operating costs 
resulting in greater profits to users. 
Further, the transition from analog to 
digital transmission of data has in-
creased efficiency by eliminating one 
of the translation phases necessary in 
older systems. 

In the near future, complex super-
visory systems will undoubtedly be 
employed in such increasingly diverse 
areas as Rapid Transit Systems where 
instantaneous switching is a prime re-
quirement; or small telephone com-
panies characterized by unattended 
Community Dial Offices. Down lines 
may be immediately reported and 
corrective action initiated instantly 
through supervisory control facilities. 
Moreover, status monitoring is finding 
ever greater application in communi-
cation satellite programs. 

Within the systems themselves we 
shall see a growing trend to solid state 
configurations and more widespread 
interfacing of existing equipment with 
high speed computers. 

In the end it must be concluded 
that the potential growth of status 
monitoring and its applications is as 
limitless as that of technology itself. 
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Signaling provides the means for operating and super-
vising a telephone communications system; it establishes 
connections, announces incoming calls, reports the fact 
that a line is busy. The functions of signaling are indeed 
most vital to the basic operation of the telephone plant. 

Trunk signaling involves many considerations that are 
quite different from the basic techniques employed in 
signaling over a subscriber loop. This article reviews 
some of these considerations and describes the major 
techniques used to transmit signaling information over 
physical and carrier-derived trunk circuits. 

W i thout signaling, a tele-
phone system cannot 

operate. Even the simplest system, such 
as two local battery telephones con-
nected by field wire, requires some 
means for the users to attract one an-
other's attention when they want to talk. 
In early telephone systems, users simply 
cranked a hand magneto which caused a 
bell to ring at the subscriber station or 
a flag to drop at a switchboard. Over the 
years, signaling systems have had to 
keep pace with the advances made in 
telephone switching and transmission 
systems. The increasing complexity of 
the worldwide telephone plant has had 
a tremendous influence on the evolution 
of signaling techniques, from the simple 
hand cranked magneto to the many 
techniques employed today. 

Many different signaling methods 
have evolved during the transition from 
one type of switching office or transmis-
sion system to another. Today's tele-
phone plant includes various types of 
local exchange and toll switching of-
fices, such as manual, step-by-step, 
panel, crossbar, and the modem elec-
tronic switching offices. In addition, 
there are many types of open-wire, cable 
and microwave radio transmission sys-
tems interconnecting the various switch-
ing offices. 

Signaling Functions 
There are a multitude of signaling 

functions that must be transmitted be-
tween the various manual and dial 
switching offices. These include func-
tions whereby people must communi-
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cate with machines, machines must com-
municate with other machines, and 
machines must communicate with 
people. 
The major functions can be some-

what arbitrarily classified as ringing, 
supervisory, and address (or dialing). 
Ringing signals are used to operate a 
visible or audible alarm to alert some-
one of an incoming call. Supervisory 
signals are used to convey information 
regarding switchhook conditions (on-
hook or off-hook) at either end of a 
telephone circuit. Address signals con-
vey dialing or digital information which 
is necessary to establish the desired con-
nection. 

In subscriber loops, supervisory and 
address signals are accomplished by 
means of direct current, while alter-
nating current is used for ringing. Di-
rect current signaling is also used on 
short-haul trunks between switching of-
fices. However, such methods are not 
adequate for signaling on longer trunks, 
such as inter-toll, or on trunks derived 
from carrier or multiplex systems. As a 
result, various alternating current sig-
naling systems have been developed for 
use over long-haul v-f and carrier-de-
rived trunks. 

Ringdown Trunks 
In certain trunks, especially those in-

terconnecting manual offices, it is neces-
sary to transmit a ringing current to 
signal the switchboard operators. This 
type of signaling is known as ringdown. 
The ringing alternating current used in 
subscriber loops is at a frequency of 20 
Hz. This same frequency is also used in 
certain short-haul trunks. On trunks 
equipped with composite telegraph, 20-
Hz ringing cannot be used because of 
interference. In these circuits, a signal-
ing frequency of 135 Hz is used. 
Neither of these frequencies, however, 

is suitable for long trunks because voice-
frequency repeaters cannot pass them. 
Consequently, a 1000-Hz signaling 
tone, well within the v-f amplifier 
passband, has been adopted for use on 
longer circuits. To prevent voice signals 
from falsely operating the signaling 
equipment, the 1000-Hz tone is inter-
rupted (modulated) at a 20-Hz rate. 

Address Signals 
Probably the most important and the 

most complicated signaling function is 
address or dialing. This function directs 
the operation of the switching equip-
ment in the automatic offices. Conse-
quently, the evolution of the various 
switching systems has brought about 
changes in address signaling techniques. 
Address signals originate at the tele-
phone dial and consist of a train of dc 
pulses corresponding to the number 
dialed. Modern "touch calling" systems, 
which use keys or pushbuttons instead 
of a dial, employ tones at different fre-
quencies rather than dc pulses. 

In the step-by-step systems, the 
switching equipment responds directly 
to the dc pulses. However, in panel and 
crossbar systems, the switches cannot be 
controlled directly by the dial pulses. 
Consequently, these systems require a 
device known as a sender which stores 
the dial pulses and then controls the 
movement of the switches. 

There are four basic methods com-
monly used to transmit address or dial-
ing signals for use by the various switch-
ing offices. These are known as dial 
pulsing, revertive pulsing, panel call in-
dicator (PCI) pulsing, and multifre-
quency (MF) pulsing. 

Dial pulsing is the earliest and most 
commonly used method of transmitting 
address information — the numerical 
value of each digit is represented by the 
number of pulses in a train ( ten pulses 
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represents 0). Dial pulsing is used in 
all types of switching offices. 

Revertive pulsing was originally de-
veloped for use in panel switching of-
fices. In this type of pulsing, the address 
pulses are not transmitted by the origi-
nating office. When a call is made, a 
loop to the distant office is closed. This 
starts the movement of a panel selector 
switch at the distant office. As the select-
ing wipers pass each terminal, a com-
mutator transmits pulses back to the 
sender at the originating office. When 
the proper number of these revertive 
pulses, corresponding to the called num-
ber, are received by the sender, a signal 
is sent back to the distant end to stop 
the movement of the selector. Revertive 
pulsing is used in certain crossbar offices 
as well as panel offices. 

Panel call indicator ( PCI) pulsing is 
a method of transmitting address signals 
between a dial office and a manual office. 
This technique converts pulses received 
from a dial office to lamp indications 
which appear on a switchboard. The 
switchboard operator then connects the 
incoming call to the called number and 
rings the subscriber. 

Multifrequency (MF) pulsing is the 
newest method of transmitting address 
pulses between switching offices. Digital 
information is transmitted in the form 
of short tone bursts. Six signaling fre-
quencies are used, each digit being rep-
resented by a combination of two of the 
six frequencies. The signaling frequen-
cies fall within the speech band and are 
simply processed through the trunk in 
the same manner as speech signals. (A 
different form of multifrequency puls-
ing has recently been introduced to 
subscriber loop circuits through the use 
of telephones with pushbuttons instead 
of the conventional dial.) 

Historically, signaling systems de-
signed to transmit supervisory and ad-

dress information have evolved from 
simple dc systems operating over 2-wire 
short-haul interoffice trunks, to compli-
cated ac systems operating over multi-
channel carrier and microwave trans-
mission systems. Today, there are es-
sentially two fundamental techniques 
used to derive signaling paths on trunk 
circuits. The first of these is known as 
loop signaling. This technique requires 
a dc loop, and is the method used in all 
subscriber loops and in most short-haul 
2-wire trunks. The second signaling 
technique, known as E & M, is used with 
both ac and dc signaling systems on 2-
wire or 4-wire physical trunk circuits, 
and on carrier-derived trunk circuits. 
This type of signaling is standard for 
use in all intertoll trunks. 

Loop Signaling 

Loop signaling is the simplest of the 
two, and is used in certain exchange 
trunks, short- haul toll-connecting 
trunks, and one-way dialing toll trunks, 
where 2-wire voice-frequency circuits 
are employed. The dc signaling current 
flows over the same conductors used for 
voice transmission. 

This type of signaling is accom-
plished by simply interrupting the con-
dition of a dc voltage applied to the 
line to transmit both supervisory signals 
and dialing information. The range of 
loop signaling is usually limited to 
about 25 miles because of the dc resis-
tance of the conductors. 

There are three melods currently 
used to apply loop signaling to a 2-wire 
voice-frequency trunk: wet-dry, reverse 
battery, and high-low. (See Figure 1.) 

In the wet-dry method, signaling in-
formation is indicated by the presence 
(wet) or absence (dry) of a battery and 
ground condition on the line at the 
called end of the trunk. Normally in the 
wet condition, the battery is placed on 
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the ring conductor and ground on the 
tip conductor. 
As its name implies, reverse-battery 

loop signaling is accomplished by re-
versing the polarity of the battery on the 
line to indicate supervisory conditions. 
For one condition, battery is on the 
ring conductor and ground on the tip 
conductor.The opposite supervisory con-
dition is indicated by reversing the 
polarity of the battery, thus causing a 
polar relay to operate or release at the 
distant end of the trunk. This is the 
most prominent type of loop signaling 
used between exchange offices. To in-
crease the operating range of reverse-
battery loop signaling, batteries are 
sometimes placed at both ends of the 
circuit, in series. This variation of re-
verse-battery operation is called battery 
and ground signaling. 
The third method, high-low, is used 

principally for supervisory signaling 
within a central office or from an auto-
matic to a manual office. This type of 
signaling employs a marginal relay. 
During on-hook condition, a high re-
sistance is placed in the loop. For off-
hook, the resistance in the loop is re-
duced to a low value allowing more 
current to flow, and thereby causing the 
marginal relay to operate. 

E & M Signaling 
As mentioned previously, loop sig-

naling is limited to trunks of about 25 
miles in length. Also, such systems do 
not provide simultaneous signaling in 
both directions. In order to overcome 
these limitations, and especially to ex-
tend the dialing range of telephones, an-
other type of signaling was developed. 

This method of signaling employs 
two leads to connect the signaling 
equipment to the trunk circuit. These 
two leads are designated E and M, re-
spectively. The name for the two leads 

was probably acquired from designa-
tions appearing in early drawings for 
this type of signaling circuit. The M 
lead transmits battery or ground signals 
to the distant end of the circuits, while 
incoming signals are received on the E 
lead as either a ground or open condi-
tion. Thus, the M lead reflects condi-
tions at the near end of the circuit 
while the E lead reflects conditions at 
the far end. 

There are several methods of deriv-
ing an E and M circuit to permit sig-
naling between offices on a dc basis. 
These arrangements are known as sim-
plex (SX), composite (CX), and du-
plex (DX). A simplex signaling cir-
cuit is obtained by means of a center-tap 
coil placed at both ends of the voice-
frequency trunk circuit, as shown in 
Figure 2A. Signaling currents flow in 
both directions through the coils and, 
therefore, do not induce any interfering 
voltages into the voice channel. Con-
versely, voice currents do not flow 
through the simplex conductors (or 
legs) extending from the center tap of 
the coils. Since the two trunk conductors 
provide a parallel path for the signaling 
current, the dc resistance is approxi-
mately one-fourth of that presented to 
a loop-signaling arrangement over the 
same trunk. Thus, the dc signaling 
range is extended considerably. How-
ever, simplexing has certain disadvan-
tages and has been largely superseded 
by the duplex arrangement. 

In the composite method, a filter is 
used at each end of the trunk to sepa-
rate the signaling current from the 
speech signals. The filter is called a 
composite set. Two composite signaling 
paths can be obtained from the two con-
ductors of a v-f trunk and four can be 
obtained from a phantom circuit ar-
rangement. This type of signaling, 
shown in Figure 2B, is used typically 
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on trunks derived from quadded cable 
where the conductors are arranged in 
phantom groups. 
The duplex signaling arrangement, 

like the composite method, uses one 
conductor of the v-f circuit for signal-
ing on a ground return basis, and the 
other conductor for ground potential 
compensation. Ground potential com-
pensation is required because of the in-
herent instability of ground-return cir-
cuits. The composite set or filter, how-
ever, is not used with the duplex circuit. 
Instead, the signaling circuit is con-
nected to the trunk pairs by means of a 
center-tap transformer and a capacitor, 
as shown in Figure 2C. This signaling 
arrangement is used primarily in paired 
cable trunks. 

AC Signaling 

The dc signaling systems described 
thus far are limited to relatively short 
v-f trunks containing a dc path. These 
systems are not suitable for use on long 
v-f trunks employing repeaters, or for 
carrier or multiplex trunk circuits be-
cause a dc path is not available. As a re-
sult, ac signaling systems had to be 
developed for use over the more mod-
ern exchange trunks and on the longer 
toll-connecting and intertoll trunks, es-
pecially where carrier is used. 
The ac signaling systems use fre-

quencies within the voice-frequency 
range so that the signals can be trans-
mitted directly over the same path used 
for voice transmission. These ac systems 
usually employ E and M leads to connect 
the signaling circuit to the trunk. If the 
signaling frequency falls within the 
band used for speech transmission 
(typically 300 to 3400 Hz) the system 
is referred to as an in-band system. If 
the signaling frequency falls outside the 
speech band, the system is called an 
out-of-band system. 

The ac systems must process the dc 
supervisory and address signals received 
from the switching office and convert 
them into ac signals for transmission 
over the trunk circuit. At the other end 
of the trunk, the ac signals must be con-
verted back to dc signals before being 
applied to the switching equipment. 
Only one signaling frequency is re-
quired on 4-wire trunks. However, on 
2-wire trunks two frequencies are re-
quired, one for each direction of trans-
mission. 

Early ac signaling systems used a 
frequency of 1600 hertz. On 2-wire 
trunks, 1600 hertz was used for one 
direction and 2000 hertz for the oppo-
site direction. Later in-band systems 
used a frequency of 2600 hertz, with a 
second frequency of 2400 hertz for use 
with 2-wire trunks. The ac signaling 
frequencies easily pass through the same 
path used for voice transmission, and 
are amplified in repeaters in the same 
manner as speech signals. These so-
called single-frequency (SF) signaling 
systems are used to transmit both super-
visory signals and address or dial pulses. 
Multifrequency (MF) address pulsing, 
described previously, uses tones that are 
already in the voice band, so they do not 
require additional processing before be-
ing transmitted over a long-haul or 
carrier-derived trunk. 

Signaling Over Carrier 
Channels 

All trunk circuits equipped with car-
rier or multiplex equipment require 
some type of ac system for signaling. 
There are many different carrier signal-
ing systems in use today employing 
either an in-band or out-of-band signal-
ing frequency. 
The most prevalent type of carrier 

signaling is accomplished with in-band 
frequencies. In-band signaling systems 
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Figure 3. Simplified block diagram of a 2600-hz in-band signaling circuit applied 
to transmit channel and receive channel of a carrier system. 

have an advantage over out-of-band sys-
tems in that they do not require extra 
bandwidth — the signals are passed di-
rectly through the voice channel. An-
other advantage is that signaling equip-
ment is required only at the terminal 
stations of a trunk made up of several 
tandem links. Also, the in-band signal-
ing system can be made a part of the 
office switching equipment rather than 

the particular carrier system, thus mak-
ing it easier to patch trunk circuits to 
different carrier transmission systems. 
The Main disadvantage to in-band 

systems is that the signaling tones lie 
within the speech band. This leads to 
the possibility of speech energy at the 
signaling frequency "talking down" the 
signaling; that is, falsely operating the 
signaling equipment with speech en-
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ergy. Protection against "talkdown" can 
be accomplished by using a time delay 
or guard circuit in the signaling system. 
By introducing a delay, the signaling 
circuit can be made insensitive to most 
voice energy or transient noise at the 
signaling frequency. 

Additional protection is obtained by 
properly selecting the in-band signaling 
frequencies. Generally, it is desirable to 
use the highest possible frequency that 
will pass through the voice channel. 
Speech energy declines rapidly at the 
higher frequencies, thereby reducing the 
chances of "talkdown". 

Most of the older voice-frequency 
telephone circuits use filters with an 
upper frequency cutoff of about 2800 
hertz. For this reason, the most com-
monly used frequency for SF in-band 
supervisory and address signaling is 
2600 hertz. In-band carrier signaling 
systems can be adapted for use with 
either loop signaling or E & M signaling 
arrangements. 

Following the development of eco-
nomical short-haul carrier systems, the 
need arose for inexpensive methods of 
signaling. This need resulted in the 
development of various out-of-band 
signaling systems. Out-of-band signal-
ing equipment is generally less expen-
sive than in-band equipment and also 
permits signaling during speech trans-
mission, thus permitting extra functions 
such as regulation to be performed. 
Since the signaling frequency is outside 
of the speech band, there is no need for 

Figure 4. Photograph of typical in-
band signaling units used with carrier 
systems. One signaling unit is required 
for each carrier channel. Many types 
of signaling units are required to ac-
commodate the many different methods 

of signaling. 

:1 nto:t»lieupion:,.. 

...- • , d IL 
— p. wee, : 

. f; . .. 

..,- .:«P::‘:«:¡.::=W:: 

•_.",,'1 : i : : 1 = r : , 

-- ¡::::',:::: 

- 

:«:  1 • 
I I 

::1 '1'1'1' « :«: :«: 

' 
T---

:... .! I 

1040 



complicated guard circuits to prevent 
talkdown. 
With out-of-band signaling, voice 

channel filters are designed with an up-
per cutoff frequency well below the top 
edge of the channel. This leaves the top 
portion of the channel passband avail-
able for transmitting out-of-band sig-
naling tones. The most prevalent fre-
quencies used for out-of-band signaling 
are 3700 hertz, which is standard 
throughout the Bell System, and 3825 
hertz, which is recommended by the 
International Telegraph and Telephone 
Consultative Committee (CCITT) for 
use in international circuits. 

Unfortunately, out-of-band signaling 
has certain disadvantages which tend to 
limit its use. Out-of-band signaling 
equipment has to be built-in to the car-
rier channel equipment and cannot be 
separated as in the case of in-band sig-
naling equipment. This condition pre-
vents randomly patching the circuit to 
other trunks. 

Also, out-of-band signaling requires 
some sort of dc repeater at the end of 
each link of a multi-link trunk. As the 
signal passes from one link to another, 
the signal pulses must be detected and 
then made to operate a relay. The relay, 

in turn, keys the signaling equipment 
in the succeeding link. Thus, signaling 
equipment is required at both ends of 
each link in the trunk. 

Another economical type of signal-
ing, using time division multiplexing 
techniques, is used in Lenkurt's 81A 
exchange trunk carrier system. This 
unique method provides signaling for 
all 24 voice channels of the system using 
one common signaling channel. Each 
voice channel is assigned a specific time 
slot for signaling, and all 24 slots are 
scanned 500 times per second. The re-
sulting signaling frequency modulates 
a pilot in the carrier system that is also 
used for slope regulation. 

Although out-of-band and time di-
vision multiplex signaling techniques 
may be more economical for certain 
short-haul trunks, they lack the flexi-
bility and other advantages offered by 
in-band signaling systems, especially 
when applied to long-haul trunks. As a 
result, single-frequency (SF) in-band 
signaling for supervisory functions and 
multifrequency (MF) pulsing for ad-
dress functions have become the stand-
ard methods of signaling• in modern 
interoffice, toll-connecting, and intertoll 
trunks. 
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Exotic power sources are one of the 

promising spin-offs from space age tech-

nology becoming available for com-

mercial use. The fuel cell—popularized 
in the Gemini space flights—may be-
come an economical source of power for 

remote communications sites. 

ically, a fuel is considered 
e storehouse of the sun's 
the "fossil fuels"— coal, 

petroleum, natural gas — this energy is 
usually liberated through burning. But 
conversions involving any intermediate 
process with high temperatures is not 
efficient. For example, the conversion 
of fuel to electricity in a steam turbine 
involves a number of steps. Fuel is first 
burned to produce heat. Pressurized 
steam then does work by turning large 
turbines. The turbines power an elec-
trical generator. At each step of the 
conversion, energy is sacrificed. 

Electrical energy is the most con-
venient form of energy to handle, and 
can be easily converted to mechanical 
power or heat. For this reason, investi-
gators have been intensely interested in 
finding ways to produce electricity di-
rectly and with high efficiency. The fuel 
cell, which uses direct conversions for 
high efficiency, is one answer. In all 
direct conversion schemes, energy is ex-
tracted or transformed from one state 
to another without mechanical motion. 
With each step eliminated, greater ef-
ficiencies are gained. 
The communicator is obviously in-

terested in efficient and practical power 
sources to run remote relay stations and 
repeaters. These new devices are also 
being considered for large scale gen-
eration of electric power; to provide 

motive force for cars, trucks, boats, and 
even submarines; for use on space 
ships and satellites; for military com-
munications systems; and almost any-
place where reliable, efficient, and quiet 
power generation is an advantage. 

Energy Sources 

Electrical power may be derived by 
direct conversion from a number of 
energy sources: thermal, nuclear, radi-
ative, and chemical. Thermal, or heat 
energy was first used to produce elec-
tricity directly in a device discovered in 
the early 1800's. Known as a ther-
mocouple, the thermoelectric generator 
consists of two dissimilar metals, such 
as copper and iron, joined together. 
When one end of the junction is heated 
and the other kept cool, a current is 
caused to flow through the thermo-
couple. If a number of thermocouples 
are stacked together forming what is 
called a thermopile, a usable amount of 
electricity can be obtained. Remotely 
located electronic equipment has been 
powered by such devices. 
The heat source of the thermoelec-

tric generator is commonly a gas flame. 
But a form of nuclear energy can also 
be tapped. Heat in this case is produced 
by the decay of radioactive isotopes. 
Workable units have been produced, 
but the initial cost is high. The ad-
vantage of isotopic power is reliability 
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Figure 1. Fuel cells for 
the Apollo spacecraft receive final tests 

at Pratt cfr Whitney plant. Each Apollo will use three of 
these units, producing up to 2 kW each from pure hydrogen and oxygen. 

and long life, even though economics 
makes the method prohibitive except 
in the most demanding cases. 

Another thermal conversion device 
is the thermionic generator. Much like 
the vacuum tube, heat is used to "boil 
off" electrons from a cathode. Collected 
on an anode (plate), the electron flow 
becomes a usable force. Different from 
the electron tube, the generator derives 
its energy from a direct heat source — 
even the concentrated energy of the sun 
has been used. 
Man's use of the radiant energy of 

the sun as a power source is probably 
better known through the space age 
use of the solar cell. Used almost ex-
clusively as the power source for un-
manned satellites and deep-space 
probes, the solar cell has proved to be 
a reliable power generator. 
Not clearly associated with direct con-

version devices, but worthy of mention 
as an exotic power source, is the mag-
netohydrodynamic (MHD) generator. 

Not unlike the conventional electrome-
chanical generator, the MHD generator 
relies on the motion of a conductor 
through a magnetic field to produce 
electricity. In this case, however, the 
conductor is a plasma or highly ionized 
gas. The MHD generator is receiving 
considerable attention in the field of 
large scale power generation. 
Chemical energy represents that 

energy stored in a substance and re-
leased in the form of heat, light, me-
chanical energy, or electrical energy 
during a chemical change. It is with 
electrical energy that we are at the 
moment concerned; this is the basis of 
the fuel cell. 

Efficiencies 

Most of the power used in the world 
comes from breaking the chemical 
bonds in the fossil fuels — coal, petro-
leum, and natural gas. But conversion 
efficiencies place definite limitations on 
the use of the resulting energy. 
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The internal combustion engine can 
approach 25 to 30 percent efficiency. 
However, when the mechanical linkage 
necessary to power an automobile is 
added, efficiency falls to about 15 per-
cent for the total system. Steam gen-
eration of electricity can approach ef-
ficiencies of 25 to 30 percent, and high 
temperature gas turbines are rated as 
high as 40 percent. But whenever heat 
is a part of the energy conversion cycle, 
there is a definite limit to the efficiencies 
that may be obtained. And friction in 
any machine takes its toll. 

In the fuel cell there are no moving 
parts, and the small amount of heat 
produced is not part of the conversion 
cycle. Theoretical efficiencies in the fuel 
cell approach 100 percent. In a practi-
cal device, 75 percent is more realistic, 
although laboratory models have ex-
ceeded this in special instances. 
The economic desirability of such an 

efficient system is obvious. But it must 
be remembered that, as with any new 
technique, developmental costs are still 
high and initial investment in the ma-
chine still overshadows the advantages 
of laboratory-gained efficiencies. 

Just the same, for applications where 
other more conventional forms of 
power are not readily available — in 
space, under water, and in remote land 
areas — efficiency may outweigh higher 
costs. 
The Gemini 7 spacecraft, for ex-

ample, carried a fuel cell system weigh-
ing about 575 pounds. To provide the 
same electrical capability ( about 2 kW) 
for the two-week flight, it would have 
been necessary to burden the vehicle 
with 2000 pounds of conventional bat-
teries. 

Apollo will carry a fuel cell system 
rated at 6 kW which, including fuel 
and auxiliary equipment, weighs 1200 
pounds — a tenth the weight of bat-
teries with an equivalent output. In 
such applications cost is no limitation. 

The communicator on earth is like-
wise interested in power efficiencies. At 
the installation of a remote microwave 
site, conventional power sources may 
represent as much as 30 percent of the 
total cost. The fuel cell (or other direct 
conversion device) may in the future 
reduce this cost and at the same time 
add convenience. 

Fuel Cell Theory 

The operation of the fuel cell is 
actually the reverse of the chemical 
process called electrolysis, known since 
the beginning of the 19th century. Elec-
trolysis produces chemical change by 
passing current through an electrolyte, 
a solution capable of acting as a con-
ductor. For example, if electrodes are 
suspended in water (H20) and a cur-
rent passed between them, hydrogen 
gas (H2) will form at the cathode 
(negative terminal) and oxygen gas 
(02) will appear at the anode (posi-
tive terminal). 
While experimenting with electrol-

ysis in 1839, Sir William Grove dis-
covered that the reverse was also true: 
he brought hydrogen and oxygen to-
gether under controlled conditions and 
produced water and electric current. 
While Grove is credited with the dis-
covery of the fuel cell, it was not until 
after World War II that any con-
centrated developmental effort was 
made. And even then it remained for 
NASA's space need to create the final 
incentive to develop a usable unit. 
The first fuel cells used hydrogen 

and oxygen. Many other chemical re-
actions which produce electricity are the 
subject of much current research. But 
for a basic understanding of the fuel 
cell, it is simplest to examine the hy-
drogen-oxygen unit. 

Chemical Reactions 

The cell contains two electrodes sep-
arated by an electrolyte ( Fig. 2). Hy-
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drogen (the fuel) is available at the 
anode and oxygen (the oxidizer in the 
chemical reaction) is at the cathode. 
As the two gases are applied to the 
electrodes, separate reactions take place. 
When hydrogen is passed over the 
anode, electrons are generated and can 
be made to do electrical work through 
an external circuit. At the cathode the 
electrons join with the oxygen to pro-
duce what is called an hydroxl ion, with 
the chemical symbol OH. The ions 
travel through the electrolyte to com-
plete the electrical circuit. 
A closer look at the chemical re-

actions in the fuel cell will further ex-
plain the process. At the anode, hy-
drogen gas (Hz) is absorbed in the 

LOAD 

HYDROGEN 

form of hydrogen atoms (H). In the 
electrolyte are hydroxl ions (OH -) pro-
duced at the cathode. An ion is an atom 
or group of atoms that has either gained 
or lost an electron. In this case an extra 
electron is available and the OH group-
ing takes on a negative charge. The 
hydrogen atom and the hydroxl ion 
join to produce water (H2O) and at 
the same time free the extra electron. 
This electron is now available to flow 
through the external circuit. 
At the cathode, oxygen gas (Oz ) is 

similarly absorbed through the elec-
trode. Here the oxygen atom (0) re-
acts with both the water (H20) in the 
electrolyte and the incoming electron 
to form hydroxl ions. 

ANODE CATHODE 

Figure 2. At the anode of the hydrogen-oxygen fuel cell, hydrogen joins with 
hydroxl ions to produce water, freeing electrons to do work. At the cathode, oxygen 
reacts with water in the electrolyte and electrons from the external circuit to form 

hydroxl ions. 

1047 



These reactions may be summarized 
using chemical notation. At the cathode 

112 02+ H20 + 2e- ----> 2 OH-

That is, oxygen plus water plus elec-
trons produce hydroxl ions. 

At the anode: 

H2+ 2 OH- --> 2 HD + 2e -

Hydrogen plus hydroxl ions produce 
water and electrons. 

In summary, hydrogen and oxygen 
can be Continually combined in such 
a way that water and electrical energy 
result. 
The output of a fuel cell is low volt-

age, high current dc. Individual cells 
can be stacked in both series and 
parallel arrangements the same as con-
ventional batteries to increase voltage 
or current. 

Batteries vs. Fuel Cells 

Conventional batteries, it should be 
noted, are closely related to the fuel 
cell. However, the battery is self con-
tained and must either be discarded or 
recharged when its stored energy has 
been used up. The fuel cell will con-
tinue to produce electrical energy as 
long as fuel is supplied. 
The storage battery has advantages 

where high power is needed over a 
short period of time. The fuel cell is 
more applicable for needs of moderate 
power over longer times. A combina-
tion of the two, with the fuel cell 
charging the storage battery between 
uses, could capitalize on the strong 
points of both. It is also characteristic 
of the fuel cell that when no current 
is being drawn, it does not expend fuel. 
The hydrogen-oxygen fuel cell was 

the first to be produced and received 
most of the early research effort. In its 
basic form as described, it is not too 
difficult to follow the progress of chemi-

Figure 3. Small natural gas fuel cell 
produces 500 watts of electricity. 

Smaller units can use gasoline. 

cal events. However, even the first suc-
cessful cells were more sophisticated 
than our example. 

For instance, the gases hydrogen and 
oxygen do not readily interact at room 
temperatures. Some cells operate at 
much higher temperatures (250°F to 
500°F) and use chemical catalysts in 
the electrodes to help the reactions 
along. 

Hydrocarbon Fuels 

There are many practical reasons for 
development to shift now to systems 
that operate on fuels other than hy-
drogen. The hydrocarbon fuels seem 
ideal because of their availability. A 
cell using fuel oil or natural gas, for 
example, could be operated almost any-
place in the world without serious prob-
lems of transporting of fuel. Methane, 
gasoline, kerosene and alcohol are 
among the hydrocarbons being investi-
gated, along with the noncarbons am-
monia and hydrazine. 
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The engineering problems associated 
with fuels other than hydrogen have 
placed many barriers in the way of a 
practical system. The direct conversion 
of hydrocarbons is particularly difficult. 
But a compromise is being used — a 
system now under field test with the 
Army breaks down hydrocarbon mole-
cules and extracts hydrogen, which can 
be accepted by the fuel cell. However, 
the indirect process is not as efficient 
as direct conversions. 
While the complication of manu-

facture and transportation of pure hy-
drogen makes other fuels desirable, the 
availability of pure oxygen also presents 
problems. Although a ready source of 
oxygen, air contains some undesirable 
elements. Current models of hydro-
carbon-air fuel cells must process the 
air before it is used, removing carbon 
dioxide and stabilizing temperature and 
humidity. 

Hydrocarbon-air systems now being 
tested include a package of two 35-
pound man-carried units producing 500 
watts at 32 volts. Another unit with 
an output of 3 kW can be carried by 
jeep or small truck. 

Applications 

The possible applications of the fuel 
cell are about as varied as the uses of 
electricity — but can be extended be-
yond that. The use of a practical and 
efficient direct energy conversion de-
vice as a substitute for heat engines in 
the generation of electrical power im-
mediately leads to the application of 
power for electronic equipment. Large 
scale power generators are also con-
sidered. But it is not out of the question 
to consider this new technique as a 
substitute for other motive forces. Allis-
Chalmers has put fuel cells to work 
powering a farm tractor, and the Army 

is now testing a 3/4-ton truck powered 
by a fuel cell package developed by 
Monsanto Research Corporation. Boats, 
submarines and many other vehicles 
will also be the subject of increased 
research. 

Generation of electrical power at 
home is also being looked at. The de-
velopment of a power plant operating 
on natural gas has been launched, with 
Pratt & Whitney Aikraft carrying out 
the program. The company also de-
veloped the fuel cells to be used on the 
Apollo spacecraft. 
The only moving parts in the fuel 

cell are found in the gas flow mech-
anism. As a result, the fuel cell is a 
very quiet machine—both mechanically 
and electrically — an ideal advantage to 
the military. They are capable of resist-
ing a good deal of shock and accelera-
tion, and are affected very little by 
radiation, all points in favor of space 
applications. And the water byproduct 
is actually a plus in manned space travel 
where astronauts must take with them 
all food and supplies. 
The telecommunications industry is 

primarily interested in fuel cells to pro-
vide power to remote locations. Brown, 
Boyen i and Company, of Switzerland, 
has been operating a television relay 
station on fuel cell power for nearly 
two years. 

Operators in this country have yet 
to put a commercial device to work in 
such application, but interest in the fuel 
cell and other direct conversion devices 
is high. As repeater equipment uses 
more solid state circuitry, thereby re-
ducing power requirements, this type 
of power will become more realistic. In 
the meantime, engineering progress will 
account for increases in efficiency, re-
duction in size and weight, and the 
practicality of using common fuels. 
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Data transmission speeds go higher and 

higher and line quality requirements 
increase correspondingly. 

Q uality, in a communications 
circuit, is relative. The 

same circuit may perform flawlessly 
for voice communications and not 
handle data traffic at all satisfactorily. 
Before the recent upsurge in the 
amount of digital traffic being handled 
by common carriers, this was not an 
especially serious problem. But nowa-
days, data is demanding an increasing 
amount of the telephone industry's 
attention. They are faced with the 
pressing requirement to improve their 
networks to more efficiently handle 
digital type traffic. 

Since it is not feasible to replace all 
existing voice-grade circuits or to in-
stall whole new networks dedicated to 
data transmission, the obvious solution 
is to upgrade existing circuitry. 
Two phenomena cause most of the 

difficulties encountered in attempting 
to send digital data over voice circuits. 
They are delay distortion and ampli-
tude distortion. But both can be over-
come by proper conditioning of the 
circuit. The Lenkurt 971B Adjustable 
Equalizer is designed specifically to 
cope with problems of distortion in 
voice circuits intended for data traffic. 
It corrects for both amplitude and 
envelope delay distortion, and condi-
tions circuits to meet C-1, C-2, C-3 
and C-4 standards. 

Delay Distortion 
Delay distortion of electrical signals 

is a type of distortion caused by the 

non-linear phase delay-versus-fre-
quency characteristics of a communi-
cations circuit. 

In voice-frequency transmission fa-
cilities, such distortion is caused main-
ly by the capacitive and inductive 
effects of transformers and amplifiers 
at the low frequencies. At the higher 
frequencies it is caused by loading 
coils and line capacitance. In carrier 
transmission facilities, channel bank, 
group, supergroup, and mastergroup 
transformers and filters are the main 
causes of delay distortion. 

Delay distortion is not a problem 
until it begins to interfere with the 
ability of the communications receiver 
to understand the information con-
tained in the signal. In the case of 
speech transmission, delay distortion 
has not been a problem, since the 
human ear is relatively insensitive to 
variations in phase-versus-frequency re-
lationships. 

However, digital signals are quite 
vulnerable to the effects of delay 
distortion. Data bits usually originate 
as rectangular-shaped pulses which are 
used to modulate a carrier at a parti-
cular keying rate for transmission over 
a communications circuit. The ana-
lagous AM or FM signals resulting 
from this modulation process are com-
posed of many frequencies. 
The envelope of these signals results 

from energy at the fundamental and 
harmonic frequencies adding together 

vectorially. If such a signal passes 
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through a circuit with non-linear 
phase-versus-frequency characteristics, 
it becomes severely distorted. In fact, 
the signal energy may "spread out" to 
the point where adjacent pulses begin 
to interfere with one another. Under 
such conditions, the data receiver may 
not be able to properly detect the 
information content of each bit, (for 
example, a binary I may be detected 
as a binary 0, or vice versa). 
When considering the cause of delay 

distortion, it should be noted that an 
appreciable impedance mismatch be-
tween line sections or between the line 
and office apparatus will influence the 
distortion characteristics of the facil-
ity. The presence of reflected currents 
sometimes causes an overall distortion 
much different from that which is 
indicated by analyzing the individual 
facility components. This is particu-
larly noticeable at low frequencies or 
with short lengths of line, where the 
loss is relatively low, and reflection 
and interaction effects are consequent-
ly greater. In the case of long loaded 
cable circuits, manufacturing toler-
ances and subsequent treatment of 
cables can cause appreciable variation 

from the delay determined by formula 
or from typical curves. Another pro-
blem is the spacing of load coils which 
varies from the ideal because of the 
necessity for spacing coils according to 
the location of manholes or telephone 
poles. 

Measurement Techniques 
There are two common techniques 

used to measure delay distortion in 
communications circuits. One consists 
of measuring phase shift, either with a 
phase meter or by means of an oscil-
loscope Lissajous pattern — a method 
mainly used in the laboratory. It is a 
tedious procedure because phase shift-
versus-frequency must first be compu-
ted and then point-by-point slope 
measurements made to derive the de-
lay curve. 

This method requires accurate fre-
quency measurement and is suitable 
only when both terminals of the cir-
cuit are available at the same location. 
The method is also occasionally used 
for transmission circuits where two 
similar circuits exist so they can be 
"looped back" to the measuring point. 
Figure 1 is a curve of frequency-

Figure 1. Frequency/ 
Phase Shift Characteris-
tic's of Typical Corn-
m u nications Channel. 

2 4 

FREOUENCY — kHz  
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versus-phase for a typical communica-
tions channel. 
The second technique consists of 

measuring the envelope delay charac-
teristics of a circuit rather than the 
f r e quency/phase-shift characteristics 
and is relatively easy to accomplish. 

Envelope delay of a particular fre-
quency is equal to the slope of the 
phase-frequency curve at the specific 
frequency. Therefore, envelope delay 
can be determined by measuring the 
phase shift of two incremental fre-
quencies and then computing the 
slope. The degree of resolution of the 
measurement depends upon the incre-
mental spacing of the two frequencies 
used to determine the slope character-
istics. The closer the spacing the great-
er the resolution of the measurement. 

Measuring the slope at various 
points throughout the passband of a 
circuit provides an indirect indication 
of the phase-versus-frequency charac-
teristics of the circuit. 

However, it is not necessary to use 
two incremental frequencies to make 
such a measurement. The usual prac-
tice is to transmit an amplitude mod-
ulated carrier through the circuit 

Figure 2. Envelope De-
lay at Amplitude Modu-
ktted Carrier Frequency 

under test, and measure the resulting 
phase shift of the modulation enve-
lope. The result is the same as mea-
suring the slope of two incremental 
frequencies, and the measurement con-
cept employs much simpler computa-
tional techniques. 
When transmitting an amplitude 

modulated carrier through a circuit, 
energy at the carrier and upper and 
lower sideband frequencies will be 
displaced in time according to the 
frequency/phase characteristics of the 
circuit. This is illustrated in Figure 2. 
It means that the envelope of the 
signal will shift in phase from the 
carrier by an amount equal to the 
mean value of the slopes of the two 
sidebands (assuming both sidebands 
are equal in amplitude). The amount 
of this phase shift is called envelop 
delay. 

As a rule, the lower the modulating 
frequency, the more the envelope 
phase shift approaches the actual value 
of the slope of the phase shift at the 
carrier frequency. It can be assumed in 
practice that the envelope phase shift 
of the amplitude modulated carrier is 
equal to the slope of the frequency/ 

LOWER 
SIDEBAND 

UPPER 
SIDEBAND 

FREQUENCY - 



phase curve describing the circuit at 
the carrier frequency. (See Figure 2). 
This means that if the amplitude mod-
ulated test signal is tuned or swept 
across the band of interest, the enve-
lope phase shift detected at the re-
ceiving end of the circuit provides an 
indirect measurement of the frequen-
cy/phase shift characteristics of the 
circuit. A curve of envelope delay-
versus-frequency for a typical com-
munications circuit is shown in Figure 
3. 

Delay measuring test sets have been 
developed to measure envelope delay 
in communications circuits. An ex-
ample of such a set is the Sierra Model 
34013, shown in Figure 4. The set 
generates an amplitude modulated car-
rier that can be manually adjusted or 
electronically swept over a frequency 
range corresponding to voice band, 
standard group and supergroup cir-
cuits. The carrier is usually 50 percent 
amplitude modulated with one of 
three frequencies. 
As mentioned previously, the lower 

the modulating frequency the more 
meaningful the measurement. How-
ever, variations in envelope delay are 

difficult to measure accurately if the 
frequency is too low and a compro-
mise is usually reached. Three modula-
ting frequencies, 25 Hz, 83-1/3 Hz, 
and 250 Hz, have become somewhat 
standard throughout the communica-
tions industry and are employed in 
most delay measuring test sets. 
The test set also processes the mod-

ulated signal after it has traveled 
through the communications circuit. 
The phase shift encountered by the 
envelope with respect to the carrier is 
measured by a zero-crossing detector. 
The difference in phase is read directly 
on a digital display or meter as delay 
in microseconds. Typically, these test 
sets are capable of measuring delays as 
great as 20 milliseconds. 

It is important to realize that the 
absolute envelope delay at a particular 
frequency is of no immediate concern 
in equalizing a circuit. It is only the 
relative delay that is important. This is 
the term used to express delay distor-
tion performance requirements in 
communications standards. Relative 
delay is the difference between the 
envelope delay (in microseconds) 
measured at some frequency within 

e 1500 
>-

o ▪ woo 

• 500 

• o 

FREQUENCY —2 kHz 

Figure 3. Typical Rela-
tive Envelope Delay — 
46A Channel Equip-
ment (Measured With 
Channel Units Back-To-
Bac k). 

o 3 3.5 
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Figure 4. Envelope Delay Test Set 

the band ol interest and a reference 
delay and frequency established within 
the same band. 

In performance standards, envelope 
delay distortion is usually expressed as 
a maximum difference in envelope 
delay (in microseconds) between two 
frequencies within the passband of the 
circuit. For example, the envelope 
delay standards for a telephone trunk 
circuit might read: 

"Envelope delay distortion shall 
not exceed: 
80 microseconds between 1000 

and 2600 Hz. 
250 microseconds between 600 
and 2600 Hz. 
500 microseconds between 500 
and 2800 Hz." 

This means that the difference in 
envelope delay (in microseconds) be-
tween any two frequencies between 
1000 and 2600 Hz cannot exceed 80 
microseconds, and so on. Using a delay 
measuring test set, the envelope delay 
characteristics of a circuit can be 
determined very quickly to see if they 
meet these requirements. 

Such a test can be accomplished by 
tuning the amplitude modulated car-
rier to a series of discrete frequencies 
across the band of interest (i.e. 1000 
to 2600 Hertz), and manually record-
ing the relative envelope delay reading 
at each frequency on the receiver of 
the test set. 

Alternatively, the carrier can be 
electronically or manually swept 
across the band of interest and the 
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envelope delay information recorded 
on an X—Y recorder or viewed on an 
oscilloscope. 

Subtracting the minimum delay 
reading from the maximum delay read-
ing provides a measure of the envelope 
delay distortion for the particular pass-
band. If the difference between 1000 
and 2600 Hz is greater than 80 micro-
seconds, then the delay performance 
of the circuit will not meet the stan-
dards described in the example and the 
circuit must be equalized. 

Delay Equalization 
It is not always necessary to mea-

sure the delay characteristics of a 
circuit to equalize it for data. There is 
a technique for equilizing a circuit 
known as the "eye pattern" method 
which is useful when conditioning a 
circuit for a particular data modem. 

With this method, a data modem 
such as the Lenkurt 26C which has its 
own test pattern generator is placed in 
the circuit with the modulator genera-
ting a random data pattern. An oscillo-
scope is connected to the data receiver 
(or demodulator) and synchronized 
with the receiver clock. The over-
lapping traces viewed on the oscillo-
scope provide an indication of the 
amount of phase distortion present in 
the signal. 

Equalizers can be added to the 
circuit and adjusted until the distorted 
eye pattern improves. This technique, 
although it does not assure that the 
circuit is equalized to certain specified 
limits, does provide the fastest adjust-
ment to optimum setting for the parti-
cular data modem involved. 

The job of equalizing a telephone 
circuit for data transmission has been 
greatly improved through the use of 
delay measuring test sets and variable 
equalizers. Most of the delay mea-
suring test sets provide analog output 

voltages that are proportional to the 
carrier frequency and envelope delay 
detected in the receiver. These voltages 
are used to drive an oscilloscope or an 
X—Y recorder to provide a visual 
display of the relative envelope delay-
versus-frequency characterisitics of a 
circuit. Such visual information is ex-
tremely helpful when attempting to 
equalize a circuit. 

There are several methods of setting 
up delay test sets to measure the 
envelope delay characteristics of a 
circuit such as loop back, end-to-end 
with return reference, and end-to-end, 
as shown in Figure 5. 

The loop-back method is used pri-
marily in the laboratory or in factory 
tests to measure the envelope delay 
characteristics of a circuit when both 
ends are available at the same location. 
The end-to-end with return reference 
method generally provides the most 
accurate measurement of a circuit be-
cause of better synchronization be-
tween the transmitter and receiver of 
the test set. 

The first step in equalizing a circuit 
with a delay measuring test set is to 
establish the test arrangement. The 
end-to-end method is generally the 
most convenient. 

In such an arrangement, an opera-
tor is required at each end of the 
circuit with an order wire facility so 
that the operators can talk to each 
other. At the transmit end of the 
circuit the terminal equipment is re-
moved and the delay test set transmit-
ter connected in its place. The test set 
receiver is then connected to the 
opposite end of the circuit. An X—Y 
recorder can be connected to the 
receiver to facilitate equalizing the 
circuit. 

It is important to understand that 
the absolute delay within a circuit 
cannot be reduced. Equalizers correct, 
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at a specific point in the circuit, for 
relative values of delay (and associated 
amplitude) distortion across the pass-
band. This point is usually at the 
receiving end of the circuit. Funda-
mentally, relative delay distortion is 
corrected by adding extra delay to 
those areas in frequency where the 
signal distortion value is low. This 
effectively flattens the passband by 
setting the overall distortion levels, 
across the band, at the value of the 
worst (highest) condition. Even 
though system end-to-end absolute 
(total) delay has been increased slight-
ly for certain frequencies, the condi-
tioned signal will display very little 
effect from these forms of distortion. 

Relative delay distortion is usually 
determined by establishing, indivi-

dually, the lowest respective delay 
value and corresponding frequency 
within the passband as the reference 
point and comparing the values at 
other frequencies with this point of 
reference. For most applications, the 
reference point is arbitrarily set at zero 
microseconds of delay. In this way, 
measurements made at discrete fre-
quencies within the passband of the 
circuit will all read as positive num-
bers. Occasionally, the point of zero 
reference is set at a specific frequency, 
such as 1500 Hz. In this event, values 
of distortion throughout the passband 
may appear both as positive and nega-
tive numbers with respect to the refer-
ence point. Figure 6 shows the rela-
tionship between relative and absolute 
delay distortion. 

The February, 1969 DEMODULATOR, Circuit Conditioning, Part 2, 
will discuss amplitude distortion and the means for coping with it. 
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Amplitude distortion creates 

unique problems for data 

transmission over V F facilities. 

E‘en though amplitude and de-
  lay distortion are not neces-

sarily related and do not always appear 
in the. same circuit, their causes are 
much the same. However, they are still 
two separate and distinct phenomena 
— consequently the means for correc-
ting them will also differ. 

By definition, amplitude distortion 
is a variation of loss or gain with 
frequency. It has two distinguishing 
characteristics — band edge roll-off 
and in-band ripple. 

Band edge roll-off is usually caused 
by filters in a voice multiplexing sys-
tem, or by loaded cable, or by high 
pass characteristics of transformers 
and series capacitors. In-band ripple is 
caused principally by impedance mis-
matches and their attendant reflection. 

Data Distortion 
For frequency division multiplexing 

(FDM) equipment such as the Lenkurt 
25B or other low speed data transmis-
sion systems, band edge distortion in 
the voice channel may be so severe 
that it is impracticable to obtain more 
data channels by equalization. In-band 
amplitude ripple or delay distortion, 
however, is seldom so severe as to 
affect these low-speed channels. There-
fore, equalizers for frequency division 
multiplexing equipment need only cor-
rect the amplitude response at the 
corners of the channels. 

For higher speed data transmission 
— 1200 bits per second or more — 
delay distortion usually is controlling, 
and only moderate amounts of ampli-
tude correction are required. Usually, 
just enough to correct a general ampli-
tude slope through the frequency band 
is sufficient. 

However, in a switching network 
such as Autovon or Autodin, where 
high speed data is to be transmitted 
over several tandem switched sections, 
it is necessary that both amplitude and 
delay distortion be tightly controlled 
in each link of the switching system. 
This is so that the overall characteris-
tics of several sections in tandem 
(which are the sum of the characteris-
tics of the individual sections) will 
meet the requirements for data trans-
mission. 

In cases like this, the in-band ripple 
of the amplitude response becomes 
important and must be equalized. As 
previously mentioned, this ripple is 
caused by impedance mismatch; con-
ceivably it could even be caused by 
imperfect impedance matching of de-
lay distortion correction devices. 

Amplitude Equalization 
Treatment for amplitude distortion 

usually accompanies delay equaliza-
tion. As stated in Part 1 of this issue, 
the absolute delay within a system 
cannot be reduced from its total value 
at the point of origin. But, amplitude 
correction can be accomplished with 
gain devices. 

The Lenkurt 971B Adjustable 
Equalizer is designed specifically for 
the correction of amplitude distortion 
as a function of frequency as well as 
delay distortion to enable VF circuits 
to meet stringent C3 and military DCA 
requirements for data transmission (as 
outlined in DCA Circular 330-185-1). 
See Table 1. 

The 971B is usually operated from 
the receive end of the circuit. An 
exception would be in cases where 
intermediate switch locations occur in 
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long-haul circuits that can be separated 
into shorter segments for switching. In 
such cases, for purposes of equaliza-
tion, each segment is treated as a 
separate circuit. 

Correction is accomplished by add-
ing gain or loss in the areas of fre-
quency where distortion exists to flat-
ten the passband. Amplitude-versus-
frequency distortion is reduced over a 
particular frequency range. This, in 
turn, decreases the distortion of the 
signals being transmitted in that range 
or, conversely, increases the data trans-
mission rates. 

A good adjustable equalizer system, 
such as the 971B, generally consists of 
independent delay and amplitude 
equalizers. Since the delay systems 
were described in Part 1 of this article, 
only the amplitude equalizer will be 
discussed here. 

Basically, there are three methods 
of amplitude equalization. They in-
volve the use of either "bump" sec-
tions, band edge booster sections or 
cosine sections. 

The first method introduces vari-
able compensation shapes (bumps) 
uniformly across the frequency range 

Table 1 

TYPE C3 CONDITIONING 

Type C3 — For access lines and trunks associated with a Switched 
Circuit Automatic Network or common control switching arrangement 

Access Lines 

The envelope delay distortion shall not exceed: 
Between 1300 and 2600 Hz, a maximum difference of 110 micro-seconds 
Between 600 and 2600 Hz, a maximum difference of 300 micro-seconds 
Between 500 and 2800 Hz, a maximum difference of 650 micro-seconds 

The loss deviation with frequency ( from 1000 cps reference) 
shall not exceed 

Between 500 and 2800, — 0.5 dB to + 1.5 dB 
Between 330 and 3000, — 0.8 dB to +3.0 dB 

means more loss) 

Trunks 

— The envelope delay distortion shall not exceed 
Between 1000 and 2600 Hz, a maximum difference of 80 micro-seconds 
Between 600 and 2600 Hz, a maximum difference of 260 micro-seconds 
Between 530 and 2800 Hz, a maximum difference of 500 micro-seconds 

— The loss deviation with frequency shall not exceed 
Between 500 and 2800, — 0.5 to + 1.0 dB 
Between 300 and 3000, —0.8 to +2.0 dB 

NOTE: Conditioning in accordance with the above specifications is 
limited 

Each lnterexchange or local access line — between the 
customer's station and switching center 

Each trunk — between switching centers 

Extractec from Tariff F.C.C. No. 260 Page 143.2 
Effective August 7, 1967 
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to be equalized. It is effective for 
correcting moderate in-band distortion 
but has the problem of allowing too 
much interaction among the separate 
bumps in the line. However the bump 
method can deal with chosen sub-
divisions within the band on a one-by-
one basis. 

In facilities with steeply dropping 
band edges — such as loaded or sub-
marine cable — equalization is aided 
by the use of a tuneable high and low 
frequency booster section with shape 
controls. Such devices (the Lenkurt 
971B is one) are equipped for dealing 
with slope or band edge drop-off 
problems. But, unless another equali-
zation technique is used, they cannot 
cope with mid-band ripples. 

Cosine Equalization 
Bump section and band edge boost-

er sections are fairly conventional 
techniques for equalizing data circuits. 
There is, however, a method used by 
the Lenkurt Adjustable Equalizer 
called cosine equalization which is not 
so common. 

Cosine sections introduce a set of 
harmonically related cosine wave 
shapes of gain versus the log of the 
frequency. In general they are consid-
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Figure 1. Cosine section phase shift-
versus-frequency characteristic — 
Amplitude Equalizer. 

erably more effective than bump 
shapes for equalizing severe in-band 
amplitude distortion, especially since 
they require fewer sections. 

In a conditioning system which 
employs cosine equalization tech-
niques, the cosine equalizer consists of 
a number of identical phase-shifting 
networks connected in tandem. The 
networks are driven by compound 
transistors and unity-gain phase split-
ters the outputs of which are com-
bined in a summing amplifier. 

The 971B cosine equalizer provides 
five cosine shapes of amplitude versus 
logarithm of frequency. The shapes are 
continuously variable in amplitude and 
sign. Combinations of these shapes are 
used to cancel amplitude variations in 
the voice band of the circuit. 

Figure 1 shows the phase shift/ 
frequency relationship characteristic in 
a typical cosine stage. This relationship 
is almost linear. If the output voltage 
of the first phase shift stage is added 
linearly to the input voltage, the shift 
at 300 Hz will be zero and the 
summed voltage will be double that of 
the input voltage. 

At 3000 Hz though, the phase shift 
is 180 degrees, and if the two voltages 
are added their sum will be zero. So, as 
the frequency is varied between 300 
and 3000 Hz a half-cosine curve of the 
voltage-versus-log/frequency can be 
obtained. The curve will be on a 
logarithmic scale because of the loga-
rithmic relationship between phase 
and frequency. 

And, since the phase shift networks 
are in tandem, the output of the 
second stage (or section) will go from 
0 to 360 degrees as frequency is varied 
between 300 and 3000 Hz. Output 
shifts of the next three stages will be 
540, 720 and 900 degrees respectively. 
Consequently the five cosine stages 
will produce 1/2, 1, 1-1/2, 2 and 2-1/2 
cosine curves. All five situations are 
represented in Figure 2. 
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Figure 3. Actual ampli-
tude distortion condi-
tion — before and after 
equalization. End- to-
end measurement of 
VF circuit consisting of 
four links of 46A Car-
rier and one link of 
3-kHz submarine cable. 

A
M
P
L
I
T
U
D
E
 
—
 d
B
 

+3 

+2 

+1 

" 

-1 

-2 

-3 

-4 

-5 

-10 
0.6 1 

BEFORE 
AMPLITUDE 
EQUALIZATION 

AFTER 
CONDITIONING 
WITH 97113 
EQUALIZER 

01.113•111 

2 

FREOUENCY - kHz 
_ 

Measurement Techniques 
Equipment for measuring ampli-

tude distortion is basically an oscilla-
tor and a VTVM; whereas an envelope 
delay test set is used for determining 
delay distortion. There are also some 
differences in technique. 

Whereas the reference point for 
delay measurements was arbitrarily set 
at zero microseconds on the test set, a 
specific frequency — usually 1 kHz 
with a 0 dB reference point — is 
chosen for amplitude measurements. 
Consequently, values of distortion 
throughout the passband may appear 
as both plus and minus figures with 
respect to the reference level. But just 
as with delay measurements, a refer-
ence point is provided to which distor-
tion in other portions of the band may 
be compared. From this comparison, it 
can be determined whether or not 
equalization is feasible or even re- • 
quired. 

Absolute values of minimum distor-
tion and loss within a system are not 
directly related to the problem of 
correcting for relative distortion and 
its effect on a signal. Even though they 
may not be of immediate concern to 

the equalizer system, absolute values 
are important for purposes of compari-
son, particularly in parallel circuits. In 
such cases, the circuit with the lowest 
distortion and loss figures is "built 
out" of the network by the equalizer 
to the value of the circuit having the 
highest figures. 

One of the most expedient methods 
of measuring amplitude distortion in-
volves the use of level tracers such as 
the Siemen's REL 3 K 211G. A level 
tracer provides an oscilloscope trace 
pattern of the pass-band amplitude 
condition. Hence, the effects of adjust-
ments made on the equalizer can be 
readily seen and adjustment results can 
be recorded for reference. In this 
method, one level tracer's generator is 
used at the transmitting end of the line 
as a sweep signal source. The receiving 
portion of a second level tracer is 
connected to the output of the equal-
izer at the line's receiving terminal. 
The tracer is then adjusted to track the 
sweep of the transmitting unit. The 
result is a calibrated amplitude-versus-
frequency curve of the pass band. 

By using a level tracer in conjunc-
tion with an adjustable equalizer such 
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as the Lenkurt 971B, off-line ampli-
tude equalization is possible. This is 
done by placing a mirror image of the 
trace (inverse tracing) before the 
cathode ray tube of the level tracer 
and matching to it the shape of the 
equalizer circuit. This technique is 
used when, for some reason or 
another, end-to-end alignment is not 
possible. 

Alignment for 
Amplitude Equalization 

Just as with delay equalization, 
three basic pieces of equipment are 
required — an adjustable equalizer and 
two sweep level tracers. 

The level tracers are connected to 
each end of the circuit and their 
controls are set for the desired trans-
mit/receive levels as determined by the 
particular system requirements. Re-
quirements differ widely depending 
upon the particular transmission facil-
ity being equalized. 

To determine the system's general 
amplitude response characteristics, the 
line response should be first observed 
and recorded off the level tracer with-
out the equalizer in the circuit. 

The five cosine equalizer section 
controls are then adjusted to get the 
best possible (flat) response across the 
entire pass band. These controls are 
especially effective for minimizing in-
band amplitude ripples. Each cosine 
section introduces a distinct positive 
or negative shape whose amplitude is 
directly proportional to the control 
knob setting. 

At the start, each cosine control 
should be varied in both directions 
from its zero setting to determine the 
relative effect on the response for that 
particular section. Experimentation is 
usually necessary to determine the 
various combinations of cosine control 
settings which will best equalize the 
circuit. 

From a simple operational point of 
view, it is not really necessary to know 
what each term is accomplishing ex-
cept for a general understanding. This 
is because cosine shapes, up to the 
third or fourth terms, can be reckoned 
reasonably accurately from the gain/ 
frequency response on the level tracer. 

For higher terms, reduction of the 
total gain spread over the whole band 
usually provides sufficient adjustment 
standards. But when adjusting the 
cosine sections sequentially, if a point 
is reached where no appreciable re-
duction in gain spread is noted, this 
and all higher order sections should be 
left at zero. A new combination is 
then started by setting the first section 
at a new level. 

In obtaining the desired amplitude 
response, it may be necessary to juggle 
the high and low booster sections and 
the 0 dB, 1000 Hz reference values 
during alignment since cosine adjust-
ments can change the high and low 
end response. 

But if all goes well, and the desired 
amplitude response is obtained, the line 
should then be ready and capable of 
carrying digital information as well as 
analog signals. 
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There are more than two mil-
lion railroad cars in North 

America — boxcars, tankers, reefers, 
flatcars, cattle cars, gondolas and cars 
carrying trucks "piggyback". These 
millions of cars are owned by 130 
different railroads and are scattered 
over 255,000 miles of track. 

Simply accounting for all this rol-
ling stock is a monumental task for a 
single line. The problem is com-
pounded by the number of companies 
in any one area and further by long-
standing agreements among the various 
carriers. Traditionally, railroads have 
comparatively free access to each 
others' cars for hauling freight. When 
making up a train in the marshalling 
yards, one railroad is likely to use cars 

... Automatic Car Identification 

aids the railroads in 
computerized traffic control 

belonging to any number of other 
lines. For some idea of the complexity 
and magnitude of the accounting prob-
lems involved it is only necessary to 
watch a passing freight train and count 
the number of different labels on the 
cars. For accounting and billing pur-
poses, all these cars must be counted, 
identified, and have their destinations 
and cargoes noted. 

All of this information is usually 
marked on the sides of the cars in 
some form of numeric code. Hereto-
fore, the information was read and 
processed in the yards by men using 
pencils and tally sheets. The data was 
then carried to an office for compu-
tation and forwarding — by mail or 
telegraph — to the various companies 

00 

III 

Figure 1. The basic ACI system consists of three components — the label (on the 
car), the scanner and the decoder. Optional equipment can be added to meet 
requirements for higher levels of system sophistication. 
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involved. This all added up to an 
extremely slow, inaccurate and ex-
pensive process. 

Obviously, a fast, accurate and uni-
versal method of identification — 
probably electronic — was needed. To 
this end, the Association of American 
Railroads (AAR) turned to the elec-
tronics industry for some means of 
automatic car identification. Sylvania 
Electronics developed and manufac-
tured an ACI system and gave it the 
trade name Kartrak (see Figure 1). The 
system has recently been adopted by 
the AAR as the industry standard. 

Working in conjunction with com-
puters and data communications 
modems, the Kartrak system is able to 
identify a passing railroad car and 
transmit the information to a com-

puter center while the train is moving 
— at speeds up to 80 mph. Cars are 
counted, identified as to owner, type 
and serial number and the information 
forwarded — all automatically. Op-
tional equipment for recording cargo, 
destination and direction of travel is 
also available. 

The basic system consists of three 
components: label, scanner and de-
coder. The label is on the car itself and 
contains the pertinent data; the scan-
ner reads the passing labels, and the 
decoder processes the information and 
feeds it to a communications system. 

Retroreflective Labels 
All of a car's identification data is 

encoded and condensed into a single 
multi-colored label. The car labels, 

Figure 2. Retroreflection differs from ordinary mirror reflection in that light is 
reflected directly back to the source regardless of its incoming angle, or of any 
slanting of the surface. 
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LABEL MODULE 

CODE STRUCTURE 

NUMBER 
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SIGNAI. Ge.TE 
(STOP S GNAL) 11 

CAR NUMBER - 

1 ARRIEFI CODE 
(R.Ft COMP4 NY) 

EQUIPMENT CDDE 
(TYPE O CAR) —L 

Ih.ITIATES SIGNAL 

STOP 

3 

Figure 3. An ACI label has 13 parts, each divided into two strips. As the scanner 
reads the label from the bottom to the top, combinations of the colors red, blue 
and white are set in coded pairs to represent the numerical values in the 
accompanying chart. For example, the START symbol is represented by a red 
strip in the first part, and by a blue strip in the second. These are indicated by the 
x's in the Code Structure Chart. Reflected light from a white (checkered) strip 
triggers both the red and the blue sensors in the scanner and is represented in the 
chart by x's in both columns. (Note: The label strips appearing as grey in the 
illustration are bright blue in an actual ACI label.) 

affixed to both sides of the car, are 
made from adhesive-backed, retro-
reflective sheeting very similar to that 
seen on automobile bumper strips and 
highway warning signs. Light striking 
such material is reflected back to its 
source along the same path it followed 
when transmitted. As illustrated in 
Figure 2, retroreflection is different 
from mirror reflection where light is 
reflected at an angle opposite to that 
from which it came, or away from its 

source; unless of course the mirror and 
the light source are perpendicularly 
opposed. A retrorefleetive surface, on 
the other hand, reflects light back to 
its source regardless of the light's 
incoming angle — in much the same 
manner as a corner reflector antenna 
works. 

The label surface, developed by 3M 
Company, is coated with tiny glass 
beads — about 90,000 of them per 
square inch — each of which is its own 
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Figure 4. Mounted at trackside so as to provide maximum view of the passing 
trains, the scanner covers a vertical area of just under nine feet. Its protective 
housing allows the scanner to operate at temperatures ranging from —50° to 
150° Fahrenheit. 

optical system. En masse, the beads 
reflect light back to the wayside scan-
ner — light that is 200 times more 
intense than normal reflected light 
from a colored object. 

Each car label is made up of thir-
teen 1 x 6 inch colored strips of 
sheeting. The strips are arranged one 
atop the other in a color coded se-
quence and stuck to the side of the 
car. The color code consists of some 
combination of red, blue, black or 
white (Figure 3). Each strip is divided 
into two parts whose colors represent 
discrete numbers to the trackside 
scanner. 

It's All Done With Mirrors 
The heart of the system is the 

scanner. Its primary function is to read 

the labels from the passing cars — in 
fact, it reads each label up to four 
times as the train passes. 

As illustrated in Figure 4, the scan-
ning equipment is mounted at track-
side in a weatherproof steel housing. 
Its mounting position permits the 
scanner to cover an area reaching from 
16 inches to 9.5 feet above track level. 
This allows the scanner to pick up 
every passing label regardless of the 
type of car it is on or its location on 
the car. 

The schematic diagram in Figure 5, 
shows the various operating compo-
nents of the scanner. A 9,000 watt 
xenon lamp is the system's light 
source. The light is first routed 
through the system by a series of 
mirrors to the multifaceted scanning 
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wheel, each facet of which is also a 
mirror. As the wheel spins at a high 
speed, it causes the light beam to move 
from the bottom of the scan to the 
top at the same high rate. 

The light is projected at the label 
and then follows the same path back 
to the partially silvered mirror. From 
here, the light is focused through the 
lens to create an image of the label. 
This image is then transmitted through 
the slit plate. Due to the rapid rotation 
of the scanning wheel and the narrow 
aperture in the plate, only a small 
portion of the label's image passes 
through the plate at any one instant. 
Hence, a time sequential pulse train of 
light is created. This light train is 
analogous to the car label — that is, 

composed of bands of red, blue or 
white light. At this point, the light is 
optically filtered into two broad spec-
tra defined as red and blue. Here, 
photomultipliers change the optical 
signals into electrical pulses for input 
to the decoder. 

Decoder 
Interpretation of the data from the 

scanner is the primary function of the 
decoder. It is basically a digital device 
composed of analog to digital (AID) 
conversion circuits, digital logic and 
output circuitry. The AID conversion 
circuitry changes the electrical input 
from the scanner into meaningful digi-
tal values for transmission as data. 
Logic circuits analyze incoming signals 
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Figure 5. The scanner, represented schematically here, reads the passing labels, 
separates the color signals and relays them to the decoder. 
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and "decide" whether a proper label 
has been scanned and accuracy re-
quirements have been met. 

As outlined in Figure 6, the basic 
elements of the decoder's logic are the 
label data register, validity check cir-
cuitry, a bad label designator, and an 
unlabeled car detector. The output 
circuitry is separate. 

The decoder also has a storage 
function sufficient to store the data 
from one label. As the incoming data 
is stored in the label data register, the 
validity check circuitry makes the nec-
essary arithmetic calculations and 
stores the result. While this is going on, 
another part of the validity check 
circuitry monitors the input for the 
presence of Start and Stop digits (see 

Figure 3). Thus, the circuitry is able to 
indicate the presence of label data 
which meets the predetermined cri-
teria for validity. Normally, the pat-
tern is a Start indication followed by 
ten digits of information which is in 
turn followed by the Stop indicator. 
The thirteenth digit is derived from a 
mathematical calculation for deter-
mining the validity of the color code. 

Positive and negative checks indi-
cate that the information received in 
the label data register is correct or 
incorrect. When a positive comparison 
is indicated, the information is trans-
mitted directly to the output circuitry. 
But, if a negative comparison occurs, 
the information in the label data regis-
ter is transferred to the bad label 

DECODER 

SCANNER 

WHEEL 
SENSORS 

STANDARD-
IZER 
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LABEL • 

DESIGNATOR 

LABEL 
DATA 

REGISTER 

VALIDITY 
CHECK 
DIGIT 

UNLABELED 
CAR 

DETECTOR 

SCANS 
WITH NO 
LABEL? 

VALIDITY VES 
CHECK? 

OUTPUT 
CIRCUITRY 

Figure 6. Primarily, the decoder's job is to receive the color signals and convert 
them into meaningful electrical impulses for transmission as data. 

1076 



designator for storage. The data re-
mains here during the several sub-
sequent scans until either a positive 
check is obtained and the data can be 
forwarded or no positive check is 
received and special handling instruc-
tions are sent with the bad label 
designation. Such a designation is re-
ceived at the computer terminal as a 
question mark. 

Another device, the unlabeled car 
detector, works in conjunction with 
electronic wheel sensors on the track. 
The wheel sensor counts the passing 
cars, and relays a signal for each car to 
the unlabeled car detector. If this 
signal is not cancelled by the indi-
cation from the label data register that 
a label has been read, the unlabeled car 
detector generates a series of zeros to 
the output circuitry indicating that an 
unlabeled car has passed. 

Output from the basic system is in 
either 5-level Baudot or ASCII code. 
The output circuitry interfaces with 
teletype equipment locally or with 
data modems for transmission of the 
data to some distant point. Lenkurt's 
new data set, the 25B, will handle ACI 
data as well as telegraph and telemetry 
traffic. 

The output circuitry has the addi-
tional function of transforming data 
into a selected output code and data 
rate for either direct printout or 
further processing. 

Optional Equipment 
When railroad traffic density or 

train speeds dictate system sophisti-
cation beyond that of the basic ACI 
system, certain optional equipment 
may be implemented to meet these 
requirements. 

Since time is an all-important factor 
in railroad traffic control, it is nor-
mally desirable to have times and dates 
recorded along with the other ACI 

information. The optional device for 
this function is a calendar clock which 
is incorporated into the decoder as-
sembly. The calendar clock generates a 
total of seven characters of infor-
mation. The first three indicate the 
date while the four following digits 
indicate time on a 24 hour basis. 
Hence, 927 1440 would be translated 
as Sept. 27 at 2:40 p.m. However, the 
calendar clock cannot be used alone. 
Another unit, called a message gener-
ator, must work with it. 

Most data messages are in three 
parts — prefix, body and suffix. In this 
case the ACI data, generated by the 
scanner, is the body of the message. 
The prefix and suffix are added by the 
message generator. These may include 
such information as address group, 
time and date, control characters, di-
rection of train approach or any other 
configuration of the 64 available 
alpha-numeric characters that a user 
might dictate. 

Buffers 
Sixteen characters of information 

are generated by each labeled car that 
passes a scanner. Normally, depending 
on the code structure, this is repre-
sented by about 150 binary digits. 
Given an average car length of 44 feet 
and a train speed of 80 mph, this 
comes to about 300 b/s as a required 
signaling speed. Calculation is further 
complicated by carriers bearing more 
than one label — such as piggyback 
cars. By AAR specification, labels on 
multiple carriers must be at least six 
feet apart. In this case, the peak 
signaling speed can reach 2400 b/s. 

Obviously, if a 2400 b/s data sys-
tem such as the Lenkurt 26C is in 
service, there is no transmission prob-
lem. But, if the existing railroad sig-
naling equipment is not capable of 
such speed, some sort of buffering or 

1077 



Figure 7. The complexity of marshalling yards such as this one illustrates the 
need for automatic car identification. 

s t o re-and-forward system becomes 
necessary. 

The Kartrak ACI system has two 
kinds of buffer storage — magnetic 
tape or core storage. The magnetic 
tape buffer is an endless loop of 
recording tape which can store label 
data from as many as ten 200-car 

trains. Playback is on command, and if 
another train approaches while the 
buffer is operating in playback mode, 
label data from the new train will still 
be stored simultaneously. 

Functionally, the core buffer is 
identical to the magnetic tape device. 
Their capacities, however, are differ-
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ent. Nominally, the core buffer can 
store data from only 500 labels; with 
optional attaéhments capacity can be 
increased to 1,000. 

Other additional options increase 
the system's capabilities so that piggy-
back, stacked-container and other 
special cars can be read and recorded. 

Communications Interface 
For data communications, most 

railroads use one of three transmission 
systems — point-to-point teletype, 
multipoint teletype or the IBM 1050 
multipoint data communications sys-
tem. In the teletype arrangements, 
telegraph wires are normally the trans-
mission media, but dedicated, voice 
grade circuits can also be used. In the 
case of high speed data though, voice 
circuits are the rule. 

In order that ACI can be used in 
conjunction with existing data com-
munications systems — particularly the 
teletype arrangements — it is necessary 
to employ some method of control 
compatible with these common sys-
tems. Using a teleprinter control unit, 
a buffered ACI system is able to 
operate point-to-point over dedicated 
circuits. Stored data is transmitted 
from the buffers to centrally located 
teleprinter units. Codes for these units 
are either 5-level Baudot or ASCII. 
Output hardware can be either off/on 
keying units for driving a standard 

telegraph loop, or a regular EIA inter-
face for use with data modems. The 
Lenkurt 25B data set is designed for 
use with either telegraph or data, or 
both. 

Again, where the IBM 1050 or 
other computerized systems are used, 
access to the telephone network is via 
medium or high-speed data sets. Four 
Kartrak systems are scheduled for in-
stallation on a freight line in the 
Midwest. They will use Lenkurt 26C 
data transmission sets for communi-
cation with a Sylvania TCS-50 com-
puter over dedicated lines. The 26C's 
bit rate of 2400 b/s enables the system 
to operate without buffer storage. 
Communication between ACI system 
and computer is direct and on a 
real-time basis. 

Instant Location 
By 1970, all the nation's railroads 

should have a functioning ACI system. 
A traffic controller will be able to find 
any car on his line anywhere in the 
country, instantaneously. Computers 
will sort out all the complex billing 
and usage information and accounts 
will be credited and debited 
automatically. 

Interestingly enough though, the 
really crucial and exacting job must be 
done manually. Somebody — some 
man — has to put all those labels on all 
those cars. 
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That old Chinese proverb about a picture being worth a thousand 
words is no less true in this day of highspeed electronic 
communications than it was in the early days of paper. As 
technology improves, the relative value of picture transmission 
may well exceed that of a thousand words. 

The art of sending pictures, 
maps or whole messages over 

radio, telephone, telegraph and cable 
facilities is known as facsimile trans-
mission, or "fax". The basic principles 
of fax have been understood for al-
most 100 years. Only in recent years, 
however, have transmission techniques 
improved to the point that this unique 
form of telecommunications can begin 
to be commercially exploited. 

Technological advances in the field 
of data transmission have, incidentally, 
made it possible to develop fax sys-
tems which significantly reduce trans-
mission time and thereby lower line 
cost. The expense associated with 
older transmission techniques has been 
the most limiting factor in the history 
of fax. A reduction of common carrier 
rates, in 1962, considerably improved 
the commercial outlook of fax, but 
future advances in data transmission 
technology will probably have a 
greater effect. 

Background 
The early applications, of facsimile 

were essentially limited to the trans-
mission of photographs, telegrams and 
weather maps. One of the oldest com-
mercial users of fax is Western Union 
Telegraph Co., presently operating 

more than 30,000 units for the de-
livery of telegrams. Thousands of fax 
equipments are used by the military, 
weather bureaus and commercial air-
lines for the recording of weather 
maps. The advent of weather satellites 
has made this function more reliable 
and timely. 

The transmission of photographs 
and weather maps requires high resolu-
tion and good quality reproduction. 
Even early fax systems were capable of 
this kind of performance — quality 
was not the problem. The problem, 
until recently, has been providing eco-
nomical methods for the transmission 
of large volumes of lesser quality 
material, such as letters and line draw-
ings. Many similar applications do not 
require high resolution. 

The early uses of fax persisted 
because of the need to transmit certain 
kinds of high resolution graphic mate-
rial from one place to another regard-
less of cost. Photographs for news-
papers, emergency telegrams for 
people unreachable by phone, and 
weather maps to chart airline flights 
are examples of such indispensable 
services. The use of facsimile as a 
necessary tool in keeping the public 
informed was assured by the Federal 
Communications Commission when 
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they reserved a portion of the radio 
spectrum specifically for the transmis-
sion of fax by newspapers. 

In the light of its present develop-
ment, it is appropriate to reassess 
facsimile's role in the field of elec-
tronic communications. In a funda-
mental way, fax provides some unique 
advantages over other methods of 
communication. Visual material is of-
ten less ambiguous than audio mate-
rial; most people are better visually-
oriented than audio-oriented. Because 
of this, visual material is not as often 
misperceived as material which is only 
"heard". There is also the added bene-
fit of having a readily available per-
manent record for verification when 
accuracy is in doubt. Fax material can 
be more quickly copied for distribu-
tion or filing. It can also handle a 
broad scope of information without 
the problem of language barriers. 
Noisy rooms do not impair reception. 
Fax is as easy to use as a telephone. 
Another interesting facet is its capa-
city to transmit legally acceptable doc-
uments and signatures. 

Low resolution, black and white 
machines are now being widely manu-
factured. The availability of these new 
devices and prognostications of a sub-
stantial market, has ushered in a new 
nationwide business — the facsimile 
franchising service field which pro-
mises to become a booming enterprise. 
Offices already exist in more than 200 
cities across the U.S., making this new 
service available to any commercial 
activity wishing to participate. New 
offices are being opened with each 
passing week. 

There are two types of franchising 
currently in use. One method has a 
central office to maintain a pick-up 
and delivery service to subscribing 
customers for a monthly rate. The 
second method invites the franchise 
holder to establish a secretarial ser-
vice-type office where anyone desiring 

to transmit written information pre-
sents the information, by person or 
phone, and is charged on a cost-per-
copy basis. 

Basic Fax 
The principle types of fax are gray-

scale and black-and-white. Recently 
announced color fax is essentially an 
extension of gray-scale fax technology. 
All types require a revolving drum, 
upon which can be attached the copy 
to be transmitted, and a scanning 
device which "sees" the copy as it 
revolves. Line by line the scanner picks 
up the image, in the form of light 
impulses, as it sweeps across the page. 
The received light pattern passes 
through a precision optical system to a 
photocell which, in turn, converts the 
light impulses into an analog signal 
pattern. Both gray-scale and black-
and-white fax can be transmitted over 
common communications channels by 
analog means. 

Shades of Gray 
The signal pattern, or waveform, 

from a wide-range gray-scale fax sys-
tem differs from that of a black and 
white system. A wide-range gray-scale 
waveform may have an infinite num-
ber of tone values between black and 
white. The waveform produced is a 
precise electronic representation of the 
original image on the drum. This kind 
of waveform is both asynchronous and 
analog in nature. It is asynchronous 
because the waveform has not been 
" sampled "  or "clocked" at measured 
time intervals (see figure 1) and is 
considered analog because its ampli-
tude varies in direct proportion to the 
illumination spectrum of the original 
material. Asynchronous, analog fax 
systems are well suited for the trans-
mission of pictures and other graphic 
material where good definition of a 
wide range of gray tones is necessary. 

Good quality gray-scale transmis-
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Figure 1. By using a "sampling" device, a continuous, analog signal can be 
converted into a synchronized, pulse amplitude signal. This signal can further be 
quantized and encoded into binary digital form. 

sion is costly. Since it requires broad-
band facilities capable of high signal-
to-noise ratios. 

Fax in Black and White 
A simpler system operates only in 

black and white — no shades of gray. 
This system employs a scanning device 
which only registers a black or white 
impulse and therefore generates a 
waveform with only two values corres-
ponding to black and white. The dig-
ital binary waveform produced by this 
system is asynchronous and analog in 
nature because the time interval be-
tween two successive transitions cor-
responds directly to the original image. 
The application of the word analog is, 
thus, somewhat less meaningful when 
it concerns black-and-white systems; 
its common use is generally reserved 
for reference to gray-scale systems. 

The binary nature of a black and 
white waveform makes it convenient 
for this form of fax to take advantage 
of present and future advances in data 
transmission techniques. 

Fax Transmission 
In telecommunications transmission 

there is an inverse relationship be-
tween transmission bandwidth and 
transmission time. This is particularly 
significant with fax. As bandwidth is 
increased, the time is decreased, and 

vice-versa. In general, the bandwidth 
necessary for fax transmission depends 
on the required resolution and the 
speed of transmission. 

The relationship between resolution 
and bandwidth is such that doubling 
resolution requires four times the 
bandwidth — if transmission time re-
mains constant. In the future, any 
significant innovations in effectively 
reducing transmission costs must re-
duce both transmission bandwidth and 
transmission time. 

PCM and FAX 
A significant new development in 

the telecommunications industry took 
place in 1937 with the invention of 
pulse code modulation (PCM). How-
ever, not until the advent of transistors 
and integrated circuits was this new 
idea given serious attention. In the 
1950's, Bell Telephone Laboratories 
began to explore the PCM system. 

The basic concept of PCM was 
entirely different from frequency divi-
sion multiplex (FDM) which has ser-
ved the industry for so many years. 
Unlike FDM, which provides fre-
quency separation for all channels, 
PCM involves switching rapidly from 
one channel to another — producing a 
time division multiplex (TDM) system 
where each channel is allotted a separ-
ate time interval. 
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Figure 2. A "sampling" device applied to a black-and-white, binary signal, 
produces a synchronous, digital binary signal in one step. The binary nature of 
this mode effectively lowers transmission noise but introduces "jitter". 

The Bell System designated their 
24-channel time division multiplexing 
PCM system as Ti carrier. Although 
primarily designed for voice transmis-
sion, the Ti has proven to be ideally 
suited to the transmission of data or 
fax. 

The use of PCM systems in the 
telephone network is increasing very 
rapidly. An example of this growth is 
the increasing number of Lenkurt's 
91A (comparable to Bell's Ti) time 
division multiplex PCM systems now 
in operation. 

Lenkurt's 9003 and 9005 high-
speed data terminals are designed for 
use over 91A (or Ti) repeatered lines. 
Providing data rates of 50 Kb/s (and 
higher), these data terminals are well 
suited to the transmission of fax. 

The PCM mode of transmission is 
not greatly troubled by signal distor-
tion caused from noise. It has, how-
ever, another kind of distortion prob-
lem for black and white fax. When a 
black and white fax binary wave is 
synchronized by a sampling pulse it 
produces an error in the signal pattern 
which is called "time jitter" (see figure 
3). This "jitter" occurs because the 
sampling pulse rarely takes place at the 
actual point of transition between 
black and white. As a result, the 
synchronized wavefcerm rounds-off the 
original pattern, causing the intervals 

to be stretched or compressed, accord-
ingly. The received image may there-
fore present a slightly fuzzy appear-
ance due to this "time jitter", al-
though legibility is not greatly im-
paired. 

One advantage of binary data trans-
mission is the fact that since there are 
only two possible waveform pulse 
values — one or zero, transmission 
distortion is relatively low and does 
not increase with distance. The effi-
ciency of this system results from the 
fact that each positive pulse is regene-
rated at full amplitude, regardless of 
signal degradation up to that point. 
Likewise, every zero pulse is regenera-
ted at zero amplitude. 

Data Compression 
Another promising field of investi-

gation for bandwidth and time reduc-
tion, is the elimination of image redun-
dancy. Nearly all graphic material has 
a dominant tone-value. For example, a 
page of typewritten material is essen-
tially white — even when filled with 
words. This repetition of the same 
tone, over and over, is redundancy. 
The conclusion has been logically 
drawn that if only the non-redundant 
data could be transmitted (the black 
letters on a typed page, for example) a 
reduction in required bandwidth and 
time might be accomplished. Several 
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Figure 3. When a black and white analog waveform is synchronized by sampling 
pulses (vertical red lines), a certain amount of distortion occurs which is called 
"time jitter". This jitter results from the fact that the sampling eliminates changes 
in the original waveform which take place between pulses. The entire interval 
between pulses will read either "up" or "down" depending on the location of the 
original waveform at the time of the last pulse. Obviously, some complete 
white-to-black-to-white (and vice versa) changes can take place between pulses and 
therefore be completely eliminated from the synchronized wave (A). 

techniques are being explored to elim-
inate redundancy and some methods 
are presently in use. One system of 
this type encodes the location of 
black-white and white-black transi-
tions and transmits this information 
through digital transmission systems 
such as Lenkurt's type 26C or 26D 
data modems. Using Lenkurt's 26D, 
speed improvements as high as four to 
one have been achieved. 

Present Applications and 
Future Possibilities 

Early uses of facsimile have been 
enhanced and new uses are constantly 
being explored. Effective techniques 
for removing redundancy promise to 
place facsimile within the reach of 
many new applications. 

Significant improvements in facsi-
mile technology have reawakened the 
interest of police authorities around 
the globe. 

Police departments which have in-
stalled facsimile systems are finding 
their use indispensable in communica-
tion of fingerprints and "mug" shots. 
There has long been a need for rapid 
identification of suspected criminals. 
Court imposed restrictions on police 
detention practices served to highlight 
this need. Rapid and positive identifi-
cation not only makes it easier to iden-
tify wanted criminals, it has the added 
benefit of facilitating the release of 
innocent persons. 

The Chicago and Los Angeles police 
departments have had, for some time, 
operational facsimile systems using 
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high resolution data transmission 
equipment. This application requires 
good quality gray-scale reproductions 
and 200 line per inch resolution — 
twice the resolution of a typical copy-
ing machine. 

The newspaper industry represents 
one of the largest single markets for 
facsimile transmission systems. Many 
newspapers are now making use of 
various available devices for this pur-
pose. It has been found desirable to 
provide high resolution of this large 
format material with wide-range gray-
scale. It is necessary that newspaper 
pages be transmitted at very high 
resolution rates, on the order of 1000 
lines per inch, to maintain sufficient 
standards of quality of half-tone pic-
ture material. Perhaps a system could 
be devised to transmit newspaper 
printed material at about 200 lines per 
inch, then slow down for half-tone 
picture material at 1000 lines per inch. 

Facsimile systems have been used 
to transmit full size newspaper proof 
sheets from the main plant to remote 
satellite printing plants where the 
transmitted page is converted into a 
photographic negative which is then 
used for direct reproduction. At the 
present state of technological develop-
ment, this application is still relatively 
expensive. 

The future of facsimile transmission 
in the newspaper industry is very 
promising. Elaborate systems have 
been proposed which would require 
complete microwave networks capable 
of transmitting a standard newspaper 
page at 1000 lines per inch resolution 
within time limits of about four min-
utes per page between plants. 

The Wall Street Journal already 
achieves fast service to parts of Califor-
nia and other Western states by using 
facsimile to transmit page proofs. 
Many banks are now using facsimile to 
speed stop-payment notices on checks 

Courtesy of Dacom, Inc. 

Figure 4. This black and white fax 
system transmitter produced by 
Dacom, Sunnyvale, California. makes 
use of Lenkurt's 26D data modem. 

by transmitting the notice from the 
bookkeeping office to the main bank-
ing office. Manufacturing companies 
are using facsimile equipment as an 
adjunct to their teleconferences in 
order to provide charts and diagrams 
so that each participant has precise 
references for the topics of discussion. 

It has been reported that there are 
over 18,000 current users of facsimile 
systems. This list includes railroads, 
hospitals, schools, airlines and general 
business. It can be safely predicted 
that as new advances are made in 
compression techniques, bandwidth re-
quirements will be reduced, costs will 
drop and new applications will become 
virtually endless. 
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Holography, from the Greek root ho/os mean-
ing whole, is a picture making process that 
captures the three-dimensional aspects of an 
object, rather than the flat, fixed-viewpoint 
of conventional photography. 

In holography, three-dimen-
sional images are formed 

from two-dimensional photographic 
negatives. In the recording process, a 
coherent wave source is split into two 
parts (Figure 1). Half the source (refer-
ence wave) strikes the holographic 
plate directly. The other half (object 
wave) illuminates the object to be 
recorded. Each point on the object 
reflects light onto the holographic 
plate. Having traveled different paths, 
the two waves are no longer in phase, 
and therefore reinforce or cancel each 
other as they converge on the holo-
graphic plate — producing an interfer-
ence pattern (Figure 2). There is a 
unique interference pattern recorded 
over the entire holographic plate, for 
each point on the object. 

Laser light is the most conunonly 
used coherent source, but illumination 
may also be accomplished with elec-
tron waves, X-rays, microwaves, and 
acoustic waves. 

Once the holographic plate has 
been exposed and processed, it is 
capable of reconstructing the original 

three-dimensional object. Reconstruc-
tion is accomplished by illuminating 
the hologram with the same frequency 
reference wave used for recording. 
Since the hologram records all the 
information that the object wave con-
tains, the reconstructed image will 
display this information — the size and 
shape of the object; the brightness of 
every point on the object; and the 
position of the object in space, from 
all angles that are intercepted by the 
holographic plate during the recording 
process. 

Basically, a hologram is a recording 
of two coherent waves. When the 
hologram is illuminated with one 
wave, the other wave is simultaneously 
reconstructed. 

There are two fundamental types of 
hologram — transmission and reflec-
tion. In a darkened room, transmission 
holograms are illuminated from behind 
with monochromatic light (one color). 
Reflection holograms, however, with 
their built-in filters are illuminated 
with white light (all colors) from the 
side where the viewer is standing, so 
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Figure I. Holographic recording process using laser illumination. The laser beam is 
split, with the object waves illuminating the object and the reference wave 
providing a coherent background. The two waves interfere at the holographic 
plate forming the hologram. 

the light is reflected from the holo-
gram to the viewer. A reflection holo-
gram is easier to handle because it may 
be illuminated in subdued lighting; 
although, it is not as dramatic as the 
transmission hologram. 

Background 
Holography is not a new concept. 

Dennis Gabor, in 1948, introduced the 

theory of holography. It was his hope 
that holography could be used to 
improve the resolution of electron 
microscopes. Unfortunately, limited 
by the intensity of the illumination, 
the photographic processing, and a 
disturbing background image, Gabor 
and the others experimenting with 
holography did not get the results they 
desired. The most important of these 
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Figure 2. Interference 
pattern formed from 
two arbitrary point 
sources (S1 and S2). 
Place your eye near the 
left edge and look along 
the figure. The areas 
that look white show 
the cancellation of the 
waves; between these 
areas there is reinforce-
ment. 

IL 

limitations was the illumination inten-
sity. 

By 1962, with the development of 
the laser, intense coherent light 
became available — over-coming the 
illumination limitations and elimina-
ting the background image. Laser light 
also made it possible to record objects 
which were not easily recorded in 
Gabor's original system. Objects with 
dark backgrounds and continuous 

tones could now be holographically 
rec orded. 

Volume Holograms 
Gabor's original hologram theory 

did not use coherent light; therefore, 
the thickness of the recording emul-
sion was considered inconsequential 
and the hologram was viewed as two-
dimensional. With the use of coherent 
laser light, however, the emulsion 
thickness became an important factor. 
Specifically, if the emulsion is thicker 

than the width of the interference 
fringes (see Figure 3), the object wave 
and the reference wave will interfere 
throughout the depth of the emulsion. 
This produces a volume hologram 
which is a stack of surface holograms, 
one atop the other. 

If a reflection, volume hologram is 
made by using three colors of light 
(blue, green, and red), three holograms 

will be recorded within the same emul-
sion. When this hologram is illumina-
ted by white light, each hologram will 
select the color from the white light to 
which it responds, and the result will 
be a three-dimensional color image. 

Whole from Part 

The entire image from transmission 
holograms can be reconstructed from a 
fragment of the original hologram. 
This is not surprising, since each point 
on the object is recorded as an inter-
ference pattern, or diffraction grating, 
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over the entire hologram surface. This 
grating can be thought of as a Fresnel 
lens (see Figure 4). Such a lens focuses 
all the light falling on it at a particular 
point. A Fresnel lens also has the 
property that regardless of how many 
"rings" there are in the lens segment, 
or whether there is a complete ring, 
the light will still be focused at the 
same point. The resolution (clarity) of 

the point is determined by the number 
of rings used. Therefore, as a smaller 
and smaller section of each Fresnel 
lens or diffraction grating is used, the 
clarity is diminished, but the point will 
still be imaged. 

For the same reason that a part of 
the hologram will reconstruct the 
whole image, the hologram is relatively 
insensitive to blemishes and dust parti. 

Figure 3. A concentric ring, diffraction grating, for one point on the object, covers 
the entire holographic plate. The center of the grating need not be on the 
holographic plate. Such a grating, with variable spacing, focuses the light falling on 
it at a particular point. 
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cles. If a blemish destroys part of a 
diffraction grating, but not all of it, 
the light will still be properly imaged. 
The image will not be destroyed unless 
the total surface of the hologram has 
been obliterated. 

One Hologram 
Worth Many Words 

The large depth of field of holo-
grams is a great advantage in micro-
scopic investigations. It is particularly 
valuable for examining moving, micro-
scopic objects in a thick sample. A 
pulsed laser is used to "freeze" the 
movement in a sample so it can be 
recorded on the hologram. When the 
object is reconstructed and viewed 
through a microscope, different layers 
of the sample can be brought into 
focus — something that cannot be 
done with a photograph where the 
movement has been stopped with a 
strobe light. This principle has been 
used to analyze the size and distribu-
tion of particles in aerosols, liquids, 
and smog. The old adage, "a picture is 
worth a thousand words," can be 
extended — "one hologram is worth a 
great many pictures." 

It was Gabor's hope that holo-
graphy, being lensless photography, 
would improve the resolution of elec-
tron microscopes. Unfortunately, 
many of the problems that faced 
Gabor are still present today; since a 
magnification hologram has all the 
distortions observed with conventional 
lenses. 

For holography at non-visible wave-
lengths, the situation is vastly diffe-
rent. For example, magnification is 
possible using X-rays for recording and 

visible light for reconstruction — pro-
ducing a sharply focused, magnified 
image. However, the technical prob-
lems of X-ray holography are severe, 
and have prevented its practical reali-
zation. Obtaining an X-ray source with 
sufficient intensity and coherence is a 
major obstacle. 

3-D Imaging 

The three-dimensional aspect of 
holography has received widespread 
attention. Holography has several ad-
vantages related to 3-D imaging. Holo-
graphic reconstruction gives an image 
with high resolution and great depth 
of field. Parallax, as observed in recon-
structed holographic images, allows 
the viewer to see around objects. 
Holograms also have some economic 
advantages such as full color images 
formed from less expensive black and 
white emulsions and no need for ad-
ditional imaging optics. 

Holographic three-dimensional 
imaging also has some disadvantages. 
The object must remain perfectly still 
for recording. The object motion can, 
however, be stopped by using a 
pulsed-laser for illumination. At the 
present, it is virtually impossible to 
take holographic pictures in daylight 
or under normal illumination because 
the object to be recorded must be 
illuminated with only one wavelength 
of light. Multi-color images are not 
promising, since these images require 
long exposures. The size of the object 
to be recorded is limited by the laser 
power. The largest hologram that has 
been made is 18 x 24 inches. 
A 3-D holographic television system 

could be designed today, if available 
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Figure 4. The light falling on a Fresnel lens will focus at a particular point (P) 
regardless of how large a segment of the lens is used. 

components held tighter specifica-
tions. For example, a hologram 10 
inches square and having 1,000 lines 
per millimeter has 6 x 10" picture 
elements, compared with 2.5 x 105 for 
a conventional television picture. If 
the scan rates of present TV systems 

were maintained, a 105 increase in 
bandwidth would he necessary — a 
jump from 6 to 600,000 MHz. The 
entire radio-frequency spectrum, in-
cluding the microwave region, would 
be inadequate to meet this require-
ment. If a suitable transmission 
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method can be found, it may one day 
be possible to watch holographic 3-D 
television in the middle of your own 
living room. 

The first attempt at holographic 
movies involved taking a series of 
pictures of still objects and then view-
ing them in rapid succession producing 
a sensation of motion — the animated 

cartoon concept. The term "true" is 
used to describe the newest 3-D movie 
because it is a motion picture of a 
moving object. (Figure 5). This recon-
structed image is truly three-dimen-
sional and may be viewed without 
additional lenses or filters. 

Change Detection 
Holography has many properties 

that make it natural for application to 
interferome try, a technique used to 
detect structural changes. For ex-
ample, a hologram placed in its record-
ing position will display the recon-
structed image on top of the actual 
object. A subsequent slight movement 
of the object produces interference 
fringes between the object and image 
waves. 
A hologram can be exposed more 

than once. The image waves, recorded 
at different times, can be simultane-
ously reconstructed and their inter-
ference pattern observed (Figure 2). 
Shock waves, for example, produced 
by projectiles passing through air or 
gas density changes can be easily re-
corded with pulsed-laser, double-
exposure holograms. 
A new method of holographic inter-

ometry (HI) has been introduced 
which uses a single-exposure, two-
wavelength laser pulse in the recording 

process; rather than the double-
exposure, single-wavelength formerly 
used. This new technique can double 
sensitivity by proper choice of wave-
lengths and physical arrangement of 
components. 

The field of nondestructive testing 
makes extensive use of HI. Holo-
graphic nondestructive testing (HNDT) 
is a method of detecting or measuring 
the significant properties or perfor-
mance capabilities of materials, parts, 
assemblies, equipment, or structures 
without impairing their serviceability. 
HNDT is simply HI combined with 
suitable test-object stressing. Common 
types of stressing include temperature, 
pressure, sound, and vibration. HNDT 
is now a practical design and quality 
control tool for analyzing sandwich 
structures, tires, rubber-to-metal 
bonds, and many other objects. Large 
areas may be inspected quickly, a 
variety of flaws can be detected simul-
taneously, and a choice of several low 
level stressing methods is available. 

Cryptography 
A hologram is a coded message that 

can be decoded by using a coherent 
illumination source. If, however, the 
hologram were made with a diffuser 
such as ground glass placed between 
the object and the holographic plate, it 
could only be decoded using the same 
diffuser. If the same diffuser is placed 
so that it coincides with its own image, 
a sharp, clear picture of the original 
object is reconstructed — as if the 
diffuser were a clear glass. 

The same diffuser must be used in 

both recording and reconstruction. A 
section of ground glass, 1 centimeter 
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Figure 5. The basic system used to make the first "true" holographic movie. 

square, can contain a billion distinct 
resolution elements, each of which 

retards the transmitted light. It is not 

probable that two ground glass sam-
ples would be similar enough to allow 

an image to form. With only one 
"key" to a cryptographic hologram, 
the message is considered secure. 

Memories Can Forget 
Holograms are useful for data 

storage because many holograms can 

be superimposed on the same photo-
graphic plate. Built-in redundancy is a 
must in today's computer systems — 
transmission holograms, with their in-

sensitivity to blemishes and ability to 
reproduce an entire image from a small 

fragment, provide the necessary redun-
dancy. Optical memories capable of 
storing 104 bits of data on each page 

are stored in 1 mm2 on the hologram. 
A 10 cm2 hologram stores 104 pages 
— totaling 108 bits per hologram. 
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Figure 6. The simplified system for writing, reading, and erasing the magnetic 
hologram memory. 

Until now, optical memories have 
been confined to the static, read-only 
type. This means, once made and 
inserted into the memory, the holo-
gram can be read whenever necessary. 
This information cannot, however, be 
changed. Whenever a change is re-
quired, the old hologram has to be 
removed and a new hologram made 
and inserted into the memory. 

A dynamic, read-write memory is 
now in the laboratory stage. These 
optical memories are capable of being 
written in the memory, stored, read 
at will, and then erased when new 
information must be entered. Ideally, 
these can be reused indefinitely. 

These new holographic memories 
are made by depositing a single crystal 
layer of manganese bismuth (MnBi) on 
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a base of mica. A strong magnetic 
field, applied to this film, causes the 
magnetic moments of the atoms to 
line up making it ready for use as a 
hologram. During the hologram re-
cording process, the magnetic mo-
ments of the atoms move out of 
alignment in accordance with the laser 
light interference pattern. The record-
ing time for such a hologram is about 
10 nanoseconds. The hologram is 
erased by simply applying a voltage to 
a nearby coil, creating a strong magne-
tic field perpendicular to the hologram 
surface. This magnetic field realigns 
the magnetic moments of the MnBi 
crystal (Figure 6). The hologram mem-
ory has now forgotten the old infor-
mation and is ready to record the 
new data. 

Advertising 
Reflection holograms have opened 

the door to hologram use in adver-
tising. Not many people have lasers 
handy for reconstructing a transmis-
sion hologram image, but most people 
have a white light source, such as a 
flashlight or high intensity lamp, to 
illuminate a reflection hologram. Pres-
ently, the cost of producing hologram 
copies is rather high. Holograms, 

nevertheless, are beginning to appear 
in the print media. 

Advertising holograms seem best 
suited for inclusion in magazines, al-
though books and newspapers can also 
carry them. As for direct mail — 
mailing a hologram is no more difficult 
than mailing a photograph. 

Although many uses have already 
been made of holograms, there are 
probably others that have not been 
explored. Advertising with holograms 
will provide public exposure to holo-
grams — the more exposure, the more 
possible applications. 

Commercial Applications 

Holography is no longer just a 
laboratory curiosity, but now has ap-
plications in the fields of nondestruc-
tive testing, microscopic investigation, 
entertainment, information storage, 
and advertising. In fact, in the last two 
years, more than 500 companies in the 
United States alone, have made econo-
mic gains by taking advantage of this 
extraordinary form of photograhy, 
which permits the viewer to see 
around obstacles. Dr. Dennis Gabor, 
the inventor of holography, has fore-
cast that by 1976 his brainchild will 
become a billion-dollar industry. 
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Aristotle, in 330 B.C., to explain his philo-
sophies, developed a logic system dealing with 
statements that were either true or false. In 
1847, George Boole reduced Aristotle's logic 
to a mathematical shorthand that has become 
a universal logic language. 

Binary logic is a way of think-
ing that can be applied to the 

design of any system where the "in-
puts" and "outputs" are just on-off 
actions. The invention of transistors 
led to the development of a series of 
logic modules capable of performing 
basic binary logic functions in elec-
tronic systems. 

The complex PCM (pulse-code 
modulation) system can be broken 
down into subsystems whose inputs 
and outputs are simply on-off actions. 
This subsystem equipment is then 
designed using the principles of binary 
logic and implemented with corres-
ponding logic modules. 

Logic Modules 
Basic logic modules are called AND 

gates, OR gates, and INVERTERS. 
These modules can be combined to 
obtain NAND and NOR gates. Logic 
building blocks called flip-flops can be 
made from these gates. 

AND, OR, and INVERTER 
Consider the circuit with two 

switches (A and B) connected in series, 
a voltage supply (V), and a light bulb 
(L) shown in Figure 1. 

Figure 1. 

The light will be on, if, and only if, 
switch A and switch B are closed. The 
logic AND gate gets its name from this 
simple circuit analogy. 

The "switching" circuit described 
above can be implemented with relays 
or diodes as well as with switches. All 
these circuits are cumbersome for the 
logic designer, so shorthand logic 
symbols have been developed. The 
logic symbol for the AND gate is 
shown in Figure 2. 
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Figure 2. 

Using a truth table and representing 
an "on" condition as a "1", an "off" 
condition as a "0", and the AND gate 
output as "Y", the combination of 
states for an AND gate is graphically 
displayed (Figure 3). 

a 

E 

a o 

o 

1 

a 

a 

o 

a 

AND TRUTH TABLE 

Figure 3. 

Using the "switching" circuit ana-
logy again, put the two switches in 
parallel rather than in series (Figure 4). 

Figure 4. 

With this arrangement, the current 
flows in the circuit and the bulb is on, 
if switch A or switch B or both are 
closed. The logic OR gate gets its name 
from this type of an arrangement. 
Figure 5 shows the logic symbol and 
truth table for an OR gate. 

Logic functions can be implemen-
ted with diodes for electronic applica-
tions. But, diodes have two weak-
nesses. First, the output of diode AND 
and OR gates is attenuated. Second, 
diode gates are passive elements and 
unable to drive a network of gates. 
Common emitter transistors have 

the ability to amplify a signal. By 
putting a transistor at the output of 

the diode AND and OR gate circuitry, 
the attenuated signal is restored to its 
original level. Because transistors are 
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Figure 5. 

OR LOGIC SYMBO 

• OR TRUTH TABL 

active devices, they are capable of 
driving a network of logic functions. 

As well as solving the inherent 
problems of diode gates, transistors 
perform the logic function of inver-
sion. Regardless of the input signal 
state, the transistor output will be 
inverted (a "1" becomes a "0" and 
vice versa). Transistors are known 
therefore, as INVERTERS. 

NAND and NOR 
The combination of a logic AND 

gate and a transistor INVERTER is 
called a logic NAND gate (for NOT— 
AND) (Figure 6). 

Figure 6. 

A 

AND INVERTER 

NAND LOGIC SYMBOL 

o o 1 

o 1 1 

1 o 1 

1 1 o 

NAND TRUTH TABLE 

The output from a NAND gate will 
be negative, if, and only if, A and B 
are both positive. 
A logic NOR gate is the combina-

tion of a logic Or and an INVERTER 
(for NOT—OR) (Figure 7). 

If, and only if, both the NOR 
inputs are negative, the NOR output 
will be positive. 

Integrated circuit technology has 
made NAND and NOR gates less ex-
pensive than the use of discrete com-
ponents to construct NOT—AND and 
NOT—OR circuits. 

For simplicity, the inputs to the 
logic gates have been limited to two, 
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Figure 7. 

but in practice, the gates can have 
more than two. The same logic rules 
prevail. For a NAND gate, the output 

will be negative, if, and only if, all the 
inputs are positive. Similarly, for a 
NOR gate, the output will be positive, 

if, and only if, all the inputs are 
negative. The truth table for a NAND 
gate with three inputs is shown in 

Figure 8. 

Flip-Flops 
One of the most common circuit 

building blocks formed from groups of 

logic gates is a flip-flop — widely used 
for storing a single bit of information. 

Figure 8. 

o o o 1 

o o 1 1 

o 1 o 1 

o 1 1 1 

1 o o 1 

1 o 1 1 

1 / o 1 

1 _ 1 o 
I. 

NANO TRUTH TABLE 

FOR T-IREE INPUTS 

The popularity of flip-flops is due to 
the following factors: 
1. They are available in integrated 

circuits or can be built from readily 
available discrete components. 

2. They are fast acting — can be made 

to change states in as little as a few 
nanoseconds (depending upon the 
propagation delay of the logic 
family). 

3. They are active devices. 
Truth tables rather than circuitry 

will be used to explain flip-flops. The 
designer is interested more in what 
happens ti> his signa!, than how it 
happens. Having selected his logic 
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modules from the same family (com-
patible power requirements, etc.), the 
designer works with a "black box" and 
its corresponding truth table. The flip-
flops discussed are from the 930 DTL 
(Diode Transistor Logic) family used 
in the Lenkurt 91A PCM system. 

The basic flip-flop is made of two 
NAND gates. It has two inputs (R and 
S) which determine what state ("0" or 
"1") the flip-flop will assume next, 
and two outputs (Q and Q) which 
determine the flip-flop's present state. 
The Q and Q outputs from any flip-
flop are always opposite states; if Q is 
"1", Q is "0" and vice versa. 

The inputs and resulting outputs 
for an R—S flip-flop are shown in the 
truth table for a particular bit time 
(Figure 9). The output is a function of 
the flip-flop's outputs and its inputs at 
the previous bit time. 

INPUTS AT BIT OUTPUTS AT BIT 

TIME tn TIME t(n+1) 

S Q Ô 

1 0 1 0 

0 1 0 1 

0 0 7 7 

1 I 1 C111 (-in 

Figure 9. 

If the R input is " 1" and the S 
input is "0", the Q output will be " 1". 
If the input states are reversed, the 
output states will also be reversed. If 
the input states are both "1", the 
output will be unchanged from what it 
was at the previous bit time. The "?" 
in the truth table indicates the output 
is undesirable, and therefore to be 
avoided, when the input states are 
simultaneously "0". 

Although it is possible to design a 
circuit such that the input states are 
never simultaneously "0", it is also 
possible to use a J—K flip-flop which 
tolerates all possible input combina-
tions (Figure 10). 

Regardless of what the output was, 
it will change to the opposite state, 
when both inputs are " 1". The output 
will be unchanged, if both J and K are 

The J—K flip-flop is essentially two 
R—S flip-flops in series. The J—K 
inputs affect the flip-flop only when 
synchronized with a clock pulse — a 
steady stream of signals used to allow 
the input voltages to reach their final 
value. The direct set and clear inputs 
(Sd and Cd), on the other hand, 
operate directly on the output without 
being synchronized with the clock 
pulse. The first R—S flip-flop reacts at 
time " 1" as shown in Figure 11; the 
second R—S flip-flop at time "2"; 
while the direct set or clear can react 
at anytime. 

If a "0" is applied at Cd, the J—K 
flip-flop is placed in the clear state 
(Q=0). If a "0" is applied at Sd, the 
J—K flip-flop is placed in the set state 
(Q=1). The Sd and Cd inputs dominate 
the output even if synchronized with 
the J—K inputs. 
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,NPUTS AT BIT OUTPL- S AT BIT 
TIME t„ TIME t(n+i) 

J K Q à 

1 0 1 I) 

C 1 0 1 

C 0 an an 

' 1 On an 

Figure 10. 

CLOCK PULSE FOR J- K FLIP-FLOP 

Figure 11. 

Logic Modules for PCM Sampling 
The sampler at both transmitting 

and receiving terminals in Lenkurt's 
91A PCM system is basically a shift 
counter. This counter is the heart of 
the electronic mechanism that sequen-
tially opens and closes the sampling 
gates for each channel — thereby 
multiplexing or demultiplexing the sig-
nals. 

The number of stages in the shift 
counter is half the number of channels 
to be sampled; therefore, a 12 stage 
shift counter is needed to sample 24 
channels. 

Such a counter can assume 212 = 
4096 binary states. Only 24 states are 
required for sampling — the other 
4072 states are undesirable and must 
be suppressed. The counter is opera-
ting properly when these undesirable 
states have been eliminated and the 
desired mode 1 operation (Figure 13) 
is sequentially sending out 24 separate 
pulses to the gates of 24 separate 
channels. 

Mode 1 operation is accomplished 
by connecting 12 J—K flip-flops in 
series — one for each stage (Figure 14). 

These flip-flops are driven by a 
clock pulse. With each clock pulse, the 
flip-flop state is shifted one stage to 
the right — the state of stage I at time 
t1 will be the state of stage II at time 
t2; etc. At stage XII, the Q output is 
fed back to the K input of stage I and 

is fed back to J of stage I. This 
"crossover" of output to input causes 
the state to reverse. 

In a shift counter, the same state is 
shifted from one stage to the next 
with each clock pulse, reversing state 
when shifting from stage XII to stage 
I. Mode 1 fits this definition; there-
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Figure 12. Simplified PCM system (only 3 of the 91A 's 24 channels are shown). 

fore, once the register assumes a mode 
1 pattern, the counter will begin to 
cycle within this mode. 

Applying power to the counter, the 
register may contain any one of the 
4096 possible binary states 
(110001110000, for example). It is 

necessary to add either gate "X" or 
gate "Y", to suppress the undesirable 
states in the shift counter (Figure 14). 

Gate "X" is actuated when both 
stage I and stage XII are in state " 1", 
setting all the internal stages (II — XI) 
to "1". On the following clock pulse, 
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1 o o o o o o o o o o o 0 
2 1 0 0 0 0 0 0 0 0 0 0 0 

3 1 1 0 0 0 0 0 0 0 0 0 0 

4 1 1 1 0 0 0 0 0 0 0 I 0 

5 1 1 1 1 0 0 0 0 0 0 0 0 

6 1 1 1 1 1 0 0 0 0 0 0 0 

7 1 1 1 1 1 1 0 0 0 0 0 0 

8 1 1 1 1 1 1 1 0 0 0 I) 0 

9 1 1 1 1 1 1 1 1 0 0 0 0 

10 1 1 1 1 1 1 1 1 1 0 0 0 

11 1 1 1 1 1 1 1 1 1 1 0 0 

12 1 1 1 1 1 1 1 1 1 1 0 

13 1 1 1 1 1 1 1 1 1 1 I 1 

14 o 1 1 1 1 1 1 1 1 1 1 

15 0 0 1 1 1 1 1 1 1 1 1 

16 43 0 o 1 1 1 1 1 1 1 ' 1 

17 ri 0 0 0 1 1 1 1 1 1 1 

18 0 0 ' 0 0 0 1 1 1 1 1 1 

19 0 0 0 0 0 0 1 1 1 1 " 1 

20 Cl 0 0 0 0 0 0 1 1 1 1 

21 0 0 0 0 0 0 0 0 1 1 I 

22 0 0 0 0 0 0 0 0 0 1 1 1 

23 0 0 0 0 0 0 0 0 0 0 1 

24 C. 0 0 0 0 0 0 0 0 0 ( 1 

Figure 13. The 24 possible register patterns for mode 1. 

stage I goes to "0" and all other stages 
are "1" as required for mode 1 opera-
tion. Figure 15 shows a sequence of 
patterns which starts with an arbitrary 
display when the power is applied and 
continues until the display matches 
mode I. 

If gate "Y" is used instead of gate 
"X", all the internal stages (II — XI) 

are set to "0" when stages I and XII 
are both "0". 

For each of the 24 desirable states 
of the shift counter there is a readout 

gate made up of a two-input NAND 
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Figure 15. 

gate followed by a single input NAND 
gate. (Figure 14) 

The register state can be deter-
mined by knowing where there is a 
transition from "0" to "1" or vice 
versa, or by knowing that there is no 
transition (all "O's" or all " l's"). By 
comparing the outputs of adjacent 
stages (white areas in Figure 13), the 
register transition points can be deter-
mined. This comparison is done with 
the readout gate. For each bit time 
only one readout gate will be in state 
"1" — indicating the position of the 
transition point or the lack of any 
transition. 

When a readout gate is in state " 1", 
it opens the corresponding channel 
sampling gate. The cycling of the 24 
readout gates for the shift counter 
successively opens and closes the 

sampling gates of each of the 24 
multiplexed channels in the 91A PCM 
system. 

Figure 14 shows that the "X" and 
"Y" gates used for mode suppression 
of the counter are required for readout 
— allowing the mode suppression with-
out additional logic modules. 

Binary logic and the 930 DU 
modules are also utilized in the quanti-
zing and coding equipment for Len-
kurt's 91A PCM system. 

Framewo rk for Expansion 
PCM has achieved its present state 

in the communications industry be-
cause of efficient application of binary 
logic and the timely development of 
reliable, low cost logic modules. 

Binary logic provides the frame-
work for PCM's future expansion. 

 ate  
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COMPUTER 

he 

ENGINEER 

The computer has become a most valuable and 
necessary piece of equipment in the design labora-
tory of today's electronics firm. Through accuracy 
and speed in complicated mathematical calcula-
tions, the computer has made possible design tech-
niques never before feasible. 

This article concerns the scientific digital com-
puter and its uses by the electronics engineer. 
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In a relatively short life, computers 
have grown out of desk- top 

calculating machines, relying on a 

complicated assortment of gears and 
mechanical linkage to perform their 
task, to electronic giants capable of 
thousands of mathematical calculations 
a second. Computers are called on for 
mammoth data processing duties, for 

controlling automated machines and, of 
prime interest to the electronics design 
engineer, to carry out complicated 
mathematical computations with a speed 
and accuracy never before possible. 

Computer Types 
Computers are of two basic types, 

analog and digital. There is very little 

similarity between the two, and they 

serve markedly different functions. The 
analog computer is used primarily as an 

analysis device, where the physical 
properties of a system—mechanical, 
electrical, or whatever—can be repre-
sented by analogous circuits in the com-

puter. With amplifiers, potentiometers, 
and circuits performing such mathe-
matical functions as differentiation and 

integration, the computer imitates the 
real item. Once an electrical model is 

devised, analyzing the system is particu-

larly suited to the analog computer. 
In operation, the system is tested un-

der varying conditions by changing volt-
ages in the computer, with all calcula-

tions carried out simultaneously. Results 
are displayed immediately on one of a 

number of readout devices: strip-chart 

recorders, X-Y plotters, or even oscillo-

scopes. The complexity of the model 
has little to do with the computer's 

problem-solving speed. 
Digital computation, a more time 

consuming step-by-step process, is much 
more accurate, and is limited basically 
only by the preciseness of input data 
and the ability of the machine to store 
and use significant figures. Digital com-
puters, with which this article is pri-
marily concerned, are basically manipu-

lators of stored information. 
The computer ( Figure 1) consists of 

a central processing unit, where the 

actual computation is done, a storage 
unit providing the machine with an 
electronic memory, and input and output 

devices with which the user can com-
municate with the machine. 
The facts of a problem are held by 

the machine's memory — commonly a 
large grouping of magnetic cores which 
can retain thousands of single electrical 

pulses for later use. Instructions to the 
computer, called a program, are written 
by the operator to guide the machine 
in processing and changing the stored 

pieces of information in a prescribed 
way. In data processing operations, huge 

quantities of information are handled, 
facts sorted, relatively easy computa-
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Figure 1. Typical scientific computer is the IBM 1620 II, used at Lenkurt. Be-
hind the central processing unit is magnetic disc storage drive. 

tions done, and the information re-
assembled in meaningful form — a 
printed page, a stack of punched cards, 

payroll checks, or perhaps utility state-
ments. 

Scientific Use 
Scientific computers serve an entirely 

different function. The computer first 
sees the scientific or engineering prob-
lem as a small set of numerical facts; 

the answer will probably be no more 

than a short series of digits. But inside 
the computer an enormous amount of 
work has gone on. Mathematical com-

putations which might have taken 
weeks — if possible at all — had they 
been done manually by the engineer, 
are now obtained from the computer in 
minutes. 
The digital computer does all its 

work by breaking down complex mathe-
matical functions into many simplified 

arithmetic operations, much as the me-
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chanical desk calculator does multiplica-

tion by a series of additions. With the 
computer, difficult mathematical prob-

lems can be reduced to processes of 
addition, subtraction, and logical de-

cisions, performed thousands of times 
per second. 
The theoretical knowledge necessary 

to construct a computer had been avail-
able for many years, but it was not until 

reliable electronic components freed the 
computer from the limitations of the 

mechanical calculating machine that 

the "brain" began to grow. 
The first computers were merely 

arithmetical manipulators able to co a 
sequence of calculations without further 

human control. They were complex, 
could handle huge quantities of data, 

and did it with speed never before im-
agined possible. But they were tied to 

limited specific processes, much like a 
platoon of girls operating desk calcu-

lators with instructions to carry out a 
single set of arithmetic operations and 
list them on a form. 

Logic Added 

An historic hurdle was overcome 

when logic functions were added — the 

computer now had the ability to make 
decisions. This is synonymous to having 
the desk calculator operators stop at 
some point in their work, analyze the 

figures, and proceed on one of a number 
of alternate paths. In its simplest form, 
logical response is to answer "yes" or 
"no" to a certain stimulus; that is, to 

take one of two possible paths. Judging 
the presence or absence of some variable 
condition, and making a decision based 

on this, is the function of the elementary 

logic circuit of the computer. In this 

way the modern computer makes de-

cisions which will determine some later 

course of action. 
Beyond the ability to make decisions 

comes the faculty of learning from ex-

perience. Some computers can analyze 
their own method of approaching a 
problem and improve on it the next 
time the same problem is presented. 
The availability of electronic com-

puters in the early 1950's for use by 
design engineers greatly relieved the 
tedious routines followed until that 

time. One of the common — and la-
borious — problems faced by telecom-
munications equipment designers is the 
creation of new filter networks. (About 
90 percent of all networks are filters, 
defined as circuits to separate wanted 
signals from groups of signals.) Well-
developed methods are available for 
making accurate mathematical models 

of network circuits, involving extensive 
use of complicated calculations with 

32 6 8 11111111111 1 4 2 

0 0 0 0 

Figure 2. Sample of binary number 
equivalents used in computers. Values 
increase in multiples of two, right to 

left. 
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many repetitive functions. This suits the 
digital computer perfectly. 

Binary System 

The digital computer, as opposed to 

the analog machine, deals with discrete 
numbers. Just as the mechanical calcu-

lator relies on the exact positioning of 
gears for computation, the computer 
positions binary pulses in a precise 
method, storing them in its electronic 

memory until they are to be used. 
The binary number system in com-

puter machine language differs from 

conventional decimal numbers only in 
concept. In customary numerical ex-
pression using the decimal (or more 

correctly the "denary") system, a num-

ber such as 837 is merely a convenient 
method of listing the number of units, 

tens, hundreds, etc. In each position 

there is a possibility of 10 different 
integers, 0 through 9. The number 43 

really means (4 x 104) + ( 3 x 100). 
The binary system is based on the 

Figure 3. Electric 
typewriter allows en-
gineer to supply data 
to computer as de-
sign problem pro-
gresses. Results of 
computation also ap-
pear on the type-

writer. 

possibility of only two choices in each 
position, written as either 1 or O. Ex-

amples are given in Figure 2. The num-
ber 43 is written 101011, or ( 1 x 25) 

+ (0 x 24) + ( 1 x 23) + (0 x 22) 
± ( 1 x 21) ± ( 1 x 2°). While this 
may seem a cumbersome notation, it is 

very appropriate for digital computers 
because it corresponds with the natural 
two-state ability of many electronic 
components—relays, magnetic core 
memory units, and flip-flop circuits. 

Computer Languages 

To communicate with the computer, 
the user must either talk in the basic 
machine language or, if he prefers, pro-
vide a means of translation in some 
other language. In modem computers, 
several programming languages are 

available to the user, depending on the 
specific purpose at hand. Special "com-
piler" programs already in the computer 

perform the translation. In this way the 

programming languages are user on-
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ented, rather than machine oriented, 

and allow the programmer freedom of 
expression and thought in terms more 

familiar to him. 
A language developed primarily for 

scientific work is FORTRAN (FORmu-
la TRANslation) which bears a close 
resemblance to the native tongue of the 

engineer and scientist — mathematics. 
A similar language more popular in 
Europe is ALGOL ( ALGebraically 
Oriented Language). Add to these 
COBOL (COmmon Business Oriented 

Language), PL/1 (Programming Lan-
guage/1), and a growing number of 

languages for specific disciplines. 
The facts of the scientific problem, 

along with the program to be used to 

reach a solution, are fed to the computer 
from one of a number of input devices 
— magnetic tape, magnetic discs, 

punched cards, perforated tape, and 
the typewriter. The computer stores this 
information in its electronic memory for 

future use. Certain facts may be sup-
plied directly by the engineer, operating 
an electric typewriter at the computer 

console ( Figure 3). Answers also will 

appear on the typewriter when the prob-
lem is completed. 
When a program is first written for 

a problem, a flow diagram is constructed 

expressing the logic of the approach. A 

non-mathematical example in Figure 4 
illustrates decision making, computer 

style. 

Iteration 

The example also points to the repeti-
tive ability of the digital computer, one 

of the best used qualities of the com-
puter in scientific calculation. By the 
mathematical process of iteration (or 

40,  TIME FOR MOREbe...." 

COFFEE YES 

NO 

LEAVE FOR 
WORK 

Figure 4. Simulated flow diagram 
illustrates logic used in planning com-

puter program. 
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repetition) the computer can begin with 
a guess at the answer and then check it. 
If necessary, the computer will modify 

and repeat the original calculation. 
With each iteration, the machine answer 
approaches the correct value sought. 
One very common example of an 

iteration, known as the Newton method, 
is illustrated graphically in Figure 5. 
The problem is to find the special value 
of a, the point where the curve crosses 
the x axis. The point also corresponds 

to y = O. The computer makes a first 
guess x, for the value of a and then 
computes y,. Since y, is not zero, the 
computer seeks a better approximation 

of a. It computes the slope (or tangent) 
of the curve at (x„ y,), then calculates 
where this straight line intersects the 
x axis. This value, x„ is taken as a bet-
ter approximation of a. The sequence 
is repeated until the value of a is known 
as accurately as the capabilities of the 
machine will allow. The iteration is 
then stopped. 

Another example of iteration is the 
solution of the quadratic equation 

X' + ax - 6=0 

This can be rearranged to give 

x(x + a) - b 

x = , and finally 
x + a 

= 

xpg + a 

With n = 0, a guess for the value of x 

is entered and the calculation is carried 
out for the right side of the equation. 

If the answer is equal to x, our guess 
has been accurate. If not, the first answer 

is substituted for x„ and the calculation 

TANGENT 
AT x, y, 

Figure 5. Computer uses iteration to 
find the point where curve crosses x 

axis. 

is carried out again — approaching the 
true value of x at each iteration. 
Given the equation 

eel- 6.3x - 14.8 = 0, 

the iteration approach would proceed 
in this way: 

So = 

Xi = 

So -= 

X4 = 

So = 

So = 

X, = 

Let xo 

14.8  
O + 6.3 

14.8  
2.349 + 6.3 

14.8  
1.711 + 6.3 

14.8  
1.847 + 6.3 

14.8  
1.817 + 6.3 

14.8  
1.823 + 6.3 

14.8  
1.822 + 6.3 

=- 2.349 

= 1.711 

= 1.847 

= 1.817 

= 1.823 

= 1.822 

= 1.822 
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The iteration, in this case, was stopped 
when four significant figures in the 

answer stabilized. This process, by its 

nature, will converge on the smaller of 
the two roots of the equation. The sec-
ond root is found immediately by divid-

ing the final term in the equation by the 

first root: 

-14.8  
1.822 = 8'122 

Monte Carlo Method 

Another important mathematical 
practice appropriate to the iterative 

ability of the computer deals with prob-
lems of probability, and is called the 
Monte Carlo method. In the manufac-
ture of electronics equipment, compo-

nent values vary randomly within the 
specified tolerance range assigned. With 

the help of the computer it is possible 
to calculate what percentage of finished 

products will be within a nominal per-
formance range. Using the Monte Carlo 

method, the computer generates values 
for the circuit components in a random 
manner, much the way a factory worker 
would select actual parts during assem-

bly. Each time different component 
values are selected, the circuit perfor-

mance is checked by the computer. 

From this, a distribution curve can be 
plotted, indicating the probable number 
of acceptable units. If the percentage is 
too low, tolerances must be tightened 
for components most likely to affect the 
circuit, and the process is repeated. In 

this way the design engineer can use his 
mathematical model of the circuit to 

advantage, predicting with great ac-
curacy the performance of the finished 

units leaving the assembly line. 

Filter Design 
A typical filter network design prob-

lem will illustrate the procedure used by 

the engineer. A standard network and 
its loss-frequency curve are shown in 

Figure 6. The designer will work with 
a number of computer programs, each 
intended to help him solve particular 

problems and approach a practical end 
product. The first program used will 
aid him in selecting the optimum pa-
rameters defining the performance of 
the filter. After feeding the program 

into the computer's memory, the engi-
neer enters tentative values for certain 
design characteristics, such as passband 
edge frequencies (f„ f2), the frequen-
cies at the infinite loss points (f, f, 2. 
f , f4 ) and the passband ripple. Then, 
300 

one by one, the designer supplies the 
computer with sample frequencies in 

the stopbands and passbands. The com-
puter calculates the loss at each of these 

points from which an accurate loss 
curve can be plotted. 
When satisfied with his basic design, 

the engineer must determine the com-

ponents to be used. A second program 

is placed in the computer's memory. 
Using what is called insertion-loss 

theory, the engineer and the computer 
can now generate the component values 
needed to satisfy the original design 

characteristics. 
The results of this second operation 

are used in a general analysis program 

to prove the design under practical con-
ditions (till now the components were 
considered to have pure capacitance and 
inductance). The computer then pro-

duces values for total loss, phase shift, 

envelope delay, reflection coefficient 
and input impedance. 
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A fourth computer step is used to 
examine tolerances, using the Monte 
Carlo method previously described. 
When all the design programs have 
been completed, a prototype model can 
be built, and the filter circuit is well on 

its way to becoming part of a new 
product. 

Prior to the time when engineers had 
the work-horse capabilities of the com-
puter at their disposal, a method known 
as image-parameter theory was used in 

filter design. Insertion-loss theory was 
just not practicable due to the vast 
amount of calculation necessary. But 
with the computer a slightly superior 
product can be produced using the in-
sertion-loss technique, with the added 
advantage of the method's simplicity 
and straightforward approach. 

Figure 6. Filter cir-
cuit (top) will pro-
duce this type of 
loss-frequency curve. 
Engineer and com-
puter determine op-
timum component 
values to provide 
proper passband fre-
quencies, acceptable 
ripple, and infinite 

loss points. 

Time Saving 

Approximate times for performing 
the various steps may be listed, con-

sidering computers now found in most 
engineering facilities, like the IBM 
162011 used at Lenkurt, but understand-
ing that more modem and likewise 
faster machines are being produced con-

stantly. The first program, used to select 
the basic performance parameters for a 

fairly complicated filter, takes the engi-
neer and the computer together about 

30 minutes. Component values are pro-
duced from the second program in 
about 10 minutes. The general analysis 
program takes an additional 10 to 15 
minutes. Longest because of its many 
repetitive steps is the Monte Carlo tol-
erance analysis, running about 60 min-
utes. Total time: less than two hours. 
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The image-parameter method is not 
only slower by two to ten times depend-

ing on the complexity of the filter, but 
lacks the complete information obtained 
by the insertion-loss technique. In im-

age-parameter design it is still necessary 
to construct a "breadboard" model to 
check dissipation characteristics and tol-

erances — all done on the computer 

with insertion-loss methods. 

Other Uses 

In addition to the design of net-
works, a great deal of time on the 
computer is spent analyzing one-time 
mathematical problems that do not 

lend themselves to generalized pro-
gramming. Again, time-saving benefits 
of the computer are invaluable to the 
design engineer. As long as mathe-

matics is a part of electronics design, 
computers will be a tool for the design 

engineer. And even today's methods, 

superior by many orders of magnitude 
to the labors of only a few years ago, 

will be supplanted as more sophisti-
cated techniques are created, and man 

and machine learn better how to work 
together. 

Probably one of the most promising 
developments in the last year is graphi-

cal on-line simulation of electronic cir-
cuits. Using a "light pen" the designer 

can draw his circuit on the face of a 

computer-coupled cathode ray tube. 
With proper commands to the ma-

chine's memory, he can analyze circuit 

functions under specific parameters. 
Using the light pen, almost instantane-
ous modifications are possible, allowing 

the engineer to redesign the circuit and 

see the results while still at the com-
puter. 

The same device is used in other 

disciplines to analyze the structure of 
bridges, buildings, and even three-di-
mensional mathematical representations 
— viewed from side, top, or bottom. 

Time Sharing 
There is a trend to centralize com-

puter facilities for use by a number of 
subscribers on a time-sharing basis. Sev-
eral large computer centers have already 
been established around the country, 

with users connected remotely through 
telephone communications facilities. 

Time-sharing computers can allow two-
dozen or more users on the line at one 
time, efficiently sandwiching their pro-

grams together with such speed that the 
user seldom, if ever, notices a delay. 

The user gains the advantages of large 

computer capability, while only paying 
for the computing time he needs. 
The scientific computer, modern-day 

design tool of the electronics engineer, 
will improve in its usefulness as quickly 
as man's inventiveness will allow. 
Along the way, the computer is not only 
absorbing a tremendous work burden, 

but is making possible increased quality 
and better performance in electronics 
equipment. 
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HERTZ? 
In an effort to reach worldwide 

understanding in published scientific 
and technical work, standardization of 
terms is essential. The Institute of Elec-

trical and Electronics Engineers (IEEE) 
standards committee recently accepted a 
number of new standards of electrical 

units and symbols, established in close 
cooperation with many international or-
ganizations. At the beginning of the 
year the Demodulator adopted the IEEE 

recommendations. 
One of the most noticeable changes 

is the adoption of the name hertz as a 

unit of frequency. While cycles per sec-
ond is still widely used, and technically 
correct, hertz is now preferred in that 
it is more understandable in all lan-
guages. 

In general, symbols for units are 
written in lowercase letters, except when 
the name of the unit is derived from a 
proper name. Thus, it is hertz, but Hz 
when abbreviated; decibel, but dB. 

Compound prefixes are to be avoided: 
p,pf (micromicrofarad) becomes pF 
(picofarad); mils is now ns (nano-
second) ; and the familiar lanc (kilo-
megacycle) should be GHz (gigahertz) . 

Prefixes for Metric Units 

10' 2 
109 
106 
103 
102 
10 
10-1 
10-2 
10-3 
10-6 
10-9 
10-12 
10-15 
10-1 '' 

tera 
giga 
mega 
kilo 
hecto 
deka 
deci 
centi 
milli 
micro 
nano 
pico 
femto 
atto 

Examples of Usage 

decibel 
gigahertz 
hertz 

(cycles/second) 
kilohertz 
megahertz 
picofarad 
siemens 
(mho) 

dB 
GHz 
Hz 

T 
G 
M 
k 
h 
da 
d 
c 
m 

ix 
n 
p 
f 
a 

kHz 
MHz 
pF 
S ( 1 S = 1/n) 

Readers may consult the IEEE Standard 
Symbols for Units (No. 260, January 
1965) and other IEEE documents for 
more complete details. 
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Integrated circuits promise increased reliability 

and lower cost in addition to minute size. 

roelectronics, until very re-
cently, was mainly con-

cerned with packaging discrete compo-
nents in as small a space as possible. 
First electron tubes and then transistors 
were packed tightly with diodes, resis-
tors, coils, and capacitors to make 
miniaturized circuits. With vacuum tube 
technology, engineers were proud to 
get something like 6000 components 
into a cubic foot of space. Transistors 
replaced tubes, and upped the packing 
density to about 100,000 parts per cubic 
foot. And now, while it may seem like 
a lot of room, 10-million components 
might fit into that same cubic foot 
through the use of integrated circuits. 
While all of this space saving is im-

pressive, it is not size alone that makes 
integrated circuits attractive—in fact 
imperative—to the future of electronics 
design. The real savings come in man-
ufacturing cost and reliability. 

Reliability vs. Interconnection 
In all microelectronics the basic moti-

vation is to control complexity. More 
sophisticated needs bring more complex 
devices and gigantic growth in the 
number of parts. So great is this in-
crease in individual items in the ma-
chines of todays electronics world that 
design engineers are faced with what 
they term the "tyranny of numbers". 
The problem is one of reducing the 

number of components that must be 
individually manufactured, tested, in-
terconnected, packaged and finally re-
tested. Circuit reliability is inversely 
related to the number of individual 
devices and the necessary interconnec-
tion. 

Early electron tube and transistor at-
tempts at microelectronics solved many 
of the space problems, but did not sub-
stantially improve reliability. The num-
ber of interconnections remained the 
same. Integrated circuits, by their very 
nature, go to the root of the intercon-
nection/reliability relationship. 
An integrated circuit contains a num-

ber of inseparably associated active and 
passive devices. In a monolithic inte-
grated circuit, all of the circuit parts are 
fabricated within a single block of 
material; hybrid circuits include some 
discrete active devices attached to the 
integrated circuit components such as 
resistors and capacitors. 

A Circuit on a Chip 
Whatever the type of IC, connec-

tions, as such, are not used but are 
"built in" to the device itself. Instead 
of making a number of separate com-
ponents and then joining them together 
to form functioning circuits, the mono-
lithic IC approach is to construct all 
components at the same time on one 
"chip". 
No new physical principles are in-

volved in integrated circuits, but rather 
the innovation of mass fabrication tech-
niques. Silicon integrated circuits are 
really just an extension of transistor 
technology. But with IC's, hundreds or 
thousands of circuits, each involving 
many transistors and other components, 
are produced at one time. 
The creation of a monolithic inte-

grated circuit begins with the basic 
circuit design. A breadboard model may 
even be constructed with discrete com-
ponents to test circuit operation. Then 

COPV1.110111. O 111.7 L mmmmm ELEcrwoc co., INC. 
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Courtesy Fairchild Semiconductor 

Figure 1. Original art work for an integrated circuit must be prepared in exact-
ing detail. Reduced, it will control fabricating process. 

the IC equivalent is drawn representing 
all of the components and necessary in-
terconnections in the circuit ( Figure 1). 
A separate piece of art work, usually 
about 30 by 30 inches, is made to repre-
sent each of the many steps in the man-
ufacturing process. 
The circuit is reduced photograph-

ically about 500 times, and then is 
stepped and exposed repeatedly across 
a small glass plate. The image on the 
plate or mask can later be transferred 
to the surface of a silicon wafer for the 
fabrication of integrated circuits. In 
this way as many as 1500 identical cir-
cuits may be placed on one wafer—all 
produced at the same time, all with the 
same characteristics (Figure 2). 

From the finished wafer each circuit 
or chip is separated, connecting wires 

are attached, and the IC is packaged 
in a convenient form. 

Manufacturing Process 
The raw material from which IC's 

are fabricated begins as a large ingot of 
carefully grown silicon. It is between 
1 and 2 inches in diameter and about a 
foot long. The silicon is "doped" with 
very small but accurately controlled 
quantities of impurities which change 
the electrical properties of the material 
(the basis of all semiconductors). 

Glass-like and very brittle, the ingot 
is cut with a diamond carborundum 
saw into wafers 12 mils (0.012 in.) 
thick. After additional processing and 
polishing, the finished wafer is no 
thicker than 6 mils. 

This wafer will serve as a mechanical 
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base or substrate for future operations. 
Onto this substrate another layer of 
silicon is added by a process called 
epitaxial growth. The epitaxial layer, 
about 2 mils thick, has the same crystal 
structure as the substrate, but is different 
electrically because of different doping. 
Now a series of steps is taken to 

carefully change the properties of the 
epitaxial layer in selectively masked 
areas (Figure 3). In this way the cir-
cuit, first drawn in an area almost a 
yard square in order to obtain good 
dimensional accuracy and now only 
slightly larger than a period, can be 
transferred to the wafer. 
The wafer is first exposed to oxygen 

at high temperature, resulting in a layer 
of silicon dioxide, called the passivating 
layer. This layer is coated with a photo-
sensitive resin and with the first mask 
in place is exposed to light. The ex-
posed areas become hardened, but those 
under the mask can be rinsed clean of 
resin. Next the wafer is subjected to 
an acid which etches away the silicon 

Courtesy Sylvania Electric Products 

Figure 2. Integrated circuit wafer is 
compared to half dollar. Each square 

is an entire circuit. 

dioxide layer not protected by the 
hardened resin. 

Diffusion of Impurities 
lhe result of the photo etching is 

a window through which selective parts 
of the chip may be exposed to a dif-
fusion process. Diffusion is accom-
plished by "soaking" the wafer in a 
furnace with an impurity-rich atmo-
sphere. These impurities will diffuse 
into the silicon only in the areas not 
protected by the silicon dioxide layer. 
The routine is repeated over and 

over—photo resistive coating, masking, 
exposure, rinsing, etching and dif-
fusion. With each step another func-
tion is added—a transistor emitter or 
collector, a resistor or capacitor. 
The type of semiconductor produced 

is determined by controlling the types 
and amounts of impurities introduced 
to the silicon. One form of impurity' 
will result in an excess of conduction 
electrons. This is called N-type silicon. 
Another impurity will leave a deficiency 
of conduction electrons, resulting in 
P-type silicon. 
To create a diode, a junction is 

formed between P-type and N-type 
material—a PN junction. A transistor 
requires two junctions, and may be 
PNP or NPN. 
While some values of resistance and 

capacitance can be diffused into the 
epitaxial layer, in many cases it is more 
practical and exacting to add these 
functions on top of the finished active 
devices. This may be done by a thin 
or thick film process. Minute quantities 
of metal are laid down through sputter-
ing or evaporation for thin films or by 
a silk screen process for thick films. A 
very thin and narrow piece of metal 
makes an accurate resistor and can even 
be trimmed later to touch up the value 
for more critical tolerances. Capacitors 
likewise can be made with thin film. It 
is possible to use the silicon substrate 
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Window etched through 
silicon dioxide to expose 
epitaxial layer to diffusion. 

Impurity is diffused into sili-
con. In the process, new 
oxide layer forms over en-
tire surface. 

Repeated etching and dif-
fusion create other parts of 
device. NPN areas now form 
a transistor. 

New windows are cut for 
placement of leads. Surface 
is covered with metal, typi-
cally aluminum. 

Metal is etched away leav-
ing leads to each part of 
device. 

Figure 3. Simplified illustration of integrated circuit manufacture shows 
steps of etching, diffusion and metalization. 

dà, 
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as one plate, and the thin-film layer as 
the other. 

Economy of Duplication 
All of these processes take place at 

the same time on all circuits on the 
wafer. It is here that the reduced cost 
of manufacturing is realized. What can 
be done to one circuit can be done to 
hundreds at the same time. 

But not every circuit or chip on a 
wafer is going to be perfect. Seemingly 
minor defects caused by dust particles 
and other imperfections can be fatal to 
such small units. Manufacturing tech-
niques are constantly being improved, 
but still the yield from a wafer is not 
100 percent. And the percentage goes 
down with more complex circuits. 

After all diffusion processes have 
been completed, but while the wafer 
is still intact, each circuit is automat-
ically tested. The wafer is stepped 
through a computer-controlled device 
where probes determine whether each 

circuit is acceptable or not ( Figure 4). 
If the circuit does not come up to 
specification, it is marked, fished out 
later and destroyed. 
The chips, measuring about 0.04 

inches on a side, are then separated 
using a diamond scribing point. They 
are now ready for packaging—one of 
the most expensive steps on the assem-
bly line. Until now all manufactur-
ing processes were carried out at the 
same time for all circuits on a wafer. 
In fact, many wafers are treated to-
gether as a group. At the packaging 
stage circuits must receive individual 
manual attention for the first time. 

Packaging Methods 
Before the chip can be sealed in one 

of the more than 250 types of pack-
ages, a means of connecting it to other 
component parts must be accomplished. 
One technique uses the bonding of tiny 
gold wires to the connection "pads" on 
the chip ( Figure 5). These wires are 

Courtesy Fairchild Semiconductor 

Figure 4. Computer-controlled probes reach down to test individual circuits while 
still on the wafer. Imperfections in crystal structure, dust, and failure to meet 

mechanical and electrical tests all affect the yield from a wafer. 
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then attached to larger terminals for 
easy access. 

Another scheme — generally called 
the "flip-chip" method — involves the 
building of small humps of metal on 
the pads. The chip can then be turned 
face down on a larger substrate or 
frame and bonded by soldering, thermo-
compression or ultrasonics ( Figure 6). 
This process lends itself to automation 
and physical durability. 
A method of building up heavier 

metal leads coming directly from the 
circuit is also being developed. These 
"beam leads" make external contact 
easier and also add structural strength 
to the entire device. 

Once the IC has been packaged it 
must again be tested. Special tests are 
made for frequency response in linear 
devices and switching speeds for digital 
circuits. They are also subjected to a 
variety of mechanical tests, shock, vi-
bration, acceleration and temperature 
changes to ensure dependability. 

Operating Speed 
When fast switching times are re-

quired—always a consideration in digi-
tal equipment—an interesting depen-

Figure 5. Small gold 
wires connect IC to 
terminals of standard 

TO-5 package. 

dency on size makes integrated circuits 
valuable. 
The ultimate factor limiting the op-

erating speed of any electronic device 
is the velocity of electromagnetic propa-
gation (the speed of light). In space 
this rate is approximately 186,000 miles 
per second, or about one foot in 10-9 
seconds (one nanosecond). Electric cur-
rent flowing through a conductor will 
have a speed somewhat slower than 
this, depending on the characteristics of 
the conductor. 

If a switching circuit is to operate 
in the nanosecond range, the distance 
between circuit components must be 
measured in fractions of an inch. Inte-
grated circuits make this possible. 

Typical applications of the digital 
integrated circuit include many asso-
ciated with computers: flip-flops, add-
ers, gates, buffers, and memory cells. 
The linear integrated circuit, as the 

name implies, is applicable to most am-
plifying chores and may be the building 
block for anything from a simple audio 
amplifier to a complex communications 
network. Linear IC's are found in ana-
log computers, communications equip-
ment and even hi-fi systems. 
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Again, it is not so much the major 
breakthrough in technology that is seen 
in the final equipment, as it is the in-
genuity of the designer effectively using 
available tools. For example, Lenkurt 
engineers are currently investigating 
ways of using digital integrated cir-
cuits to perform analog functions— 
especially desirable for economic rea-
sons as well as reliability. 
A typical monolithic integrated cir-

cuit contains a number of transistors 
and associated passive components in-
terconnected to provide a functional 
circuit. After packaging, the integrated 
circuit becomes a unit of some larger 
design—interconnected to perform the 
functions of an entire system or piece 
of equipment. And so numbers of in-
tegrated circuits are stacked in smaller 
and smaller spaces just as tube and 
transistor circuits were before them. 

(IC's? 
The next logical jump in technology 

is to combine a number of circuits onto 
a single chip, with the same advantage 
of reduced interconnections and man-
ufacturing ease. Several such devices, 
using a technique known as medium 
or large scale integration (LSI), are 
now on the market ( Figure 7). 

Large scale integration is particularly 
applicable to computer and other digi-
tal technology, where the same type 
logic circuit may be used hundreds or 
thousands of times. LSI is capable of 
offering 100 logic gates on a single 
chip. This tends to reduce manufactur-
ing and packaging costs. However, in-
creasing the number of components on 
a chip results in decreasing cost only 
to a point. Beyond a certain level, cir-
cuit complexity tends to reduce the 
yield of usable chips on a wafer—a chip 
is only as good as any of its parts—and 
cost per component begins to rise. 

LSI is having a definite effect on the 
circuit designer who has always had 

Figure 6. Recently developed tech-
nique shows Fairchild integrated cir-
cuit about to be mounted face down 
on frame. All contacts are made at 

one time. 
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freedom to choose components accord-
ing to his own specifications. As entire 
circuits, and beyond that entire func-
tions, become standardized in manufac-
ture, the design engineer's ingenuity 
may have to be applied to the use of 
standard circuits instead of to the de-
sign of original units. 

At least three types of LSI packages 
will probably be offered: 

1. Stock items ready for use (mainly 
logic and memory units). 

2. Basic units, such as gate circuits, 
which require final metalization. Inter-
connection will be provided according 
to the buyers specifications. 

3. Custom units, where specifications 
demand original design. 

LSI circuits at present are more ap-
propriate for digital than linear systems 
because of the repetitive nature of the 
elements used. And because compo-
nents on an LSI chip are closer together 
than discrete IC's, operating speeds of 
digital systems are further increased. 

IC's and Communications 
Miniaturization of electronic systems 

has been an obvious product of inte-
grated circuits, even though it must be 
remembered that the more basic value 
of IC's is in cost and reliability. Corn-

Figure 7. Sylvania IC contains 116 transistors, resistors and diodes to pro-
duce 40 gate circuits on each chip. Used in computers or digital communications 

equipment. 
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Courtesy Foirchild Senconductor 

Figure 8. Silicon ingot (top) is sliced, and then polished before integrated 
circuits are fabricated. From the finished wafer (middle, right) come hundreds 
of chips (bottom, left) ready for packaging. Shown are Fairchild's Dual In-Line, 

a flat pack, and a TO-5 can. 

puters that would have filled rooms by 
previous technology now stand in the 
corner or even on a desk top. And the 
size advantage is now being applied 
effectively to the designs of new com-
munications systems, especially as linear 
devices become more practical. 

IC's, including transistors, diodes, 
resistors and capacitors, are so small 
that the manufacturer's assembly line is 
now characterized by rows of micro-
scopes. But filter circuits—so important 
to the telecommunications industry— 
have remained a problem. These filters 
require very high quality inductors, 
large coils of wire that are heavy, bulky 
and relatively expensive. 
A solution in constructing inductor-

less filters using integrated circuit tech-
nology has been proposed by Lenkurt 

engineers. While still in the experi-
mental stage, the technique exhibits a 
great deal of promise for the future in 
keeping communications systems eco-
nomical, reliable and small. 

Simply steed, the method replaces 
each inductor in a complex filter net-
work with a circuit that behaves elec-
trically like an inductor. This circuit 
consists of one capacitor and a circuit 
called a gyrator. Low-sensitivity, high-
Q circuits have been produced in a 
package roughly a quarter of an inch 
square. This compares in size to a coil 
of about 1.5 inches in diameter and 
1 inch thick. 

Data and PCM 

The first area of telecommunications 
to be significantly affected by integrated 
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circuits will be where digital techniques 
are used. Here, the extensive develop-
mental effort placed in digital IC's for 
computers can be easily transferred to 
data transmission and its cousin pulse 
code modulation (PCM). 

For data and for PCM, circuits are 
needed to deal strictly with digital 
pulses—signals that are either on or off. 
In PCM transmission, for example, 
binary digits are used to represent dis-
crete values of a voice signal. In the 
first generation PCM system, bit rates 
of 1.5 Mb/s are used, requiring very 
fast sampling and switching. Digital 
integrated circuits are almost a must. 
And in future systems, with rates ap-
proaching 300 Mb/s, the need is even 
more pronounced. 

Integrated circuits also provide a 
means of manufacturing extremely 
stable resistors as part of the miniature 
circuit. Because all resistors are made 
at the same time, and with their close 
proximity will be subjected to identical 
changes in environment, they are excel-
lent components in critical communica-
tions applications. 

Hybrids Sometimes 
Appropriate 

Much of this discussion has centered 
around monolithic integrated circuits. 
Hundreds of circuits, including all ac-
tive and passive components, are pro-
cessed as a unit on one wafer. And 
the wafer is repeated hundreds and 
thousands of times. Obviously this is 
advantageous whenever great quantities 
of the same circuit are needed. 
Many telecommunications equipment 

designs will use "off the shelf" IC's 

both of digital and analog variety. But 
some specific applications will not re-
quire the large quantities needed to 
justify monolithic integration. 

In these cases hybrid IC's may be 
more appropriate. The equipment man-
ufacturer could produce much of the 
circuit using in-plant thin or thick film 
capability. Other components—includ-
ing active devices—would be added as 
separate units. Single transistors, or 
standard integrated circuits could be 
bonded to a unique circuit of the man-
ufacturer's design. Bell Laboratories, 
for example, has used this approach 
for a tone-generating circuit in some 
Touch-Tone telephones. 

Integrated circuits may also affect 
the design of future microwave radio 
equipment. With their fixed component 
relationships and close spacing, IC's 
may solve the problem of manufactur-
ing circuits with uniform performance 
to operate at microwave frequencies. 

The IC Promise 

The entire electronics industry is 
facing a change of great magnitude— 
a physicist might call it a technological 
quantum jump. Integrated circuits as 
they stand promise price savings and 
reliability. Large scale integration will 
open roads to miniaturization still hard 
to visualize accurately. A hundred tran-
sistors on a chip, or a hundred-thousand 
on a wafer are foreseeable in the next 
five years. 
Whether it's a shoe-box size com-

puter, a carrier system inside a tele-
phone handset, or even wrist watch 
television—the integrated circuit is the 
gadget dreams are made of. 
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Today's profusion of novel electronic 
devices is but one result of the phenomenal 
growth in the solid-state art. 

Every area of activity has its 
jargon and its catch-phrases. 

This is as true of industry as it is of 
politics or the arts. And, undoubtedly, 
the most widely heard phrase in elec-
tronics marketing today is "solid-
state". The term spans the entire 
industry from consumer products to 
super-sophisticated communications 
systems — anything from a teen-ager's 
vestpocket radio to a phased-array 
radar acquisition system. The term is 
rapidly becoming a catch-all and losing 
its original meaning. 

Originally, the term solid-state ap-
plied only to devices and circuits 
which were fabricated using principles 
of applied solid-state physics. New 
devices such as transistors and diodes 
were called solid-state to distinguish 
them from their gas-state or other 
non-solid-state predecessors. 

Later, numbers of solid-state de-
vices were incorporated into modules 
or subassemblies. These in turn were 
assembled into operating systems. The 
upshot of all this is the current prac-
tice of calling any apparatus that 
contains so much as a single transistor 
solid-state. We now have "solid-state" 
radios, TV receivers, electric shavers 
and even kitchen mixers. In fact, most 
people call a transistor radio simply a 
"transistor". Plainly then, with the 

help of advertising and marketing 
people, the term solid-state has taken 
on new applications and meanings. 

Solid-State Physics 
The term, solid-state, refers to the 

internal devices and circuits that make 
an apparatus function. 

In general these devices belong to 
that unique electronic species known 
as semiconductors. As a rule, the 
materials found in electronics are 
either conductors or nonconductors. 
The latter are sometimes called insula-
tors or dielectrics. All these terms are 
used to indicate a given material's 
ability to pass an electric current. In 
the case of conductors and insulators, 
the names are self-explanatory. But 
what about semiconductors? 

Obviously, a material either passes 
electric current or it does not. It is 
difficult to imagine a material that 
only "half-passes" or almost conducts 
electricity. Nonetheless, this is the 
term we use to describe materials that, 
in their native state, will not allow 
current to pass. But when properly 
treated or "doped" with a foreign 
element they will carry current. Most 
often these elements are germanium or 
silicon doped with a small amount of 
arsenic, indium, or some other impur-
ity. 
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Solid-state" is not the only 
term in electronics which is widely 

misunderstood or loosely used. 
There is also considerable confusion 

surrounding the following: 

Microcomponents refers to an 
assembly of very small, intercon-

nected discrete components — 
active or passive — which forms an 
electronic circuit. Interconnection 

of the various leads is by soldering 

or welding. Microcomponents use 
no substrates. 

Microcircuits, on the other hand, 

satisfy the same criteria as do 
microcomponents but they do em-
ploy substrates. 

Active substrates are usually a 

working part of the electronic cir-
cuit which they support physically. 
They possess ohmic and electrical 
values. 

Passive substrates perform no 
electronic function but provide 

physical support and a thermal sink 
for their circuits. 

An integrated circuit is an elec-

trical network — active or passive — 

composed of two or more circuit 
elements inextricably bound on a 

single semiconductor substrate. 

Transistance, a function of tran-
sistors, is an electrical property that 

causes applied voltages to create 

amplification or accomplish switch-
ing. 

Any element's capacity to allow the 
free flow of electrons depends directly 
on the atomic structure of the ele-
ment. Elements such as copper or gold 
have rather loosely bound atoms in 
which some electrons are free to move. 
Consequently they make good conduc-

tors. Other materials like lead and air 
possess very tight atomic structures 
with no free electrons. 

An atom consists of a nucleus with 
a number of surrounding electrons in 
concentric rings. In this respect, atoms 
can be thought of as planetary systems 
with the sun as nucleus and the planets 
as the circling electrons. It is the 
number of these electrons — specifi-
cally in the outer ring — which deter-
mines a material's willingness to allow 
the flow of electricity (Fig. 1). 

One of nature's phenomena is that 
eight electrons in the outer ring com-
pose the firmest shell. These are the 
valence Or free electrons. Elements or 
compounds possessing such strong 
atomic shells are not usually good 
conductors because they have no free 
electrons. 

Semiconductor elements such as 
silicon and germanium have four 
valence electrons in their atoms. When 
two of these atoms combine, a shell of 
eight electrons forms a perfect co-
valent bond. In such materials, resis-
tance is very high — almost to the 
point of insulation. 

There are ways to reduce this resis-
tance and make the materials act as 
conductors. One way is using heat to 
cause excitation among the electrons 
sufficient to break the covalent bonds 
and allow electron movement. The 
other is to dope the material with an 
impurity and cause the atoms to re-
arrange themselves. 

It works like this. Silicon and ger-
manium are crystals. Their crystalline 
structure results from the formation of 
perfect shells composed of eight elec-
trons. This happens when any two 
silicon atoms — each containing four 
electrons — join together forming co-
valent bonds. The result is a very 
stable atomic structure, whose resis-
tance is high. 
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Figure 1. Atoms have a 
maximum of two electrons 
in the first ring, or energy 
level, eight in the second, 
eighteen in the third and a 
definite number in each 
succeeding ring. Usually, 
the rings nearest the nu-
cleus will possess the maxi-
mum number of electrons 
before more appear in suc-
ceeding rings. When the 
number of electrons in the 
outer ring is less than the 
maximum, they are called 
".free" or valence elec-
trons. 

ELECTRONS • NUCt EUS 

SILICON ATOM 

Now, if a foreign substance whose 
atoms have an odd number of valence 
electrons — say 5 — is added to the 
silicon, four of them will pair with the 
four host electrons. The fifth, or odd 
electron will remain free to move 
about in the compound and carry 
electric current. See Figure 2. 

In cases like this where the added 
impurity or donor provides the free 
electron, an N type, negatively 
charged, semiconductor is created. If, 
on the other hand, the crystal is doped 
with an impurity whose atoms contain 
only three electrons, a "hole" is 
created by the absence of a fourth 
impure electron to pair with the 
fourth silicon electron. This hole is 
contributed by the host or acceptor 
atom and may therefore be remem-
bered as creating a P-type semicon-
ductor whose charge is positive. In 
both cases, electron/hole activity pro-
vides the means for conduction. A 
working circuit can be made by joining 
an N type and P type together. This is 

called a junction, hence the terms 
junction diode and junction transistor. 

Junctions 
A diode is the result of joining two 

pieces of semiconductor materia of 
opposite polarities. They consist of 
either PN or NP junctions. Add 
another element to the diode and it is 
a transistor — PNP or NPN. In either 
case, the PN or NP junctions function 
as emitter, collector or base in the 
transistor. Methods of construction 
and intended uses vary widely, but in 
any case, transistors consist of those 
three elements. In an NPN transistor, 
the N-type carriers are called the 
majority carriers, and the P-type, mi-
nority. Just the opposite is true in PNP 
devices. 

In most cases, the names of various 
transistors are a result of the construc-
tion method used in their fabrication 
and the resulting shape. Some of the 
types are: grown-junction, alloyed 
junction, drift-type transistors, micro-
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alloy diffused-base transistors 
(MADT), mesa and planar transistors. 
Each of these performs differently 
from the others and consequently, 
application differs with each. 

Mesa, and more recently, planar 
transistors are representative of the 
current level of sophistication in the 
solid-state art. They are characterized 
by higher voltage and current capac-
ities and, in the case of planar types, 
higher operating frequencies. However, 
the current trend is away from mesa 
types. 

New solid-state devices seem to be 
appearing almost daily. Some of the 
more noteworthy and better-known 
are grouped below in two broad cate-
gories — transistors and diodes. 

Transistors 
There are many different Field Ef-

fect Transistors (FET's) currently 
available — among them, JFET's (J for 
Junction), IGFET's (IG for Insulated 

Gate), and MOSFET's (MOS for Metal 
Oxide Semiconductor). FET's differ 
from regular junction transistors in 
their polarity and construction. Junc-
tion transistors are bipolar whereas 
FET's are unipolar. This means that 
they use only the majority carriers — 
holes and electrons — as a means of 
conduction. Junction transistors use 
both majority and minority carriers 
simultaneously. 

In a JFET the interface between 
input and output (channel and gate) is 
a junction. The interface in an IGFET 
is insulated by a dielectric, and in a 
MOSFET the insulating material is an 
oxide. 

They are all extremely fast digital-
type transistors. Applications are any-
where that switching or any on-off 
function is required. 

Diodes 
Limited Space-charge Accumula-

tion (LSA), Impact Avalanche Transist 

Figure 2. Depending upon the atomic structure of the impurity used, proper 
doping of semiconductor materials will create either "holes" or free electrons to 
act as conductors. 
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Figure 3. Semiconductor microelectronic devices 

Time (IMPATT) and other avalanche-
type diodes are semiconductor devices 
intended primarily for use as ampli-
fiers and oscillators for microwave 
radio. This is also true of Gunn and 
other gallium-arsenide devices. 

Schottky barrier diodes are metal 
semiconductor junctions having the 
property to allow current of only one 
polarity to pass. They are used in 
m icrowave mixers and frequency 
multipliers. Recently, Schottky de-
vices have been improved by the addi-
tion of a silicon "collar" around the 

junction which enables the device to 
operate very near its theoretical effi-
ciency limits. The diode itself is char-
acterized by a molybdenum-gold 
Schottky contact. 

IC's, A Logical Extension 
Transistors, commonplac( today, 

provided the foundation for all sub-
sequent developments in component 
technology. Viewed from the vantage 
point of today's accumulated know-
ledge, they are basically simple de-
vices. But without them, none of the 
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devices discussed here would have 
been possible, nor, for that matter, 
would there be integrated circuits. 

Now it seems a logical step to go 
from discrete semiconductor compo-
nents to silicon-based integrated cir-
cuits containing these same compo-
nents on a single chip. 

Once it was established that an 
operational device could be fabricated 
from semiconductor material, it was 
only natural that some interest should 
be directed toward the idea that an 
entire circuit might be made the same 
way using the same materials. 

Integrated circuit fabrication em-
ploys principles and techniques very 
similar to those used in the manufac-
ture of discrete semiconductor devices. 
IC's are made from carefully grown 
and doped silicon. Withirea single chip 
many individual components — transis-
tors, diodes, and even resistors and 
diode-type capacitors — can be etched, 
diffused or otherwise fabricated. (For 

a detailed account of IC fabrication, 
see the December, 1967 Lenkurt De-
modulator). 

Recent developments in IC technol-
ogy center around smaller, stabler and 
faster digital circuits and expanded 
applications for linear (analog) IC's. 
Linear circuits are now finding use in 
virtually every area of communications 
as well as in most solid-state consumer 
products. 

Digital circuits find most of their 
application in data processing hard-
ware where they are used as logic 
gates, memory cores and other func-
tions peculiar to computer operations. 
They are also widely used in digital 
communications systems. 

Linear circuits, on the other hand, 
have a much wider scope. They are 
used in every area of communications, 
telemetering, control and home enter-
tainment systems. Linear IC's perform 
as amplifiers, oscillators and in scores 
of other more complex functions. 

SOURCE GATE DRAIN 

• 

JUNCTION FIELD 
EFFECT TRANSISTOR 

Figure 4. Current (O flow-
ing in the channel is con-
trolled by varying the volt-
age across the gate. The 
applied voltage creates a 
field in the channel which 
has a "pinching" effect on 
the current. Thus, channel 
current can range from al-
most zero to full conduc-
tion. Since they are volt-
age controlled, unipolar 
FET's more closely resem-
ble vacuum tubes than do 
their more common 
cousins which are bipolar 
and current controlled. 
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MICROELECTRONICS 

MICPOCOMPONENTS MICROCIRCUITS 

HYBRID CIRCUITS 

SUBSTRATE CIRCUITS 

ACTIVE SUBSTRATE PASSIVE SUBSTRATE 

Awlie. 
SEMICONDUCTOR THIN FILM THICK FILM 

Figure 5. All of the various technologies under the broad umbrella of 
microelectronics depend on solid-state physics. 
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Figure 6. Called a Triple-3 Input Gate, this integrated logic circuit contains three 
triple input NAND gates. It is used in the Lenkurt 91A PCM Carrier System. 

Since they manufacture both digital 
and conventional telecommunications 
systems, Lenkurt is of course deeply 
involved with solid-state development. 
Both digital and linear IC's are more 
and more widely used in Lenkurt 
systems. These systems are character-
ized by higher reliability, lower opera-
ting costs and longer life. 

Current Trends 
One recent development in the fab-

rication of IC's is growing square 
silicon wafers rather than round ones. 
The result is more usable chips per 
wafer since the loss incurred through 
wasted area has been eliminated. 

Currently, the growing debate in 
semiconductor technology involves 
packaging and interconnection tech-
niques. Proponents of flip-chips and 

beam lead devices are vying for accep-
tance by the industry at large. 

Primarily, beam leads are favored 
for their superior uniformity, flexibil-
ity of application and overall reliabil-
ity. Considerations such as thermal 
dissipation and power handling capa-
bilities seem about equal. Flip-chips, 
on the other hand, allow for greater 
packaging density. 

There also is an intriguing economic 
aspect of the boom in semi-conductor 
technology which is just emerging. As 
applications for IC's become standard-
ized, more and more semiconductor 
manufacturers are providing more and 
more input to the finished product. 
They are developing their own pack-
aging techniques and subassemblies, 
and in some cases they even supply 
whole integrated systems. 
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Figure 7. Also used in the 91A, this digital IC has two 4-input NAND gates. 

Figure 8. Using star geom-
etry, semiconductor manu-
facturers are able to in-
crease the peripheral 
length of the transistor. 
This enables it to handle 
greater power and current 
loads and still maintain 
low input and output ca-
pacitance. 
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Generally, electronics may be di-
vided into three broad areas — design, 
component fabrication, and system 
assembly. Heretofore, design and 
system assembly were the function of 
the equipment manufacturer. The 
semiconductor vendor fabricated only 
the components to the specifications 
set by the manufacturer. This is chang-
ing. Makers of semiconductor compo-
nents and circuits are penetrating 
deeper and deeper into the areas tradi-
tionally allotted to equipment manu-
facturers. 

Is it possible that present manufac-
turers eventually will become only 
clearing houses or wholesalers for en-
tire electronic systems manufactured 
totally by the erstwhile makers of 
semiconductors? 

This prospect is not so farfetched as 
it seems at first blush. It has already 
begun to happen in the computer 
hardware manufacturing industry. 
Stripped of their packages and peri-
pheral devices, there can be little 
operational difference between two 

Figure 9. Characteristic of 
the present state of the 
art, multiple emitter type 
transistors are used at Len-
kurt in wideband amplifier 
circuits. 

computers whose internal circuitry is 
manufactured by the same company. 

Linear IC's are finding ever wider 
application in the communications in-
dustry. If designers and manufacturers 
of communications systems become as 
dependent upon vendors of linear IC's 
as computer manufacturers are upon 
digital IC suppliers, they will find 
themselves in the same position. 

The fast-closing developmental gap 
between digital and linear IC's makes 
this possibility somewhat less clear in 
the communications sector of the elec-
tronics industry. But communications 
manufacturers are going to have to 
choose between buying more "ready-
made" components, or, as some have 
in the past, making their own. 

Beyond such business considera-
tions, it is unwise — if not impossible 
— to attempt any meaningful predic-
tions as to the future of solid-state 
technology. Conceivably, any of the 
circuits or components mentioned in 
these pages may be obsolete before the 
ink is dry. 
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Thick film, 

a modern application 
of an ancient art form 

Since the advent of the tran-
sistor, the dominant trend in 

electronics has been toward more and 
more miniaturization. The advantages 
of microelectronics go beyond simple 
space saving, although size itself is 
certainly a considerable factor. Experi-
ence has shown that solid-state micro-
circuitry provides higher reliability, 
reduces problems of heat dissipation 
and readily lends itself to mass produc-
tion. Thin and thick films, multi-layer 
printed circuits, integrated circuits — 
monolithic, medium, and large scale — 
are some examples of the relatively 
new technology of microelectronics. 

In keeping with this trend, Lenkurt 
has been involved for some time with 
thick film process development as part 
of a general microelectronics program. 
Thick films were chosen for their wide 
range adaptability and relatively low 
initial expense. Also, thick film tech-
nology provides a springboard for 
ventures into other areas of microelec-
tronics. 

Thick -vs- Thin 
I hick film is a microelectronic 

technique where the passive compo-
nents of an electrical circuit such as 
conductors, resistors and capacitors 
are miniaturized by deposition onto a 
small piece of ceramic material. For 
general purposes, these circuits my be 
defined as passive thick film integrated 
circuits. They differ from thin films 
both in the thickness of the films 
themselves and in the method of depo-
sition. Where deposition of thin films 

is done by sputtering or chemical 
evaporation in a vacuum chamber, 
thick films are deposited on ceramic 
substrates by a screening process using 
special resistive and conductive inks. 

The actual process is simply a mod-
ification of the ancient methods used 
by potters and ceramists to decorate 
porcelain and clay. Using these 
methods, all of a circuit's passive 
components can be miniaturized to fit 
a small substrate. A substrate, in this 
case, is the small piece of white 
"china" on which a thick film circuit 
is deposited. 

Ceramic substrates for the thick. 
film process are typically 96% alumina 
and 4% glass; their dimensions range 
from less than one to several inches 
square and average about 0.025 inches 
in thickness, depending upon thee cir-
cuit design. Recently, a beryllia sub-
strate has also been used with consid-
erable success. 

Process flow in thick film fabri-
cation is actually a series of inter-
dependent — yet different — processes. 
First, the design of the circuit is laid 
out as original artwork on a precision 
drafting machine. The artwork is then 
reduced photographically and a silk 
screen replica of the circuit is made. 
Passive components such as conduc-
tors, resistors and capacitors are 
applied to a substrate which is then 
fired in a furnace. After the firing 
cycle, the resistive and conductive 
values are tested and adjusted. Finally, 
compatible discrete active components 
— transistors, diodes, IC's, — can be 
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Figure 1. A precision drafting machine such as a coordinatograph is a "must" for 
development of microcircuitry. Note the digital light display in the background. 

attached, transforming the passive cir-
cuit into a hybrid thick film circuit. 
The entire circuit is then packaged for 
use in a system. 

Original Artwork 
When a design request is received, 

the first requirement is to lay out a 
large working model of the circuit. 
Design requests normally contain all 
the necessary engineering data. The 
artwork is done on acetate or other 
translucent, stable drafting film using 
an electronic precision drafting 
machine called a coordinatograph (Fig. 
1). The coordinatograph is accurate to 
0.001 inch; movement in the x and y 
axes is registered electronically with 
coordinates appearing on a digital light 
display. 

After the original artwork is com-
pleted, the acetate masters go to the 
photo lab for photographic reduction. 
Using a specially built camera with 
height adjustable over six feet, the 
circuit layout is reduced in size by a 

factor of up to ten. One effect of 
reduction is to increase accuracy of 
the design by the same factor — hence, 
tolerances of 0.0001 inch. 

Once the film is developed, the 
resultant negative (or a positive) is 
used to make a silk screen stencil of 
the circuit. The stencil film itself is a 
photosensitive gelatin composition 
backed with a very thin sheet of 
polyester. 

After applying the negative to the 
gelatin film, they are put in the plate 
making machine and exposed over a 
mercury vapor lamp. Due to the com-
paratively slow warm-up time of the 
lamp, exposure is measured in light 
units (lumens) rather than in time. 

Exposure hardens that portion of 
the gelatin not protected by the circuit 
pattern on the negative. The negative 
and stencil film are separated and the 
unexposed gelatin is rinsed away. 
Having been hardened by exposure, 
the circuit pattern resists removal by 
110° water used for rinsing (Fig. 2). 
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After rinsing, the remaining pattern 
is further hardened under cold water, 
and the stencil is ready for mounting 
on a screen. The screens used in the 
thick film process are not actually silk 
screens but are made from fine stain-
less steel wires. The mesh, or wires per 
inch of screen area, range from 105 to 
325 depending on film thickness and 
pattern accuracy requirements. 

Using a transparent alignment mask 
to aid in centering, the stencil film is 
mounted wet on the screen. Extreme 
care must be taken at this stage to 
avoid accidents which later might ruin 
the registration of the pattern on the 
substrate. Since the pattern is so small, 
it is conceivable that some of its 
elements might not adhere properly 
and turn or even fall partly through 
the mesh of the screen. 

When the stencil film has been 
fixed to the screen, excess water is 
blotted off — but some is left so as to 
allow capillary action to draw the film 
even more firmly onto the screen. 

Final drying of the screen is best 
done naturally at room temperature. 
Since this normally takes several 
hours, attempts have been made to 
speed up the process with forced warm 
air. But this often results in a too 
brittle film and increases the danger of 
losing some of the finer parts of the 
circuit pattern. 
A different screen must be made 

for each different pattern — conduc-
tive, resistor or final glaze — which is 
to be applied to a substrate. 

How Clean is Clean? 
From drafting room to final pack-

aging, all of the work involved in the 
thick film process must be done in a 
strictly controlled environment. Since 
any of the processes involved can be 
adversely affected by dust, pollen, 
fibers or even fingerprints, extensive 
efforts are made to maintain a clean 
atmosphere. All rooms are air-condi-

Figure 2. The resistor pattern can be 
seen emerging from the stencil film as 
the unexposed area is rinsed away. 
Using the temperature blender in the 
background, a steady water temper-
ature of 110° is maintained. 

tioned. Dust and other foreign matter 
are filtered from the air, smoking is 
not allowed and technicians wear lab 
smocks and silk gloves while working. 
In this respect a thick film lab resem-
bles a hospital operating room. 

The finished product begins to take 
shape when the conductor, resistor 
and glaze patterns are screened onto 
the substrates and the elements are 
fired in a conveyor furnace. Circuit 
patterns are applied to the substrate 
by a silk screen process using precious 
inks. The inks are actually slurries of 
noble metals suspended in a highly 
viscuous paste. The metals may be 
gold, platinum, palladium, silver, or an 
alloy of any of these. The paste is 
mostly an organic compound with an 
evaporative binder or catalyst added. 

Because of their nature and expense 
($1.29 to $6.40 per gram), the slurries 
— or inks — require special handling. 
Their containers are stored on a rack 
of slowly rotating rollers. The con-
tinual rolling action keeps the inks 

1154 



ready for use. Constant agitation keeps 
the metal particles in suspension rather 
than collecting in the bottom of the jar. 

Deposition 
Called simply a screener, the appa-

ratus for applying the circuit patterns 
to substrates consists of a vacuum 
chuck for holding the substrate 
securely, a micrometer-adjustable 
mount for the screen itself, and an 
adjustable squeegee which pushes ink 
through the pattern of the screen. The 
squeegee blade is usually polyurethane 
of a specific hardness. Adjustments are 
in all three directions to ensure perfect 
interaction between squeegee, screen, 
and substrate. The distance between 
screen and substrate is called the 
"snap-off". 

Substrate, screen, and squeegee 
must be perfectly parallel and the 
squeegee's motion steady and horizon-
tal or the thickness of the deposited 
ink will vary. Since the electrical 
values are a function of the ink's 
volume, varying thickness will cause 
inconsistencies in resistance and con-
ductance. 

Ink is spread onto the screen 
around the circuit pattern with a small 
spatula, and the squeegee is moved 

across the screen. This action forces 
the ink through the screen onto the 
substrate and prints the desired pat-
tern. 

Normally, several test runs are re-
quired before alignment of all the 
various parts is perfect. All of the ink 
used for testing and alignment is kept 
and returned to the supplier for rec-
lamation. Used screens and substrates 
used in test screenings are washed in 
acetone, or thinner. This rinse along 
with other used ink, is returned to the 
ink manufacturer for credit. 

After testing and final adjustments, 
any number of substrates may be 
screened as long as the screen itself 
holds up and is not "coined" or 
otherwise damaged. "Coining" results 
when screen and substrate are too 
close and the screen's wires are bent 
leaving an impression of the substrate. 

Alignment of screen and substrates 
for subsequent screenings is done by 
using small registration marks on the 
screen. They line up precisely with 
other similar points left on the sub-
strate by previous screens. 

Drying and Firing 
Firing is done in a cycle. The 

sequence is tied directly to the temper-

Figure 3. There are three steps in depositing the resistor pattern: (A) substrate is 
fitted to the vacuum check, (B) the substrate passes under the screen and the 
squeegee forces the ink through the screen and onto the substrate, and (C) the 
chuck is withdrawn with the pattern deposited on the substrate. 
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Figure 4. Using air-
brasive powder for 
trimming resistors, the 
trimmer works in con-
junction with an electri-
cal bridge. The bridge 
measures resistance and 
enables the technician 
to trim resistors to 
within 0.1% of desired 
value. 

ature profiles of the various compo-
nent values of the circuit. Since resis-
tance is inversely proportional to firing 
temperatures, components requiring 
higher firing temperatures are depos-
ited and fired first. These will often be 
the conductor patterns. However, one 
or two resistor screenings are some-
times made before the conductor 
screening. This is done in special cases 
where resistor inks of very precious 
metals are used and higher firing tem-
peratures are required. 

The normal deposition sequence is; 
screening, settling, drying and firing. 
Immediately after screening, the sub-
strates are set aside so that the ink can 
settle. Settling fills the voids and im-
pressions left in the ink by the screen. 

Drying is accomplished by leaving 
the freshly screened substrates in a 
temperature-controlled oven at 125° 
for about 15 minutes. The primary 
purpose of drying is to drive out the 
binder from the ink. 

Firing temperature profiles vary 
(from 500° to 1050°C) according to 
desired electrical values. These values 

in thick films are a function of two 
factors, the volume of ink and the 
temperature at which they are fired. 
Since the resistance is inversely pro-
portional to the ink's volume it can be 
increased by airbrasive trimming but 
never decreased. Consequently, resis-
tor ink is likely to be applied some-

Figure 5. The conveyor type furnace 
can produce firing temperatures up to 
1500°C. 
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what thickly. The term, airbrasive, 
derives from air-driven abrasive pow-
der. 

In some cases where more than one 
of a circuit's elements require the same 
firing temperature, resistor and con-
ductor patterns will be screened and 
dried without individual firing. Then, 
after all the elements are deposited, 
the entire circuit can be fired. 

Resistors and Capacitors 
Typical sheet resistivities in thick 

film resistors range from 1 ohm/sq. to 
1 megohm/sq. with thickness normally 
set a 1 mil. The formula for sheet 
resistivity is: 

R = 

Where: 

R equals sheet resistivity. 
k equals the resistivity constant 

of the ink. 
I equals length of the resistor 

pattern. 
w equals width of the resistor 

pattern. 
t equals thickness (assumed to 

be constant). 

From this formula, it can be seen that 
resistance in thick films is a function 
of the shape of a resistor. When length 
is increased in relation to width, resis-
tance value is proportionately in-
creased. 

After firing, the distribution of 
values for any particular resistor pat-
tern is normally -±10%. By firing resis-
tors to only about 90% of the desired 
value, careful trimming can then in-
crease accuracy to ±-1%. Lenkurt engi-

neers consistently produce thick film 
resistors with such value tolerances. 

Though done somewhat less often, 
capacitors may also be fired into a 
thick film circuit. Capacitor inks are 
usually composed of oxides such as 
titania or barium titanate and multi-
component glasses. Inherent limita-
tions of the inks used for capacitors 
make high capacitance values ex-
tremely difficult to achieve. Capaci-
tances up to 100,000 picofarads per 
square inch can be achieved, but in the 
lower ranges — 10,000 pF/in.2 — 
capacitors are more stable and can 
successfully pass breakdown tests up 
to 500 volts. For values beyond these 
limits, or for special tolerance and 
stability requirements, it is necessary 
to attach discrete components or chips 
after the thick film process is com-
pleted. 

Once all the passive components — 
conductors, resistors, and capacitors — 
are fired, the substrate is coated with a 
glaze and refired. If the device has 
been designed merely as a passive 
circuit, it is now ready for packaging. 
Final packaging is a simple process of 
dipping the substrate into some kind 
of epoxy-based plastic after the leads 
have been attached. 

If it is an active circuit, the glazed 
substrate must be presoldered before 
active components can be attached. 
Presoldering leaves bumps of solder at 
the points where active component 
leads will be attached. Typical active 
components are transistors, diodes and 
IC's. After the active components have 
been attached and final tests made, the 
entire circuit is encapsulated and ready 
for use. 

Editor's Note — The November Demodulator will discuss some of the 
applications and extensions of thick film technology, as well as some 
limitations. 
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New techniques in microelectronics 
may lead to breakthroughs in 
microwave design and packaging. 

Impressive as many of the 
current applications of thick 

film technology are, its potential uses 
and extensions are even more so. 

Significant space savings and in-
creased reliability have been achieved 
in several Lenkurt systems employing 
thick film circuits. Among them are 
the 82A and 83A Station Carrier 
Systems and Lenkurt's 91A PCM 
Cable Carrier. 

At this point most are filter circuits 
such as the one in Figure 2. Beyond 
simple filter circuits, the heightening 
interest is in developing hybrid micro-
circuits for use at microwave frequen-
cies. To do this, other, more complex 
areas of microelectronics must be ex-
plored. 

One of the outstanding aspects of 
thick film technology is its common-
ality with other microelectronic tech-
niques. Whether the medium is printed 
circuitry, thick film, thin film or inte-
grated circuitry, the goal is essentially 
the same — increased reliability 
through miniaturization. And regard-
less of the means employed — from 
PC's to IC's — the initial steps are the 
same. The circuit design is first laid 
out as original artwork, then reduced 
photographically (Fig. 3). 

Through this similarity, other 
microelectronic techniques such as 
thin film may be viewed as extensions 
of thick film technology. The thick 
film process is most effectively em-
ployed in the miniaturization of gen-
eral purpose electronic circuits which 
may allow relatively loose tolerances. 

But thin films have accuracy require-
ments roughly ten times as stringent as 
those for thick films. 

Stripline and Microstrip 
Tight tolerances on this order are 

required of components intended for 
use in systems designed to operate at 
microwave frequencies. Typical of 
such components are stripline, micro-
strip and other microwave integrated 
circuits (MIC's). 

Strictly speaking, integrated circuits 
have a different function at microwave 
frequencies than at the lower frequen-
cies. At low frequencies, hybrid IC's 
simply provide the interconnections 
between the various active compo-
nents in a circuit. But in the micro-
wave range, they essentially become 
transmission lines and provide all the 
same functions as sections of transmis-
sion line — such as waveguide — can be 
made to provide. 

Stripline and microstrip are tech-
niques for miniaturizing circuits. As a 
replacement for conventional circuits, 
stripline and microstrip are especially 
effective at the higher frequencies 
where tight control of a line's charac-
teristic impedance is essential. 

Since a line's ability to carry a 
signal is a function of its electrical 
properties as well as its size and shape, 
it is a rather straightforward process to 
go from cable to stripline. 

Basically, a coaxial transmission 
line consists of a round center conduc-
tor located concentrically inside a cy-
lindrical outer conductor. The stripline 
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Figure 1. From the 
substrates show the 
fabricating a circuit 
film technique. 

top down, these 
various steps in 
using the thick 

is much the same thing, only the shape 
and size are different. It consists of a 
conductor in a dielectric material (may 
be air) supported by two parallel 
ground planes in a kind of sandwich 
configuration. 

The next step in this evolution is to 
simply lift the top off the sandwich 
and the stripline becomes a microstrip 
(Fig. 4). 

Photoetching 
Circuit patterns required for strip-

line and microstrip configurations gen-
erally require dimensional accuracies 
that cannot be achieved using direct 
screening techniques. Consequently, 
they are often produced by etching a 
metallic conductor layer on the sur-
face of a suitable dielectric substrate. 
The substrate may be teflon-glass lam-
inate, ceramic or glass. And the metal-
lic surface layer is usually a copper 
sheet, silver applied by thick film 
process or evaporated thin films such 
as gold on chrome. 

Photoetching begins with a large 
scale drawing of the required pattern 
which is later reduced photograph-
ically to a one-to-one facsimile. Large-
scale original artwork permits greater 
accuracy and provides a more conven-
ient working dimension. 

After thorough cleaning and drying, 
the metallic surface to be etched is 
uniformly coated with a thin film of 
photoresist. The film is applied by 
dipping, spraying, roller coating or 
spinning the substrate. It is then fired 
to remove residual solvents before 
exposure. 
A photographic image of the circuit 

pattern is produced on the surface by 
placing the 1:1 scale transparency in 
contact with the coated substrate and 
exposing it to ultraviolet radiation for 
a pre-determined time. For a negative 
acting resist, the action of the ultra-
violet radiation is to change the molec-
ular structure (polymerize) in the areas 
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Figure 2. This filter 
circuit is an example 
of Lenkurt thick film 
technology. (Shown 
here actual size.) 

of the photoresist corresponding to 
the transparent regions of the photo-
graphic image. 

After processing in a developing 
solution, the polymerized areas remain 
as a tough chemical-resistant surface. 
The areas corresponding to the opaque 
regions of the image dissolve in the 
developer and expose the metallic sur-
face underneath. 

There is also a method using posi-
tive acting resist in which this action is 
essentially reversed. In this method, 
the circuit pattern on the photo-
graphic image is transferred to the 
metal surface of the substrate. The 
polymerized resist acts as protective 
covering and prevents etching of the 
covered areas. The unprotected regions 
are etched away, leaving the desired 
circuit pattern. 

In cases where one metal is de-
posited atop another, it is possible to 
etch each one separately. This tech-
nique is called selective etching and is 
possible due to different etching prop-
erties of different solutions in relation 
to certain metals. Other methods are 
the photomask technique and selective 
electro-chemical plating. 

Stripline and microstrip are two of 
several circuit configurations which 
can be produced by these methods. 
Furthermore, they can have active 
components such as semiconductors 
attached and become working hybrid 
microcircuits. 

When perfected, stripline and 
microstrip may be used in microwave 
radio systems to help replace bulky 
waveguide plumbing. 

Some Extensions 
Another related area of microelec-

tronics is concerned with developing 
solid-state devices for microwave out-
put power. The primary emphasis is on 
components such as diodes and semi-
conductors rather than circuitry, al-
though, the components obviously 
must work in or with microcircuits. 

Already, some lower frequency 
systems such as Lenkurt's 71F2 Radio 
(2 GHz) are solid-state. But ultimately, 
engineers hope to replace the klystron 
with a small solid-state device in the 
higher microwave bands as well. 

High frequency application is the 
major obstacle to the development of 
operational, all solid-state microwave 
devices. This is not universally true — 
devices such as switches, couplers, 
multipliers, filters and some amplifiers 
and oscillators have been successfully 
designed for use throughout the micro-
wave spectrum. But operational, high 
frequency replacements for transmit-
ter tubes are still in the future, albeit 
the near future. 

Then why all the emphasis on 
microcircuitry and solid-state? Al-
though the advantages of microcir-
cuitry do not necessarily outnumber 
the disadvantages they do outweigh 
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them. Improved overall performance is 
of course the greatest advantage 
offered by solid-state devices and 
microcircuitry. This is primarily a re-
sult of the near-perfect stability that 
can be achieved by using thick film 
and other hybrid integrated circuits in 
communications systems. Also, in-
creased ruggedness of the components 
themselves adds to the overall reliabil-
ity of the system. 
A considerable cost advantage is 

realized since microcircuitry fabrica-
tion techniques are readily adaptable 
to mass production methods. 

At the present state of the micro-
electronic art, there are still many 
problems. Higher line losses, parasitic 
capacitances, and other spurious 
modes resembling cross-talk in a tele-
phone circuit are among the knottier 
ones currently facing the design engi-
neer. Also, limited handling character-
istics in terms of voltage and power 
present unique problems. Moreover, 
the high potential packaging density of 

Figure 3. Photographic reduction of 
the circuit design is an indispensable 
part of any microelectronic technique. 

miniature circuits on substrates can 
create problems of heat conductivity. 

The problems, however, are not 
considered insurmountable. The art is 
still quite young — and even some of 
the problems are just now being recog-
nized. 

The problems are extremely com-
plex, and vary with each new device. 
In all of them, however, the primary 
problem is the same and very elemen-
tary. It is simply to develop a small, 
solid-state apparatus capable of genera-
ting and manipulating sufficient signal 
power for continuous wave (cw) prop-
agation at microwave frequencies. 

Three Candidates 
Progress is being made. Currently, 

some of the more likely devices are 
gallium-arsenide (GaAs) crystals such 
as Gunn diodes, limited space charge 
(LS A) devices, impact avalanche 
transit time (IMPATT) and other ava-
lanche diodes. 
A GaAs crystal can be made to 

oscillate at microwave frequencies 
simply by applying a high voltage (dc 
bias) across it. First though, to achieve 
the desired electron activity, the 
crystal must be "doped" with a for-
eign element such as sulphur or sele-
nium. 

What goes on inside the crystal is, 
not so simple. But it is basically a 
series of electron movements which, 
taken cumulatively, cause an oscilla-
tion. This, in turn, can be used to 
create output power. The oscillation, 
called the Gunn effect, is named for its 
discoverer, J.B. Gunn. The device itself 
consists of a doped GaAs crystal and 
wafer mounted in a heat sink cavity 
and surrounded by dielectric material. 

Gunn oscillators provide cw power 
with peak outputs ranging from a few 
milliwatts to about one kilowatt, de-
pending on frequency. As the fre-
quency goes higher, power output falls 
off. Low average power is one of the 
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limitations of Gunn devices. Up to 
now, it hasn't been possible to gener-
ate sufficient average power output at 
high enough frequencies for micro-
wave applications. 

Gunn devices are further limited in 
their present usefulness by inherent 
problems of heat dissipation. They are 
reliable to only about 100°C. Beyond 
that, the entire device usually breaks 
down. 

LSA devices, on the other hand, are 
not hampered so. Related to the Gunn 
effect, limited space-charge accumula-
tion is another related phenomenon 
which may make possible power out-
puts of a watt or more in the micro-
wave spectrum. 

In the case of LSA devices, oscilla-
tion is the result of a negative resis-
tance characteristic (see the Demod-
ulator, Sept. 1968) in a high dc bias 
field. 

Unlike the Gunn devices, the power 
output of an LSA oscillator is not 
dependent on frequency. This is be-
cause the accumulated space charge is 
not a function of the electron's transit 
time — an important fact in Gunn 
diodes. As the thickness of a Gunn 
diode's active region increases, the 
device's efficiency decreases corres-
pondingly. This is not true of LSA 
devices. 

An LSA oscillator can be many 
times as thick as a Gunn diode of the 
same frequency. Consequently, it can 
withstand much higher voltages and 
temperatures. It is therefore able to 
produce consistently higher average 
power outputs. 
An IMPATT diode is a simple sili-

con PN junction capable of generating 
more than one watt of cw power at 
about 12 GHz. Here too, oscillation is 
a result of negative resistance caused 
by a combination of the crystal's 
internal emission (the avalanche 
effect) and electrons moving at satura-
tion velocities. 

DIELECTRIC CONDUCTOR 

GROUND 
PLANE 

CONDUCTOR DIELECTRIC 

CONDUCTOR 

DIELECTRIC GROUND PLAN1 

Figure 4. Transmission lines have 
undergone changes from coaxial cable 
(top) to stripline (center) and micro-
strip (bottom). 

Right now, the biggest problem 
with IMPATT devices is the inherent 
noise which accompanies any ava-
lanche device. Stabilizing cavities have 
been able to reduce avalanche noise to 
a useable level for some devices with 
limited applications at lower fre-
quencies. 

But, problems such as noise, heat 
and low voltage capacities are not 
insurmountable. One or another of 
these devices is destined to replace 
tube-type transmitters in the foresee-
able future. 

At the present state of the art, no 
one of the devices discussed here is 
capable of doing the job done by 
conventional tube-type power sources. 
However, some kind of hybrid circuit 
incorporating the features of many of 
these components is another area of 
interesting possibilities. 
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MIC'S 
Within certain frequency and power 

limitations, the most effective devices 
in use today are hybrid MIC's em-
ploying thin and thick film technol-
ogy. 

Microwave integrated circuits em-
ploying microstrip transmission lines 
have met with considerable success at 
the lower frequencies. But because of 
its small circuit size, transmission 
losses are high compared to wave-
guides or coax. This becomes a limit-
ing factor in high power applications. 
One of the ironies of microelectronics 
is the fact that as engineers come 
closer to their performance goals 
through miniaturization of devices, the 
devices are more vulnerable to power 
and heat. Consequently, the ability to 
produce useable power output is 
limited by the technique itself. But 
again, these problems are considered as 
only temporary. 

Smaller, stabler and more reliable 
microwave radio systems are but one 
promise offered by the art of micro-
electronics. Compact, portable radar 
systems is another. The idea of small, 
highly portable radar systems is, of 
course, very appealing to the world's 
defense agencies. This is especially true 
of airborne radar and other systems 
intended for use in battle zones where 
there is a high probability of damage 
to components. Miniaturization of 
components will allow duplication and 
redundancy sufficient to provide 
back-up operation in almost any sit-
uation. 

Whether any one or a combination 
of several of the devices discussed here 
is finally adopted as the industry 

standard, the effects will be dramatic 
and far-reaching. 

Each of the individual devices has 
much to offer, yet each is beset with 
problems. Therefore, the best bet for 
the future will probably be a device 
resulting from joint efforts involving 
several technologies. 

Millimeter Communications? 
What then? A simpler, less expen-

sive microwave radio comes to mind 
first. Another — if somewhat more 
remote — possibility might be the 
capability to really open the milli-
meter portion of the spectrum for 
communications. A small amount of 
successful exploration has been done. 
Experimental, prototype, millimeter 
systems do exist. 

If sufficient channels to meet the 
demands of the future are to be found, 
other areas of the spectrum must be 
opened. The increased bandwidth 
offered by the millimeter range can do 
much to further the work in these 
areas. Experimental efforts at using 
the millimeter band for communica-
tions have been generally successful. 
An LSA device is currently being used 
in guided wave PCM system operating 
above 50 GHz. 

But none of the possibilities men-
tioned here will be realized until the 
problems are worked out. And in 
microelectronics, just as in other tech-
nologies, problems exist to be solved. 

Success in one area often hinges on 
previous successes in related areas. So, 
what has been learned from thick film 
and IC fabrication will provide the 
foundation for success in the efforts 
toward microwave miniaturization. 
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1 Negative resistance and impedance — effective elements in modern circuit design. 

The fascinating implications of 
  negative resistance have in-

trigued scientists and engineers for 
decades. Near the turn of the century 
certain "freak" devices — among them 
the carbon arc — exhibited negative 
resistance properties and were actually 
put to practical use. 

The carbon arc, the dynatron tube, 
and more recently the tunnel diode all 
fit the class of physical devices having 
negative resistance. Circuits using stan-
dard components can also be used to 
produce negative resistance and now 
have their own place in many new 
telecommunications applications. 

In the dynatron tube, developed 
about 1918, the plate current increases 
when the plate voltage is reduced. A 
very similar negative resistance is 
found in the modern tunnel diode. 
The tunnel diode is a two-terminal 
device that has the ability to amplify 
because of a unique relationship of 
voltage to current over a portion of its 
operating range. The voltage-current 
curves in Figure 1 compare the ordi-

Figure 1. Comparison 
of the voltage-current 
relationships of resistor, 
conventional diode, and 
tunnel diode. The tun-
nel diode shows unique 
negative resistance char-
acteristics over a nar-
row range of voltages. 

nary resistor, a conventional junction 
diode, and the tunnel diode. 

At a certain point on the curve of 
the tunnel diode, an increase in the 
applied voltage causes a decrease in the 
current. As long as the tunnel diode is 
operated within the limited voltage 
range indicated, and in a suitable 
circuit, the negative resistance effect 
may result in amplification over a 
range extending up to microwave fre-
quencies. 

In most ways, negative resistance 
can be thought of as being the reverse 
of positive resistance. Over the voltage 
or frequency range within which it is 
designed to operate, the negative resis-
tance device will deliver energy to the 
cirçuit to which it is connected, in 
contrast to a positive resistance which 
absorbs and dissipates energy. In the 
tunnel diode, it is strictly an internal 
phenomenon which allows this. In the 
circuit devised to work as a negative 
resistance, it is essentially a positive 
feedback technique that achieves the 
result. 

RESISTOR CONVENTIONAL TUNNEL 
DIODE DIODE 
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Figure 2. Feedback circuit produces 
negative resistance. If voltage gain is 
two times, current of - V/R will flow 
opposite to that in a conventional 
resistor, shown below. 

Feedback Circuit 
The awareness that positive feed-

back may be used to obtain negative 
resistance probably came with some of 
the first radio receivers. There,. positive 
feedback circuits were used to form 
regenerative amplifiers. Basically, a re-
generative amplifier is simply an ar-
rangement where a controlled amount 
of signal is returned from the plate of 
a vacuum tube to the grid — or from 
output back to input. This signal is 
amplified over and over again, adding 
gain each time around. 
A modern version of this feedback 

circuit — and an example of a simple 
negative resistance — is shown in 
Figure 2. 

Impedance Converters 
An extension of the first feedback 

circuits led to circuits more accurately 
described as negative impedance con-
verters (NIC). In some respects the 
ideal NIC resembles a transformer with 
an unusual twist. If a positive impe-

dance is applied to one end of the 
circuit, the negative of that impedance 
will be seen at the other (Fig. 3). 

The reactance of a capacitor is 
negative and at any one frequency its 
value can be chosen so that this 
negative reactance exactly cancels the 
positive reactance of an inductor. This 
happens in every tuned circuit. But the 
capacitor is not behaving exactly like a 
negative inductor. On the other hand, 
if an inductor terminates one end of a 
NIC, the impedance seen at the other 
end will truly behave like the negative 
of an inductor at all frequencies, and is 
a proper negative impedance. 

Working from this concept, engi-
neers at the Bell Telephone Labora-
tories in the early 1940's saw the 
possibilities for a negative impedance 
telephone transmission repeater. In-
serted in series with the line, the NIC 
would decrease the impedance, and 
therefore increase the line current and 
reduce transmission loss. The first suc-
cessful version was built in 1948 and 
became known as the El repeater. It 
first appeared with vacuum tubes, and 
now transistor models are used exten-
sively in the exchange plant of the Bell 
system. The El repeater is transformer 
coupled, locally powered, and de-
signed to match the characteristic im-
pedance of the cable. 
A transistor version of the El re-

peater is shown in Figure 4. Positive 

Figure 3. Positive impedance at 
minds 3 and 4 will appear as negative 
impedance at 1 and 2. 

ter-
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Figure 4. The Bell El 
repeater uses positive 
feedback circuits to 
produce negative impe-
dance characteristics. 
Terminals 1 and 2 are 
coupled to transmission 
line. 

feedback in the circuit produces the 
negative impedance characteristics, 
while the negative feedback provides 
stability. The value of the impedance 
applied to terminals 3 and 4 appears at 
terminals 1 and 2 as the negative of 
that value. In practice, terminals 1 and 
2 are effectively connected in series 
with the two sides of a telephone line 
and present to the line a series, or 
voltage-type negative impedance (Fig. 
5). 

This type converter — or booster as 
the application better suggests — is a 
very apt repeater for two-wire lines 
operating at voice frequency. It is 
relatively easy to operate at these 
frequencies, and because it is strictly 
an impedance device, the repeater pro-
vides gain to the transmission line in 
both directions. 

Because of its nature, the El re-
peater is more likely to be found at 
exchange offices rather than along the 
line. In fact, for best impedance 
matching, it should appear at the 
midpoint of the transmission line. 

NIB 
More recent experimental efforts at 

Bell Labs are in the direction of a 
small two-way repeater powered by 
line current and spaced along a voice 
line much like inductive loading coils. 
It is, in fact, envisioned that the new 

Figure 5. Connection of impedance Z 
and NIC to transmission line. 
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repeater could replace existing loading 
coils at about the same spacing. 

The negative impedance booster 
(NIB), as Bell prefers to call it, is more 
a resistance than an impedance device 
(Fig. 6). It operates in series with the 
line and Bell says the NIB might some-
day be built into the cable during 
manufacture. The NIB, when perfected, 
would result in practically lossless 
and distortionless signal transmission 
for long rurul telephone lines, local 
inter-office trunks, and other voice 
frequency uses. 

The NIB is markedly different from 
the El repeater. Spacing of the NIB 
would be at regular intervals down the 
cable, preferably not more than a 
quarter wavelength apart at the top 
frequency of the transmission band. 
For telephone speech a suitable 
spacing would be 12,000 feet. At that 
spacing, essentially flat, lossless trans-
mission could be achieved up to 7 kHz 
— up to 18 kHz at 6,000-foot spacing. 

Because no coils are used (either as 
inductors or as matching transformers) 

Figure 6. Bell negative 
impedance booster 
(NIB) operates in series 
with the line and is 
powered ovér the cable. 
Slope of the operating 
curve is stabilized by 
transistor emitter feed-
back. Diodes add to the 
operating linearity. 

the circuits lend themselves well to 
integrated circuit techniques utilizing 
only resistors, capacitors and solid 
state devices. On long subscriber loops, 
cable with repeaters may be less ex-
pensive than the larger sized cable that 
would normally be necessary. 

The main advantage of the NIB 
over conventional repeater amplifiers 
in telephone transmission is its simplic-
ity in both construction and opera-
tion. Because it has no directional 
properties and boosts the signal in 
both directions it can be positioned 
almost anywhere on the line without 
concern for expensive hybrid trans-
formers or level control. Additionally, 
the repeater provides almost automatic 
equalization by compensating for the 
increase in cable attenuation with fre-
quency. Delay distortion in the exper-
imental model was almost nonexistent. 

Active Filters 
When the transistorized NIC be-

came available, there was interest in 
developing the device for service other 
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than just cancelling losses in transmis-
sion lines. The NIC soon became a 
component in general circuit synthesis 
and was used in most early RC active 
filters. The NIC was the "active" 
element. 

The NIC is also a most convenient 
way of making a good negative resis-
tance device. This technique is espe-
cially useful in cancelling inductor 
losses in filters. Considerable work is 
being done at Lenkurt in this area. 

The negative resistance device can 
be used to decrease the effect of 
resistance in a filter inductor, thereby 
increasing the Q of the circuit. Q is a 
convenient way to express the merit of 
an inductor and is derived by dividing 
the inductor reactance by the equiva-
lent series resistance. 

In the design of conventional LC 
filters, the quality of performance 
achievable over the pass band is 
limited primarily by the dissipation in 
the inductors. There are three ways 
commonly used to reduce this dissi-
pation. The classical method is to 
place an equalizer network in tandem 
with the filter to correct the unequal 

losses across the frequency band con-
cerned. As a result, the overall pass-
band loss of the filter is at least 0.5 
dB greater than the maximum loss in 
the filter without the equalizer. 

Another method is to predistort the 
original filter design in such a manner 
that the pass-band loss characteristic 
with dissipation is close to the desired 
flat response. But from a technical 
point of view a third solution is almost 
ideal: the cancellation of dissipation 
using negative resistance. 

Lenkurt Applications 
A channel filter being investigated 

at Lenkurt involves this technique and 
could result in a dramatic sharpening 
of the edge of the pass band. Using 
seven ferrite inductors and five nega-
tive resistance devices, a very high Q is 
expected — perhaps 8,000 — with the 
band flat to within 0.1 dB. 

The negative resistance circuit sug-
gested for this use consists of two 
transistors and five resistors. The cir-
cuit is shown in Figure 8, along with 
the application of the circuit in a 
conventional filter. 

Figure 7. Lenkurt-built negative resistance (left) for channel filter studies 
compared to Centralab package and Sylvania IC version. About actual size. 
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Figure 8. Negative resistance circuit (left) and how it is coupled to the filter 
network. Very high Q is expected from reduced dissipation in the inductors. 

Negative resistance is being used to 
sharpen band elimination characteris-
tics for critical data circuits. In the 
Lenkurt 25A data transmission equip-
ment used by the news wire services, a 
special splitting filter is necessary for 
switching out portions of the band at 
various locations across the country. 
Engineers have said that it would have 
been impossible to achieve the high 
degree of sharpness necessary without 
using negative resistance techniques. 

From reversing the sign of resis-
tance (R to —R) and impedance (Z to 
—Z), it was historically a short step to 
inverting the impedance (Z to 1/Z — 
or more correctly 112/Z). Here, an-
other important contribution to filter 
design will be provided through the 
introduction of a device known as the 
gyrator which can perform this impe-
dance inversion. The gyrator can trans-
form the impedance of a capacitor 
into that of an inductor and so liter-

ally make a capacitor look like an 
inductor to the rest of the circuit. The 
capacitor, of course, is much smaller 
than the inductor. 

Again, while the theory has existed 
for many years, and some circuits have 
been built, more recent developments 
have moved the gyrator closer to 
practicality. If perfected, the gyrator 
and an associated capacitor could be 
substituted for each bulky inductor in 
conventional filter networks, elimi-
nating a great deal of size and weight. 
But for the moment, this relative of 
the NIC may be too costly for a 
favorable economic tradeoff. 

Negative resistance and negative im-
pedance circuits have moved from 
curiosities to practical devices — espe-
cially augmented by the development 
of transistors. Many of these applica-
tions are significant and will continue 
to be of interest in the expansion and 
improvement of telecommunications. 
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Filters have played such an 
important role in carrier com-

munications that it is worth discussing 
their history and development, with an 
emphasis on crystal filters. The tech-
nique of carrier and multiplex system 
design points out the filter require-
ments and the need for certain types 
of filters. 

Analogies are often used to describe 
filters, but comparing electronic filters 
to such things as a screen, a strainer, or 
a piece of paper used to separate solids 
and liquids may be misleading. A filter 
placed in an alternating current trans-
mission path permits the free passage 
of certain frequencies and blocks 
others. The degree to which the filter 
blocks (attenuates) the signal is a 
function of the filter design and is 
measured in decibels. 

Resonance 
The principle that allows a filter to 

discriminate between frequencies, 
passing some while rejecting others, is 
known as resonance. The reeds and 
strings of musical instruments exhibit 
this natural phenomenon of resonance 
— the desire to vibrate at a single 
frequency. Filter operation can be 
explained using the principle of reso-
nance and the analogy of a child 
jumping rope. If the child is jumping 
at the same frequency that the rope is 
turning, the child can jump into, with, 
and out of the turning rope with little 

Improved carrier design has fol-
lowed closely on the heels of 
filter development. Crystal filter 
design has recently improved 
quality and reduced size of car-
rier and multiplex systems. 

difficulty. If, on the other hand, the 
child is not jumping at the rope's 
frequency, there will be interference 
and the child will not be able to pass 
through the turning rope. 

Perhaps this analogy belabors the 
point, but it is important to under-
stand the relationship between reso-
nance and filter operation. An ac 
signal at the resonant frequency of the 
filter will be passed through the filter 
and other frequencies will be attenu-
ated. If this analogy were to hold 
exactly, the characteristic curve of 
such a filter would look like Figure 1. 

Electronic filters, however, do not 
fit this single-frequency characteristic 
curve, but rather have varying degrees 

Figure 1. A filter that blocks all except 
its resonant frequency would have a 
characteristic curve as shown. 
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Figure 2. These curves show the pass-
bands of the same filter made with 
resonators having different Q values. 
Note that high Q values must be used 
if the filter is to have a flat passband 
with sharp corners. 

of sharpness, and actually pass a range 
of frequencies. This spreading of the 
pass region is a function of the filter 
resistance. 

The term used in filter language to 
describe resonator sharpness is Q, 
which is inversely proportional to the 
resistance. High Q's indicate low resis-
tance, high efficiency, and the ability 

of resonant circuits to obtain sharp, 
steep discrimination. Conversely, low 
Q's indicate a lack of sharpness. Figure 
2 shows what happens to the passband 
response of a filter built with either 
low Q or high Q resonators. The actual 
Q value required will be determined by 
the bandwidth of the filter and also by 
its approximate center frequency. For 
example a bandpass filter having a 
4-kHz passband will require lower res-
onator Q's to give the same flat pass-
band if it is built at a center frequency 
of 10 kHz than if its center frequency 
is 10 MHz. 

Band pass Filters 
An interesting point worth remem-

bering is that not all resonant circuits 
are considered to be filters; however, 
all filters are combinations of resonant 
circuits. The art of designing filters 
involves using a number of resonant 
elements properly coupled together so 
that zero attenuation is approximated 
at all frequencies in the desired pass-
band and maximum attenuation is 
achieved at all other frequencies. Fig-
ure 3 shows a typical LC filter as a 
series of LC resonators. 

The low Q of early LC filters moti-
vated Lenkurt, and others, to devel-

  LC RESONATOR 
_ . 1 
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Figure 3. A typical LC filter is made up of a series of LC resonators. 
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op magnetic cores from powdered 
metals for low resistance inductors to 
improve LC filter sharpness. The 
rounded corners at the ends of the 
passband were eventually squared off 
by developing inductors with increas-
ingly lower resistance ratings. It is still 
not possible to obtain stable inductors 
with Q's much greater than 500. 
Therefore, the center frequency of . an 
LC filter for a 4-kHz wide voice 
channel is confined to values less than 
100 kHz. 

Early Crystal Filters 
LC networks are not the only type 

filters capable of separating channels 
in carrier systems. Crystal filters are 
just as suitable and perform even 
better. Rather than using electrical 
components to form a resonant cir-
cuit, certain crystalline materials can 
be set in mechanical resonance by an 
electrical field. Such crystalline mate-
rial is called piezoelectric and is such 
that mechanical vibrations can be ex-
cited in the crystal by ac signals. 
A crystal resonator is simply a plate 

of piezoelectric material, usually 
quartz, with a metal electrode on each 

side of the plate. If these two elec-
trodes are connected to an alternating 
current, the crystal will try to vibrate 
at the signal's frequency. And, if the 
crystal has been cut to the proper di-
mensions, it will be set in resonance by 
the signal. 

The passband for crystal filters has 
steep sides and square corners. This 
sharpness of a crystal filter is the result 
of the higher Q's of the crystal resona-
tors that comprise the filter. Q, the 
ratio of reactance to resistance, can be 
increased by lowering the resistance, as 
was done with early LC resonators, or 
by raising the effective reactance. A 
crystal resonator with the same reso-
nant frequency as an LC resonator has 
essentially the same inherent resis-
tance. But the effective inductance 
and capacitance of the crystal resona-
tor differ in such a way that the 
reactance of the crystal resonator is 
much larger — resulting in a larger Q. 
Figure 4 shows typical values for an 
LC resonator and a crystal resonator 
designed for the same resonant 
frequency. 

Crystal filters appear to be far 
superior to LC filters, yet crystal 

Figure 4. The table shows the equivalent values for an LC resonator and a crystal 
resonator operating in the same frequency range. 
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filters were not used in early carrier 
systems since performance is not the 
only criterion in filter selection. Since 
LC filters were improved to give satis-
factory performance, the use of costly, 
bulky, high Q crystal filters could not 
be justified. 

Changing Requirements 
Cost and size reduction are being 

stressed in this age of miniaturization. 
Therefore, the high cost and large size 
of low-frequency crystal filters make 
them even more unsuitable for minia-
turized carrier equipment. But, for 
reasonable performance, at least at 
frequencies below several megahertz, 
inductors for LC filters also require a 
volume incompatible with present-day 
miniaturization. 

The size of the quartz plates used in 
crystal resonators, and consequently, 
the filters themselves can be reduced 
by increasing the frequency at which 
the signal is filtered. The resonant 
frequency of a quartz plate is inversely 
proportional to the plate size; there-
fore, the smaller the plate, the higher 
the frequency. The upper limit on the 
resonant frequency of a crystal is 
determined by the smallest plate that 
can be easily handled and will not 
shatter at the resonant frequency. 

From this it seemed logical that one 
way to reduce the size of crystal filters 
was to design a carrier system that 
filters higher frequencies — designing 
the carrier system around the filter. A 
small, inexpensive, high-frequency 
crystal filter had to be developed 
before the new carrier system could be 
designed. 

Crystal size is the limiting factor in 
resonant frequencies but the mode of 
vibration is also a determining factor. 
The vibration mode — whether flex-
ure, extensional, face shear, or thick-
ness shear — is determined by the 
crystal cut. 

High- Frequency Filters 
The cut considered for high-fre-

quency crystal filters is the AT cut 
because it exhibits good frequency 
stability, as shown in Figure 5. The cut 
of the crystal determines the angle at 
which the plate (or wafer) is cut from 
the block of raw crystalline material 
and has nothing to do with the size of 
the crystal. Therefore, an AT cut 
crystal can come in a variety of sizes 
and consequently, a variety of reso-
nant frequencies. 

High-frequency AT cut crystals vi-
brate in a thickness shear mode. In this 
mode the surfaces under the electrodes 
move in opposite directions with both 
surfaces remaining parallel. Figure 6 
illustrates the thickness shear mode of 
vibration. 

In the thickness shear mode of 
vibration other modes and overtones 
of the fundamental resonant fre-
quency can also be excited. In this 
case, experience has shown that rather 
than eliminating these unwanted 
modes and resonances, reduction of 
their intensity will accomplish the 
same results. 

Energy Trapping 
As early as 1946, methods of elimi-

nating unwanted modes of vibration 
were being studied. W. S. Mortley 
published an article in 1946 on his 
experimental observations of what has 
since become known as energy trap-
ping. Mortley's theory was given little 
attention when it was first published. 
It was not until the early 1960's that 
his original work began to have rele-
vance and was given the proper atten-
tion in crystal filter design. 

Prior to Mortley's experimentation, 
unwanted modes of vibration were 
eliminated by thinning the crystal 
plate toward the edges. This had the 
effect of reducing the intensity of all 
modes except the desired thickness 
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shear mode. By reducing these un-
wanted modes, interference between 
them was avoided. This technique of 
thinning the crystal is known as shap-
ing and works well in crystal resona-
tors where there is an air-gap between 
the crystal plate and the electrodes. 
Mortley noticed, however, that shap-
ing was not a successful technique for 
eliminating unwanted modes of vibra-
tion in crystals with deposited metal-
film electrodes. 

The reappearance of unwanted 
modes with deposited metal-film elec-
trodes led Mortley to conduct some 
further experiments. From these he 
discovered that the intensity of some 
unwanted modes and also their fre-
quency spacing with respect to the 
desired mode could be controlled by 

Figure 5. An AT cut 
crystal with an angle 
of 35° 10' has the 
best frequency sta-
bility. 

the mass of metal in the film and 
the shape of the electrodes. 

From these observations it was sug-
gested that the same laws that apply to 
the propagation of electromagnetic 
waves apply equally well to the trans-
mission of mechanical shear waves in 
quartz. 

The comparison of mechanical 
shear waves in quartz to electromag-
netic wave propagation was carried 
even further. The filter can be com-
pared to a waveguide. Just as it is 
possible to have a high coefficient of 
reflection from the junction of wave-
guides differing slightly in dimensions, 
quartz crystal also reflects waves 
where the crystal changes shape. 
Therefore, by putting the proper step 
in the crystal in the direction of wave 
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Figure 6. The dotted line shows the 
thickness shear mode of vibration in 
an AT cut crystal. 

propagation it is possible to trap the 
desired modes of vibration. Figure 7 
shows the effect of dimensional 
changes on wave propagation. 

For high-frequency filters, where 
the crystal is small and fragile, it is not 
practical to machine steps in the 
quartz. Crystal filters with metal-film 
electrodes deposited on a flat crystal 
plate have an inherent step. The 
metal-film on the outer surface of the 
crystal adds to the vibrating mass of 
the quartz plate, trapping the energy 
under the electrodes, because the 
boundary of the electrode acts like a 
dimensional step in the quartz plate. 
Those unwanted modes and reso-
nances travel into the thinner unplated 
areas where they decay exponentially 
with distance. 

Although Mortky had proposed 
this theory of energy trapping, the 
actual control of unwanted modes was 
more of an art than a science for many 
years after Mortley's paper. Bechmann 
in 1961 published a set of experimen-
tally derived rules which give optimum 

MAXIMUM ELECTRODE 
DEFORWATION  

CRYSTAL ELECTRODE 

Figure 7. The shear waves are trapped 
in the thicker area under the elec-
trodes. 

dimensional ratios for the crystal plate 
and the electrodes to suppress the 
unwanted modes. In 1963 Shockley, 
Curran, and Koneval formulated their 
theory of energy trapping which was 
essentially the same as Mortley's and 
which confirmed Bechmann's experi-
mentally derived numbers. 

New Horizons 
The theory of energy trapping has 

opened up a whole new area for 
high-frequency crystal filter design. 
This theory has led to the design of 
filters where multiple resonators are 
placed on a single quartz plate. 

Crystal filter techniques have come 
a long way from the first high-cost, 
low-frequency, bulky designs rejected 
for carrier channel usage. Today 
multi-resonator crystal filters are re-
sponsible for reduced size and cost of 
improved carrier systems. These new 
multi-resonator crystal filters and their 
effect on carrier and multiplex system 
design will be the subject of the next 
DEMODULATOR. 
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Multi-electrode crystal resonators have 
substantially reduced the size and cost 
of crystal filters and offer improved 
design of multiplex systems. 

In multiplex systems using LC 
channel filters, as much as 75 

percent of the volume is taken up by 
the filters. Size reduction and im-
proved performance are possible with 
the new technology of high-frequency 
crystal filters. The advent of filter size-
reduction served as the impetus to 
further miniaturization such as the 
introduction of integrated circuits to 
produce an even smaller, more eco-
nomical multiplex package. 

Typical high-frequency crystal fil-
ters have as much as a 20:1 size 
reduction compared with LC filters for 
similar operations. In addition to the 
size reduction, crystal filters operate 
with greater stability over a wider 
range of temperatures than LC filters. 
Whereas LC channel filters were de-
signed with a center frequency usually 
below 100 kHz, the optimum center 
frequency for low cost crystal filters is 
about 8 MHz. Multiplex systems can 
be designed to take advantage of the 
small size and high stability of these 
high-frequency crystal filters. 

Coupled Crystal Resonators 
High-frequency crystal resonators 

use AT-cut quartz wafers that have 
metal-film electrodes plated on the 
surface of the wafer (see Figure 1). By 
applying the correct frequency signal 
to such a crystal resonator, the crystal 
will mechanically vibrate and electri-

cally behave like a resonant circuit. By 
coupling several such resonators to-
gether, it is possible to build a filter 
that has a suitable frequency response 
for operation as a bandpass filter. 
When each wafer contains a single 
electrode pair, the resonators are cou-
pled electrically with shunt capacitors 
to form crystal filters. 

Energy trapping is used to minimize 
the unwanted modes of vibration in 
high-frequency crystal resonators with 
plated metal-film electrodes. When the 
mass of the electrodes is large enough, 
the desired mechanical vibrations are 

Figure 1. High-frequency crystal reso-
nators have metal-film electrodes 
plated on the surface of AT-cut quartz 
crystal wafers. 
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confined primarily to the area under 
the resonator electrodes. 

It is possible, however, to "let" the 
energy out into the unplated areas of 
the crystal wafer in a controlled man-
ner by adjusting the amount of metal 
in the plated electrodes. The vibrations 
that do get into the unplated areas are 
vibrating at the resonant frequency of 
the crystal but the amplitude of the 
vibration decays exponentially with 
distance. It was discovered that these 
untrapped vibrations could be put to 
work rather than letting them decay. 
By placing another identical electrode 
pair close to the first one it is possible 
to set the second pair in resonance by 
these untrapped vibrations, since the 
resonant frequency of the second pair 
is the same as the first. 

Electrode pairs are acoustically cou-
pled when the resonant vibrations of 
one pair set another pair in resonance 
using the crystal as the only connec-
tion between them. Consequently, the 
crystal areas plated with metal-film 
electrodes form mechanically resonant 
systems, coupled by the transmission 

of energy through the unplated quartz 
wafer. 

The principle of acoustical or me-
chanical coupling can be illustrated by 
common materials such as a thick 
sheet of foam rubber and two identical 
metal blocks resting on top of the 
foam. Application of an alternating 
force to the top of one block will set it 
in vibration and if the other block is 
close enough, it too will vibrate be-
cause the foam rubber is capable of 
transmitting the vibrations. The blocks 
must be close together to be coupled 
because most of the energy is trapped 
under the vibrating block and the little 
that does escape is quickly attenuated 
by the foam rubber. Elaborating on 
the mechanical coupling, a mechanical 
model can be developed for acoustical-
ly coupled crystal resonators. Figure 2 
shows such a mechanical model. 

The amount of coupling between 
adjacent resonators depends upon the 
dimensions of the resonators, the 
thickness of the metal electrodes, and 
the spacing between resonators. Conse-
quently, by changing these three vari-

TO MECHANICAL SPRING TO ELECTRICAL 
TRANSDUCER TRANSDUCER 
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L- MASS AND SPRING   
MECHANICALLY 
RESONANT SYSTEMS 
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Figure 2. A mechanical model can he used to explain acoustically coupled crystal 
resonators. 
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ables it is possible to control the 
degree of acoustical coupling. 

Multi-Electrode Resonators 
When all the resonators of a band-

pass crystal filter are put on a single 
quartz wafer, the filter is referred to as 
monolithic. Figure 3 shows a mono-
lithic crystal filter. It was the discov-
ery that individual crystal resonators 
could be acoustically coupled rather 
than just electrically coupled that has 
led to the substantial reduction in 
both size and cost of crystal filters. As 
many as ten resonators have been 
placed on a single crystal wafer. With 
the proper arrangement of the elec-
trode areas, it is possible to make 
relatively complex filters in a mono-
lithic form. The center frequency of 
such monolithic crystal filters is in the 
range from 5 - 150 MHz with pass-
bands ranging from 0.001 - 0.1 percent 
of the center frequency. Figure 4 
shows the improved performance of 
each additional stage of a monolithic 
cry stal filter. 

Although it is possible to place as 
many as ten resonators on a single 

crystal wafer, it is sometimes more 
reasonable to group several simpler 
multi-electrode resonators together. In 
this way the filter uses a combination 
of acoustical and electrical coupling 
between the individual resonators. 
Each of the simple monolithic struc-
tures are electrically coupled with a 
shunt capacitor. Such a filter, combin-
ing the advantages of both structures, 
is referred to as a polylithic crystal 
filter. 

Lenkurt uses polylithic filters for 
its new 36A multiplex system. These 
filters have a center frequency above 8 
MHz. Figure 5 compares the size of 
one of Lenkurt's polylithic filters, 
which occupies only one cubic inch, 
with a convential LC filter. 

Computer-Aided Design 
Computers are often used in the 

design of LC bandpass filters. The 
same technique is being used in the 
design of crystal filters. With the prop-
er computer program and the desired 
center frequency and bandwidth the 
necessary component values for an LC 
resonator can be calculated. 

Figure 3. A monolithic crystal filter is a single crystal wafer with acoustically cou-
pled resonators formed by plating identical electrode pairs on the crystal surface. 
Crystal filters are bi-directional; therefore, either end may be used as input or 
output. 
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Figure 4. Each successive stage of a monolithic crystal filter improves the 
performance. The curves shown illustrate the successive improvement for three 
stages of a monolithic filter. 

Figure 5. High frequen-
cy crystal filters, such 
as Lenkurt's Folylithic 
filters, are reduced in 
size compared with LC 
filters. 

Polylithic 
Crystal 
Filter 
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In designing a crystal filter for a 
particular resonant frequency, the de-
sired information from the computer 
is the crystal size and shape and the 
dimensions of the electrodes. For 
multi-electrode crystal resonators, the 
spacing of the electrodes is also neces-
sary. Using established computer pro-
grams, it is possible to calculate the 
component values for an equivalent 
LC resonator and from these values, 
the crystal filter requirements. 

The circuit shown in Figure 6 illus-
trates the four electrical components 
needed to produce an electrical resona-
tor equivalent to a two resonator 
crystal. Knowing these four compo-
nent values, the dimensions of the 
electrodes and their spacing can be 
calculated. The optimum dimensions 
of an AT-cut crystal wafer are a 
function of the coefficients of elastic-
ity of the crystal material used. The 
thickness of the crystal wafer is a 
function of the desired center frequen-
cy, since the resonant frequency de-
pends solely on the wafer's thickness. 
The vibrations of the resonator never 
reach the edges of the plate because 
they are trapped under the electrodes; 
therefore, the lateral dimensions can-
not affect the resonant frequency. 

Applications 
The use of a two-step modulation 

scheme is one change in multiplex 
systems using high-frequency crystal 
filters. This new modulation technique 
translates the voice channel to an 
intermediate frequency (approxi-
mately 8 MHz) before filtering. In the 
second modulation step the filtered 
channel is translated to its appropriate 
frequency allocation for transmission. 

Sophisticated mechanical design is 
also necessary when operating with 
radio frequencies. In the 8 MHz range, 
electromagnetic energy is being radi-
ated by the wires and components 
used in the system. To minimize the 
possibility of electrical coupling be-
tween components due to radiated 
energy, sections of a high-frequency 
system are shielded from each other 
using metal plates and enclosures. 
Likewise the circuit path lengths used 
at this frequency are kept short to 
minimize the radiating and absorbing 
(transmitting and receiving) surfaces. 
Coaxial cable with its built-in shield, 
can be used where it is necessary to 
have long connecting wires and where 
external shielding is impractical. Fig-
ure 7 shows a multiplex channel unit 
from Lenkurt's 36A system which uses 

Figure 6. By knowing the values of the four electrical components illustrated, the 
equivalent two resonator crystal can be designed. 
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Figure 7. The channel unit for Lenkurt's 36A multiplex system illustrates the 
shielded, compact design used in high-frequency systems. 

three polylithic crystal filters opera-
ting in the 8 MHz range. Such a unit is 
compact and shields the high-frequen-
cy sections. 

Two polylithic crystal filters in 
Lenkurt's 36A system are used as 
channel bandpass filters — one for 
transmit and one for receive. The third 
is a narrowband carrier selection filter 
used to select the channel carrier from 
the multi-channel received signal. The 
recovered carrier is used at the receiver 
to demodulate the voice signal and to 
operate the signaling relay. The small 

size of these filters has permitted the 
placing of a complete 36A channel 
unit on a single printed circuit card. 

What Next? 
The development of monolithic and 

polylithic crystal filters with their 
stable, narrowband, high-frequency 
operation and the added advantages of 
simplicity, small size, and economy, 
has done a lot to push crystal filters 
closer toward their introduction into 
broader fields than the field of highly 
complex technical instrumentation. 
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INDEX TO VOLUME 1 AND VOLUME 2 

Absorption 181-2 

Activity factor 76 

Admittance 115, 121-2 

AGC (automatic gain control) 145, 148-9 

Aging 509 

ALGOL 962 

Amplifiers 
carrier applications 107-11 
communications satellites 989 
magnetic 108 
maser 108 
negative feedback 111 
parametric 108 
solid-state 109 
transistorized IF 144-6 

Amplitude distortion 1062-7 
cosine equalization 1064 
data transmission 1062 
equalization 1062-4 
measurement techniques 1066-7 

Amplitude modulation (AM) 378 
description 17 
modulation index in 17 
threshold 258 

Anharmonic 757 

Annual outage 823-7 

Annuling networks 118-20 

Antenna 
beamwidth 302 
boresight 988 
Cassegrain feed 309 



Antenna (Cont'd) 

directional 302-4 
gain 302 
horn-reflector 308, 987 
parabolic 986 
reflectors 304 

Antennas, microwave 301-23 
arrays 303 
gain 163 
periscope 314-9, 854, 858 
satellite, despun 975-7 
Yagi 866 

Atomic clock 547 

Attenuation 
coaxial cable 775 
millimeter transmission 917 
radio path 162-3 
rain effects 895 

Attenuation distortion 551-2 

AUTODIN 764 

Automatic car identification (ACI) 1069-79 

AUTOSEVOCOM 764 

AUTOVON 764 

Availability 823 

Babble 635 

Backscatter sounding 470 

Back-to-back parabolic reflectors 854 

Balanced mixer 212-3 

Bandpass filters (see Filters) 



Bandwidth 262-3 
effective 397 
FM transmission 23, 26 
intermediate frequency ( IF) 265 
Pulse Code Modulation (PCM) 33 
receiver preselector 265 
telegraph 742 
transmitter 263-5 

BASIC 962 

Batteries, communication systems 460-2 

Baudot code 741 

Bends 842 

Billboards 854, 859-61 

Binary 1117 
code 367, 796 
digit 356, 924 
logic 1102-7 

Bipolar signal 45 

Bit length, data transmission 389-91 

Bit positions 797 

Bits and bauds 930-2 

Break-in period 445 

Break point 766 
amplifier 74 

Bulge 629 

CATV 221, 865-75 

Cable 
armored 781 
attenuation 628 
characteristics 628-31 



Cable (Cont'd) 
control of crosstalk 632-3 
crosstalk 632-3 
exchange 628 
noise 631-2 
properties 627 
toll 628 
transmission characteristics 627-33 
wire sizes 629 

Cable engine 
laying undersea cable 787 

Cable, undersea 
armorless 785-6 
damage 788 
reliability 780 

Capture effect, FM reception 24 

Carrier 
economics 56-8 
power line 494-5 

Carrier current, electrons and holes 663 

Carrier systems 
coordination 63-9 
flexibility 736 
military versus commercial 129-39 
multi-channel 732 
multiplexer set, military 133 
subscriber 731-7 

Cassegrain antenna 
satellite communications 987-8 

CCITT 
coaxial cable recommendations 774 
reference circuit 727 

CCTV 872 

Center of symmetry 502 

Central processing unit (CPU) 960-1 



Channel capacity, microwave 262 

Characteristic impedance 
transmission lines 615-6 

Chip 1128-9 

Circuit conditioning 1051-67 

Coaxial cable communications 771-7 

attenuation 775 
alternative to microwave 777, 909-10 
frequency limitations 774-5 

impedance formula 775 
interface with microwave 777 
pipes or tubes 773 

television applications 772-3 
transistor repeaters 776 

Coaxial tube dimensions 774 

Code group, PCM 797 

Codec 800 

Coding, PCM 793, 797 

Coherent light, laser 527 

Collector 335 

Color television microwave transmission 223-33 

Combiners, diversity 
linear 210 

ratio-squared 210 
switching 210 

Combining techniques 
equal gain 

optimal switching 
variable gain 

Communal aerial system 

833, 836-7 
833, 836-7 
833-5 

872 



Communications channel 
capacity 362 
data loading 78, 436 
human 557-63 
laser 529-31 
speech loading 75 

Communications satellites 
amplifiers 989 
antennas 986-8 
ground stations 983-9 

Community antenna television (see CATV) 

Companding 
crosstalk control 645 
instantaneous 40-2 
syllabic 567 
theory and use 553, 565-75 

Complex numbers 121-2 

Composite signal 868 

Computers 1113-22 

COMSAT 992 

Conductance (G) 115 

Conductance-correcting network 117 

Control, temperature 544 

Converters and inverters, power 
dynamotors 710 
driven 711 
self-oscillating 711 
transformers 709 
vibrators 710 

Coordination, carrier systems 
effect of modulation 68-9 
frequency 64 
levels 64 



Coupling 
electromagnetic 649 
electrostatic 649 

Creep 349 

Crosstalk 
coefficient 625 

far-end 640-2 
human communications channel 560-1 

index 643-5 
interaction 642 
irregularity 624 
near-end 639 
open-wire facilities 621-3 
runaround 642 
transposition effect 623 
type unbalance 624 
unit (cu) 643 

Crosstalk reduction 
transpositions 637-9 

Crystals 
manufacturing 508-9 
piezoelectric quartz 501-11 
structure 502-3 

C.S. Long Lines 787 

Cut-off frequency 327 

D ( see peak deviation) 

Dl channel bank 804 

D2 channel bank 804 

Data 
bits and bauds 930-2 
disabler 1017 
duobinary 940 
effect of delay distortion 420-1 
high-speed 927 
loading 78, 436 



Data (Cont'd) 
low-speed 927 

medium-speed 928 
modem 925 

modulation methods 941-2 

parity check coding 939-40 
serial and parallel 932-3 

signal impairment 937-9 

transmission 936-56 

uses of low-speed 948-56 
voice-band 927 
wideband 928-9 

Data timing, HF radio transmission 387-93 

Data transmission 

amplitude modulation 378 
bits and bytes 951 

categories 948-9 
error sources 951 

frequency modulation 381 
levels 766 
over HF radio 388-9 

over voice channels 550 

phase modulation 380 
quaternary system 383 

vestigial sideband 379 

Datatel 407-17 

centralized traffic control (CTC) 410-2 

hot-box detection 410 
pipeline communications 412-5 

TASI signaling 415-7 

telemetering and control 414 

dBa and other logarithmic units 577-83 

dBm 608 

dBw 608 

Debugging time 964 

Decimonic 757 

Defense Communications ( DCS) 433-4 



Delay Distortion ( see Distortion, delay) 

Delay, envelope 422-3, 1054-5 
relative and absolute 1059 
test sets 1058 

Delay equalization 938, 1057-60 

Delay time 1012 

Demodulator 925 

Deviation rate 22 

Differential phase and gain 170, 229, 240, 870 

Diffraction 180-1 

Diode 

IMPATT avalanche type 915, 1143-4 

limited space-charge accumulation LSA 1143-4 
keyer 741 
millimeter waves 915 

Schottky barrier 1144 

switching 196-7 

tunnel 657-65 

Direct beam transmission 998 

Directional coordination 69 

Directional couplers 

cross-guide 297 
multi-role 297 

Discriminator 
Foster-Seeley 154 
high-level 156 

linearity 155 

Dispersion 341 

Distortion 

amplitude 110, 563 

delay 563 
frequency 563 

intermodulation 287-92 
measuring intermodulation 289-92 



Distortion, delay 139, 397, 419-25, 937, 

1052-60 

data transmission 420 
envelope delay 422-3 
equalized channels 423-5 
phase shift 421-2 
speech channels 563 

Diversity 
combiners 209-11 

frequency and space 189, 203-5, 210, 832-4, 

846-9, 901 
polarization 203, 846 
reception 832 
standby 837-9 

Doped 668, 1129 

Double-sideband 
F DM transmission 18-9 
suppressed-carrier 59 
transmitted carrier 59 
versus single-sideband 67-8 

Drift 232,346 

Ducts 202 

Duobinary coding 45, 395-405, 475, 940 
noise comparison 944 
synchronous 943-5 

Early Bird 

Earth bulge 

Earth satellite communications 

977 

202 

477-87 

Echo 237 
return loss ( ERL) 516, 1013 
suppression 1011-7 
suppressor 553 

Effective isotropic radiated power (eirp) 997 

Electromagnetic spectrum 907 



Electron gun 335 

Ellipticals 854 

E&M signaling 1036-8 
composite (CX) 1036-8 
duplex ( DX) 1036-8 
simplex (SX) 1036-8 

Emission designator 878-9 

Encoding 926 

End terminals (see Satellite ground stations) 

Energy trapping 1179-81 

Envelope delay (See Delay, envelope) 

Equal gain combining 833, 836-7 

Equalization in data transmission 552-3 

Error control 369-71 

Errors, data communication 951 

Error probability 367-9 

ETV 872 

Exchange trunk carrier 55-61 

Eye patterns 402 

Fabry-Perot etalon 533 

Facsimile 1081-7 
black and white 1084 
data compression 1085-6 
PCM and FAX 1084-5 
principles 1083 
shades of gray 1083 
transmission 1084 



Fading, microwave systems 182-3, 199, 203 

Fields, video 216, 225 

Filters 
active 1171-2 
band-elimination 125-6 
bandpass 124, 1177-8 
carrier system use 123-7 
computer-aided design 1186-8 
crystal 1175-89 
directional 126 
high-frequency 1179 

high-pass 126, 887 
junction 127 
line 126-7 
lowpass 124, 887 
resonance 1176-7 

Filter flanking 113-20 

Filter response 399 

Filters, crystal 
coupled resonators 1184-6 
monolithic 1186 
polylithic 1186 

Flip-chip method 1133 

Flyswatters 854 

FM transmission 
bandwidth 23-4 
noise advantage 24 
improvement threshold 24-5 

Frame 216, 225, 799 

Framing pulse 798 

Frequency 
allocations 725-8 
carrier coordination 64-5 
deviation 22 
diversity 204-5, 846-7 
FDM 15-6, 723-9, 805, 

980 



Frequency (Cont'd) 
inversion 65-6 
measurements at 6000 Mc 293-9 
modulation 741-2, 980 
precise control 537-47 
shift 21-2 
staggering in carrier 66-7, 639-40 
swing 22 

Frequency modulation ( FM) 21-3 
band compression 382-3 
data transmission 381-2 
improvement threshold 259 

Frequency/phase shift characteristics 1053 

Frequency-shift-keying ( FSK) 381, 473 

Fresnel zones 164-5, 180-1, 848-51, 
860 

Fuel cells 
chemical reactions 1046-8 
efficiency 1045-6 
hydrocarbon 1048-9 
space probe use 1046 

theory 1046 
versus batteries 1048 

Gain, equipment or system 260 

Generators 
magnetohydrodynamic (MHD) 1045 
thermionic 1045 
thermoelectric 1044 

Ghost 238 

Gravity-gradient stabilization 977 

Grounding techniques 651-2 

Group carrier 727 

Hangover time 1014 

Hard wire 767 



Harmonic 757 

Helix 335 

Hello calling 1007 

Hertz 1123 

Heterodyne repeaters, microwave 169-75 

HF radio transmission 

critical frequency 467 
data timing 387-93 

digital signals 471-5 
multi-path fading 467 
propagation reliability 468-9 

skip distance 467 

solar radiation effects 466 

Holographic Interometry ( HI) 

Holographic nondestructive testing ( HNDT) 

1096 

1096 

Holography 1089-99 

advertising 1099 
basic principles 1090-1 

cryptography 1096-7 
history 1091-2 
memory systems 1097-9 

3D imaging 1094-6 
volume holograms 1092 

Hot standby 190, 830 

Hub operation 746-7 

Hues 170 

Human communications channel 557-63 

Human factors engineering 448 

Hybrids 513-23 
integrated circuits 1137 
resistance 520-1 

tee 521 
transformer 517-20, 1014 



Hybrid microcircuitry 1151-65 

artwork 1153-4 
drying and firing 1155-7 

gallium arsenide (GaAs) crystals 1163-4 

impact avalanche diodes ( IMPATT) 1163-4 
LSA devices ( limited space-charge) 1163-4 
microstrip 1160 

photoetching 1161 

stripline 1160 
thick film 1152 
thin film 1152 

ICSC 992 

Idle noise 256, 766 

Image parameter 1121 

IMPATT avalanche diode 915, 1163-4 

Impedance 121-2 
coaxial cable formula 775 

converters 1169-70 
generator 115 

Improvement threshold 24-5, 259, 272 

Information pulses 930-1 

Information theory and coding 355-75 

binary code 367 
binary digit 356 

error probability 367-9 
parity checks 371-4 

Innage ratio 823 

Insertion loss 515, 1120 

Integrated circuits 1127-37 
communications applications 1135-7 
impurities 1130 

manufacturing process 1129-30 

Intelsat 974, 977, 979, 984, 

992-1000 



Interaction 336 

Interference, intersymbol 42, 396 

Intermediate frequency ( IF) bandwidth 265 

I ntermodulation distortion 287-92 

Intermodulation noise 256 

Inverse beam bending 202 

Ionosphere sounding 469 

Isolator, switching 194-5 

Iteration 1118-20 

ITV 872 

Junction station 890 

K-factor 844-5 

Keys, telegraph 740 

Klystron 345-52 
amplifiers 351 
external cavity tuning 350 
frequency stability 348 
gap-tuned 347, 350 
microwave transmission 217 
millimeter transmission 915 

Laser 
alternative to microwave 527, 910-1 
atomic theory 528 
coherent light 527 
demodulation 534 
modes 532-4 
modulation 531-2 
uses 529, 534-5 

Large scale integration ( LSI) 1134 



Level 

Levels, coordination 

Line group 
low 
high 

83, 86 

64, 89 

728 
728 

Line weighting 602-5 

C-message 276, 602, 604-5 
F1 A 276, 602, 604-5 

psophometric 276, 604-5 

Linear accelerator 

Linear-adder combiner 

Linearizer, klystron 

Load capacity, carrier 
CCITT recommendations 

Load capacity, microwave 
CCITT standards 

Load shedding 

351 

836 

153 

138 

75,80-1 

1029 

Loading 

channel 746-9 

data 78, 436 
military 769 
speech channel 75 

Lockout 1014 

Logarithmic communications units 577-83 

Logic, binary 
AND, OR, inverters 
flip-flops 
NAND and NOR 

1102-4 
1105-6 
1104-5 

Logic modules for PCM sampling 1107-11 

Longitudinal balance 

transmission lines 522 



Loop circuit 
balanced 743-5 
neutral 742, 745 

open-and-closed 742 
polar 744-6 

Loop gain 89 

Loop signaling 
high-low 

reverse battery 
wet-dry 

Loss, waveguide 

1034-6 

93, 1034-6 
93, 1034-6 
93, 1034-6 

331 

Luminance 240 

M profiles 844 

Magnetohydrodynamic generator (MHD) 1045 

Mark 740 

Master group 728 

Mean time between failure (MTBF) 444-5, 823-7 

Mean time to repair ( MTTR) 823-7 

Measurements 
basic communications 607-11 

Measuring instruments 

bolometer 293, 296 
cavity wavemeter 295 

resonant cavities 294-5 

Mechanical construction, carrier 

Microcircuits 

Microcomponents 

135-7 

1141 

1141 

Microelectronics 699-705 
High-density packaging 700-1 
hybrid circuits 703-4 



Microelectronics (Cont'd) 
solid-state circuits 
thin film techniques 

702-3 
701-2 

Microwave 
audio signal 220-1 

color TV transmission 223-33 
diversity 901 

factors of evaluation 255-6 
HF transmission 465-75 

klystron use 217 

lens 303 
noise 256 

rapid switching 189-98 
receiver, video 217 
reliability 207-13, 821-7 

system channel caoacity 262-5 
system gain 260 

systems planning 429-39 

television transmission 215-21 

traveling wave tube (TVVT) 333-43 

Microwave intermodulation distortion 

measurement 289-92 

Microwave protection systems 
combining 833-6 

Microwave systems 
atmospheric cons;derations 906 

effects of precipitation 895-6 
fade margin 167 
fading 163-5, 182-3 

Fresnel zones 164-5 

klystrons 159-60 
legal limitations 878-9 
modulation techniques 907 

noise performance 890-1 

overloaded 878-91 

path attenuation 162-3 
path considerations 321-3, 894-5 

point-to-point 842 
propagation 161-2 

refraction 165-7 
sectionalizing 887-90 
television networks 874-5 



Microwave systems (Cont'd) 

transistorized 143-9 
vacuum tube 160 

waveguide 160-1 

Microwave transmission 
antennas 208 

heterodyne repeaters 169-75 

noise threshold 208-9 
path engineering 208 

transmitter power 208 

Military communications 
data loading 764-9 

defense system 433 
laser use 530 

Millimeter transmission 913-9 
alternative to microwave 908-9 
diode use 915 
waveguides 918 

Modes, wavegu ide 326-8 
dominant 327 

transverse electric 327 

transverse magnetic 327 

Modulation 
amplitude (AM) 17-8, 740-1, 941 
carrier systems 15-29 

data 941-2 
degree of 17 
frequency ( FM) 741, 941 
frequency-shift keying ( FSK) 742, 941 

group 10 
index 17 

laser 531-2 
modulated wave 16 
modulating wave 16 

pulse amplitude (PAM) 792-3 
pulse code (PCM) 791-817, 980 

satellite use 980 

Modulator 925 

Monte Carlo method 1120 



Multipath effects 

Multipath fading 
K-factor 
reflection /refraction 

transmission paths 

Multiplex 
carrier systems 
data loading 

frequency division ( FDM) 

load capacity 
overload effects 
speech loading 

time division (TDM) 
voice frequency (VF) 

Negative feedback 

Negative impedance booster ( NIB) 

Negative resistance devices 

Networks 
conductance correcting 

susceptance annulling 

Noise 

advantage, FM over AM 
background 

contributed by carrier 

contributed by radio 
de-emphasis network 

effect of companders 
effect of temperature 
fade margin 
fluctuation 

idle 

impulse 
intermodulation 

intrinsic 

Johnson 

measurements 

measurements, carrier 

partition 

388-9 

830-2, 841-51 
844 

842-3 
845-6 

5 

15-29 

78, 436 
15-16, 48, 723-9, 792, 
980 

71-81 
73-5 

75-8 

25-6, 47-9, 792 
739-49 

145 

1170-1 

658-60, 1167-73 

117-8 

116-8 

597-606 
24 
599 

586 
586 
218 

572 
599-600 
281 

599 

190, 256-7, 268, 281, 
766 

397, 600-1, 605-6, 938 
170, 256, 269, 585, 766 

268 
598 

602 

591-2 

342 



Noise ( Cont'd) 
performance, radio and carrier 585-95 
power 599 
power ratio 290-1 
pre-emphasis network 218 
quantizing 40, 795 
random 599 
residual 585 
resistance 598 
shot 342 
sources 598 
system 765-7 
temperature 599, 986-7 
terminology 587-8 
thermal 342, 598 
threshold, FM reception 208-9, 258, 281 
transmitting information 361-3 
traveling wave tube (TWT) 342 
units 603-5 
voice communications 561-3 
white 170, 598, 938 

Noise figure, receiver 258 

Noise power ratio 279, 291 
converting from S/N 588-90 
microwave 260 

Non-linear coder 

Non-return to zero (N RZ) 

Notch 

Nyquist 
theory 
rate 

Off-the-air pickup 

Open-wire facilities 
crosstalk 
transposition 

Optics 

41 

926 

290 

361,929 
398 

867 

621 
621-6 

914, 918-9 



Optimal switching combining 833, 836-7 

Oscillators, crystal 506-8 

Outage ratio 823-7 

Pads 1132 

Parallel by bit 932-3 

Parity checks 371-4 

Parity check coding 939 

Peak deviation ( D) 22, 879-81 

Periods of overload 73 

Phase 
modulation 380 
shift 421-2 
shift- keying ( PSK) 473 

Piezoelectric quartz crystal 501-11 

Piezoelectricity 503 

Pilot signal 939 

Pitch 558 

PN junction 663-5, 668 

Potassium dihydrogen phosphate crystal 914 

Power 

batteries 455, 460-2 
board 455 
conversion 707-17 
converters and inverters 709-13 

DC 453-63 
definition 83, 85-6 
emergency source 454, 457 
future developments 462-3 
grid 490-2 



Power (Cont'd) 
measurements at 6000 Mc 293-9 
methods of measuring 609-11 
rectifiers 457-60 
reliability 707 
remote 1043-9 
typical DC plant 454-5 

Pre-distortion, television 218 

Pre-emphasis 
effects S/N ratio 
radio systems 

218 
593-4 

Profile charts for radio 185-8 

Propagation, radio waves 161-2 
fading 163-5 
Fresnel zones 164-7 
microwave 177-83 
path attenuation 162-3 
refraction 165-7 

Prove-in cost 

Prove-in distance 

Pulse amplitude modulation (PAM) 

10 

798 

792-3 

Pulse code modulation (PCM) 27, 49-50, 791-817 
bandwidth 34, 
coding process 805-7 

compatibility 817 
coordination 69 
D2 channel bank 807-8 
data transmission 812-4 
economics 35-7, 804 
fault location 814-5 
noise performance 33-4 
prove-in distance 816-7 
pulse stuffing 809 
repeatered lines 805 
span line concept 814 
switch and delay 817 
switching 815-6 
T-carrier family 807-9 



Pulse code modulation (PCM) (Cont'd) 
timing considerations 42 
transmission over cable 39-45 

voice with data 813 

Pulse integration 384-5 

Pulse position modulation (PPM) 1023 

Pulse stuffing synchronization 801 

Pulse-time modulation (PTM) 27 

Q, frequency stability 541, 1177-9 

Quality control 447-8 

Quartz crystal resonators 541-3 

Quaternary coding 383-4 

noise comparison 940 

Quantizing 793-7 

Radio (see Microwave) 

Radio quiet locations 985 

Readout 1025-6 

Real time 408, 962 

Receiver, microwave 217-8 

Rectangles 854 

Rectifier, silicon controlled (SCR) 498, 713-4 

Reeves, Alec H. 793 

Reference circuit 728-9 

CCI R 174-5 

CCITT 727 



Reflection 

coefficient 616 

microwave 178-9, 388, 863 
point 188 
reflection/refraction 842-3 

Reflectors 

billboard 320, 856 
curved-face 317-9 

double 322 
passive, back-to-back 856 

tower 855 

Refraction 

index 388 

microwave 179-80, 186, 

Relays, protective 489-99 
distance 493 
overcurrent 492 
overreach 494 

power grid 490-2 
reliability 496-9 

transferred trip or tripping 496 

Reliability 

equipment 686-7 
engineering 441-51 
evaluation 442 
leakage current 685 

measurement 443-7 
microwave 207-13, 821-7 

transistor 679-87 

Remote control and supervision 

continuous scanning 1023 
maintenance monitoring 1021 
petroleum pipeline network 1022 
power company transmission 1027-9 
quiescent status monitoring 1022-3 
status monitoring 1020 

Repeaters ( also see Amplifiers) 
baseband 172 

deep water 783 
double passive 862 



Repeaters (Cont'd) 

heterodyne 343 
hybrid use 513 

IF heterodyne 171-3 
negative impedance 660 

passive 319-23, 854, 856, 859-61 
RF heterodyne 171-3 

rigid 784, 786 
vacuum tube 776 

Resolution 226 

Resonant cavities 294-5 

Resonant frequency 541 

Resonators 541-3 

Return loss 616 

Return loss, echo ( ER L) 516 

Return to zero ( RZ) 926 

R ingdown 1033 

Ringer connections 

bridged 756 
divided 757, 759 
TPL 760 

TPS 760 

Ringing 237 
carrier systems 761 

circuit 755-6 
connections 756-7 
methods 752-5 

revertive 759-60 

Ringing schemes 

coded 758-9 
frequency selective 757-8 
superimposed 758 

Roll-off 
high frequency 
low frequency 

231 
229 



Sampling 
rate 

793-4 
26 

Satellites 
communications 477-87, 971-81 
domestic 998, 1003-9 
geo-stationary 992-5 
INTELSAT system 992-1000 
passive vs. active 480-4 
Russian 981, 997-8 
synchronous 485-7 

Satellite communications 
amplifiers 989 
antennas 987-8 
Cassagrain antennas 987-8 
earth stations 995-7 
frequency assignment 985-6 
ground stations 983-9 
undersea cable replacement 789 

Satellite transmission 
atmospheric attenuation 1005-6 
eclipse outage 1008 
radio interference 1005 
sun transmit outage 1008 
time delay and echo 1006-8 

Saturation 170, 240 

Scatter communications 109 

Scattering 181-2 

SCR (silicon controlled rectifier) 498 
power switching and inversion 713-4 

Selective fading 895 

Semiconductors 660-5 
p and n type 663 
silicon controlled rectifier (SCR) 713-4 
surge vulnerability 693 
transistors 679-87, 1143 

Serial by character 932-3 



Shannon, C.E. 362, 369, 930 

Shielding techniques 647-53 

Signal-to-noise ratio (S/N) 
conversion 588 

Signaling 1031-41 

AC 1038 

address 1033-5 

between offices 93-5 
carrier 95-7, 1038-41 
carrier channels 99-105 

dial pulsing 1033-5 
E&M (transmit and receive) 104, 1036-8 

in-band 103 
loop 1034-6 

multi-frequency (MF) pulsing 1033-5 
out-of-band 100 
panel call indicator ( PCI) pulsing 1033-5 

revertive pulsing 1033-5 
review 91-7 

ringing 1033 

subscriber loop 92 
supervisory 1033 

talkdown 104-5 
time-division 105 

Simultaneous talking 1006-7 

Singing 515 
margin 517 

Single side-band (SSB) 19-20 
suppressed carrier 7, 59, 886 

versus double side-band 67-8 

Skin effect 651 

Smearing 230, 237 

Sneaking 857-8 

Solar wind 973 



Solid-state devices 
diodes 1143-4 
integrated circuits ( IC's) 1144-7 
junctions 1142-3 
transistors 1143 

Space 740 

Space diversity, transmission 203-4, 832-4, 901 

Speech 
characteristics 549-50 
energy 565 
human communications channel 557-60 
intensity 77, 558 
level variation 560 
loading 75-8 
transmission 549-55 
volumes 76 

Staggering, carrier frequencies 66-7 

Standards 
CCIR, CCITT recommendations 432-4 
CCITT breakpoint 75 
operating 723-9 

Standby transmission 
hot-standby 

Standing waves 

Streaking 

189 
190 

616-8 

230, 237 

Subscriber carrier 
economy 737 
installation 735-6 
transmission performance 734-5 

Subscriber loops 4 

Substrates 
active 1141 
passive 1141 



Super group 726 
carrier 727 
separation panels 888-9 

Supermaster group 728 

Supervisory signaling 1033 

Surge protection 

transistorized circuits 689-97 

Susceptance ( B) 115 

Switch, Strowger 753-5 

Switching 

electronic 52, 194-6 
rapid microwave 189-98 

Synchromonic 757 

Synchronization 27, 384 

SYNCOM 993 

System gain 260 

System planning 429-39 

T-carrier systems 804, 807 

Ti line loading 813 

Tal kdown 801 

Tapoff units 871, 873 

TASI (Time Assignment Speech Interpolation) 
signaling 

Telegraph, Transmission 
harmonic 

100,784 
415-7 

739-49 
5 

Television 

audio 220 

CATV 221, 865-75 



Television (Cont'd) 
color 223-33 
distortion, picture 869-71 

klystron use 217 
performance testing 235-53 
pre-distortion 218 
signal characteristics 216, 224-5 
transmission, microwave 215-33 
waveform 236 
waveform testing 247-53 

Television tests 
multiburst 241-2 
sine-squared 245, 248 
stairstep 242-3 
transient response 244-5 
window 243-5 

Temperature control 
change-of-state oven 546-7 

Terminal net loss (TN L) 1013 

Ternary signal 400 

Thermionic generator 1045 

Thermocouples 1044 

Threshold 
AM 258 
effect on data 767 
FM improvement 259 
level 161 
practical 259-60 
tangential 259 

Time division multiplex 25-6, 31-7, 47-9, 792 

Time jitter 1086 

Time measurement 
atomic timekeeping 
quartz crystal resonators 

547 
541 



Time sharing 47-53, 927, 957-67, 1122 
languages 962-4 

limitations 964 
teleprocessing 958-9 

uses 964-7 

Transferred trip 

Transhybrid loss and balance 

Transistance 

496 

515 

1141 

Transistors 
amplifiers, IF 144-6 

catastropic failure 682 
characteristics 146-7 
contamination 683-4 
degradation failure 682 

microwave systems 143 
power inverters 711 

reactance cancellation 148 

reliability 679-87 
stability 146 

Transmit time effect 334, 914 

Transmission 
data 
telegraph 

923-45 
739-49 

Transmission line characteristics 613-9 

attenuation and frequency effects 618 
characteristic impedance 615-6 
electrical properties 615 
influence of weather 619 

standing waves 616-8 

Transmission system planning 429-39 

Transpositions, open-wire 621-6 

arrangements 624-6 
crosstalk 621-3 
patterns 625 
principles 623, 637-9 

Trapping 203 



Traveling wave tube (TWT) 
laser receiver 

Troposcatter 

333-43 
534 

871-2 

Trunks 4, 55-61 
exchange 4, 55-61 

toll 4 

Tunnel diode 657-65 

Twist 631 

Varacter diodes 
frequency multipliers 

667-77 
673 

Variable gain combining 833-5 

Variolosser for AGC 149 

Velocity modulate 337 

Vestigial sideband transmission 379, 941 

Vibrational modes 
extensional 505 
flexure 505 
shear 505 

Vocoder 472 

Voice channel 
microwave 220-1 
universal 549-55 

Voice-frequency (VF) multiplex 739-49 

Voice-frequency power 88 

Voltage, power conversion 611 

Voltage standing-wave ratio ( vswr) 
waveguides 329 

Volume unit ( vu) 582 



Wave propagation, space 161, 842 

Waveguide 
Army-Navy designations 331 
characteristic impedance 328-30 
coupling factor 298 
directivity 298 
losses 330 
millimeter waves 918 
modes 326 
physical dimensions 330 
plungers 192-4 
RETMA designations 331 
vswr 329 

Wavelength 914 

Weighting curves 578 

White noise 
microwave loading 260 

Wired broadcast 872 

Zener breakdown 695 

Zener diode protection 695 

Zero reference level 83 

Zero transmission level point (ZTLP) 79 
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