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PREFACE 

The Lenkurt Demodulator is an informative technical periodi-

cal published monthly and circulated without charge to techni-

cians, engineers, and managers of companies or government 

agencies who operate communications systems, and to educa-

tional institutions. Each issue features an interesting and instruc-

tive article dealing with the subject of telecommunications. 

This volume is a collection of 74 of the best and most popular 

articles selected from past issues of The Lenkurt Demodulator. 

The articles are grouped topically into five sections—( 1) MULTI-

PLEX TECHNOLOGY, ( II) MICROWAVE RADIO, ( 11I) DIGITAL 

DATA TRANSMISSION, (IV) GENERAL COMMUNICATIONS, and 

(V) SEMICONDUCTOR DEVICES. An expanded Table of Contents 

is included for quick and easy reference to the subjects covered 

in each article. 

11 should be noted that these articles have been reprinted 

exactly in their original form. Occasional references may be found 

to articles not appearing in this volume. Also, some articles, deal-

ing wi-h such subjects as satellite communications, may be 

slightly outdated because of rapid technological changes, but are 

included for their historical and tutorial value. 
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The advancement of telephone communications 
from a laboratory experiment to a highly sophisti-
cated technology records some rather extraordinary 
achievements. Prominent among these achieve-
ments is a means whereby two or more speech 
signals can be transmitted simultaneously over the 
same telephone circuit — a technique known as 
multiplexing. This article discusses the historical 
development of multiplex telephony and describes 
some of the important capabilities of modern multi-
plex systems. 



The ability to transmit the spoken 
word over long distances by means 

of electrical circuits was indeed a revo-
lutionary step in man's progress. Since 
Alexander Graham Bell's remarkable 
invention in 1876, the telephone has 
become a vital and indispensable ele-
ment in promoting economic and social 
progress. Today, with millions of miles 
of telephone circuits, there seems to be 
no bounds on man's desire to communi-
cate with distant places. 
The first practical telephone circuits 

consisted of a single grounded wire 
with a telephone connected at each end. 
With this arrangement, each telephone 
could be connected only with the tele-
phone at the opposite end of the cir-
cuit—and not to any others. Such a 
simple arrangement was very limited. 

It didn't take long to realize that 
there was a need for some practical 
means of interconnecting all the tele-
phones in a local area. This need was 
satisfied by establishing a central point 
where all local telephone circuits would 
come together and where any two tele-
phones could be interconnected, upon 
request, through a switchboard. This 
common point became known as the 
telephone switching, central, or ex-
change office. The first such commercial 
telephone office, opened on January 28, 
1878, in New Haven, Connecticut, 
served twenty-one telephones over eight 
open-wire lines called subscriber loops. 
Service was soon extended by inter-
connecting the switchboards in the 
telephone offices with additional wire 
lines which became known as trunks. 
Trunks interconnecting local offices 
were designated exchange trunks, while 
those interconnecting long distance of-
fices were designated toll trunks. 

During its early years, telephony was 
involved with transmitting only voice-
frequency electrical signals over a single 
grounded wire line. The techniques 
first used to develop the outside wire 

plant for telephone circuits were bor-
rowed from the older telegraph indus-
try. Soon hundreds of wire lines, car-
ried on crossarms which were mounted 
on wooden poles planted along streets 
and roadways began to appear in the 
towns and cities and along routes inter-
connecting metropolitan areas. 

It was soon discovered that the single 
grounded wire line was not completely 
suitable for telephone communications 
because of such things as excessive elec-
trical disturbances that were annoying 
to the users. This problem was solved 
with the development of the two-wire 
or metallic circuit. This type of cir-
cuit consisted of two closely paralleled 
wires, with one of the wires providing 
the current return path instead of re-
turning the current through the earth. 

Although the metallic circuit solved 
an interference problem, it presented 
the enormous problems of reconstruct-
ing practically the entire telephone plant 
and also doubling the already burden-
some and oftentimes unsightly mass of 
wire lines. This seemingly overwhelm-
ing task was performed by the tele-
phone industry during the period be-
tween 1890 and 1900. 

Putting the wire pairs into cables 
served to remove some of the wire lines 
from view, but the problem of con-
tinually having to enlarge the outside 
wire plant to satisfy the increasing de-
mand for more circuits still remained. 
A method of increasing the number of 
telephone circuits without having to 
add thousands of miles of more wire 
was sorely needed. 

Multiplexing 
Early in the development of tele-

phone communications, it was found 
that a frequency range from about 300 
to 2800 cps would convey speech with 
sufficient fidelity and clarity for com-
mercial telephone service. (Modern 
telephone systems transmit speech sig-
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nais ranging from about 300 to 3400 
cps.) However, since it was possible to 
transmit electrical waves of hundreds 
of thousands of cycles per second over 
wire lines, all the capabilities of the 
existing telephone circuits were not be-
ing used. This fact resulted in a search 
for a means of transmitting more than 
one telephone conversation simultane-
ously over a single pair of wires, a 
process known as multiplexing. 
The underlying principles of multi-

plexing actually predate the invention 
of the telephone. Bell himself was ex-
perimenting with a type of multiplex-
ing for telegraph systems at the time 
he conceived the idea of the telephone. 
Since electronic devices were not avail-
able to the early experimenters, they 
had to generate and select the alternat-
ing current carriers required for multi-
plexing by mechanical means. Initially, 
vibrating reeds, each with a different 
resonant frequency, were used for this 
purpose. 

In these so-called harmonic telegraph 
systems, it was necessary to produce 
alternating current carriers in the order 
of only a few hundred cycles since the 
original signals were dc pulses. How-
ever, to multiplex telephone signals the 
carrier frequencies would have to be 
much higher. Carriers in the order of 
tens of thousands of cycles were con-

sidered to be necessary to preserve the 
characteristics of speech signals and to 
properly separate them electrically. But 
to produce frequencies of this higher 
order of magnitude, new and different 
techniques of generating alternating 
current were needed. Tuning forks, 
high-frequency commutator generators, 
and dc arc interruptors were among the 
first carrier producing devices consid-
ered for multiplex telephony. 

Unfortunately, the early experimental 
types of telephone multiplexing were 
of little practical use. The development 
of successful multiplex systems had to 
await the arrival of the wireless or radio 
technology which occurred shortly be-
fore 1900. During the decade follow-
ing 1900, a number of advances occur-
red which later helped to develop prac-
tical commercial telephone multiplex 
systems. Among these were the inven-
tion of the vacuum tube by Edison, the 
addition of a grid to the vacuum tube 
by DeForest, and the improvements in 
electrical wave filters. 

In 1910, Major G. O. Squier, a 
United States Signal Corps officer, de-
veloped an experimental multiplex sys-
tem which was operated over a short 
length of cable. This experiment re-
stimulated interest in commercial multi-
plex telephony and led to extensive 
developmental effort by the Bell System 
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Figure I. In frequen-
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he, are shifted to 
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Figure 2. In time di-
vision multiplexing, 
speech signals are 
separated by briefly 
sampling each chan-

nel in a regular 
sequence. 
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—first by Western Electric and later by 
the Bell Telephone Laboratories, 

It is interesting to examine some of 
the names that have been associated 
with the technique of multiplexing. 
The terms carrier current telephony 
and multiplex telephony appear often 
in early references, with other terms 
such as high frequency telephone, 
wired radio, and line radio receiving 
some notice. The term carrier telephony 
prevailed afterwards, but has been ap-
plied ordinarily only to wire systems, 
while the term multiplex telephony has 
been applied to radio systems. More re-
cently, the term multiplex telephony 
has been used exclusively, regardless of 
the type of system to which it refers. 

How It Works 

In order to transmit two or more 
telephone signals simultaneously over 
the same circuit, the signals must be 
separated so that they do not interfere 
with each other. This can be done by 
separating them either in frequency or 
in time. Separating signals in frequency 
is known as frequency division multi-
plexing, whereas separating them in 
time is called time division multiplex-
ing. The concepts of these two types of 
multiplexing are shown in Figures 1 
and 2. Both methods were experi-

mented with in the early stages of 
multiplex telegraphy. The vibrating 
reed technique, which used a different 
frequency for each telegraph channel, 
was an example of frequency division 
multiplexing. The most prevalent type 
of multiplexing used in the telephone 
industry has been frequency division. 

Either frequency modulation or am-
plitude modulation may be used to 
transform speech signals to separate 
frequency bands, as required for fre-
quency division multiplexing. Ampli-
tude modulation is most commonly 
used. In this type of modulation, the 
resulting modulated wave consists of 
a carrier wave, an upper sideband wave, 
and a lower sideband wave. The two 
sideband waves are separated from the 
carrier wave by a frequency equal to 
the modulating speech signal. Each 
sideband wave includes all of the fre-
quency components of the modulating 
speech signal. It soon became evident 
that only one sideband wave had to be 
transmitted. Therefore, the carrier 
wave and the other sideband wave 
could be suppressed, provided an equiv-
alent carrier was available at the receiv-
ing end to demodulate the signal. 
By using only one sideband, the 

energy required to transmit the signal 
is reduced considerably and the fre-
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quency band used is essentially half 
of that required if both sidebands and 
the carrier are transmitted. Thus, twice 
as many telephone channels can be ob-
tained in the same multiplex frequency 
band. The technique of transmitting 
only one sideband, known as single-
sideband suppressed-carrier, is used in 
most of the multiplex systems that have 
been developed for toll circuit use. 
The basic components of a frequency 

division multiplex system, using single-
sideband suppressed-carrier, are the 
modulators, demodulators, filters, and 
a source of carrier frequencies. Addi-
tional circuits are necessary to provide 
such things as power, signaling, and 
regulation. Figure 3 illustrates the use 
of the basic components in a simplified 
two-channel multiplex system. 

In this system, speech signals re-
ceived from the telephone transmitters 
associated with each channel pass 
through a low-pass filter which limits 
the upper end of the frequency range 
to about 4000 cps to conserve the fre-
quency spectrum. Next, the signals are 
applied to a balanced modulator where 
they combine with a carrier received 
from an oscillator. (Note that the two 
carriers are different.) The carrier is 
suppressed in the modulator; therefore 
the output of the modulator contains 
only the upper and lower sidebands. 
The upper sideband is then attenuated 
in the bandpass filter leaving only the 
lower sideband for transmission. At 
this point, signals in channel one range 
between 6 and 10 kc, while signals in 
channel two range between 11 and 
15 kc. Signals in both channels are 
now combined, amplified, and trans-
mitted over the same transmission line. 

At the receive terminal the com-
bined signal appears at the input of 
two bandpass filters. The channel one 
bandpass filter passes only the 6 to 
10 kc signals and rejects the 11 to 15 
kc signals, while the channel two band-

pass filter passes only the 11 to 15 kc 
signals while rejecting the 6 to 10 
kc signals. Next, the signals in each 
channel are applied to a demodulator 
where they combine with a carrier of 
the same frequency as that used in the 
transmit terminal. The output of the 
demodulator is passed through the 4-
kc low pass filter which attenuates the 
upper sidebands, leaving only the orig-
inal speech signals to be transmitted 
to the telephone receiver. 

Hence, this simplified multiplex cir-
cuit is able to electrically separate two 
speech signals so that they can be trans-
mitted simultaneously over the same 
transmission line, without interfering 
with each other, and properly detected 
at the receiving end. 

Early Commercial Systems 
In 1914, a laboratory model of a 

complete multiplex telephone system 
was tested by the American Telephone 
and Telegraph Company on an open-
wire line that extended from South 
Bend, Indiana to Toledo, Ohio. The 
results of this test proved the feasibility 
of multiplex telephony in commercial 
applications. Later, in 1918, the first 
commercial multiplex system began op-
erating between Baltimore, Maryland 
and Pittsburgh, Pennsylvania. 
The Bell System designated their 

original multiplex system as type A, 
thus beginning a succession of different 
systems with alphabet designations. 
The type A system provided four two-
way channels for use over a single 
open-wire line, with the same carrier 
frequencies being used for each direc-
tion of transmission. This required the 
use of hybrid coils to separate the trans-
mit and receive signals, a feature which 
later proved to be objectionable. In 
the next type of multiplex system, in-
stalled in 1920 and designated type B, 
three two-way channels were provided 
using different frequencies for each di-
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rection of transmission. This permitted 
the use of filters to separate the chan-
nels and the hybrid coils were no 
longer necessary. This technique of 
using different frequencies for each 
direction provided what is known as an 
equivalent 4-wire system. 

Both the type A and B systems used 
amplitude modulation to superimpose 
the telephone signals onto the carriers. 
In the type A system, the carrier and 
one sideband were suppressed with 
only the other sideband being trans-
mitted. However, in the type B system, 
one sideband was suppressed while the 
other sideband and the carrier were 
transmitted. When the type C system 
was developed in about 1925, it incor-
porated the best features of the two 
earlier systems. This system provided 
three channels using different frequen-
cies for each direction of transmission, 
and transmitted only one sideband. 
The initial developments in multiplex-

ing were directed toward telegraphy, 
and the frequencies used for this serv-

ice occupied the range below 10 kc. 
The frequency band from 10 to 30 kc, 
therefore, was used in the early tele-
phone multiplex systems, limiting them 
to 3 or 4 voice channels. Although 
higher frequencies could have been 
used, at the time it was not considered 
practical because of the higher attenua-
tion and crosstalk, and other factors 
associated with open-wire lines. 

The type C multiplex system de-
veloped rapidly and was used ex-
tensively throughout the Bell System's 
long distance toll routes. By 1928, 
several transcontinental 3-channel mul-
tiplex systems were in operation along 
with many shorter systems between 
such points as Chicago and Pittsburgh, 
and San Francisco and Los Angeles. 

Before the first commercial multi-
plex systems could be successfully used, 
it was necessary to measure and ana-
lyze the characteristics of the trans-
mission medium to be used. Tests 
showed that the attenuation of open-
wire and cable was a function of fre-
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Figure 3. Simplified two-channel telephone multiplex system. 

quency, and increased as the frequency 
was increased. The attenuation-fre-
quency characteristics of open-wire 
pairs differed for different wire sizes 
and for different spacings of the wire 
pairs. The attenuation per unit length 
was much lower for open-wire pairs 
than for cable pairs under most condi-
tions, but the open-wire pairs were 
more severely affected by changes in 
temperature and humidity, and by 
icing. 

In the multiplex frequency band, the 
characteristic impedance of open-wire 
pairs varies somewhat with frequency, 
different wire gauges and spacing, but 
is generally considered to be about 600 
ohms. However, for non-loaded toll 
cable the characteristic impedance is 
approximately 130 ohms. 

Differences such as these greatly af-
fected the design requirements of early 
multiplex equipment. In general, if a 
multiplex system was designed for one 

transmission medium, such as open-
wire, it could not be readily adapted 
for use on a cable. 

Soon, however, technical advances 
proceeded far enough to permit the 
development of twelve-channel multi-
plex systems designed to operate over 
non-loaded cables and open-wire lines. 
In the design of these systems, many 
new types of components were used 
and standardized so that they could be 
interchanged, thereby making multi-
plex systems more economical. 
The first of these systems, designated 

type J, was designed for open-wire lines 
and had a line frequency range of about 
36 to 140 kc. The frequency band from 
36 to 84 kc was used for transmission 
in one direction and the frequency 
band from 92 to 140 kc was used for 
transmission in the opposite direction. 

In addition, this system could be 
used with a type C system, operating 
in the 6 to 30 kc range, and a v-f cir-
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cuit to provide up to 16 telephone chan-
nels over one open-wire line. 

The next 12-channel system, desig-
nated type K, was used on a trans-
continental cable system and was put 
into service in 1938. This system used 
the frequency band from about 12 to 
60 kc for transmission in both direc-
tions. This was done by using a differ-
ent wire pair for each direction, thus 
establishing a physical 4-wire system. 
The lower line frequency of the type 

K system was achieved using a new 
technique called group modulation. In 
the earlier systems, the multiplex line 
frequencies were accomplished by a 
single direct-modulation step. Group 
modulation, however, consists of using 
two or more steps of modulation to 
establish the line frequencies. 
One of the most significant ad-

vantages of group modulation was that 
it provided a simplified means of inter-
connecting standard sub-groups of 
channels at line frequencies, a tech-
nique employed extensively in later 
multiplex systems. 

Later Deve!opments 
Prior to World War II, multiplex 

systems were designed for operation 
over medium and long distance tele-
phone routes. The development and 
installation of both the Western Elec-
tric 12-channel J open-wire and the 
12-channel K cable systems established 
multiplexing as the method for deriv-
ing toll circuits over long distance 
routes. Not only was it possible to in-
crease circuit capacity more economi-
cally, but the grade of circuit was im-
proved. 

Following the war, there was an un-
precedented demand for more short, 
medium and long distance telephone 
circuits. At this same time, there was 
a shortage of materials for outside 
plant construction, and the costs of 
labor and materials were increasing. 

To supply the telephone circuit re-
quirements, new approaches to multi-
plexing were necessary, since its use 
prior to this time was considered eco-
nomical only for long-haul circuits. 
For short- and medium-haul use, vari-
ous multiplex systems were developed 
which were simple to install, operate 
and maintain, and which were competi-
tive with voice-frequency circuits, even 
over very short distances. 

These systems included the type N 
system and Lenkurt's type LN system, 
which provided 12 channels over two 
cable pairs, and the type 0 system and 
Lenkurt's type 45C system which pro-
vided four 4-channel groups or six-
teen channels over an open-wire trans-
mission line. 

In a number of instances, the full 
channel capacity of a 12- or even a 3-
channel system was not required. For 
this reason, stackability was desirable 
in multiplex equipment, and systems, 
such as the Lenkurt type 33A, were de-
veloped with a minimum of so-called 
common equipment. Thus, individual 
channel equipment could be added 
(stacked) later to meet future circuit 
needs. 
The extreme flexibility afforded by 

stackable multiplex equipment, and its 
short-distance prove-in cost, permitted 
economical expansion and was a con-
tributing factor to the use of multiplex 
systems for short- and medium-haul 
toll telephone circuits. 

Once multiplexing had been firmly 
established as the standard method of 
deriving toll circuits, there was increas-
ing pressure to reduce the physical size 
of the equipment. During and follow-
ing World War II, a continuing effort 
was made to reduce the size of elec-
tronic components, and to add new de-
vices—such as germanium and silicon 
diodes and transistors — which were 
small and required much less power 
than vacuum tubes. Lenkurt's type 
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Figure 4. In the early days of telephony, a pair of wires was needed for each trunk 
circuit. Often, hundreds of wire pairs had to be strung up on a single pole line to pro-

vide the necessary number of trunk circuits between metropolitan areas. 



45A 12-channel system for open-wire 
lines, developed in 1952, was the first 
multiplex system designed to take advan-
tage of miniaturization techniques and 
modular plug-in components. This sys-
tem led to the development of a com-
plete family of miniaturized multiplex 
systems for all transmission mediums. 

Today's modern solid-state frequency 
division multiplex systems, such as the 
type N3 and Lenkurt's type 46B, de-
signed to operate over standard types 
of toll cable, provide up to 24 channels 
with a line frequency ranging from 
about 36 to 264 kc. The line frequen-
cies are different for each direction of 
transmission. These modern transistor-
ized systems provide economical service 
for intertoll and toll-connecting trunks, 
and other medium- and short-haul ap-
plications. 
The development of multiplex sys-

tems for short-haul applications led to 
its use in exchange trunks and sub-
scriber circuits. These short-haul sys-
terms provided a simple and economi-
cal means of providing up to 10 or 20 
channels over a single open wire or 
cable pair. Subscriber multiplex proved 
to be particularly suitable in rural or 
sparsely-populated areas where one 
rural line could provide adequate serv-
ice to as many as 50 homes. Exchange 
multiplex systems, such as the Lenkurt 
type 81A and type X, provided eco-
nomical, high quality trunks for Ex-
tended Area Service and toll-connecting 
applications. 
To compete with the cost of loaded 

cable pairs used for exchange trunks 
shorter than 10 miles, the Bell System 
developed a multiplex system signifi-
cantly different from the conventional 
frequency division systems used in the 
past. This system, designated type TI, 
is a time-division multiplex system 
which uses pulse-code modulation to 
provide 24 telephone channels over an 
exchange trunk cable. 

High Capacity Systems 

Most of the development of multi-
plex systems prior to World War II 
was directed toward increasing the ef-
ficiency of open-wire and multipair 
cable facilities which provided almost 
all of the telephone circuits. However, 
the useable bandwidth of open-wire 
and multipair cable circuits limits the 
multiplexed channels to a rather small 
number. The capacity of open wire sys-
tems is limited to about 16 channels, 
while the capacity of multipair cable 
systems is about 24 channels. How-
ever, multiplex systems could be made 
to operate with much greater band-
widths than those provided by con-
ventional wire systems. All that was 
needed was some wideband transmis-
sion medium. 
Modern wideband transmission me-

diums are provided by coaxial cable 
and microwave radio facilities which 
are capable of handling hundreds of 
channels. In about 1948, the Bell 
System completed a transcontinental 
coaxial cable transmission facility, des-
ignated type Li, to be used for tele-
vision as well as to provide a large 
number of telephone channels. The Li 
facility is capable of handling up to 
600 single-sideband suppressed-carrier 
frequency division multiplex telephone 
channels, or one television channel. 
Later, a higher capacity coaxial cable, 
designated type L3, was developed. 
This facility is capable of handling 
1860 multiplex telephone channels, or 
one television channel and 600 multi-
plex telephone channels. The Bell Sys-
tem is presently working on the type 
L4 coaxial cable which will have a 
capacity of about 32,000 multiplex 
telephone channels. 

In addition to the L-type coaxial 
cable transmission facilities, the Bell 
System has developed two long-haul 
microwave radio relay systems, desig-
nated type TD-2 and type TH. The 
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TD-2 system, operating in the 4000 
mc common-carrier band, has a capacity 
of 6000 multiplex channels, with a 
later version, the type TD-3, capable 
of handling up to 12,000 channels. 
The TH system, operating in the 6000 
mc common-carrier band has a capacity 
of over 11,000 multiplex channels. 

The single-sideband suppressed-car-
rier frequency division multiplex sys-
tems developed by the Bell System for 
use with the coaxial cable and micro-
wave facilities have been designated 
type L. These systems are presently 
capable of providing up to 600 or up 
to 1860 multiplex telephone channels. 
The type L multiplex systems com-

bine the voice-frequency telephone cir-
cuits into 12-channel groups. A series 
of group modulation steps are then 
used to form up to fifty 12-channel 
groups (600 channels) into a baseband 
with a frequency range of 60 to 2788 
kc, or up to 155 12-channel groups 
(1860 channels) into a baseband with 
a frequency range of 312 to 8284 
kr. The Lenkurt type 46A multiplex 
system, developed for use with micro-
wave radio, uses a modulation scheme 
compatible with that of the type L to 
multiplex up to 1200 channels. 

These high channel capacity multi-
plex systems have provided an efficient 
and economical means of expanding 
the long-haul telephone plant to meet 
the great demand for more communica-
tions services. In addition, the develop-
ment of these systems has resulted in 
considerable standardization, especially 
in group modulation schemes, thus per-
mitting sub-groups of multiplex chan-
nels, derived from different systems, to 
be interconnected at multiplex fre-
quency levels rather than at voice-
frequency levels. This feature provides 
large savings in equipment costs and 
results in higher quality transmission. 

Also, these systems have greatly im-
proved the performance standards and 
reliability of multiplex systems and 
have been instrumental in reducing the 
size of the equipment and in lowering 
the per-channel costs. 

Conclusion 

The telephone industry has grown at 
.1 significant pace since its beginning 
in 1876. This growth has been greatly 
effected by the development of multi-
plex systems which permit many speech 
signals to be transmitted simultaneously 
over a single open-wire, cable, or radio 
transmission facility. In recent years 
other industries have taken advantage 
of multiplexing to solve the problems 
of expanding their communications 
facilities. Among these other users are 
the railroads, pipeline companies, utili-
ties, airlines, various government agen-
cies, and the Armed Forces. 

Today's modern multiplex systems 
are capable of handling not only speech 
signals, but many types of digital sig-
nals such as low and high speed data, 
which have added new dimensions to 
communications technology. In the near 
future, multiplexing will be providing 
channels for wave guide transmission 
facilities capable of handling perhaps 
200,000 speech signals simultaneously. 
Perhaps further in the future, laser 
beams will be piped between major 
population centers carrying over one 
million multiplexed signals simultane-
ously. 

Multiplexing has played a key role 
in promoting worldwide telephone com-
munications, which has become essential 
to the efficiency and success of our soci-
ety. The great communications systems 
that have emerged through the techno-
logical advances of multiplexing have 
indeed become a national asset. 
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MULTIPLEXING AND MODULATION 
In Carrier Telephone Systems 

Part I 

Multiplexing is the means by which a number of circuits may be com-
bined for transmission over a common transmission medium. Modulation 
is the process by which multiplexing may be effected. Although a number 
of different types of modulation are possible, only two basic multiplexing 
methods—frequency division and time division— are in common use. For 
the two different multiplexing methods, any one of several types of modula-
tion may be used. 

In this article, frequency-division multiplexing is defined and its use 
with the various standard methods of amplitude modulation is discussed. 
Frequency modulation (another form of modulation which may be used in 
frequency-division multiplexing), time-division multiplexing and modula-
tion- methods used with time division are considered in a subsequent article. 

Even at the time of the invention of 

the telephone, the advantages of trans-
mitting several infc.rmation circuits 

over a common medium were recog-
nized. Since then much effort has been 

expended in developing multiplexing 
techniques. In present-day practical 

systems one of two basically different 

mu!tiplexing methods is employed— 
frequency division or time division. 

Frequency Division 
Frequency division is so called be-

cause each multiplexed circuit is pre-

assigned a specific frequency band 
(channel) for transmission of its infor-

mation. In this way, individual circuits 

may be combined on a facility and 

simultaneously transmitted over a com-
mon transmitting medium. The con-
cept of mul4lexing is shown diagram-

matically in Figure 1; and the technique 
for frequency- division multiplexing 

(FDM) is shown in Figure 2. 

In combining a number of circuits 
for frequency-division multiplexing, 
the principal requirement is that the 

technique include a method of translat-
ing the original circuit frequencies into 
the frequency band assigned for trans-
mission. Any one of a number of mod-

ulation processes may be used for this 
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purpose. Forms of either amplitude 
modulation or angle modulation are 

often used, with amplitude modulation 

being the most common. 

Modulation 
In telecommunications, modulation 

is used in many different applications. 

For example, the conversion of sound 
energy into electrical energy by a tele-

phone transmitter is a form of modula-
tion. However, in frequency-division 
multiplexing, modulation is the word 

used to describe the process in which 
an electrical wave acts to change a 
characteristic —for example amplitude 

or frequency— of a second wave. The 
resulting wave then contains properties 
of both original waves. 

In the process of modulation, there 
are three basic waves —modulating 

wave, carrier wave and modulated 
wave. The modulating wave may be 
made up of any type of information 
which has been converted into electrical 

impulses. In carrier telephony, the 
modulating wave is the complex elec-

trical wave form of speech obtained 

from the telephone transmitter. 

The carrier wave is normally a sin-

gle-frequency electrical signal that has 
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Fig. I. Illustrating the more effective 
utilization of a transmission medium by 
multiplexing. (a) Without multiplexing 
separate facilities are required for each 
circuit. (b) With multiplexing the three 
circuits may use one transmission path. 

been derived from a frequency genera-
tor (oscillator). The frequency of the 

carrier wave establishes the circuit po-

sition in the available frequency spec-

trum. 

The modulated wave is the resultant 

output wave of the modulation process; 

Fig. 2. In fre-
quency - division 
multiplex systems, 
each circuit (chan-
nel) is translated 
to its own position 
in the frequency 
spectrum before 
being applied to a 
common transmis-
sion medium. 
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it contains the carrier wave modified by 
the action of the modulating wave. 

Amplitude Modulation 
In amplitude modulation, the ampli-

tude of the carrier wave is controlled 

by the modulating wave. As shown in 
Figure 3, the resultant modulated wave 
has the same frequency as the carrier, 
but the carrier wave amplitude varies 

in direct relation to the modulating 
wave. In fact, the curves through both 

the positive and negative peaks of the 
modulated wave are identical to the 

modulating wave, and they are called 

the wave envelopes. The modulation 
factor, m, is a measure of the degree of 
modulation. For a sinusoidal variation 

as shown in Figure 3, the modulation 
factor —normally called the modulation 
index and sometimes the degree of 

modulation— is equal to the peak am-

plitude of the envelope minus the 

amplitude of the unmodulated carrier 

divided by the amplitude of the un-

modulated carrier. For more complex 
signals, the modulation index is more 

difficult to determine since it will vary 

from one instant to another. In any 

case, the modulation index is the frac-
tional extent by which the modulation 

Fig. 3. Amplitude 
modulation. The 
amplitude of the 
carrier is varied by 
the modulating 
wave. The fre-
quency of the 
modulated wave 
envelope is the 
same as the modu-
lating wave. 

varies the amplitude of the carrier, and 
is often expressed as percent modula-
tion by multiplying the modulation in-
dex by 100. 
From Figure 3 it is apparent that the 

maximum amount that the carrier am-

plitude can be varied, without loss of 
signal, is equal to the carrier amplitude. 

When this occurs, 100 percent modu-
lation is obtained. 
An analysis of the modulated wave 

resulting from amplitude modulation 
shows that the modulated wave con-

sists essentially of the carrier wave and 

frequencies above and below the car-

rier wave. These side frequencies are 
separated from the carrier by a fre-

quency equal to that of the modulating 
wave. Where a complex modulating 

wave —such as speech or music— is 

used, the side frequencies above and 
below the carrier each consist of a band 

(sideband) of frequencies. A sideband 

includes all of the frequency compo-
nents of the modulating wave. 

Three important factors in the use 
of amplitude modulation are derived 

from an analysis of the modulated 
wave: ( I ) the sidebands obtained from 
a complex wave each have the same 

bandwidth as the original modulating 
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wave; ( 2) the same intelligence is con-
tained in each sideband; ( 3) the fre-
quencies in the upper sideband have 
the same relative relationship as the 
modulating wave, but those in the 
lower sideband have an inverse rela-

tionship. Not so apparent is the fact 
that the power distribution in the side-

bands is directly related to the distribu-
tion of power in the modulating wave. 

Double Sideband 
As a result of amplitude modulation, 

the frequency band of the modulating 
wave is translated to a different posi-

tion in the frequency spectrum. It is 
this ability of translation during the 
modulation process which is used in 

combining circuits for frequency-divi-
sion multiplexing. If both sidebands 
and the carrier are used, the multiplex-
ing technique is called double-sideband 

amplitude modulation (DSB-AM, or 

normally AM). 

Fig. 4. A balanced 
modulator may be 
used where it is de-
sired to suppress 
the carrier. The 
modulated wave 
then contains the 
upper and lower 
sidebands. 

Although AM is quite commonly 
used in radio broadcasting, a disadvan-

tage of this method in carrier telephone 
multiplexing is the magnitude of power 

in the carrier in relation to the sideband 
(information) power. Even with 100 

percent modulation, the power in each 
sideband is only 1/4 of that in the car-

rier. Since the power in the sidebands 
is proportional to the square of the 
modulation index, for low modulation 
levels the sideband power will become 
only a fraction of the carrier power. 

In multiplexing, this is quite impor-

tant because of the number of channels 
that are involved. The various parts of 

the system common to more than one 
channel must be designed to be capable 
of handling a large amount of power 

that is not useful in the transmission of 
information. In addition, the sideband-

to-noise power is relatively low. 
For these reasons, it is common in 

double-sideband multiplexing either to 
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suppress the carrier ( DSB-SC) or to 

transmit the carrier at a relatively low 

level. Where the carrier is suppressed, 

some method of deriving a carrier fre-
quency at the receiving terminal is 
necessary. This may be done either by 

separately generating the carrier fre-
quency, deriving the carrier frequency 
from the transmitted sidebands, or by 
transmitting a separate tone from which 
the demodulating frequencies may be 
derived. 

After the carrier is suppressed, it is 

possible to increase the sideband power 

and still keep the power handling ca-
pacity of common equipment units 

below that which would have been re-

quired if the carrier were transmitted. 
This increases the operating range of 

the equipment considerably. 

Some of the advantages of DSB-SC 
multiplexing are: ( 1) the relative sim-

plicity of the modulation process; (2) 
relatively lenient filter requirements, 

particularly in the transmitting direc-

tion; and, ( 3) the relative immunity to 
distortion which may occur in transmis-

sion. A particular disadvantage is the 

Fig. 5. A number 
of modulation 
steps are some-
times required to 
position a channel 
in the carrier fre-
quency spectrum. 
Where SSB-SC is 
used, the carrier 
and unwanted 
sideband are re-
moved at each step 
of modulation. 

bandwidth used for the information 

transmitted 

Single Sideband 

In amplitude modulation, the two 
sidebands produced each carry the same 

information. If only one sideband were 
transmitted, the required bandwidth 
could be reduced at least in half. 

The frequency separation between 
the carrier and each sideband is equal 

to the frequency of the modulating 
wave. Where a complex modulating 

wave such as speech or music is used, 

the sideband frequencies may differ 

from the carrier frequency by a few 
cycles per second up to several kilocy-

cles. Unless the low frequencies are 

restricted to above about 200 cycles, 
the problem of suppressing the carrier 
and the unwanted sideband, without 

undue distortion of the wanted side-
band, becomes very difficult. The loss 
of the low frequencies has very little 
effect on the quality or fidelity of 
speech, and is usually tolerated to a very 

high degree in music. For this reason 
single-sideband suppressed-carrier mul-
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tiplexing is suitable for carrier tele-
phony, and in fact has been the most 

commonly used method. 
The principal advantage of SSB-SC 

is the efficient bandwidth utilization in 

the transmission of information. In 
toll telephone applicltions, the in-
creased channel capacity that can be 

obtained in a limited bandwidth far 
outweighs the necessary complexity of 

equipment design. In addition to band-

width conservation, the reduced band-

width improves the signal-to-noise ratio 

as compared to a DSB-SC system. How-
ever, SSB-SC systems suffer from an 

inherent delay limit which is a result 

of filtering out one sideband and the 

carrier; and, an SSB-SC system cannot 

be used directly for pulse transmission 
because of the low frequency limit. 
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MULTIPLEXING AND MODULATION 
In Carrier Telephone Systems 

Part II 

The use of amplitude modulation in frequency-division multiplexing 
was discussed in the first of this two-part article. Because of its wide-
spread usage in toll applications, single-sideband suppressed carrier has 
become almost synonymous with frequency-division multiplexing. However, 
current applications of carrier —such as rural subscriber and exchange 
systems— have made other types of modulation and multiplexing attractive. 

In this article, frequency modulation and its use in frequene y-division 
multiplexing is considered first. Then, time-division multiplexing and some 
of the modulation methods used in this type of multiplexing an discussed. 

Although frequency-division multi-

plexing is often associated with ampli-
tude modulation, the various types of 
angle modulation may also be used in 

frequency-division multiplexing appli-
cations. Angle modulation is the gen-

eral term used to describe any form of 

modulation in which the frequency or 

phase of a sinusoidal carrier wave is 
controlled by the modulating wave. Fre-
quency and phase modulation are the 
two types of angle modulation most 
commonly used. While these types of 

angle modulation are somewhat differ-

ent, they are also closely interrelated. 
In fact, both are often used in a single 
modulation system. Because the basic 

considerations are similar, the follow-

ing discussion will be restricted to fre-
quency modulation. 

Frequency Modulation 
Frequency modulation (FM) is the 

process in which amplitude changes of 
the modulating wave are used to vary 

the instantaneous frequency of the car-
rier wave from its unmodulated value. 
An example of the action of the modu-

lating wave on the carrier wave to pro-
duce a frequency-modulated output 
wave is shown in Figure 1. 

The magnitude of frequency change 

for a given amplitude of the modulat-

ing signal is called frequency shift, fre-
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Fig. I. Frequency Modulation. Both (a) and (b) show how the carrier frequency 
varies with the amplitude of the modulating wave. A comparison of (b) and (c) 
shows how the deviation rate is controlled by the frequency of the modulating wave. 

quency swing or frequency deviation. 

However, the last two terms are also 

often used to define other properties of 
the change in frequency. Frequency 

swing is normally reserved to denote 

the maximum frequency shift that oc-
curs when a sinusoidal modulating wave 
is employed; frequency deviation is the 

maximum value of frequency shift per-
mitted by equipment design, and is also 
called peak deviation. The term fre-

quency deviation is also often used to 
denote the instantaneous difference be-
tween the instantaneous frequency of 
the modulated wave and the carrier fre-

quency. 

While frequency shift is controlled 

by the amplitude of the modulating 

wave, the rate at which the carrier fre-
quency is shifted, called deviation rate, 

is controlled by the frequency of the 

modulating wave. If a carrier of 1 
megacycle is modulated by a 1000-cycle 

sinusoidal modulating signal, the fre-
quency swing that will occur will de-

pend upon the amplitude of the modu-
lating wave. If the frequency swing is 
500 cycles for a given amplitude, the 
carrier will swing between 1,000,500 
and 999,500 cycles at a rate of 1000 
cycles per second. If a signal of a differ-
ent frequency but same amplitude is 
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used, the frequency swing will still be 

±500 cycles from the carrier, but the 

deviation rate will be equal to the f 
quency of the modulating wave. This is 
shown diagrammatically in Figure 1. 

Bandwidth 
Since the frequency shift is depena-

ent upon the amplitude of the modu-
lating wave, it would appear that the 
bandwidth required for FM transmis-
sion could be made considerably less 

than that of the modulating wave. 
However, the individual cycles of a 

modulated wave obtained from an FM 
modulator are not sinusoidal because of 
the instantaneous variations in frequen-
cy which occur during modulation. An 

analysis of the modulated wave shows 

that this complex wave contains a large 
number of sidebands rather than the 
two normally associated with amplitude 
modulation. 

Where a single sinusoidal modulat-

ing wave is used, the spectrum of the 
modulated wave is symmetrical with 

respect to the carrier frequency. In this 

case, the sideband frequencies are dis-
placed from the carrier by integral mul-

tiples of the modulating frequency. For 

Fig. 2. Energy 
distribution in an 
FM wave with a 
sinusoidal modu-
lating signal: ( a) 
distribution as fre-
quency deviation 
is inc-teased with 
modulating fre-
quency constant: 
(b) distribution as 
modulating fre-
quency is de-
creased with fre-
quency deviation 
constant. 

example, a 1000-cycle modulating wave 

would produce a first-order pair of side-

bands that differ from the carrier fre-

quency by 1000 cycles, a pair of second-
order sidebands located at 2000 cycles 
on either side of the carrier as well as 
higher order sidebands. This is illus-
trated graphically in Figure 2. 

If a more complex modulating wave 

—such as more than one sinusoidal sig-
nal or speech— is used, the frequency 

spectrum of the modulated wave be-
comes very complicated. The sideband 
frequencies present include not only 

those that would be obtained with each 
modulation frequency acting separately, 
but also various combination frequen-
cies. However, although complex mod-

ulation greatly increases the number of 
frequency components present in the 

frequency-modulated wave, it does not 
widen the bandwidth occupied by the 
high energy portion of the wave. 

Although the total bandwidth of a 

frequency- modulated wave is quite 

large, the higher-order sidebands often 

contain only a small portion of the total 
wave energy. In these cases, the actual 

bandwidth can therefore be reduced 
considerably without introducing un-
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due distortion. The energy distribution 

depends upon the amplitude of the dif-
ferent frequency components. Compo-

nent amplitudes, in turn, are related to 
the modulation index, and may be cal-
culated with the aid of a table of Bes-

sel's functions. The results of a num-

ber of such calculations are shown 
graphically in Figure 3, from which 

the bandwidth for a variety of condi-

tions may be determined. Bandwidths 
determined from Figure 3 will contain 

all but about 1 per cent of the energy 
in the modulated wave. The loss of 1 

percent of the energy will cause dis-
tortion. Although the distortion intro-
duced can be tolerated in some applica-
tions, in others the distortion require-

ments are more severe, and a greater 
proportion of the energy must be in-

cluded. For these cases, a detailed anal-
ysis is made, and Figure 3 is not used. 
With reference to Figure 3, some use-

ful rules can be derived for determin-

ing the approximate bandwidth re-
quired for transmission of a frequency-

modulated wave. When the modulation 

index is greater than 1, the bandwidth 
is equal to twice the sum of the fre-

quency deviation plus the modulating 
frequency. Although not shown in Fig-

ure 3, as the modulation index decreases 
to values of 0.5 and below, the band-
width becomes essentially equal to 
twice the modulating frequency. In this 

last case, the bandwidth is the same as 

for an amplitude modulated wave. 

Noise Advantage 
Because both methods are used in 

frequency division multiplexing, the 
advantages and disadvantages of fre-

quency modulation are normally ex-
pressed in terms of similar character-

istics in amplitude modulation. On this 

basis, the chief advantage of FM is in 

its ability to exchange bandwidth occu-
pancy in the transmission medium for 
improved noise performance. 

The noise-power reduction advan-
tage of FM over AM for random noise 

is often given as R = 3 fd 2/B2, where 

fd is the frequency deviation and B is 
the output bandwidth of the receiver. 
(B is equal to the highest modulating 

frequency.) This advantage is also ex-
pressed in terms of FM advantage (db 

of quieting) and may be written as 
db = 10 Log 3fd2/B2. For example, 

for a frequency deviation of 3 kc and a 

3-kc modulating signal, a random-noise 
reduction advantage of about 4.8 db is 
obtained. In both equations, 100 per-
cent amplitude modulation is assumed 
and the comparison is made for average 
output power. 

On the basis of the same peak power 

at the transmitter, SSB-SC has a noise 
advantage over AM of about 8:1 (ap-
proximately 9 db). However, when 

peak power is used as the basis of com-
parison, FM has an additional 4:1 ad-

vantage ( total of approximately 15 db) 

over AM than that given by the above 
equation. Therefore, on a peak power 
basis, the noise advantage of FM as 

compared to SSB-SC is R = 3fd 2/2B2. 

In addition to noise advantage, FM 
exhibits a characteristic often called 

capture effect. Where two signals in the 
same frequency band are available at 
the receiver, the one appearing at the 

higher level is accepted to the near ex-
clusion of the other. 

Improvement Threshold 
The noise advantage of FM is ob-

tained for normal signal and noise lev-
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els at the input to the receiver. And 
this advantage increases as the frequen-
cy deviation (modulation index) is in-
creased. However, as the peak signal 

level is decreased to that of the peak 

noise level, there is a rather sharp tran-
sition between good and poor signal-
to-noise ratios. The point at which this 

transition occurs is often called the 
improvement threshold (sometimes 

shortened to threshold). 

Although the noise advantage in-
creases as the modulation index is 
increased, the corresponding increase 
in bandwidth increases the noise. For 
large bandwidths, the threshold be-

comes more critical and is reached at 
higher signal levels. The optimum 
value of modulation index is thus a 

compromise between service range and 
noise advantage. 

Other Features 
Other features of FM make its appli-

cation to frequency-division multiplex-
ing attractive where bandwidth is not 
a critically limiting factor. These are: 

(1) separate regulation is not necessary 

Fig. 3. From the 
above curve the 
bandwidth for dif-
ferent niodulation 
indexes of an FM 
system can be de-
termined. All side-
band components 
except those hav-
ing less than 1 per-
cent of the wave 
energy are in-
cluded. 

since in a properly designed FM re-

ceiver, the output signal level is insen-

sitive to input signal level variations 
above threshold le% el and, ( 2) syn-
chronization is not a problem because 

of the detection method. 

Time-Division Multiplexing 
Although less well known because of 

its relatively limited usage, time-divi-
sion multiplexing is the most direct and 

is basically the simplest multiplexing 

method. In this method, the circuits 
to be transmitted over a common trans-

mission medium need not be connected 
together as in the frequency division 

case, but are arranged so that each cir-
cuit is successively connected to the 
transmission medium for a short time 

interval. An example of a technique for 
accomplishing this purpose is shown in 
Figure 4. 

A commutator or other type of 
switching device may be used, and in 

the earlier systems motor-driven com-

mutators were employed. Most present-
day multiplexing equipment uses elec-
tronic switching and gating techniques. 
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Regardless of the switching method, it 

is apparent that for each circuit the 
input wave is broken up into a series 
of pulses called samples. This is an 
example of pulse-amplitude modula-
tion, since the amplitude of each sam-
ple is directly proportional to the 
instantaneous amplitude of the modu-
lating wave. 

Sampling Rafe 
Because in time division the modu-

lating wave is repetitively sampled, the 
questions of how large must the 

samples be, and how often samples 
must be taken to retain the intelligence 

naturally arise. It has been found that 

the time duration of the sample is not 
critical, and can be reduced as much as 

required without appreciably degrad-
ing the information. However, the 
samples must be taken at a rate that is 
at least twice the highest frequency ap-
pearing in the modulating wave. For 

telephone voice channels, the sampling 

rate commonly used is 8,000 cycles per 
second. Or, each circuit is sampled 
once every 125 microseconds. The 125-
microsecond interval between succes-

sive samples of one channel may be 

Fig. 4. Time-Di-
vision Multiplex. 
Samples of the in-
put wave are 
transmitted by 
successively con-
necting each cir-
cuit to the trans-
mission medium. 

used by other channels of the system. 
Theoretically the number of channels 

that may be obtained is very high. 

Bandwidth 
However, as the number of channels 

is increased, the bandwidth required 
for transmission increases rapidly. The 
reason for this is that the pulse train 
spectrum is made up of a fundamental 
frequency that is equal to the sampling 
rate (8 kc) and its harmonics, all of 
which have an upper and lower side-
band produced by the modulation proc-

ess. 
The actual bandwidth depends upon 

a number of factors which must be 

determined during the design of the 

system. As an example of the band-
width required for present day systems, 
a pulse-amplitude modulated (see Fig-

ure 56) system of 30 channels requires 
a bandwidth of approximately 1 mega-
cycle. This is about 10 times the band-
width of the intelligence (4 kc x 30 = 
120 kc), and severely restricts the ap-
plication of this type of modulation. 

Much work has been expended on 

the reduction of the bandwidth re-
quired in time-division systems, and by 
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using pulse-coding techniques and ap-

propriate filtering of the transmitted 

signal the bandwidth can be reduced to 

approach that required for the intelli-
gence. However, the equipment neces-
sary to accomplish this complicates the 
terminal design, and some of the ad-
vantage of simplicity of the multiplex-
ing method is lost. 

Synchronization 
From the elementary diagram of Fig-

ure 4, it is apparent that synchroniza-
tion is relatively critical in time-division 
multiplexing, and in time division sys-

tems a means of maintaining synchro-
nization is normally provided. A 
common method of doing this is to 

transmit synchronizing pulses —often 

called marker pulses— at the beginning 
of each frame. A frame is the interval 
occupied by one complete set of pulses, 

and in this case the frame is made up of 
a marker pulse and one pulse from each 
channel. This is shown diagrammati-

cally in Figure 5. 

PTM 
Pulse-time modulation (PTM) is 

modulation in which values of the in-

stantaneous samples of the modulating 

wave are used to vary the time of occur-

rence of some parameter of a pulse 
carrier. Pulse-duration modulation and 

pulse-position modulation are partic-
ular forms of pulse-time modulation. 

Pulse-duration modulation (PDM), 
sometimes designated pulse-length 

modulation or pulse-width modulation, 
is modulation of a pulse carrier in 
which the value of each instantaneous 

sample of a modulating wave is used 
to vary the duration of a particular 
pulse. This is shown in Figure 5. The 

modulating wave may vary the time of 

occurrence of the leading edge, the 
trailing edge or both edges of the pulse. 

In pulse-position modulation, 
(PPM) the value of each instantaneous 

sample of a modulating wave is used 
to vary the position in time of a pulse 
relative to its unmodulated position. An 
example of PPM is shown in Figure 5. 

Like FM, PTM has the property that, 

by using extra bandwidth, some of the 
overal: performance characteristics of 
a PTM system can be improved, pro-
vided that the peak interference is less 

than the peak signal. A feature of PPM 

is that, for fixed average power out of 
the transmitter, the peak power can be 
increased as the pulse duration is re-

duced. However, much of the advan-
tage is lost where a large number of 

channels are considered. 

PCM 
Pulse-code modulation (PCM) is a 

relatively new innovation in pulse sys-
tems. As in the earlier pulse systems, 
each modulating wave is sampled peri-
odically at a rate somewhat in excess of 

twice the highest frequency component 
in the modulating wave. Unlike the 

continuously variable samples used in 

PAM, PDM, and PPM, in PCM the 
samples are quantized into discrete 
steps. The individual steps may be 
alike or they may vary depending upon 

the characteristic properties of the mod-
ulating wave. 

In addition, each quantized sample is 

assigned a particular code pattern, the 
code pattern assigned being uniquely 
related to the magnitude of the quan-
tized sample. This gives rise to various 

possible patterns of coded pulses. For 
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example, if amplitude is the parameter 
quantized, there may be patterns of on 
or off pulses; or patterns of three-value 

code elements, namely, values of +S, 0, 
and —S, as in the familiar case of sub-
marine cable telegraphy; or, in general, 

code patterns which contain a number 
of code elements, and in which each 
code element will assume one of several 

distinct amplitude values. At the re-
ceiving end, each code pattern is identi-

fied, decoded, and used to produce a 
voltage proportional to the original 

quantized sample. From a succession 
of such samples, the original wave is 
approximated. By making each quan-
tum step sufficiently small, theoretically 
the original wave may be approximated 
as closely as desired. 

Pulse-code modulation has two out-
standing properties: first, it affords 

marked freedom from noise and inter-

Fig. .7.). Pulse 
Modulation. (a) 
Showing the posi-
tion, of the marker 
pulses used in 
tintr-du'ision ntul-
tiplex systems. (b) 
Pulse-Amplitude 
Modulation. (e) 
Pulse- Duration 
Modulation. (d) 
Pulse- Position 
Modulation. 

ference; and, second, it permits repeat-

ing the signals again and again without 
significant distortion. For example, con-
sider the code patterns formed by on 
or off pulses. At each regenerative re-
peater, as long as each incoming pulse 
can be correctly identified in the pres-
ence of accumulated noise, interference, 

and distortion, a new and correct code 

pattern can be generated and started 
out afresh to the next repeater. 

Conclusion 
The inherent circuit capacity of a 

transmission medium can be filled us-
ing either frequency or time division 
techniques. The choice of multiplexing 
method and the type of modulation em-
ployed depends upon such factors as: 
compatibility with existing systems; 
loss over which the system may be ef-
fectively operated; bandwidth, signal. 
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to-noise performance; interference-re-

jection capabilities; distortion character-
istics; and, the required stability of the 

frequency generators. Each of the types 
of multiplexing and modulation dis-

cussed have inherent advantages and 
disadvantages, and in a number of cases 
any one of several methods might ap-
pear to have about equal capabilities for 

a given application. The final choice 
might then depend upon the relative 
complexity of the system. 

In practice, toll carrier systems have 
been primarily made up of SSB-SC fre-

quency-division multiplex systems. For 
these applications, this method is eco-
nomically compatible and the total 

bandwidth required for the intelligence 

transmitted is held to a minimum in the 
present state of the art. Other types of 
modulation in frequency-division as 
well as time-division multiplex appear 
attractive for other carrier telephone 

applications. 
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TIME- DIVISION MULTIPLEX 
New Promise for Old Technique? 

Time- division multiplex, oldest and simplest method of deriving addi-
tional communications channels from a transmission medium, has never 
been really practicable before now. Frequency-division multiplex, or 
"carrier," although more complex, was originally easier to achieve than 
time because the particular techniques required were further 
developed than those required for time-division multiplex. Progress in 
semiconductor technology and computer techniques has now largely re-
moved this disparity in knowledge so that time-division systems may 
now be economically feasible in certain applications. This is the first of 
several articles which discuss the characteristics of such systems. 

Conventional frequency-division mul-
tiplex techniques have developed from 
our ability to produce electrical filters 
which can separate and, in a sense, 
create bands of frequencies. By using 
each frequency band as a separate 
channel for transmitting information, 
it is possible to transmit many indi-
vidual channels simultaneously over a 
single transmission medium. The band-
width required is the sum of the in-
dividual channel bandwidths, plus a 
small amount between channels. 
Much the same result is obtained 

with time-division systems. Many in-
dividual channels share the transmis-

sion medium by "taking turns," each 
being connected to the line very briefly, 
then replaced by the next. This is re-
peated again and again so swiftly that 
there is no loss of message intelligence 
in any of the channels. If the time 
during which each channel is connected 
to the line is kept very short, many 
channels can share the transmission 
facility. 

At the receiver, the same process oc-
curs in reverse. Some kind of signal 
distributor or commutator arrangement 
is required to "sort" the samples as 
they arrive in sequence. and distribute 
them to the appropriate lines at the 
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proper instants. This requires precise 
synchronism between transmitter and 
receiver. If synchronism fails, all chan-
nels are garbled and lost. Significantly, 
it was the lack of ability to maintain 
synchronization that prevented the gen-
eral adoption of time- division multi-
plexing during the last century, shortly 
after the invention of telegraphy, and 
later, telephony. This left the field 
open for the frequency-division tech-
niques which have become nearly uni-
versal. 

By now, most technical obstacles to 
time- division multiplexing have been 
overcome. The development of cheap 
but efficient solid-state devices such as 

TIME - I> 

PULSE AMPLITUDE MODULATION 
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RESULT ING PCM TRANSMISSION 

Figure I. Two samples per cycle of 
highest frequency adequately define 
each channel. If samples are brief. 
many channels can share the common 

line. 

transistors, plus highly refined elec-
tronic switching techniques, has elim-
inated the relative economic disadvan-
tages that time-division previously suf-
fered. These, plus certain other ad-
vances have stimulated new interest in 
time-division multiplexing for com-
munications systems. 

The Role of PCM 

An important factor behind the 
growing interest in time-division multi-
plex is its natural suitability for use with 
electronic time- division switching and 
pulse code modulation ( PCM). Elec-
tronic switching is based on the same 
digital techniques used in modern elec-
tronic computers. PCM is also a digital 
system, able to transmit any sort of sig-
nal—even television—in the form of 
coded binary pulses. This at once yields 
several advantages. Unlike conven-
tional analog transmission methods ( in 
which a current or carrier wave is 
varied in a manner analogous to the 
original message), the message is sam-
pled periodically and the values ob-
served are represented by a coded ar-
rangement of several pulses. Each sepa-
rate signal value has a unique arrange-
ment of pulses. Thus, only the presence 
or absence of pulses — not their shape 
—determine the received message and 
its quality. 

This is very similar to conventional 

teletypewriter communication, in which 
the transmitted characters are repre-
sented by various combinations of a 
five-pulse code. Regardless of how 
badly the code pulses may be distorted 
or degraded in transmission, the sharp-
ness or clarity of the characters repro-
duced at the receiving printer are obvi-
ously not changed or altered in any 
way. Distortion of the transmitted 
pulses merely increases the chances of 
a mistake in interpreting the code and 
the printing of a wrong character. 
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In addition to providing improved 
transmission, the combination of these 
digital techniques can result in sub-
stantial economies. By integrating the 
equipment used for switching and mul-
tiplexing, equipment cost may be much 
lower than if the two techniques were 
used separately. 

It should be pointed out that there 
are many types of pulse modulation. 
Almost without exception, however, 
PCM or related approaches ( which we 
will class as "PCM" in this issue) are 
the only ones now seriously considered 
for time-division multiplexing systems. 
This stems from the great efficiency of 
PCM in overcoming interference and 
noise. Even more important, PCM per-
mits the use of regenerative repeaters. 

Regenerative repeaters detect the 
presence or absence of "old," distorted 
pulses and replace them with perfect 
new ones. The regenerative repeaters 
must be spaced closely enough to cor-
rectly identify the incoming distorted 
pulses, and be able to send out new 
pulses which precisely match the orig-
inal pulse stream. When done perfectly, 
it is theoretically possible to transmit 
messages for unlimited distances with-
out degradation. This would allow uni-
formly high transmission quality re-
gardless of distance; a call across a con-
tinent would be as clear and distinct as a 
call next door. In practice, small timing 
errors tend to add up as the number of 
repeaters increases, eventually placing a 
limit on system length. 

Because of the very close association 
between time - division multiplexing 
and PCM in system planning, and be-
cause many of the problems of such 
systems stem from the PCM, subse-
quent references in this article may be 
only to "PCM." It should be under-
stood that time-division multiplexing 
is assumed, even though not always 
stated. 

Bandwidth versus Noise 

Pulse code modulation requires more 
bandwidth than amplitude modulation, 
but it uses this bandwidth far more 
efficiently in overcoming noise and in-
terference than almost any other modu-
lation method. For instance, frequency 
modulation ( FM) also trades band-
width for noise improvement, but rather 
slowly. With FM, the signal-to-noise 
ratio improvement ( in db) is propor-
tional only to the logarithm of the in-
crease in bandwidth. Thus, to improve 
the signal-to-noise ratio by 10 db re-
quires bandwidth ten times the original. 
By contrast, the PCM improvement in 
db is in direct proportion to the increase 
in bandwidth; a PCM signal requiring 
ten times the bandwidth of the original 
signal will yield a signal-to-noise ratio 
of 70 db. Note: this signal quality is 
inherent in the transmitted signal and is 
not the result of noise encountered in 
transmission, so long as the signal re-
mains above the noise threshold of the 
system. 

In order to reconstruct the original 
wave, at least two amplitude samples 
must be transmitted for every cycle of 
the highest frequency in the original 
waveform. Therefore, good reproduc-
tion of 4000-cycle telephone channels 
requires that 8000 samples per second 
be transmitted. A continuous wave-
form has an infinite number of discrete 
amplitude values. In order to repre-
sent the waveform by groups of pulses, 
it is necessary to limit the number of 
points which represent the wave to a 
convenient number which can be 
handled by the code. This is called 
"quantizing" the wave and is a form 

of approximation. The random differ-

ences between the actual waveform and 

the quantized approximation results in 

"quantizing noise" being introduced 

into the transmission. With error- free 
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transmission, this is the only source of 
noise in the system, and yields the sig-
nal quality defined above. Quantizing 
noise may be minimized by using as 
many steps as possible, since this re-
duces the difference between the orig-
inal signal and its coded approximation 
(see Figure 3). 

This, however, increases the num-
ber of code pulses which must be trans-
mitted. The number of steps is deter-
mined by the number of binary pulses 
or digits in each code group: number 
of steps = 2", where n is the number 
of digits in the code. Thus a five-digit 
code yields 32 amplitude steps, while a 
seven-digit code provides 128 steps. 
The latter reduces the quantizing er-
ror considerably. The bandwidth re-
quired is directly proportional to the 
number of digits; a seven-digit code 
requires seven times as much band-
width as a binary ( single-digit) code, 
but improves the signal-to-noise ratio 
36 db. (The signal-to-quantizing noise 
ratio in db can be calculated from the 
expression S/N=- 10.8 ± 6n). 

In view of the requirement for so 
much greater bandwidth than ampli-
tude-modulated or single-sideband sys-
tems, one might conclude that PCM is 
totally unsuited for practical commun-
ications system inasmuch as transmis-
sion bandwidth is very costly. In many 
applications this is true. However, sev-
eral studies have shown that the noise 
advantage of PCM can, under some 
circumstances, be used to "buy back" 
frequency spectrum. For instance, it 
might be possible to overlap PCM 
transmissions in frequency. Although 
this would be expected to result in a 
certain amount of interference, the sys-
tems could exhibit a very high toler-
ance to their mutual interference, de-
pending on the amount of overlap. 
New sources of bandwidth are be-

ing made available by various tech-

nological advances. Rapid progress in 
the development of lasers ( optical 
masers) confirms the high hopes and 
optimistic predictions about the possi-
bility of using light as a wide-band 
communications medium ( see DEMOD-
ULATOR, June, 1961). Of more imme-
diate importance, a certain propaga-
ion mode in circular waveguide actu-
ally reverses the normal loss character-
istics of waveguide, resulting in less 
loss as frequency increases. This also 
could make almost unlimited band-
width available for techniques such 
as PCM which require great band-
width. Not all of the practical diffi-
culties in using this type of transmis-
sion have been overcome, however. 
Bends, junctions, and imperfections in 
the waveguide have a tendency to cause 
the energy to be transformed from the 
desired low-loss mode to other modes, 
any of which cause increasing loss at 
higher frequencies. 

The Practical Situation 

Assuming that transmission difficul-
ties can be overcome, is the introduc-
tion of a new approach worthwhile? 
In the United States alone, nearly S50 
billion is invested in communications, 
and a similar investment exists else-
where. Only very substantial benefits 
could justify radical, large-scale changes 
in the basic system. 
The desired objective is to achieve 

a nation-wide or even global com-
munications network in which any tele-
phone or station can instantly dial any 
other; transmission quality would be 
uniformly excellent, and the influence 
of distance would seem to vanish. Since 
the network would employ digital 
pulses for most transmission, data 
could be accommodated as easily as 
speech. None of these objectives are 
completely realizable or economically 
practicable with the conventional tech-
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niques presently in use. However, it 
remains to be proved whether PCM 
transmission systems can successfully 
eliminate some of the technical and eco-
nomic difficulties of present methods. 

Even if a radical change is found to 
be desirable, it obviously cannot be ac-
complished overnight. Improvements 
have historically been evolutionary 
rather than revolutionary in the com-
munications industry. New techniques 
have had to be compatible with the 
old, and this continues to apply. 

There is no question but that ade-
quate techniques for very limited PCM 
systems are now available. More than 
four years ago a laboratory model of a 
system which integrated time- division 
multiplexing, PCM, and electronic 
switching was successfully demon-
strated. However, except for a narrow 
range of applications, a great gulf exists 
between laboratory devices and prac-
tic-al equipment suitable for field use. 

Satisfactory PCM requires that all 

Figure 2. Hou' a 
waveform can be 
quantized and con-
verted into code 
pulses. Bandwidth 
restrictions limit the 
number of digits per 
sample, thus estab-
lishing maximum 
number of quantiz-

ing levels. 

the code pulses be regenerated with 
great precision as often as required to 
suppress noise and distortion. The 
problem may be quite difficult when 
transmission is over facilities such as 
wire and cable which are severely re-
stricted in bandwidth and which intro-
duce large amounts of noise and cross-
talk. Not only must the pulses be ac-
curately identified and regenerated, but 
they must preserve their original tim-
ing exactly, since only by their exact 
timing can the individual channels be 
located and recovered. The problem 
of pulse regeneration and re- timing 
is so important that it determines the 
major limit on the length and perform-
ance of the new semi-experimental sys-
tems now being tried. 

PCM Economics 

The real benefits of PCM appear to 
be realizable only in very large net-
works spanning great distances. This 
poses a problem, since t isn't desirable 
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or practicable to innovate on such a 
scale, particularly with techniques 
which are still only a little beyond the 
experimental stage. Accordingly, it is 
necessary to find some other applica-
tion in which PCM can be introduced 
and in which practical experience can 
be obtained for perfecting and refining 
the equipment. 

At this time, PCM seems to be most 
suitable for linking relatively close ter-
minals linked by wire or cable. In mod-
ern telephone plant, this is fulfilled 
best by relatively short trunks between 
exchanges. Transmission by radio could 
reduce the need for frequent regen-
erative repeaters. However, relatively 
few channels could be accommodated 
due to the great bandwidth required 
compared to conventional methods. 
This would also result in very high 
cost per channel, since suitable radio 

Figure 3. Signal 
quality is deter-
mined by hou, closely 
the quantized signal 
approximates origi-
nal signal, a func-
tion of the number 
of code digits. Dif-
ferences show up as 
quantizing noise. 
Each additional digit 
improves signal-to-
quantizing noise by 
six db. With ideal 
regeneration and re-
timing, this quality 
is maintained re-
gardless of number 
of repeaters or sys-

tem length. 

QUANT ZING 
LEVELS - 

equipment costs the same whether it 
is used to transmit a few channels or 
many. The same economic philosophy 
applies to other transmission media 
such as cable or open wire. Where mul-
tiplexing methods that use less band-
width can be used economically, they 
will be preferred, since more chan-
nels can be accommodated in a given 
bandwidth. This eliminates almost all 
present toll circuits and tends to 
restrict PCM to competing with those 
transmission methods which are even 
more wasteful of capacity—notably 
voice frequency circuits. Thus, the 
principal area of application—today 
at least—is in linking centers which 
are so close together that cable pairs 
have been cheaper than carrier channels. 

If enough channels are involved, 
PCM terminals are inherently very in-
expensive. Very little equipment is re-

2 - DIGIT CODE 

SAMPLING 
INSTANTS 

' SLICING ' OR 
DECISION LEVELS 

  DIGI:CODE 

36 



TRANS - 
MITTER 

,11111au..— REGEN. 
REPEATER 

REGEN. 
REPEATER 

RECEIVER 

Figure 4. Pulses undergo constant attenuation and degradation in cable. Most 
crucial function in system is the accurate reaming and regeneration of distorted 

pulses. 

quired by individual channels and all 
share the common equipment, which 
primarily consists of switching and en-
coding circuits. The number of chan-
nels transmitted is limited only by the 
ability of repeaters to identify and re-
store pulses, and this is controlled by 
the pulse rate and the transmission 
characteristics. 

Most present systems use a seen-
digit code, with an eighth digit for 
signaling. Since each channel should 
be sampled 8000 times per second, 
64,000 pulses per second are required 
for each channel. The greater the num-
ber of channels which must share the 
transmission medium, the higher the 
pulse rate that is required. In order to 
transmit 24 channels by this means, 
more than 1.5 million pulses per sec-
ond must be transmitted. 

Obviously, this imposes a severe 
transmission requirement on ordinary 
exchange cable pairs, which are norm-
ally considered to be rather limited in 
bandwidth. This is a secondary con-
sideration with PCM, however, since 
bandwidth limitations only determine 
the degree of distortion suffered by 
pulses as they travel over the line. The 
higher the pulse rate, the more the 
pulses are degraded in transit, and the 
harder they become to identify after 
traveling over the line. The practical 
significance is that regenerative re-
peaters merely have to be closer to-
gether along the cable. If fewer chan-

nels are transmitted, or if better cable 
is used, repeaters could be more widely 
spaced, other factors being equal. Since 
existing cable must be used in the 
majority of cases, it is desirable to de-
sign the system for repeater spacing 
which matches that of existing loading 
coils—usually about a mile. Although 
loading coils improve the line charac-
teristics for speech transmission, they 
drastically impair pulse transmission, 
particularly at high speeds. By match-
ing repeater and loading coil spacing; 
it becomes particularly convenient to 
remove the coils and substitute re-
peaters. 

If existing exchange cable character-
istics largely determine repeater spac-
ing, repeater quality strongly influences 
the number of channels which may be 
accommodated, and the over-all eco-
nomics of the system. An important 
conflict exists between the cost and 
capability of repeaters. Since repeaters 
are required every mile they should be 
relatively inexpensive in order to be 
competitive. The stringent require-
ments for timing accuracy are easily 
met only with relatively complex or 
refined techniques, which tend to be 
expensive_ 

This, and such other technical prob-
lems as crosstalk considerations and 
the reduction of quantzing noise in 
PCM systems will be discussed in the 
next article in this series. It will appear 
in the January, 1963 issue. • 
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For reasons outlined in a recent issue (November, 1962), new multi-
plexing systems which use time division and pulse code modulation are 
now beginning to appear in commercial service. Initially, at least, these 
new systems are restricted to the relatively short trunks between telephone 
exchanges. The relative immunity of PCM to interference enables it to 
use bandwidth in exchange cable that cannot be used by conventional 
carrier systems. It isn't easy, however; the problems of transmitting multi-
channel PCM signals over cable are formidable — and not yet perfectly 
solved. This article reviews the more basic problems and some current 
approaches to solving them. 

Three major problems must be over-
come by time-multiplexed PCM systems. 
The conflict between available band-
width and transmission quality must be 
resolved. The effects of crosstalk be-
tween two or more systems sharing a 
cable must be minimized. Most im-
portant, each of the pulses which 
comprise the signal—more than 1.5 
million per second—must be restored 
and held to extremely close timing 
standards, in the face of distortion and 
interference which tend to introduce 
uncertainty as to the presence of a pulse 
or the exact instant when it should most 
easily be detected. 
A conflict between transmission 

quality and available bandwidth stems 

from the basic nature of PCM. The 
PCM signal consists of a stream of code 
pulses which represent samples of the 
original waveform, and from which 
the waveform can be reconstructed. 
These pulses are much easier to squeeze 
through an unwilling and noisy trans-
mission medium than the analog signal 
which they represent. 

Inevitably, however, the recon-
structed signal can be only an approxi-
mation of the original waveform, since 
only a limited number of amplitude 
"steps" can be represented by the code 
groups. The differences between the 
original message wa‘eform and the 
code-derived facsimile show up as 
"quant-zing" noise. Assuming that all 
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pulses are accurately regenerated in 
transmission, the noise acquired by 
the pulse train in transmission is es-
sentially eliminated in the regeneration 
process. So long as the PCM remains 
above threshold, so that the pulse codes 
can be identified accurately, trans-
mission quality remains uniform. This 
is in contrast to the performance of 
conventional methods, where trans-
mission quality varies with signal level, 
as shown in Figure 1. 
The use of additional digits in the 

code improves signal quality and re-
duces quantizing noise, but this also 
increases the bandwidth required for 
transmission. Bandwidth is directly pro-
portional to the number of digits in 
the pulse code. This bandwidth require-
ment places a practical limit on the 
number of digits that may be used in 
PCM transmission. This is particularly 
true when multi-channel PCM signals 
are transmitted over exchange trunk 
cables, since these have a very high rate 
of attenuation at the required fre-
quencies. If signal quality is improved 
by the use of additional code digits, it 
reduces the number of channels that 
may be accommodated or makes neces-
sary more frequent or more expensive 
regenerative repeaters. 

Instantaneous Companding 
One way of reducing the total quan-

tizing noise present in a PCM trans-
mission without increasing the number 
of code digits is to vary the size of the 
quantizing steps to take advantage of 
the nature of speech. Statistically, low 
speech amplitudes ( that is, the softer 
sounds) are much more probable than 
the very great amplitudes. Figure 2 
shows a typical distribution of speech 
signal voltages relative to the rms or 
effective level. Note that there is only 
a 15% probability that the voltage will 
exceed the rms value, and that fully 
50% of the time speech voltage will 

be less than one-fourth the rms value. 
Where uniform quantizing is used, 
many of the quantizing steps are 
"wasted" and others are "overworked." 
By altering the quantizing characteristic 
to favor the weak signals at the expense 
of the very high amplitudes, more of 
the speech energy is subjected to rela-
tively " fine-grained" quantizing, thus 
lowering the total amount of noise. Of 
course, high signal amplitudes (which 
are relatively rare) will suffer more 
degradation than with uniform quan-
tizing. 

This technique, called instantaneous 
companding, can be achieved in either 
of two principal ways: compress the 
amplitude range of waveform samples 
before they are quantized, then use a 
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Figure 1. Arbitrary comparison of sig-
nal quality versus transmission S/N 
ratio. SSB signal quality improves in 
direct proportion to increase in signal 
power. PCM signal quality is based on 
quantizing noise caused by coding. 
Relative positions of the two curves 
may vary widely, since different fac-
tors control each. PCM threshold is 
largely determined by intersymbol in-
terference, timing accuracy, and differ-
ential delay. SSB signal quality is con-
trolled by the absolute value of line 

noise. 

40 



.3 

.2 

1 

8 111111111.1.1111111111111111111111M 

1.11111111.1111111MUME 

7 1.11111111111111.11--.11. 

IIM1111.111.11.11111111111111111 

1 1.1111.1111111.111.111111.1111. __----

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 

RATIO OF RECTIFIED INSTANTANEOUS 
VOLTAGE TO RMS VOLTAGE 

linear quantizer ( one with steps of 
equal size), or vary the sizes of the 
quantizing steps themselves, so that the 
steps are smaller and more numerous 
for low amplitudes. With either 
method, it is necessary to reverse the 
process at the receiver in order to re-
store the original range of amplitude 
values. 

Instantaneous companding produces 
a significant improvement in signal 
quality. So long as the compressor and 
expandor complement each other, a 
wide range of compression-expansion 
characteristics may be used. The opti-
mum characteristic depends on the 
nature of the talkers, instrument weight-
ing and similar factors. Using a certain 
typical compression-expansion charac-
teristic that varies logarithmically with 
signal amplitude, an improvement of 
better than 26 db in the signal-to-
quantizing noise ratio is obtained. This 
is the equivalent of about four addi-
tional digits in the pulse code. In 
systems which use a seven-digit code, 
instantaneous companding provides 
quality equivalent to an eleven-digit 
code. 

Regardless of the method by which 
instantaneous companding is achie‘ed, 
it is extremely important to match the 
expansion and compression curves of 
transmitters and receivers quite pre-

Figure 2. Statistical dis-
tribution of single- talker 
speech amplitudes rela-
tive to nominal rms 
amplitude value. Very 
low speech volumes pre-
dominate, and high am-
plitude values are rela-

tively rare. 

cisely. Since compression is a form of 
"pre-distortion," it is vital that the 
expandor "track" the compressor as 
closely as possible in order to cancel 
out the deliberately introduced sig-
nal distortion. Mistracking will cause 
changes in the transmission net loss as 
signal level changes, and will restore 
some of the noise that companding 
seeks to suppress. 

Tracking error between compressor 
and expandor is sufficiently important 
that great care must be taken to stabilize 
the drift of diodes or other non-linear 
components used to achieve the com-
pression and expansion characteristics. 
Such techniques as temperature control 
may be required, adding considerably 
to the cost and complexity of PCM 
terminals. 
One solution to this problem is pro-

vided by a non-linear coder which, in-
stead of using the inherent non- linearity 
of such components as diodes to achieve 
the companding characteristic, employs 
linear components (such as resistors) 
to form a network in which component 
values yield the desired characteristic. 
Even if the network components change 
value with age or temperature, they all 
tend to change together, thus avoiding 
alterations in the compandor charac-
teristic curve. If maximum and mini-
mum values on the curve are controlled, 
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all the points between tend to remain 
the same. 
The companding curve obtained with 

such a network may not quite achieve 
the full quantizing noise improvement 
possible if the speech amplitude dis-
tribution is exactly matched, since the 
network only approximates the desired 
companding characteristic — which, it-
self, is only an approximation—with 
a series of short chords, rather than 
with a continuously smooth curve. How-
ever, quantizing error noise is still re-
duced on the order of 25 db, and 
terminal equipment can be more reliable 
and less costly 

The Timing Problem 
Rigorous control of the timing of the 

transmitted pulses is obviously neces-
sary in a multiplex system based on 
time separation. When the system em-
ploys PCM, timing accuracy require-
ments become even more stringent. 
High-speed pulses undergo severe at-
tenuation and distortion when they are 
transmitted through cable. Energy is 
robbed from each pulse by attenuation 
and cross talk. Variations in the speed 
of propagation and delay of the various 
frequency components of the pulses 
spread some of each pulse's energy into 
the time slots occupied by other pulses. 
This fusing together and mutual in-
trusion on each other by adjacent pulses 
is called intersymbol interference. At 
the high frequencies necessary in a 
multi-channel PCM system, attenuation 
becomes very high. Crosstalk coupling 
into adjacent pairs increases with fre-
quency. At the 1.5 megabits-per-second 
pulse rate, coupling loss between pairs 
in the same cable may, in some cases, be 
less than the transmission loss in the 
pairs themselves. Accordingly, a severe 
near-end crosstalk problem may exist 
when two or more systems share a cable. 
The ability of PCM to overcome 

crosstalk and other interference is based 

on the ability to recognize the presence 
or absence of the code pulses with great 
accuracy. Transmission errors result in 
clicks and snaps, since a false amplitude 
—one that has little or no relation to 
the correct signal waveform being 
reconstructed—is produced by the de-
coder. Such transmission errors become 
increasingly likely as the pulse rate 
increases. The transmission limitations 
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Figure 3. Linear quantizing, shown 
in A, uses relatively few quantizing 
steps for a majority of speech ampli-
tudes. By using a compression charac-
teristic (solid red curve) which ampli-
fies the plentiful low amplitudes more 
than the high values, more uniform 
quantizing is obtained. As shown in B, 
this increases the number of quantiz-
ing steps for low amplitudes, results 

in less quantizing noise. 
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of the cable, diagrammed in Figure 4, 
result in large amounts of intersymbol 
interference, with the result that pulses 
become harder and harder to identify. 
Under these conditions, noise and cross-
talk have a greater effect in increasing 
transmission errors. 

In order to regenerate and re-time 
pulses accurately despite the effects of 
severe intersymbol interference, it is 
necessary to sample the pulse train 
periodically, at just the instant that a 
pulse, if present, would achieve its 
peak value. This requires very accurate 
timing. 

In addition to masking the signal 
pulses, crosstalk or other interference 
tends to shift the position of individual 
pulses, creating "timing jitter" which 
adds to the uncertainty about the pres-
ence of pulses. In order to avoid an 
accumulation of timing error from re-
peater to repeater (which would sharply 
restrict system length), each repeater 
must regenerate pulses which have the 
correct duration and spacing. This also 
requires that precise timing information 
be available at each repeater. There are 
a number of ways that this can be done. 
One is to use extremely accurate and 
stable oscillators at each repeater. This 
would be successful only if the oscil-
lators did not deviate more than about 

Figure 4. Measured 
values of attenuation, 
velocity of propagation, 
and relative delay of 
various signal frequen-
cies in typical 22 gauge 

exchange cable. 

300 in phase from the incoming signal. 
Although this is attainable, it is ex-
pensive. 

Another approach might be to trans-
mit a pilot tone. This presents the diffi-
culty of providing a very high quality 
channel for the pilot so that noise of 
various sorts would not introduce jitter 
or very short term variations in the 
regularity of the pilot signal itself. The 
need for this type of auxiliary channel 
defeats the purpose of PCM trans-
mission, since one of the objectives is 
to reduce the vulnerability to interfer-
ence and to eliminate the need for 
relatively " delicate" transmission meth-
ods. Since the pilot would require com-
plete freedom from crosstalk, it would 
almost certainly have to be sent over a 
separate but parallel transmission path, 
possibly another cable. 
An accepted solution is to derive 

the timing information from the data 
stream itself. Since the signal consists 
of a series of periodically recurring 
pulses, these can be used as a reference 
for controlling an oscillator, or for ex-
citing a resonant circuit to produce a 
timing wave. In both cases, reasonably 
high oscillator stability or resonant cir-
cuit 0 is desired, but not so high that 
the resulting timing wave is too "stiff" 
to be corrected by the incoming pulse 
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stream. Above all, economic considera-
tions demand that the simplest method 
that will provide satisfactory timing be 
used, since practical PCM repeaters are 
still, at present, more complex and ex-
pensive than repeaters for conventional 
exchange trunk carrier systems. For this 
reason, contemporary systems use a 
simple resonant circuit tuned to the 
pulse repetition frequency. The sine 
wave obtained from this circuit is 
amplified and used to derive a narrow 
sampling pulse. Inevitably, economi-
cally realizable circuits fall short of 
ideal performance, so a small amount 
of timing jitter is unavoidable, and 
this shows up in small perturbations 
of the reconstructed pulse train. Since 
these irregularities must affect pulse re-
timing at the next repeater, timing error 
accumulates and eventually limits the 
overall length of the system. If a pre-
cision "clock" or timing generator is 
included at intervals, this source of 
error can be greatly reduced. 

Transmission Techniques 
The very rapid increase in cable at-

tenuation as frequency becomes higher 
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Figure 5. Shaped pulses assume sine-
wave form. Noise superimposed on the 
waveform tends to obscure actual sig-
nal value. Timing errors can result in 
non-optimum sampling, increase vul-

nerability to crosstalk and noise. 

poses several serious problems. Part of 
the loss is due to crosstalk coupling into 
adjacent pairs in the cable. Not only is 
transmission loss great at the 1.5 mc 
pulse repetition frequency, but cross-
talk is formidable. There are several 
ways of coping with these difficulties to 
obtain better transmission. One is to 
"shape" the transmitted pulses so that 
they have the minimum bandwidth con-
sistent with their repetition rate. An-
other is to "encode" the signal into a 
form that shifts the energy spectrum of 
the pulse train so that more of it is 
concentrated at lower frequencies. The 
binary pulses from the transmitter or 
the pulse regenerator are shaped by 
passing them through a filter that selec-
tively attenuates some of the %,ery high-
frequency harmonics that are inherent 
in square-wave pulses. The pulses can 
be shaped at very low level, then ampli-
fied for transmission. The filter charac-
teristic is chosen to assure minimum 
attenuation in the transmission medium. 
Since less of the transmitted energy is 
absorbed or coupled into adjacent pairs, 
(due to a lowering of the extraneous 
high frequency components), crosstalk 
is reduced, and there is greater likeli-
hood of the pulse retaining its identity. 
This technique is not new, having been 
used in telegraphy for decades, but it 
assumes much greater importance at the 
very high pulse repetition rates used 
in PCM. 

Although it is convenient and con-
ventional to diagram a pulse train as 
consisting of a series of unipolar pulses 
such as would be obtained by making 
and breaking a circuit through which a 
direct current flowed, there are objec-
tions to unipolar pulses in practical 
PCM systems. It becomes necessary to 
use dc amplifiers instead of the much 
less expensive ac amplifiers, and trans-
formers cannot be used for signal 
coupling at the terminals and repeaters. 
Furthermore, a train of unipolar pulses 
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requires more bandwidth than other 
signals which have the same informa-
tion capacity. 

These objections are overcome by 
using a "pseudo-ternary" or bipolar 
type of signal. These are signals in 
which consecutive marks are of opposite 
polarity, and space is represented by 
zero voltage or neutral. This type of 
transmission has the additional ad‘an-
tage of requiring only 1/4 the power-
handling capacity for a Éven overall 
voltage range. As shown in Figure 6, 
most of the energy of bipolar signals 
is concentrated near frequencies of 
about half the pulse frequency. Ac-
cordingly, there is much less energy 
coupled into other cable pairs because 
of the reduced line loss and c-rosstalk 
coupling. By forcing the signal to 
alternate between positive and negative 
values, the need to transmit direct cur-
rent is eliminated and transformer cou-
pling becomes perm-ssible. Although 

Figure 6. Energy dis-
tribution of binary and 
bipolar signals for 50% 
duty cycle pulses. Bi-
nary signal has strong 
discrete component at 
the pulse repetition fre-
quency. Bipolar signal 
has no frequency com-
ponents at dc or at the 
pulse repetition fre-
quency; most energy 
falls near half the 
pulse rate frequency. 

there is no energy component at the 
actual pulse rate with bipolar signals, 
it is easy to obtain the required 1.5 mc 
clock signal with a simple full-wave 
rectifier or frequency doubler. Since a 
bipolar signal may assume any of three 
levels, it is somewhat more vulnerable 
to interference than a true binary signal 
of the same amplitude. However, this 
can be overcome by either increasing 
the signal amplitude, increasing the 
stability of the- timing signal at each 
repeater, or by shortening the span be-
tween repeaters. 

An even more promising method of 
processing PCM signals for trans-
mission has recently been invented at 
Lenkurt. This technique, known as 
Duobinary Coding, doubles the number 
of pulses that ma3 be transmitted 
through a given channel, compared to 
bipolar or binary signais. Thu technique 
will be described in the February, 1963 
tune of the DEMODULATOR. • 
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TIME SHARING 
Growing Trend in Communications 

The constant search for better communications at lower cost has led 
to new interest in various forms of time sharing. Although the advan-
tages of time sharing have been long appreciated, only recently have 
techniques appeared which make it attractive for entire communications 
networks. This article discusses several applications of time sharing and 
how it may improve the communications systems of the future. 

The concept of time sharing is cer-
tainly not new. Actually, time sharing 
is nothing more than several users of 
a common facility "taking turns." Traf-
fic lights at a busy intersection pro-
vide a form of time sharing. Airplanes 
approaching a busy airport may be 
"stacked" to allow a single runway to 
be used by each in turn. This is cer-
tainly more economical and practical 
than building as many runways as 
needed to let all aircraft land simul-
taneously. 

Telephone subscribers take turns 
using toll and trunk circuits. The 
amount of switching equipment in a 
telephone office and the number of 
circuits between offices is carefully re-
stricted to meet the requirements of 
the normally-expected maximum traf-

fic, rather than the maximum possible 
traffic. If this idea of "taking turns" 
is extended to carrier equipment and 
to the method used in central office 
switching, even greater economies may 
be achieved. 

Time-Division Multiplexing 
Many separate channels may be 

transmitted over a single wire or radio 
path if some form of multiplexing is 
used. Frequency-division multiplexing, 
or carrier, is the most widely used 
method for accomplishing this. An-
other method, used far less, is time-
division multiplexing. Theoretically, 
both methods produce equal results, 
neither one requiring more bandwidth 
than the other, nor having greater vul-
nerability to noise, in an ideal system. 
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Until now, frequency multiplexing has 
been far more practical because simpler 
techniques were involved. 

Frequency-division multiplexing is 
accomplished by modulating a carrier 
frequency with the desired signal. A 
number of these modulated carriers 
can be applied to a wire or cable pair, 
or can, in turn, be used to modulate 
a wide-band radio carrier of much 
higher frequency. 

Time-division multiplexing requires 
that all channels "take turns" using 
the common line. Imagine a situation 
such as diagrammed in Figure 1, where 
two talkers require connection to their 
respective listeners, but have only one 
line available. If the line is rapidly 
switched from talker A and listener A 
to talker B and listener B. then back 
again, both share the line. 

If the line is switched between the 
users at too slow a rate, words or syl-
lables in each conversation may be 
lost. If the rate is increased slightly, 
both parties may receive all the words 
and syllables, but still experience dis-
tortion because of the loss of some 
transient sounds and frequencies dur-

Figure 1. Two or more parties may 
share common line without loss if line 
is switched to each user at a rate twice 
the highest frequency that might be 

transmitted. 

ing switching. If the switching rate is 

increased so that each circuit is con-
nected several times during each cycle 
of the highest frequency that the tele-
phone circuit transmits, neither listener 
will be able to detect any interruption 
or distortion. Furthermore, there need 
be no difference in performance be-
tween each of the time-multiplexed 
signals and a direct, uninterrupted 
connection. 
What are the limits to such multi-

plexing? Researchers have discovered 
that the necessary sampling rate de-
pends on the highest frequency which 
must be transmitted. It turns out that 
a waveform may be perfectly recon-
structed if it is sampled at a rate at 
least twice the highest frequency in 
the waveform. Thus, a signal may be 
reconstructed perfectly, without distor-
tion, from samples taken at the rate of 
6000 per second. Two samples per 
cycle allow perfect reproduction be-
cause the waveform is inherently un-
able to assume any surprising or unpre-
dictable values due to the circuit band-
width limits. 

Although telephone channels rarely 
carry frequencies higher than 3000 
cycles per second, the standard tele-
phone channel occupies 4000 cycles. 
The extra thousand cycles provides a 
guard band for isolation between 
channels, and may be used for signal-
ing or other special functions. There-
fore, a normal telephone channel would 
require a sampling rate of 8000 
samples per second to completely re-
produce all the frequencies it might 
carry. 
A sampling rate of 8000 samples 

per second requires one sample every 
125 microseconds. The shorter the 
sampling period, the greater the 
amount of time between samples that 
might be used for other channels. 
Shorter pulses, by necessity, have 
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Figure 2. Time between channel sam-
ples may be used for carrying samples 
from other channels. Pulse code trans-
mission increases bandwidth but per-
mits distorted pulses to be completely 

restored at each repeater. 

steeper sides than pulses of longer 
duration, and this steepness requires 
more bandwidth for transmission. In-
sufficient bandwidth tends to "melt" 
rightly- packed pulses together, thus 
costing them their identity. 

It works out that both time multi-
plexing and frequency multiplexing re-
quire about the same bandwidth. Since 
the filters of frequency-division sys-
tems cannot be made perfect, a guard 
band must be left between channels to 
prevent interference. Noise and delay 
distortion interfere with the trans-
mission of very short pulses, so that 
they too require operating margin, per-
haps a "guard" time interval. Even 

so, 120 channels might be time-multi-
plexed by using samples not much 
briefer than one microsecond, provided 
that good synchronization is main-
tained between both ends of the chan-
nel. 

Pulse Code Modulation 

Transmission of such brief pulses 
presents no particular difficulty over 
radio, but is considerably more difficult 
over cable. The very high frequencies 
involved cause high crosstalk coupling 
between adjacent cable pairs. Since 
each pulse represents an amplitude 
sample, crosstalk tends to change the 
amplitude of the samples, thus distort-
ing or destroying the message. 
A happy solution to this problem is 

provided by pulse code modulation, a 
method of converting variable-ampli-
tude signals to digital form. ( See 
DEMODULATOR. pine. 1959). In this 
method of modulation, the amplitude 
range of a signal is divided into a dis-
crete number of steps ("quantized.'), 
and a code combination is assigned to 
each step. If the code is a binary code, 
that is, a code having only two states 
such as mark and space, the transmis-
sion is extremely resistant to noise or 
crosstalk interference, much more so 
even than frequency-modulated signals. 
The price paid for this noise advan-
tage is increased bandwidth. 
The greater the number of ampli-

tude values or steps to be recognized 
and transmitted, the greater the num-
ber of code elements or digits that 
must be transmitted for each sample. 
Since a code combination is used to 
represent the value of each sample, the 
number of individual values must be 
limited, or else the code becomes too 
long and cumbersome. Accordingly, 
each code combination is assigned a 
range of values. Naturally, the greater 
the number of these steps, the smaller 
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the amplitude range that each must 
cover, and the truer the reproduction 
of the original signal. 

If a binary code is used, the number 
of amplitude values which may be dis-
tinguished is 2", where n is the num-
ber of digits required for each sample. 
Thus, a five-digit code can represent 25 
or 32 amplitude levels, and a six-digit 
code permits 64 levels. In addition to 
achieving greater fidelity in reproduc-
ing the original signal, each additional 
digit provides a 6-db noise advantage, 
but increases bandwidth in proportion 
to the total number of digits. For in-
stance, a four-digit pulse code could 
convey sixteen different amplitude 
values of a signal, but would require 
four times the bandwidth of an ampli-
tude-modulated transmission. However, 
it could tolerate 24 db more noise for 
a given freedom from error. Similarly, 
a seven-digit code would tolerate 42 db 
more noise than an AM signal, could 
transmit 128 different levels, but would 
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require seven times the bandwidth. By 
contrast, it is interesting to note that 
an FM transmission must double band-
width for each 3-db noise improve-
ment. Therefore, to obtain a 6-db im-
provement, an FM transmission re-
quires four times the bandwidth of an 
AM transmission. To match the 30-db 
noise advantage of a five-digit pulse-
code transmission, FM would require 
21/5 times the bandwidth of PCM, an 
increase of more than 200 times! 
The tremendous ability of PCM to 

overcome noise and crosstalk interfer-
ence has suggested the possibility that 
a PCM system could be designed that 
would actually reduce frequency occu-
pancy. Channels could be stacked to-
gether without the guard band so nec-
essary in most other modulation meth-
ods. Due to the ability of PCM to 
overcome interference, channels might 
even overlap to a certain extent. PCM's 
ability to overcome noise is dramatic-
ally illustrated in Figure 3. 

AMPLITUDE MODULATION PULSE CODE MODULATIC 

Figure 3. Comparison of transmission by amplitude modulation and pulse code 
modulation. Both transmissions were made under identical conditions of noise 
and transmitting power (4 db signal-to-noise ratio). Improved transmission by 

PCM is obtained at expense of bandwidth. 
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Figure 4. PCM transmission conveys information by presence or absence of 
pulses, not by pulse shape. Distortion and noise is eliminated by regenerative 
repeater if it can accurately detect presence or absence of pulses. Reconstructed 

pulses are synchronously generated to avoid timing errors. 

New Pulses for Old 

One of the most appealing qualities 
of PCM is that by using repeaters 
which regenerate the code pulses, mes-
sages can be sent any distance, through 
any number of repeaters, without ac-
quiring any additional distortion or 
noise whatsoever. A 3000-mile call 
would be just as clear and noise-free 
as a call to a neighbor. All calls would 
have a standard quality and the dis-
tinction between -toll quality" and 
local or trunk quality equipment would 
disappear. 

Since message information is car-
ried by the presence or absence of 
pulses, rather than by their shape, re-
generative repeaters eliminate the re-
lentless addition of noise and distor-
tion which characterizes all other trans-
mission methods. A regenerative re-
peater detects only the presence or ab-
sence of the distorted pulse and re-
places it with a new pulse having the 
same shape and timing as the one 
originally transmitted. Repeaters must 
be spaced close enough that no pulses 

are so obscured by noise or distortion 
that they cannot be detected accurately 
and regenerated. 

Electronic Switching 
One of the most Important factors 

stimulating interest in time sharing and 
PCM is their extreme compatibility 
with electronic switching. The devel-
opment of semiconductor components 
having very high reliability and con-
suming only tiny amounts of current, 
show the way toward far better and 
faster service, even while reducing the 
size and cost of switching equipment. 
Military communications systems for 
tactical use already employ electronic 
switching centers, and several proto-
type electronic exchanges are going 
into commercial service. 
Most electronic switching centers 

use the principle of time sharing. Con-
ventional switching methods require 
that an interconnection be provided 
for every possible combination of sub-
scriber's lines and trunk circuits, as 
diagrammed in Figure 5. Note that 45 
crosspoints are required to permit any 
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one of the nine telephones to be con-
nected to any one of the five trunk cir-
cuits. 
An electronic switching network 

may employ a "memory" to avoid the 
need for the crosspoints. Instead of 45 
crosspoints, only fourteen "gates" are 
required. In effect, the memory repeat-
edly scans the gates representing the 
nine telephones and the five trunk cir-
cuits. Each telephone is assigned a 
specific "time" in each scan. To make 
a connection between telephone "4" 
and trunk "B:' for instance, the mem-
ory has only to open the gate repre-
senting trunk B at the regular time 
that gate "4" opens. It is this recur-
rent switching that makes the combi-

III- A 

GATE 
TIME 

CLOCK 

I I 

I MT 

I 2 3 5 6 7 8 9 

Figure 5. Physical switching requires 
45 switches in this example. Electronic 
system uses only 14 "gates", opened 
and closed at correct instant by elec-

tronic "memory." 

nation of time-division multiplex and 

electronic switching so compatible. 
Since certain identical functions, such 
as synchronization and pulse genera-
tion, are required by both, an inte-
grated system would provide substan-
tial savings in equipment and per-
formance over similar systems in which 
multiplex and switching were provided 
separately. 

The Bell Laboratories Record specu-
lates that we might "... some day 
have a 'super' transmission plan based 
largely on PCM techniques. Fairly 
small numbers of PCM channels might 
be assembled into larger and larger 
groups in coaxial cables, and finally 
combined for transmission over ' back-
bone' waveguide routes at information 
rates perhaps as high as a trillion bits 
per second. This large capacity would 
include thousands of telephone con-
versations, many channels for data, 
teletypewriter, and other special serv-
ices." 

Despite the special advantage of 
these new methods, it is not likely that 
there will be any sudden change in 
the switching and multiplexing meth-
ods now used in telephone systems. 
New methods will be introduced grad-
ually, in such a way as to be fully 
compatible with existing plant and 
transmission methods. 

An excellent example of how new 
methods may be introduced on a fully 
compatible basis is the time-division 
signaling used in the new Type 81A 
Exchange Carrier equipment. Time-
division signaling is used in order to 
reduce the complexity of channelizing 
equipment, thus increasing reliability 
and reducing the space required for 
each system. Each of the 24 channels 
is assigned a specific "time slot" for 
signaling. When an individual channel 
has a signal to transmit, such as a dial 

52 



OSCILLATOR 

AND 

TIMING 

PULSE 

GENERATOR 

SERIALIZING 

TIME - DIVISION) 

LOGIC NETWORK 

LOCAL SIGNALING 

LEADS 

FM 

XEYER 

II I 
EXCHANGE 

TRUNK 

Figure 6. Type 81A Exchange Carrier system employs time-division for signal-
ing. Each local line is assigned its own "time slot." Local signals from all 24 

telephones are carried in special binary FM signaling channel. 

pulse or ringback signal, a signaling 
pulse is transmitted only during the 
time assigned that channel. All 24 
channels are scanned 500 times a sec-
ond, and the resultant signal pulses 
are transmitted over a single FM binary 
signaling channel on a frequency slight-
ly above the baseband. Since the fastest 
dial pulsing rate that might be trans-
mitted over this system is about 20 
pulses per second, each dial pulse is 
scanned at least 25 times, and a signal-
ing pulse is transmitted on each scan. 

Should a noise -hit" on the line destroy 
two or three scanning pulses at the be-
ginning or end of a dial pulse, the worst 

that happens is that dial pulse bias is 
changed momentarily. If the noise hit 
occurs in the middle of a dial pulse, 
nothing at all happens to the signal. 

This approach considerably reduces 
the amount of equipment devoted to 
signaling in the sytsem. Although the 
common equipment is somewhat more 
elaborate, each channel requires fewer 

components and less space. The use of 
simple logic circuits and highly re-
liable semiconductor components, in 
the fashion of modern computers, pro-
vides a high degree of reliability which 
is in keeping with the best telephone 
industry traditions. • 
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The Difficult Problem 

of 

Exchange Trunk Carrier 

In most fields of endeavor, progress or improvement is measured in 
terms of increasing values and larger numbers. Aircraft fly faster, missiles 
soar farther; radio transmitters increase in power and antennas become 
ever larger. 

One group of engineers, at least, is working hard to reverse this trend 
toward larger numbers. Their project is to produce a carrier system for 

transmitting messages shorter distances than any other carrier system has 
been designed for. The problem is greater than it sounds. 

Carrier was invented to save money. 
The first telephone circuits were simple 
loops, joined at a common office. As 
the telephone came into greater use, 
local offices were connected together by 
special circuits called imnks, and which 
were not associated with any particular 
customer's telephone. The main differ-
ence between loops and trunks is that 
loops are always associated with a 
specific customer (or small group of 
customers), while a trunk serves any or 
all the customers, in turn. 
The first telephone and telegraph 

messages were transmitted over metallic 
wires, each wire or pair of wires carry-

ing one message circuit or channel. It 
wasn't long before ways were discovered 
for obtaining additional channels on the 
same wire by so-called phantom and 
simplex arrangements. However, only 
a very limited number of additional 
channels could be obtained in this way. 
More circuits required additional wires, 
and these became quite expensive as dis-
tances increased. 
The problem was relieved by the de-

velopment of carrier systems which per-
mitted many different message channels 
to be transmitted over a single pair of 
wires. Because carrier equipment may be 
quite complex, it was economical only 
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on long circuits, where the cost of addi-
tional wire or cable exceeded the cost 
of the carrier equipment. In addition to 
providing more channels over existing 
paths, carrier was found to provide a 
superior transmission quality. 

Carrier Economics 
l'or very long transmissions, many 

repeaters are required, and these have 
the characteristic of amplifying distor-
tion and exaggerating small variations 
in level, as well as amplifying the mes-
sage. Thus, the longer the system the 
greater the care required in regulating 
levels and reducing distortion. For this 
reason, carrier equipment designed for 
toll or "long haul" service tends to be 
quite elaborate and relatively costly. 

For shorter distances, the same com-
plex terminal equipment may be too 
expensive. Furthermore, shorter systems 
don't need all the features found in a 
long system. Regulation need not be so 
strict, and somewhat more noise contri-
buted by the carrier equipment can be 
tolerated. This allows some cost reduc-
tion and permits the system to be com-
petitive with wire or cable over shorter 
spans than possible with toll carrier 
equipment. 

Even if carrier equipment is stripped 
of some of its refinements for short haul 
use, there is a limit as to how far this 

Figure 1. Only 20% 
of Bell System trunks 
exceed 15 miles, even 
with long toll circuits 
included. About 94% 
of all other trunks in 
U.S. are shorter than 

15 miles. 
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can be extended. Under no circum-
stances can the quality or reliability of 
the equipment be reduced. Components 
and mechanical construction must be no 
less dependable than in the finest toll 
system. Thus, the cost of carrier systems 
cannot be reduced in direct proportion 
to their length. There is always a certain 
minimum cost for terminal equipment, 
no matter how short the system may be. 
By contrast, the cost of wire or cable 
circuits is almost directly proportional 
to their length; a two-mile cable circuit 
costs almost exactly half as much as a 
four-mile circuit. 
As recently as 1957, the Chief En-

gineer of the American Telephone and 
Telegraph Company stated that it was 
difficult to "prove in" carrier systems at 
distances below about 15 miles, al-
though he expected that the rising cost 
of outside plant and the ingenuity of 
carrier system designers would eventual-
ly reduce this distance. 

There is considerable incentive for 
reducing the economic prove-in distance 
below 15 miles. As shown in Figure 1, 
80% of all trunk circuits in the Bell 
system are less than 15 miles long. In 
the independent telephone companies 
and the General Telephone System, 
94% of all trunks are less than 15 miles 
long! New concentrations of business 
and commerce in large cities, and the 

5 10 20 30 50 100 400 1000 5000 
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continued shift of the population from 
the city to suburban areas is expected to 
maintain—or even increase—the pre-
ponderance of shorter trunk circuits. 

Better Transmission 
Aside from considerations of cost, 

carrier offers many transmission ad-
vantages over voice-frequency circuits. 
On spans which are too short to require 
repeaters, loss will vary with circuit 
length and the gauge of cable or wire 
that is used. As a result, there may be 
considerable level variation between 
circuits. This is particularly undesirable 
if these circuits interconnect with toll 
offices. Although voice-frequency re-
peaters provide a means of controlling 
transmission levels, this may be their 
only justification on short trunks. Not 
only does carrier provide this same con-
trol over loss, permitting transmission 
level to be independent of the length or 
nature of the circuit, but it also provides 
many additional high-quality circuits at 
low cost. 
A special advantage of modern ex-

change carrier is its flexibility in ex-
panding plant to meet new demand. 
As cable circuits become fully utilized, 

Figure 2. Typical 
manhole in metropol-
itan area. When all 
cable ducts become 
filled, additional cir-
cuits may be obtained 
by adding new con-
duit, replacing old 
cable with finer 
gauge, or by using 

carrier. 

carrier channels can be added one by 
one to meet demand. This provides a 
means for orderly expansion even in 
areas where demand is much greater 
than expected. The cost of expansion 
can be spread out over a long period of 
time, since channelizing equipment may 
be purchased only when needed. By 
contrast, cable expansion requires the 
entire expenditure to be made at one 
time. 

Since growth of facilities is largely 
controlled by available capital, compara-
tive costs usually determine the method 
used for obtaining additional circuits. 
An exception may occur in large cities 
where telephone cable and other utilities 
must be buried underground in con-
duits. As demand for service has in-
creased, conduits may have been filled 
to capacity. When this occurs, streets 
may have to be opened, and new conduit 
added. Some cities sharply restrict how 
often this may be done, and other 
measures must be found. Often, large-
gauge cable is replaced with smaller-
gauge cable, thus increasing the number 
of circuits available in the limited space. 
While this affords a temporary solution, 
it cannot be continued indefinitely be-
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cause the smaller cable degrades trans-
mission. Eventually, more conduit and 
cable must be installed, or additional 
circuits must be obtained by using car-
rier. Under these circumstances, even 
toll carrier may provide a relatively 
economical solution. It is not an opti-
mum solution, however, since the re-
finements usually built into toll carrier 
may not be removable, yet they require 
space, power, and increased investment. 

More typical is the situation in 
suburban areas and between small 
towns. Aerial cable is almost universally 
used for trunks between exchanges and 
switching offices. Unlike underground 
cable which must be installed in con-
duit, there is little problem in adding 
circuits as demand grows, particularly 
with the newer, light-weight cables. 
Even though the cost of cable and voice-
frequency repeaters varies in almost 
exact proportion to the distance, some 
sort of trunk terminating equipment is 
required at each end of the cable cir-
cuits, and this cost is independent of 
trunk length. Carrier systems are usually 
competitive only when they can pro-
vide the additional channels at a cost 
lower than the cost of new cable and 
its accessory equipment, other factors 
being equal 

Economic Design 
Since cost considerations dominate 

the use of exchange carrier, the design 
engineer must find some way of resolv-
ing the conflict between cost and keep-

Figure 3. Many exchange trunks 
use aerial cable. Here, 81A carrier 
repeaters share pole with older 
loading coil pots. Most short-haul 
carrier systems are designed for 
6000-foot ("H") spacing of repeat-
ers, same as most voice-frequency 

loading. 

ing the carrier equipment fully ade-
quate. Several approaches to solving this 
problem are always open. 
One is to eliminate the need for addi-

tional expenditure in central office 
equipment. Following this approach, 
well-designed exchange trunk carrier 
systems eliminate the need for addi-
tional trunk circuit repeaters which ex-
tract signaling and supervisory informa-
tion from the two-wire transmission 
path. This function should always be 
incorporated into exchange trunk car-
rier equipment. 

Another approach for resolving the 
conflict requires new techniques, ad-
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Figure 4. Improved mechanical 
design concept and complete tran-
sistorization permits unusual space 
economy in the 81A system. Single 
11 1/2 foot rack holds 96 channels, 
complete with carriersuppl, 

power supply, and all trunk 
signaling. 

vances in the state of the art. Since the 
end of World War II, there have been 
an abundance of these. The invention 
and development of the transistor and 
its related family of semiconductors is 
one of the most significant. The new 
carrier system designs now appearing 
avoid the use of electron tubes, and by 
so doing achieve reliability of a sort 
rarely available with electron tubes. 
New methods of assembly and 

mechanical construction have appeared 
which are particularly suitable for tran-
sistors, and which not only decrease 
costs, but actually improve reliability 
and serviceability of equipment ( See 
DEMODULATOR, JUNE. 1960. Such 
state-of-the-art improvements, however, 
are not restricted to short-haul carrier, 
but improve all carrier systems. 

Specialized Design 
Another approach, and one that is 

particularly appropriate for short-haul 
carrier, is that of specialization. Under 
this concept, quality is not compro-
mised, but every design decision is based 
on achieving the desired performance 
under the special conditions for which 
the system is intended. Instead of seek-
ing versatility and broad capabilities, 
the designer concentrates on doing the 
limited task particularly well — and 
economically. 
Many engineering factors can be 

varied to achieve savings without los-
ing quality. The type of modulation 

ele4e2:11: 
1111 Imin 

• 

used is one such factor. Three types of 
modulation are used almost exclusively 
in frequency - division carrier: ( 1) 
single-sideband, suppressed-carrier, ( 2) 
double-sideband, suppressed-carrier, 
and ( 3) double-sideband, transmitted-
carrier. Toll carrier almost invariably 
uses single-sideband, suppressed-carrier 
modulation in order to carry as many 
channels as possible in the available 
bandwidth. When the carrier is sup-
pressed, common amplifiers can accom-
modate more channels before overload-
ing and increased non-linear distortion 
become likely. This is of dubious ad-
vantage in short-haul systems because 
these systems don't need to transmit 
very many channels over one facility. A 
carrier channel unit must be more com-
plex and costly if the carrier is sup-
pressed, and this is more of a handicap 
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Figure 5. Economic prove-in curves for 81A Exchange Trunk Carrier System as 
compared with several commonly used types of cable. Cable costs show total in-
stallation and material, based on average value of 130% of material, and include 
negative impedance repeaters or trunk repeaters suitable for distance indicated. 
Carrier costs include all equipment, suitable repeaters, and installation based on 

140% of equipment cost. 

to a short-haul system than to a toll 
system. 
An additional difficulty which af-

fects cost and complexity, is that when 
the carrier is suppressed at the trans-
mitting end, it must be re-inserted at 
the receiving end. This requires very 
close control of carrier frequencies at 
both ends. In the case of single-side-
band, all carrier frequencies should be 
within a few cycles per second of each 
other. The problem is much greater for 
double - sideband, suppressed carrier. 
The transmitting carrier (which is sup-
pressed) and the carrier which is re-
inserted at the receiver must be locked 

in phase as well as frequency. Should 
these get out of synchronism by as much 
as 90° (1/4 cycle), severe distortion re-
sults. 

Although there are various ways of 
coping with these problems, the solu-
tions require a more complex system, 
one which may be more difficult to 
maintain. Because of the additional 
complexity, there are more chances of 
failure, since more parts and more 
functions are required to do the same 
job. 

Both single-sideband, suppressed-car-
rier, and such modulation methods as 
phase or frequency modulation are use-
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ful in extending or lengthening systems, 
but are less practical for short-haul sys-
tems, because their advantage in over-
coming noise or interference is less 
needed. Again, the additional complex-
ity adds unnecessary cost both in the 
initial investment and in future main-
tenance. In general, the simplest design 
that will provide the desired perform-
ance is to be preferred. 

Another engineering factor that can 
be manipulated in designing carrier 
systems is the distribution of functions 
between common equipment and chan-
nel equipment. If the system is to have 
more than just a few channels, it is more 
economical to reduce the channelizing 
equipment and add to the common 
equipment. The traditional argument 
against this is that the operation of all 
channels depends on the reliability of 
the common equipment. However, in 
very short-haul applications, it seems 
preferable to perform as many functions 
as possible with common equipment in 
order to reduce complexity and costs of 
channel units. Failure of the common 
equipment is of relatively less conse-
quence on short trunks than it would be 
on long-distance trunks where more 
costly transmission mileage would be 
tied up and a much greater percentage 
of the total communications network 
involved. 
Of course, as much care as possible 

must be taken in designing common 
equipment, in order to eliminate as 
many chances of failure as possible. For 

instance, active devices, such as electron 
tubes, are more likely to fail than such 
passive devices as diodes, capacitors, and 
the like. Thus, common equipment (or 
any equipment) will tend to be more 
reliable if it accomplishes its duties with 
passive devices rather than active de-
vices. The allocation of duties between 
common equipment and restricted 
equipment such as channel units, and 
between active components and passive 
components, requires some of the most 
sophisticated and knowledgeable en-
gineering design to be found in carrier 
communications. 

Conclusions 
The art of specialization of equip-

ment design is really a form of refine-
ment. The resulting equipment achieves 
great efficiency in its assigned task, but 
at the cost of reducing the variety of 
tasks for which it is suited. In this re-
spect, it may be likened to the relation-
ship between a general-purpose carving 
knife and a surgeon's scalpel. Although 
the scalpel will never replace the carving 
knife, it is much to be preferred for its 
special task! 
The recent appearance of modern 

short-haul carrier systems, such as the 
Lenkurt Type 81A, which proves-in 
against aerial cable at distances less than 
five miles (see Figure 5), is a step for-
ward in improving transmission quality 
and providing a tool with which tele-
phone companies can provide better 
service at lower cost. • 
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COORDINATION BETWEEN 

CARRIER SYSTEMS 

When two or more carrier systems must share the same cable or 
open wire transmission path, they may interfere with each other, causing 
increased crosstalk and noise in both. Although this may be reduced by 
suitable design of the carrier equipment, increased crowding of trans-
mission facilities may bring together systems having characteristics which 
increase interference. This article discusses how interference between 
systems occurs, the nature of the interference, and ways of reducing it. 

An ideal communication circuit 
would be so very clear and free from 
noise or interference that it would seem 
as though the talker were in the next 
room—or even face-to-face. In the case 
of data circuits, this freedom from in-
terference would eliminate all errors at 
any transmission speed. 

Unfortunately, the ideal case never 
prevails, and communications circuits 
are always subject to interference from 
many sources. One of the more serious 
problems is the mutual intereference 
which may occur between carrier sys-
tems sharing the same transmission 

When signals of any type are trans-
mitted over wire or cable, some of the 
energy from the signal is coupled into 
adjacent pairs, where it may appear as 
crosstalk or noise. The degree of inter-
ference which occurs is directly related 
to the coupling between the pairs and 

certain transmission characteristics of 
the two interfering systems. These in-
clude relative transmission levels, fre-
quency plans, and the type of modula-
tion used. 

Although various measures such as 
open-wire transpositions and the use of 
variable-pitch twist in cable* pairs re-
duce the coupling between pairs, they 
do not eliminate it altogether. One way 
of controlling the mutual interference 
is by using auxiliary devices such as 
compandors which reduce the apparent 
effect of interference without actually 
diminishing the transfer of signal 
energy from one system to the other. 
Since this approach is largely psycho-
logical, it is ineffective in telegraph or 
data transmission. 

*For convenience, most subsequent refer-
ences in this article will be to transmission 
over cable. However, it should be under-
stood that the discussion applies just as well 
to open wire. 
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Coordination of Levels 
Interference between two systems is 

directly proportional to the difference 
in the operating levels of the two. If 
the signal level in the disturbing circuit 
is high, the crosstalk will tend to be 
high, on a db-for-db basis. For instance, 
if circuit A operates at a level 10 db 
higher than circuit B, crosstalk from A 
will appear in B 10 db higher than if 
the operating levels were equal. How-
ever, intereference from B will be 10 db 
lower. 

It is important, therefore, that sys-
tems operating between the same two 
points maintain the same nominal trans-
mission levels, and this level coordina-
tion should be maintained at all points 
along the line. If a system joins an-
other at an intermediate point between 
terminals, the transmission level of the 
entering system should be adjusted to 
correspond to the levels of the other 
systems in the cable. 
Where cables with mixed wire gauges 

are employed, the difference in attenua-
tion characteristics may require a special 
"compromise" in operating levels in 
order to minimize level differences. For 
instance, one signal is carried on a 22-
gauge pair and another on a 19-gauge 
pair, the signals transmitted over the 
22-gauge pair will be attenuated more 
rapidly than those on the 19-gauge pair. 
In such cases, it is generally necessary 
to reduce the transmitting level of the 
system on the 19-gauge pairs by half the 
attenuation difference between the two. 

Frequency Coordination 
The above techniques—reduction of 

coupling between pairs, use of corn-
pandors, and coordination of operating 
levels—can be used to minimize cross-
talk and interference in most types of 
systems, including those which operate 
only at voice frequencies. When carrier 
systems share the same cable, however, 
interference can be further controlled 

by proper selection of frequency alloca-
tions and type of modulation. Since 
each carrier channel occupies its own 
small frequency band, it is vulnerable 
only to interference which falls within 
that band; other interference is rejected 
by the carrier filters which separate one 
channel from another. 

Even the weighting characteristics of 
the instruments used in the communica-
tions system may have an important ef-
fect in reducing crosstalk. As shown in 
Figure 3, weighting characteristics and 
channel filters effectively " reshape" the 
frequency distribution of energy enter-
ing the system. The desired messages 
transmitted over the system are also 
altered, but because they are received 
at a much higher level than interfering 
energy, this shaping has less effect on 
clarity and intelligibility. Note that the 
most important frequencies for intel-
ligibility lie between 800 and 1500 
cycles per second, while most of the 
energy present in speech is concentrated 
between about 200 and 500 cps. Part D 
of Figure 3 represents the equivalent 
signal that is transferred from the "dis-
turbing" system into the "disturbed" 
system. 

Figure 4(A) illustrates the trans-
mission or frequency response char-
acteristics of the "disturbed" carrier 
channel. If the frequency allocations of 

o 
D 
2 > 
(f) 
Z 

INCREASING DISTANCE 

LARGE-GAUGE PAIR 

Figure 1. Where two systems experi-
ence different attenuation rates, "com-
promise" reduces maximum level 
difference. Equal transmission levels 
would result in much greater difference 

at receiving end. 
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Figure 2. Frequency allocations of several typical cable carrier systems. Note 
that frequency allocations differ from system to- system. Interference can occur 
when channel frequencies coincide. Systems at upper left use carrier frequencies 
and operating levels designed to minimize interference, and Panhandle LN and 

W.E. "N" operate end-to-end. 

the two interfering carrier systems are 
the same, the disturbing energy will 
appear in the disturbed channel with 
the relative magnitude shown in Figure 
4 ( B) , after having undergone attenua-
tion by channel filters and weighting 
characteristics of the telephone equip-
ment. 

Frequency Inversion 

An important technique for reducing 
interference between systems is the use 
of frequency inversion between systems 
operating in the same basic channel fre-
quencies. This is possible when single-
sideband modulation is used, if one sys-

tem transmits the upper sideband of 
each channel carrier, while the other 
system transmits only the lower side-
bands. In addition to affecting intel-
ligibility of the crosstalk, this reduces 
the energy coupled into the disturbed 
system significantly, by shifting energy 
peaks of the interfering signal to new 
locations on the transmission character-
istic where there is more attenuation. 
Figure 4(C) shows the resulting energy 
spectrum when the disturbing signal 
diagrammed in Figure 3(D) is in-
verted in frequency and passed through 
the channel having the characteristics 
of Figure 4(A). Since most of the 
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Figure 3. Typical power spectrum 
of speech and how it is affected by 
channel filter and instrument char-
acteristics. Part (D) shows resulting 

spectrum of disturbing signal. 

disturbing energy lies in the vicinity of 
1000 cps, it is sharply reduced by the 
relatively high attenuation introduced 
by the transmission characteristic of the 
disturbed channel. In practical systems 

which use this method to reduce inter-
ference ( Lenkurt 33A and 45A, and 
Western Electric C and J open-wire 
carrier systems, for instance), a reduc-
tion in interfering energy of about 3 db 
is realized. 

Frequency Staggering 
Another technique that successfully 

reduces interference between two sys-
tems is to shift the carrier frequencies 
relative to each other. Like frequency 
inversion, the interfering energy may 
be made to fall outside the pass-band 
of the disturbed channels. Figure 5(A) 
shows the energy distribution of inter-
ference when the disturbing channel 
carrier is shifted 1000 cps higher in 
frequency than the disturbed channel. 
When the disturbing channel frequen-
cies are shifted 1000 cps lower than 
the disturbed channel, the interference 
appears as shown in Figure 5(B). 
Further shifts would result in even more 
improvement, but for the presence of 
adjacent channels. As channel carrier 
frequencies are shifted further, the dis-
turbed channel begins to pick up energy 
from two channels, and interference 
increases with further shifting. 
An additional benefit is gained by 

channels used for conversion. When 
channel frequencies are inverted or 
shifted in frequency 1000 cycles or 
more, the crosstalk becomes unintel-
ligible. Although the same amount of 
interference energy may be present, it 
is less disturbing to talkers. Subjective 
tests reveal that unintelligible crosstalk 
can be as much as 3 db higher in level 
than unintelligible crosstalk to produce 
the same disturbing effect. Thus, fre-
quency inversion can yield a total im-
provement of about 6 db, while stagger-
ing of carrier frequencies can produce 
even more improvement, depending on 
the nature of the disturbing signal and 
the transmission characteristics of the 
disturbed channels. 
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In the case of pulse transmission such 
as digital data or telegraph, "intelligi-
bility" is not a factor, and interference 
is strictly a function of the amount of 
energy coupled into the disturbed cir-
cuit, and its frequency. If the data is 
transmitted over a single frequency as-
signment within a voice channel ( as in 
certain types of "switched data" trans-
missions), the use of frequency in-
version or staggering may be sufficient 
to cause the disturbing tones to fall out-
side the pass-band of the data receiver 
channel filter. However, where several 
data channels are transmitted in a single 
voice channel, frequency inversion and 
staggering may merely transfer the in-
terference from one data channel to 
another. In such a case, a reduction of 
interference results only when the inter-
fering tones fall outside the pass-band 
of the voice channel filter. 

It is important to make sure that the 
frequency allocations of two systems 
which share a cable are not staggered 
in such a fashion that at one terminal 
the high level transmission of one sys-
tem coincides in frequency with the 
much weaker incoming signal of the 
other system. This creates the maximum 
possible difference in levels, since the 
transmitted signal is at its strongest and 
the received signal is at its weakest. 
Assuming that both cable pairs are of 
the same gauge and that both systems 
operate at the same nominal trans-
mitting level, near-end crosstalk will be 
increased by the transmission loss of 
the path. 

Single-sideband Versiis 
Double-sideband 

In order to simplify and reduce the 
cost of terminal equipment, some car-
rier systems employ double-sideband 
amplitude modulation, in which the 
carrier and both sidebands are trans-
mitted. Most of the power in such a 
signal is in the transmitted carrier. Even 

at 100% modulation, the carrier has 
twice the power of both sidebands to-
gether. Carrier power remains constant 
regardless of modulation, while side-
band power will vary directly with the 
degree of modulation. 

If such a signal is staggered in fre-
quency from another, so that the carrier 
frequency falls within the pass-band of 
another channel, it will create inter-
ference in the form of a tone, the fre-
quency of which will be determined by 
its relative location in the disturbed 
channel. For this reason, 
are designed to operate 
cable with other systems 

systems that 
in the same 
which trans-

ATTENUATION 

IN DISTURBED SYSTEM 
DUE TO WEIGHTING 

AND CHANNEL FILTER 

30 dA ABOVE , 

30 INVERTED 
.3A ABOVE 

RESULTANT 
DISURBANCE WITH 

, REOLIENCY INVERSION 

Figure 4. Characteristics of disturbed 
channel and how it reduces interfer-
ence. (C) shows improvement due to 

frequency inversion. 
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mit the carrier almost invariably em-
ploy the same carrier frequencies. 

In most single-sideband systems, one 
sideband and the carrier are eliminated, 
so that the transmitted signal power will 
depend entirely on the modulation of 
each channel. Only when one or more 
channels are modulated is power trans-
mitted over the line. Thus, the inter-
ference caused by such a system will 
vary with the modulation characteristics 
and the operating levels used, and this 
will vary with the individual types of 
equipment. 
When double-sideband systems are 

used in the same cable with single-
sideband systems, the double-sideband 
(DSB) systems are inherently less sus-
ceptible to interference than the single-
sideband (SSB) systems, other factors 
being equal. Assuming that there is no 
frequency staggering or inversion, only 
one sideband of the double-sideband 
transmission will be coupled into the 
SSB channel, so that the resulting cross-
talk will be directly proportional to the 
difference in the levels of the two—the 
same as between two SSB systems. 
When a DSB signal is demodulated, 

the voltage of the two sidebands add in 
phase to yield an effective increase in 
level of 6 db. Thus an interfering SSB 
signal produces interference in a DSB 
channel 6 db weaker than in another 
SSB channel. 

Even when two SSB channels inter-
fere with a single DSB signal, one into 
each sideband, the two interfering 
channels have no coherent phase rela-
tionship, and so add on a power basis 
rather than on a voltage basis. This 
results in a 3-db increase in interfering 
energy, which is still effectively 3 db 
lower than the DSB signal. 

Other Modulation Methods 

Although single-sideband and 
double-sideband modulation are the 
most widely used means of transmitting 

multiple channels, other methods are 
sometimes used. For instance, frequency 
modulation may be used to reduce the 
need for level regulation, or to seek an 
improvement in noise performance. 
Ideally, FM is insensitive to amplitude 
variations and should achieve better 
noise performance than amplitude-
modulated signals such as SSB and 
DSB. This improvement is actually 
achieved only with a relatively high 
modulation index or deviation ratio; 
that is, when the frequency deviation is 

Figure 5. Interference between two 
SSB channels when (A), disturbing 
signal is 1000 cps above disturbed 
channel; (B), disturbing channel is 
1000 cps below disturbed channel; (C), 
disturbing channel is 2000 cps below 

disturbed channel. 
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Figure 6. "Directional" coordination 
is important in reducing interference. 
Identical allocations should be used at 
same location whenever possible, as at 
A and B. Unavoidable use of East and 
West terminals at C may require spe-
cial treatment, such as using separate 

cables to junction. 

several times as great as the highest 
modulating frequency. Because wide 
deviation rapidly "uses up" the fre-
quency spectrum available for transmit-
ting the signal ( thus sharply limiting 
the number of channels that can be 
accommodated), most FM systems re-
strict the modulation index to little 
more than unity. The result is that noise 
performance is essentially equal to that 
of a conventional DSB system. Al-
though most noise and interference are 
amplitude- varying phenomena which 
the FM receiver should eliminate, prac-
tical deficiencies of the receiver limiters 
allow some interference to pass. 
When no modulation is present, the 

carrier of the FM channel may appear 
as an interfering tone in other channels 
which take in the FM carrier frequency. 
This source of interference is reduced 
when the channel is modulated, because 
of the distribution of carrier power into 
the sidebands. 

Interference from FM sidebands is 
very much like that from frequency- in-
verted SSB channels, unintelligible but 
proportional to the amount of energy 
present within the pass-band of the dis-
turbed channel. Unlike AM sidebands, 

however, the energy distribution across 
the band will vary from instant to in-
stant in a way that is not proportional to 
the energy distribution of the modulat-
ing signal, but changes as carrier energy 
is distributed into farther sidebands 
with increase in modulation level. 
PCM or pulse code modulation mul-

tiplex systems introduce special prob-
lems of coordination with other sys-
tems. Practical PCM systems transmit 
pulses at a very high rate — about 11/2 
million per second. The minimum 
bandwidth required for transmission at 
this rate is nearly 1.0 mc, thus imposing 
a very severe transmission requirement 
on the cable pair. At the higher fre-
quencies which must be transmitted in 
PCM, coupling between pairs becomes 
very much greater than at the lower fre-
quencies which characterize SSB, DSB, 
or FM transmission. Although the 
basic nature of PCM usually permits 
adequate transmission under these con-
ditions, interference with other systems 
in the same cable becomes intolerable, 
unless they are also of the PCM type. 
Although PCM systems are inherently 
able to withstand 20 to 50 db more in-
terference than voice or carrier systems, 
the transmission of several systems over 
a single cable increases mutual inter-
ference so badly that a separate cable 
may be required for the return direc-
tion, in order to avoid near-end "cross-
talk" or interference which causes pulse 
transmission errors. 

Although equipment characteristics 
are extremely important in minimizing 
interference between systems, other fac-
tors, such as the way they are applied, 
the nature of the transmission medium, 
and the quality of maintenance can spell 
the difference between acceptable and 
intolerable performance. Such tech-
niques as pair selection, and even the 
separation of transmission facilities, 
might have to be resorted to in difficult 
cases. 
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LOAD CAPACITY 
of high-density multiplex systems 

Traffic over communications networks is 
gradually changing its character. Not only are 
the volumes of speech traffic rising to all-time 
highs but new types of traffic — particularly 
digital data appearing more and more 
frequently. This is placing a heavy burden on 
many of the high-density multiplex systems — 
those with several hundred or more voice chan-
nels— that handle this traffic. The effect is to 
gradually reduce the load capacity of these 
systems as the volume of data traffic rises. 
This article defines load capacity and shows 
what factors act together to affect it. The con-
sequences of overload are discussed, as well as 
the effect of both speech and data signals on 
total system load. 

• 
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W HAT is a 600-channel multi-
plex system? If this question 

were asked of people only lightly en-
gaged in communications work, the 
answers would probably be as varied 
as they were numerous. A typical an-
swer might be: "A 600-channel multi-
plex system is one that can carry 600 
voice-frequency signals simultaneously 
— one signal in each voice channel." 
This seems logical. Such a system does 
have 600 channels and each channel is 
capable of carrying a signal. Surpris-
ingly enough, this answer is almost 
never true. Few high-density systems 
can approach carrying signals simul-
taneously on all channels without being 
severely overloaded. Such an extreme 
capability is not required in most of 
these systems, since traffic will rarely be 

CARRIER 

1-4 M.. 12 -4 

CHAN CHANS 

CHANNEL BANK 

present in all channels at once. The 
traffic-handling capability, or load ca-
pacity, of a high-density multiplex sys-
tem, therefore, is based on the prob-
able signal load at the time of heaviest 
traffic, rather than the maximum load 
that could occur. 

Load capacity can be defined as the 
volume of traffic a system can handle 
without undue distortion or noise. The 
exact meaning of "undue" varies, de-
pending on the quality of service re-
quired, but generally it is the point at 
which interference seriously affects 
either the accuracy or the intelligibility 
of the transmitted information. 
Many factors act together to deter-

mine load capacity. The physical make-
up of the major circuit elements — am-
plifiers, modulators, and demodulators 
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Figure 1. Arrangement of the major active circuit elements in the transmit portion 
of a typical 600-channel multiplex system. Many elements are common to more 

than one voice-frequency channel. 
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— fixes the maximum signal load a 
system can handle. This factor is con-
stant in any system. The types and 
quantities of signals carried by a sys-
tem determine the total signal load. 
Some types of signals impose much 
heavier loads on multichannel systems 
than do others. Data and telegraph sig-
nals, for example, normally present a 
continuous load, while speech, which is 
quite sporadic, does not. If the number 
of channels carrying data or telegraph 
signals exceeds that which a system was 
designed to carry, then other voice 
channels may have to be disconnected 
from service to prevent overloading. 
This, of course, reduces the system's 
load capacity. 

Transmission requirements of a par-
ticular network also affect load capacity. 
These requirements set the levels of in-
put signals to a multiplex terminal and 
establish the maximum permissible 
noise level at the terminal output. If 
signals have to be applied at high 
levels, or if noise requirements are un-
usually stringent, then the load capacity 
may be effectively reduced. 

Speech is the predominant type of 
traffic in most multiplex systems. Con-
sequently, most systems are designed 
around the characteristics of speech sig-
nals and the statistics of telephone 
talkers. Allowance is usually made for 
signaling tones, pilot signals, carrier 
leak, and relatively small amounts of 
telegraph traffic. Probability has played 
an important part in arriving at a suit 
able load capacity for these systems. As 
stated previously, these systems are de-
signed to handle the probable signal 
load at the time of heaviest traffic, 
rather than the maximum load that 
could occur. Of course, there will be 
instances when the total load exceeds 
the design limitations. These instances, 
called the periods of overload, must 
not occur except for a small percentage 

of the time if a system is to provide 
adequate service. 

Effects of Overload 
A multiplex system allows several 

signals to be transmitted simultaneous-
ly over a single transmission medium. 
Most high-density systems use a fre-
quency-division form of multiplexing, 
where individual input signals are 
translated to separate positions in the 
frequency spectrum by means of am-
plitude modulation. The lower side-
band of the frequency-translated signal 
is usually transmitted, while the carrier 
and upper sideband are suppressed. 

In these systems, many voice chan-
nels are handled by common ampli-
fiers, modulators, and other active cir-
cuit elements. If a system were perfect, 
each of these elements would be com-
pletely linear, and a signal at the out-
put of any element would be a faithful 
reproduction of the input signal, with 
nothing added or taken away. For 
practical reasons these are ideals that 
are approached but never fully realized. 
All active elements are non-linear to 
some extent and induce a certain 
amount of distortion into the signal. 
In a well-designed transmission system, 
distortion is simply held to within 
limits that are acceptable to the user. 
Of all the active circuit elements in 

a multiplex system, multichannel am-
plifiers contribute the most distortion 
and are most likely to overload when 
input signals reach high levels. In a 
typical system these amplifiers may be 
common to anywhere from a few voice 
channels to several hundred, and have 
a frequency bandwidth of from several 
thousand to well over four million 
cycles per second. Over such a wide 
band of frequencies, amplitude re-
sponse and phase shift will not be uni-
form. Most amplifiers use negative 
feedback to improve linearity, but prac-
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tical considerations cause amplifier per-
formance to be somewhat less than 
ideal. 
When signals of different frequen-

cies are applied to an amplifier, the 
output contains not only the input fre-
quencies but an almost infinite number 
of other frequencies. Harmonics of the 
input frequencies appear in the output. 
In addition, an amplifier generates a 
great many intermodulation products 
including not only the sums and differ-
ences of the original input frequencies 
but also the sums and differences of 
their various harmonics. Since these 
products were not present in the orig-
inal input signals, they are the distor-
tion caused by the amplifier's nonline-
arity. The more nonlinear the amplifier 
the greater the power of the distortion 
products. 

As long as the amplifier is operated 
within its dynamic range, power levels 
of the distortion ( or intermodulation) 
products normally will be too low to 
interfere greatly with the original in-
put signals. Second-order products 
(A + B, A — B, 2A, and so on) will 
have the greatest amplitude, followed 
successively by third-order products and 
higher orders. However, with every 
1-db increase in rms ouput power, sec-
ond-order products increase in power 
by 2 db, third-order products by 3 db, 
and so forth. All products follow a 
power series increase until the power 
of the input signal reaches a certain 
critical point—the breakpoint of the 
amplifier. 

Above the breakpoint, second- and 
third-order intermodulation products 
quickly rise in power. But the biggest 
power rise is in higher order products. 
These products jump abruptly from 
very low levels to levels very near those 
of the .second- and third-order prod-
ucts. If the amplifier has a bandwidth 
of one octave or less, most even-order 
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Figure 2. Signal distortion in a multi-
channel amplifier. Below the amplifier 
breakpoint, modulation products fall-
ing within a channel bandwidth are at 
relatively low levels and do not signifi-
cantly interfere with the input signals. 
But above the breakpoint the magni-
tude of these products increases dra-
matically, causing excessive noise in 

the channels. 

products will fall outside the passband, 
and only the odd-order products fall-
ing within the passband greatly inter-
fere with the impressed signals. In a 
wideband amplifier both even- and odd-
order products may cause interference. 
Sizable disturbances may occur in nearly 
all channels handled by the amplifier. 
They appear not as distortion of the im-
pressed signals, but rather as a type of 
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noise whose level depends on the load 
in all channels. 
The breakpoint, therefore, defines the 

instantaneous load capacity of an ampli-
fier. The CCITT (International Tele-
graph and Telephone Consultative 
Committee) defines the breakpoint as 
the power at the output of an amplifier, 
at which a 1-db increase in input signal 
power causes a 20 db or more increase 
in power of the third harmonic. There 
are, however, a number of other defini-
tions. The breakpoint of a system de-
pends on the quality of service required. 
With speech, experience has shown that 
adequate service will be achieved if dur-
ing the busy traffic hour the sum of all 
periods of overload does not exceed 
more than 1 percent ( 36 seconds). 

Speech Loading 

The total load applied to a multichan-
nel amplifier is simply the sum of the 
loads in the individual channels. It 
might appear that the total speech load 
in an amplifier handling N number of 
voice channels is simply N times the 
load in a single channel. This, however, 
is not the case. There are certain pecu-
liarities about speech transmission that 
tend to reduce and stabilize the total 
load as the number of channels in-
creases. The net result is that multichan-
nel amplifiers, particularly those which 
handle a great many channels, need not 
be designed to handle an extremely 
wide range of amplitudes — as broad a 
range, for example, as would be re-
quired for a single-channel amplifier. 
This permits using amplifiers that are 
considerably less complex, thereby re-
ducing their cost. 
With speech, three factors act to-

gether to determine the total load: 

• the number and distribution of 
channels actively transmitting 
speech 

• the volumes of speech in the indi-
vidual channels 

• the distribution of speech signal 
peaks 

The first two factors cause rather slow 
variations in the total load and combine 
to equal what is known as the maximum 
TMI load on the amblifier. The third 
factor causes instantaneous variations 
and results when peaks in the speech of 
several talkers occur at the same time. 
Numerous studies have shown that 

in high-density multiplex systems all 
voice channels will rarely, if ever, be 
actively transmitting speech at a given 
instant. Some channels will be com-
pletely idle, meaning that they are avail-
able for an operator to complete a call. 
Other channels will be busy, in that a 
connection will have been made be-
tween two parties; but there will be no 
speech in the channel at that instant. 
Still others will be active, meaning that 
they are busy and speech is present in 
the channel. It is only the active chan-
nels that, at a given instant, contribute 
to the total load on a multichannel am-
plifier. 

Both the total number of simultane-
ously active channels and their distribu-
tion throughout a system are questions 
of probability. In an N-channel system, 
it is possible for either zero or N chan-
nels to be simultaneously active, or for 
all active channels to be grouped in such 
a way that the total load is concentrated 
at a few amplifiers or within a narrow 
frequency band — but it is not very 
probable. Such extremes become even 
less probable in systems with greater 
numbers of channels. In high-density 
systems, the number and distribution of 
active channels will vary, but in most 
cases only between narrow limits. 

Several years ago measurements were 
made on large numbers of telephone 
channels to determine exactly what per-
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Figure 3. At a given instant in time, speech. will not be present in all multiplex 
voice channels. Some channels will be completely idle (A and D), some will be 
busy but there will be no speech in the channel at that instant (B), and some will 
be actively transmitting speech (C and E). It is the active channels only that 

contribute to the total load on a multichannel amplifier. 

centage of the busiest traffic hour a 
channel might be active. This percent-
age is called the activity factor. Results 
showed that in high-density systems the 
largest percentage of the busy hour that 
this might occur is about 25 percent. 
For smaller groups of channels this per-
centage may be larger, but it is highly 
unlikely that any increase in group size 
would change it appreciably. This ac-
tivity factor is considered standard for 
multiplex systems that carry predomi-
nantly speech traffic. 

Volumes of speech in active voice 
channels also affect the total load. 
Speech volumes are not constant in a 
channel, but vary considerably, depend-
ing on the characteristics of the talker's 

speech and the loudness of his voice. 
Obviously a system can tolerate a great 
many more soft talkers than it can loud 
talkers. An unusually high percentage 
of loud talkers can overload a system 
just as easily as an excessive number of 
active channels. 

Speech volume is an approximate 
measure of the average speech energy 
introduced into the voice channel. This 
energy varies with the words and syl-
lables spoken, but is generally concen-
trated in the lower voice frequencies 
between about 250 and 1000 cps. The 
amount of energy in speech is quite 
small compared to energy from other 
sources. An incandescent lamp, for ex-
ample, expends almost three million 
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times as much energy each second as a 
person speaking a simple six- or seven-
word sentence. Indeed it would take 500 
people talking continuously for one year 
to produce enough energy to heat a cup 
of tea! 

Speech energy is commonly rated in 
terms of the intensity level of a speak-
er's voice measured one meter from his 
mouth. The American Standards Asso-
ciation has adopted a reference intensity 
of 10-1 " watts per square centimeter for 
such measurement. Numerous experi-
ments have shown that the average 
speech intensity for all people is about 
66 db above the reference intensity, 
with men having a slightly higher aver-
age level than women. When a person 
talks as loudly as possible, this level can 
be raised to about 86 db; and when 
talking as softly as possible, it can be 
lowered to nearly 46 db; so that from a 
soft whisper to a loud shout, there can 
be a range of 40 db. 
When several channels are combined 

into a group, such wide variations in 

average power tend to average out. In 
groups of 64 or more channels, the 
total rms load will vary quite slowly, 
despite rather wide power variations in 
the individual channels. Only when an 
unusually high percentage of either loud 
or soft talkers is present will the total 
rms load reach extreme levels. 
Changes in active channels and 

speech volumes are concerned only with 
the maximum rms load on a multichan-
nel amplifier, causing more and more 
gradual variations as the number of 
channels increases. But it is the total in-
put voltage applied to an amplifier, and 
not just the rms portion, that determines 
whether or not the amplifier will over-
load. This total voltage is the vector 
sum of the instantaneous voltages in 
the separate channels and thus is a func-
tion of both the phase and amplitude of 
each speech signal. 

Instantaneous voltage in an active 
voice channel fluctuates widely, even 
when the volume of speech in the 
channel is constant. The fine structure 

TIME um> 

Figure 4. Phase addition of two random speech signals (A and B). High voltage 
peaks appear in the resultant whenever the individual signals peak together. 
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of individual speech sounds, and the 
differences between successive syllables 
and between vowel sounds and conson-
ants, cause instantaneous variations in 
speech voltage. Extremes reached by 
speech signal peaks are very dramatic, 
often reaching as high as 100 times the 
average levels. If these peak variations 
are coupled with the 40-db range in 
average speech volumes, the peak power 
can conceivably range as much as 70 db 
— corresponding to a power ratio of 
10 million to 1. 
When several channels are combined 

into a group, peaks tend to average out 
as do variations in average power. How-
ever, this averaging does not occur in 
all instances Since many different fre-
quencies are transmitted, the phase rela-
tion between these frequencies varies 
randomly. Sometimes several frequen-
cies will reach a peak together, causing 
a momentary rise in total voltage. At 
other times, the various frequencies may 
combine to lower the total voltage well 
below average. It can be shown mathe-
matically that as the number of channels 
increases, the possibility that several fre-
quencies will peak together decreases. 
Nevertheless, it always exists and must 
be considered in the design of multi-
channel amplifiers. 
To prevent a few loud talkers from 

upsetting the balance between probable 
maximum instantaneous load and the 
load capacity of the system, individual 
voice channels are usually provided with 
peak limiters. With these devices, ex-
cessive voltage peaks are prevented 
from entering the system. 

Data Loading 
In recent years the volume of digital 

and analog data transmitted over com-
munications networks has shown a sub-
stantial rise. Businesses are transmitting 
more data over commercial and private 
networks than ever before. Facsimile, 

teletype, and graphics are being carried 
more and more frequently. Consequent-
ly, a multiplex system may be called 
upon to handle more data than it was 
designed to carry, thereby decreasing 

its load capacity. 
As mentioned earlier, most multiplex 

systems are designed to handle predomi-
nantly speech traffic, so design criteria 
are based on statistical probability. Hu-
man speech is extremely random. This 
characteristic, together with the fact that 
only a small percentage of the voice 
channels are active at a given instant, 
allows speech signals to average out in 
high-density systems, thereby reducing 
and stabilizing the load variations on 
multichannel amplifiers. These criteria, 
while in most cases suitable for a 
limited amount of data transmission, are 
far from being optimum when larger 
volumes of data become involved. 

For one thing, data does not flow ran-
domly into a voice channel, as does 
speech. The flow is either continuous, 
as with frequency-shift telegraph trans-
mission, or interrupted, as with on-off 
type data signals. Data signals also are 
more or less of constant amplitude, in 
contrast to the wide level variations of 
speech. Thus, the average level of a data 
signal is considerably higher than that 
of speech, and imposes greater loads on 
amplifiers common to many channels. 
To compensate for an excessive num-

ber of data signals in a multiplex sys-
tem designed primarily for speech, one 
of two steps can be taken: either the 
levels of the data signals must be re-
duced; or some of the voice channels 
must be dropped or disconnected. The 
first alternative is not too desirable, 
since the data signals may suffer a de-
crease in signal-to-noise ratio and, con-
sequently, an increase in error prob-
ability. The second alternative simply 
decreases the number of channels avail-
able for connection. 
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Figure 5. Data signals flow continuously 
and evenly into a voice channel, while 
the flow of speech is sporadic. Thus 
data has a much higher average level 
than speech and imposes more severe 

loads on multichannel amplifiers. 

Deteanining Load Capacity 

The load capacity of a high -dens:ty 
multiplex system depends on the types 
and quantities of signals the system 
must carry. In designing a system, ex-
tensive traffic studies are made to deter-
mine the quantities of speech, telegraph, 
and data signals to be handled. Based 
on these studies, a suitable loading for-
mula is derived, and the power-han-
dling capability of the system is calcu-
lated. 

In actual loading calculations the in-
put level for each type of signal must 
be specified. Experience has shown that 
the average speech power at the input 
to a voice channel is about — 16 dbm0 
(16 dbm below the power at the so-
called zero transmission level point). 
Although peaks in speech power may 
reach high levels, tests indicate that they 
will not exceed — 3 dbm0 more than 1 

percent of the time. The average levels 
of telegraph and data signals are nor-
mally higher than the average level of 
speech. Telegraph signals are just about 
standardized at a level of — 8 dbm0 at 
a channel input. Standard levels for data 
signals, however, are not yet firmly es-
tablished. To use existing communica-
tions facilities, the input level of a data 
signal must be compatible with the 
power-handling capabilities of the aver-
age voice channel. Also, the level must 
be as high as possible for the signal to 
be relatively free of impulse noise. The 
exact level for data signals depends on 
the particular type of data transmission 
equipment used and the quality of serv-
ice required. Normally the level selected 
will be between — 5 dbm0 and — 15 
dbm0. 
The above signal levels apply to the 

loading of a single voice channel. To 
determine the total load on circuit ele-
ments common to many channels it is 
necessary to calculate the sum of the in-
dividual channel powers. When speech 
is the principal type of traffic, loading 
formulas recommended by the CCITT 
may be used to determine the multi-
channel load. These formulas give the 
mean absolute power (P„,) of the dis-
tributed speech signals that the system 
must be capable of carrying. The signal 
power, as measured at the zero trans-
mission level point, depends on the 
number of channels involved, and is 
calculated from one of two formulas: 

P. = —15 + 10 log N (for N greater 
than 240 channels) 

P. = —I -I- 4 log N (for N between 12 
and 240 channels) 

where N is the total number of channels 
in the system. The formulas include a 
small margin for loads caused by signal-
ing tones, pilot signals, and carrier leak, 
and are valid for a limited amount of 
telegraph transmission. 

79 



When a substantial amount of tele-
graph or data is involved, the CCITT 
formulas may be insufficient for deter-
mining the total system load, although 
they may be used to determine that por-
tion of the load imposed by speech sig-
nals. The loads imposed by telegraph 
and data signals must be computed from 
other formulas. One formula that may 
be used to compute both loads is 

P„, = P ± 10 log N 

where 

= rms power of the multichannel 
signal 

Pr = rms power of the input data or 
telegraph signal, referenced 
to the zero transmission level 
point 

N = the number of channels carry-
ing data or telegraph signals 

The method of determining load ca-
pacity in Lenkurt's 46A multiplex sys-
tem provides an example of how load-
ing calculations are actually made. The 
46A, because of the expected increase 
in data traffic, was designed to carry 
substantially more data ( or telegraph) 
than allowed for in the loading formu-
las recommended by the CCITT. It was 
decided that the 46A should be capable 
of carrying speech in 75 percent of its 
channels, telegraph in 17 percent of the 
channels, and data in 8 percent. 
Two important criteria were first es-

tablished: the levels of telegraph and 
data signals at the input to each voice 
channel; and the maximum noise level 
at the output of the system. The stand-
ard level of — 8 dbm0 for telegraph 
signals was selected, while a level of 
—5 dbm0 was selected for data. Actu-
ally the — 5 dbm0 level is probably the 
highest level at which a data signal 
would be applied. For the total noise 
contribution, a design level of 23 
dba0 ( FIA weighted) was selected. 

This is the level recommended by the 
CCITT as the total noise contribution 
of a pair of terminals, when these ter-
minals are part of a long-haul trans-
mission system. The reference level, or 
O dba0, is equivalent to a 1000-cps tone 
with a power of — 85 dbm. 

For a single channel, speech signals 
impose the greatest load. Elements in a 
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Figure 6. A comparison of the load-
handling characteristics recommended 
by the CCITT and the characteristics 
of the Lenhurt 46A. The 46A will carry 
substantially more data traffic than al-
lowed for in CCITT recommendations. 

channel are not designed to carry only 
the average speech level of — 16 dbm0, 
since the elements would be overloaded 
about 50 percent of the time. However, 
as stated previously, these elements will 
not overload more than 1 percent of the 
time if the channel is designed for an 
input level of — 3 dbm0. This level was 
selected for the 46A. Telegraph and 
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data signals would be applied at levels 
lower than — 3 dbm0 and thus did not 
influence individual channel design. 

In the 46A, considerable advantage 
was taken of the statistical distribution 
of speech signals in computing the total 
speech load on circuit elements common 
to many voice channels. CCITT loading 
formulas were used for this purpose. 
The total load imposed by data and tele-
graph signals was computed using the 
general loading formula for these sig-
nals. With data, Pe was made to equal 
— 5 dbm0, while with telegraph a value 
of — 8 dbm0 was assumed. Adding the 
powers of these services for the total 
number of channels in the system gives 
the total system load. When more than 
240 channels were involved, the follow-
ing formula was used: 

P. = —11 + 10 log N 

As stated previously the 46A was 
designed to carry 75 percent speech, 17 
percent telegraph, and 8 percent data. 
However, this was only a design objec-
tive. It assumed that the input levels are 
—5 dbm0 for data and — 8 dbm0 for 
telegraph, and that 23 dba0 of noise is 
the maximum allowed at the output. 
There are many other combinations of 
signal levels that result in the same total 
load on the system. For example, 67 
percent of the 46A channels will carry 
data signals at a — 5 dbm0 level, if the 
remaining 33 percent of the channels 
are disconnected from service. And if 
the input level of each data signal is 
reduced from — 5 dbm0 to — 10 dbm0, 
the 46A will carry data on 100 percent 

of its channels, and still have an output 
noise level that does not exceed 23 dba0. 

If better noise performance is needed, 
the loading of the 46A may be adjusted 
accordingly. For example, if all chan-
nels are used only for speech traffic, then 
the output will contain approximately 
19 dba0 of noise. This same noise level 
is also possible with data on all 46A 
channels, providing each data signal is 
applied at approximately — 15 dbm0. 
However, problems may arise if data 
signals are applied at too low a level. 
Impulse noise may be too great and 
cause excessive errors to appear in the 
transmitted data. 

Future Needs 

In coming years, the volume of data 
transmitted over commercial telephone 
circuits should rise dramatically. As the 
cost of computers and data processing 
machines decreases, putting them within 
the reach of more and more businesses, 
data traffic will become more prevalent 
in telephone circuits. More widespread 
use of dial-operated data transmission 
sets, which permit fast and economical 
data transmission, will accelerate the 
pace even faster. Prominent leaders in 
the communications industry recently 
estimated that within ten years the vol-
ume of data transmitted over telephone 
circuits will equal, and possibly surpass, 
the volume of speech traffic. One thing 
is certain — there is an ever-growing 
demand for multiplex systems having a 
load capacity greater than today's recog-
nized standards, and this demand is sure 
to increase in future years. 
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"LEVELS" AND "POWERS" IN A CARRIER SYSTEM 

Two of the most troublesome terms in communications language are 
"level" and "power." Although they are often used interchangeably in 

daily conversaiion, the two terms are not synonymous. This article dis-
cusses some of the reasons for the very common erroneous usage of the two 

terms, and reviews the actual meaning and proper usage of each term to 
show why they are necessary in communications work. 

Basically, level is an expression of 
relative signal strength at various points 
in a communication circuit. Power, on 
the other hand, is an expression of ab-
ointe signal strength at a specific point 
in a circuit. 

Generally speaking, the word " level'• 

is used to indicate the value of a signal 
relative to an established reference sig-
nal. The reference signal is known as 
the "zero reference level." This gen-
eral conception of level has many ap-
plications. For example, in the aircraft 
industry the speed of supersonic air-
craft is measured with respect to the 
speed ot sound rather than in terms of 
distance per unit tine The peed of 
sound is arbitrarily called Mach 1, and 
the speed of any aircraft can then be 
stated as a Mach Number to express 
that speed with respect to the speed of 
sound. 

In telephone work the term " level" 

is used in a similar manner to express 
the relative amount of'power at various 

About This Article 

This is a slightly condensed ver-
sion of an article first published in 
the December, 1952 DEMODULATOR. 
Widely acclaimed for clarifying cer-
tain confusing terminology, the 
article has been reprinted by several 
magazines. Today the DEMODULA-
TOR reaches some 33,000 readers in 
95 countries (five times the 1952 cir-
culation), many of them relatively 
new to communications. Although 
the article is written in terms of 
American telephone practice, we 
think it has value for anyone con-
cerned with the operation and 
maintenance of a communication 
system. 
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points in a circuit. Just as the speed of 
an aircraft is expressed as a multiple 
of the speed of sound, the amount of 
power at the output of a telephone re-
peater can be expressed as one-half, 
two, or three times the power at the 
zero reference level. 

In practice, relative levels in a tele-
phone circuit are expressed in db ( deci-
bels) rather than in arithmetic ratios. 
This is done because of the convenience 
of using this logarithmic expression for 
the relatively large ratios involved. 
They are sometimes as great as loo 
million to one ( 80 db). 

Unless some other reference is stated, 
the zero reference level for a signal in 
a telephone circuit is the power which 
the signal has when measured at the 
two-wire input to the toll circuit. 

TALKER 

-25 

LOOP 

TOLL CXR 
SWBD TERM 

TOLL OFFICE 

+17 

NORMAL RANGE OF 

TALKER VOLUMES 
SPEECH POWER IN 1210F1 

-31 

LINE 

NOISE POWER SHOULD BE 
MORE THAN 20 DB BELOW 

WEAKEST SPEECH SIGNAL 

The concept of level is illustrated in 
Figure 1. Since the level at the input to 
the toll switchboard has been defined 
as zero reference level, the level at the 
talking subscriber's subset is somewhat 
higher, depending on loop loss. 
From the toll switchboard the trans-

mitted speech passes to a carrier termi-
nal which provides a gain of 17 db. 
The line attenuation between carrier 
terminals and the repeater is 42 db. 
Therefore, the level of the received 
signals at the repeater is — 25 db. Since 
the gain of the repeater is 42 db, the 
transmitted level from the repeater is 
+ 17 db. With 42 db line attenuation 
between the repeater and the receiving 

carrier terminal, signals will be re-
ceived at the terminal at a level of 

—25 db. The receiving branch of the 

REPEATER 

-56 

+17 

LINE LOOP 

CXR TOLL 
TERM SWBD 
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Figure 1. Relative power of transmitted signal varies widely during passage 
through circuit, but is measured with respect to zero reference level. Red area 

indicates the normal range of talker volumes. 
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carrier terminal provides a 23 db gain 
so the signals will be delivered to the 
toll switchboard at a level of — 2 db. 
Then, since the loop attenuation is 6 db, 
the received level at the listener's sub-
set will be — 8 db. Thus, the range of 
speech signals from the talker will be 
heard by the listening subscriber at a 
level 8 to 12 db below the signal 
strength leaving the transmitter. 

At all level points the strength of 
the transmitted speech has been clearly 
stated as having a definite ratio to the 
strength of the speech at the zero refer 
ence level. The statement of level at 
each point indicates only how much 
gain or loss the transmitted signals have 
received between the various points 
along the transmission path. 

Level, therefore, is purely a relative 
term. Whenever level is expressed, the 
zero reference level is understood to be 
at the point where the circuit being con-
sidered becomes a toll circuit. 

What is meant by "Power" 

While level is always a ratio. " power" 
always designates a definite quantity. 
This quantity is defined in electrical 
terms as the rate at which electric 
energy is taken from or supplied to a 
device. The most common unit for ex-
pressing power is the "watt." 

In addition to the watt, a number of 
other defined units are commonly used 
for expressing the amount of power in 
telephone equipment. Among these are 
"dbni," and "dba." Both of these units 
are based upon using the decibel to ex-
press the amount of power above or 
below a convenient amount of refer-
ence power. 

Because of the use of the decibel and 
of a reference power in defining these 
units, powers expressed in decibels 
are sometimes erroneously called levels. 
They are not—because in every case a 
value stated in dbm or dba cart be 
readily converted to a value in watts. 

The difference between power and 
level can be shown more clearly by 
considering the use of "dbm." This 
unit is perhaps the most common of 
the three mentioned. Stating that the 
power at a certain point is ± X dbm 
simply means that the power is X db 
greater or less than one milliwatt. 
A 1000 cps test tone with a power 

of one milliwatt is ordinarily available 
at toll switchboards. When this test 
tone is transmitted over a telephone 
circuit the test tone power in dbm at 
any point in the circuit is numerically 
equal to the level in db at that point. 
When the test tone power is any other 
amount, or when power is measured 
in any unit other than dbm, the nu-
merical value of level is not the same 
as that of the power at that point. It 
is this similarity which can cause con-
fusion between proper usage of level 
and power. 
The distinction between level and 

power can also be illustrated by con-
sidering the two terms with respect to 
a fixed-gain amplifier, as shown in Fig-
ure 2. Two conditions are shown. In 
the first, the input to the amplifier is 
0.001 watt. In the second the input to 
the amplifier is 0.0005 watt. In both 
conditions the amplifier has a fixed 
gain of 30 db. 

In this example the input in both 
cases is arbitrarily considered to be zero 
level. Therefore, the output level in 
both cases is + 30 db and it cannot 
change unless the amplifier gain changes. 
The power input and the power out-

put change in both cases, however. In 
the first, the input signal of 0.001 watt 
is amplified 1000 times to produce an 
output of 1 watt. In the second, the 
input signal of 0.0005 watt is amplified 
by the same amount since the gain of 
the amplifier is fixed at 30 db (or a 
factor of 1000). The output power is 
therefore 0.5 watt. 

It is obvious that the power output 

85 
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IS AT 

AMPLIFIER INPUT 

CONDITION B 

OUTPUT POWER - 

1 WATT 

INPUT POWER = 

.001 WATT 

INPUT LEVEL= 0 OUTPUT LEVEL 

,-30 DB 

INPUT POWER ---, OUTPUT POWER = 
.0005 WATT .5 WATT 

INPUT LEVEL = 0 OUTPUT LEVEL= 
+30 DB 

POWER CHANGES -- LEVEL DOES NOT CHANGE 

Figure 2. Halving the input power to a fixed-gain amplifier also halves the output 
power, but does not change the relative output level because the zero reference 

level is at the input. 

of a fixed-gain amplifier will change 
when the input power changes. But 
the level remains the same so long as 
the gain or loss ( in decibels) between 
zero or reference level and the output 
of the amplifier remains the same. 

Why "Level" is Used 
Transmitted speech consists of a 

large range of frequencies and powers 
which vary widely for different speak-
ers. For this reason it is impossible to 
determine exactly what power will ex-
ist at any point in a circuit when the 
circuit is in use. However, regardless 
of the specific power at any point, the 
level, or in other words, loss or gain 
between the point in question and 
other points in the circuit, can be de-
termined either by calculation or by 
measurement of the test tone which is 
transmitted at the reference level. 
When laying out telephone circuits 

it is necessary to know the net loss 
which the circuit imposes on speech 
currents passing through it. It is neither 
necessary nor practical in this type of 
planning to know exactly what the 

actual power will be at any point, par-
ticularly since the power will vary 
over wide limits depending upon the 
talker and the words spoken. 

Since the gain or loss of a circuit is 
independent of power ( within the 
power handling capacity of the equip-
ment) it is convenient to have the con-
cept of relative level to express the 
relative strength of a signal at any 
point and to determine net loss of the 
circuit between any two points. 

Why "Power" is Used 
Although level has definite value in 

circuit planning, it is necessary to con-
sider the actual power involved when 
designing and operating the electronic 
equipment used at voice and carrier fre-
quem terminals and repeaters. 

Operation of electronic equipment 
depends upon the minimum and maxi-
mum powers which can be supplied to 
the input of the equipment and de-
livered from the output. Equipment 
sensitivity and the amount of noise and 
other disturbances present in the cir-
cuit usually determine the lowest prac-
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tical input power. Maximum output 
power ( and consequently the maxi-
mum input) depends upon the power 
handling capacity of the equipment. 

Specifications for carrier equipment 
normally give the test tone power at 
the inputs and outputs of each channe'. 
In some cases it is desirable or necessary 
to know the total peak power that may 
be delivered to common equipment or 
to the line by several channels. 

Pre-channel power is normally stated 
in dbm. Because dbm is a logarithmic 
value, two powers expressed in dbm 
cannot be added to obtain the total 
power. Instead, each chanr.el power 
must be converted to watts, added. and 
the total then reconverted to dbm. 
Alternatively, the powers can be added 
graphically with the aid of Figure 3. 

If the per-channel power of all chan-
nels is the same, doubling the number 
of channels increases the total power 
by 3 db. Thus, if a system has 8 chan-
nels, each with a signal output power 
of + 10 dbm, the total power delivered 
to the line is + 19 dbm. 

In speech communication circuits it 
is unlikely that all channels of a carrier 
system will be transmitting signals of 
the maximum value simultaneously. 
Therefore, the common equipment is 
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usually designed to handle the total 
expected power rather than the total 
possible power. 

Although levels are more important 
than actual power to the engineer lay-
ing out a telephone circuit, the trans-
mission engineer interested in the in-
stallation or operation of a carrier 
system must usually know the actual 
power at the various points. Otherwise, 
there is a possibility of operating a cir-
cuit with either less input power or 
more output power than the equipment 
is designed to handle. 
Any consideration of power in a 

carrier system can be divided into two 
sections—the amount of power at the 
connections to the carrier equipment, 
and the amount of power at various 
points inside the carrier equipment. 
Power values inside the carrier equip-
ment are of interest primarily to the 
design engineer. 
The signal power which appears at 

the line and drop terminations of the 
transmitting and receiving branches is 
of great importance to the operator of 
carrier equipment. These power values 
determine where carrier systems may 
he operated, how repeaters must be 

spaced, and how coordination may be 
achieved. 

o o 
2 4 6 8 10 12 14 

DECIBEL DIFFERENCE BETWEEN TWO VALUES 

16 

Figure 3. Graph for 
adding noise or signal 
power expressed in de-
cibels. If signals differ 
by more than 16 db, 
smaller signal makes 
no significant contri-

bution to total. 
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A typical two-wire carrier circuit 
with a four- wire termination at one 

drop and a two-wire hybrid termina-
tion at the other is shown in Figure 4. 
Typical test tone power values at the 
equipment connections are indicated. 

Voice-Frequency Power 
The \ on. c-1 requency - t ) power re-

quired at the input to the transmitting 
branch of a carrier system is primarily 
based on the normal amounts of power 
delivered to the line from the toll 
switchboard. Because many telephone 
offices are arranged for patching cir-
cuits on a four- wire basis at a level of 
—16 db, and the usual test tone power 
at the transmitting toll switchboard is 
O dbm, the input stages of carrier sys-
tems are often adjusted to receive a test 
tone power of - 16 dbm on a four-
wire basis. This really means that the 
input to the carrier system is at a - 16 
level or at a circuit point 16 db re-
moved from the two-wire v- f level at 
the transmitting toll testboard. 
The amount of v- f power obtained 

from the receiving branch of a carrier 

system is also determined primarily by 

switching requirements. If all of the 
other values indicated in Figure 3 are 
within proper limits, the v- f output 
power for each channel with 0 dbm 
test tone at zero level would normally 
be about + 7 dbm on a four- wire basis. 

Although the traditional test tone 
power has long been o dbm, modern 
equipillent may require lower values. 
As the quality of communications has 
improved over the years, speech vol-
umes have tended to become lower. 
When this is reflected in the design 
of multiplex equipment, the 0 dbm test 
tone is excessive. Accordingly, lower 
test tone levels are often specified. For 
example, the Lenkurt Type RIA and 
Panhandle Type X exchange trunk 
carrier systems specify a test tone of 
— dbm. 

Transmitted and 
Received Power 
A number of factors influence the 

amount of poveer which can be trans-
mitted or must be received from the 
line. Since the difference between these 
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Figure 4. Simplified block diagram of a two-wire carrier system illustrating 
typical test tone power values at the connections to the carrier equipment. 
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two values is the maximum span attenu-
ation, these factors also influence re-
peater spacing for a carrier system. 
Among these factors are the noise level 
of the line, the line attenuation, the 
system operating frequencies, the char-
acteristics of the directional filters, and 
crosstalk considerations. 

Basically, the amount of power trans-
mitted must be high enough that suffi-
cient power will reach the receiving 
terminal to permit recovery of the 
transmitted intelligence unimpaired by 
excessive noise. The power received 
must be sufficient so that the proper v-f 
output power can be delivered with the 
receiving branch gain available, and 
so that the received power will be suffi-
ciently higher than the line noise to 
maintain the proper signal to noise 
ratio. 
The amounts of power commonly 

transmitted were established as a result 
of attenuation studies conducted during 
many years of experience with tele-
phone lines used for carrier circuits. 
These studies provided engineers with 
information concerning line character-
istics and their effect on carrier systems 
under a variety of conditions. By using 
this information, standardized trans-
mitted power values and levels were 
adopted for various carrier applications. 
Among the factors which determine 

the minimum amount of power which 
should be received from the line at a 
carrier terminal are the receiving branch 
gain and the noise level of the line. 
The ultimate objective of a carrier 

circuit is to deliver a certain amount of 
signal power to the telephone "drop.' 
Therefore, the minimum received 
power must be such that, after being 
amplified an adequate amount, the sig-
nal wilf have the proper amount of 
power at the drop. 

Higher receiving branch gain will 
not necessarily permit lower minimum 
amounts of power to be received since 

the received signal must be sufficiently 
greater than the noise level of the line 
to maintain the desired signal to noise 
ratio. Since noise is amplified as much 
as the desired intelligence, the signal-
to-noise ratio at the output of the re-
ceiving branch cannot be any better 
than at the input. 

Loop Gain and Level 
Coordination 

Loop gain is defined as the sum of 
the gains experienced by a signal of a 
particular frequency in passing around 
a closed loop. The loop can be a carrier 
terminal, a repeater, or a complete 
carrier circuit. 

Excessively high gains in the trans-
mitting or receiving branches of a car-
rier system terminal or repeater can 
cause "singing." This occurs if the gain 
around the loop for any frequency is 
greater than the losses around the same 
loop at that frequency. 
Loop gain is affected by a number 

of complex factors. Among them are 
the suppression supplied by directional 
filters, the losses due to hybrid balance, 
and the effect of the other frequency-
selective elements in a carrier system. 
All of these factors are considered by 
design engineers when they determine 
operating levels and the amounts of 
power which will be transmitted and 
received by a carrier system when op-
erating under various conditions. 
A further limiting factor which must 

be considered when determining the 
amounts of power which will be trans-
mitted or received by a carrier system 
is coordination of the levels and powers 
between two or more systems operating 
at the same frequencies on the same 
lead. If all systems transmit the same 
amount of power, they are not sub-
jected to power differentials along the 
line. Any crosstalk between adjacent 
line conductors is then not further in-
creased by a difference in power. • 

89 



• A 



VOL 8 NO. 7 JULY, 1959 

TELEPHONE SIGNALING 

Telephone signaling is of vital importance to any telephone system. 
This importance grows as the size of the telephone system increases. Only 
through the medium of signaling can the various parts of a telephone net-
work act together to enable efficient service. Although basic signaling 
principles are simple, signaling is often regarded as being complex and 
formidable. This probably stems from the variety of signaling methods 
that are used. 

This article reviews some signaling fundamentals, describes some of 
the differences between subscriber and inter-office signaling methods, and 
illustrates common techniques of handling telephone signaling over carrier 
systems. 

A telephone circuit, in addition to 

transmitting telephone messages, must 
handle certain telephone signaling func-
tions necessary for the operation of the 

telephone system. Telephone signaling 
is to the telephone system what the 
sympathetic nervous system is to the 

body. The sympathetic nervous system 

regulates many internal functions re-
lated to the proper operation of the 

body, such as blood pressure, digestion, 

and others. In telephone practice, sig-
naling provides the internal manage-

ment and supervision of the system. 

Unlike the body, which provides spe-

cial paths for its internal signaling, 
telephone companies must make one 
set of "nerves" do all the work—the 

same lines that handle the customer's 
messages must also carry signaling 

functions. 

Even the most primitive telephone 

circuit requires some form of signaling 

to announce that one terminal desires 

to talk to the other. In more complex 

systems, a variety of signaling functions 

may be required. In general, these may 

be classified as signals used for estab-
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lishing a connection, and signals that 

pass information concerning the status 

of the circuit or call. 
Traditionally, different techniques 

have been used for signaling over a 
telephone subscriber's local circuit or 

loop than have been used between of-

fices, and over long distance toll circuits. 
Different techniques were used because 

of the different signaling requirements 
existing for each type of path. 

Subscriber Loop Signaling 
Signaling falls into three basic cate-

gories: supervisory signals, information 

signals, and control signals. Supervisory 
signals tell the telephone office that a 

connection is desired, or that it is no 

longer being used. Information signals 
tell the subscriber or the operator the 
status of the call, or the condition of 
the circuit. Control signals provide di-
rections for establishing the desired 
connection. 
One of the earliest methods of sig-

naling employed a magneto or a-c gen-

erator located at the subscriber's tele-
phone. The desired supervisory signal 

was transmitted by cranking the mag-

neto. The resulting 15- to 20-cycle a- c 

voltage attracted the operator's at-
tention by actuating a "drop" on the 

switchboard. The "drop" was an indi-
cating device consisting of a panel light 
with a hinged metal plate in front of 
it. The metal plate was hinged at the 

bottom and latched at the top in such 
a fashion that a ringing signal would 

release the latch and allow the plate 

to swing down, uncovering the light. 

When the call was completed, another 

crank of the magneto notified the op-
erator that she could break the con-
nection. Magneto supervision is still 

employed in some locations, particu-

larly where the subscriber is remote 
from the central office. In such a case, 

each telephone instrument may have its 

own battery for supplying voice current 

power. 
A much more commonly used type 

of supervision is known as common 

battery supervision, which has nothing 

to do with the quality of the batteries 
used. When the customer lifts his in-
strument from its hook, a d-c path is 

completed through a loop consisting of 
the customer's instrument, a battery in 

the telephone office, and a line relay. 

Figure 1. First automatic telephone em-
ployed both magneto and push-button 
signaling for establishing desired con-

nection. 
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TYPE OF 

SUPER 

VISION 

CALLING END CALLED END 

BATTERY 

SOURCE 
SEIZURE 
(CONNECT) 
SIGNAL 

DISCONNECT 

SIGNAL 
ON- HOOK OFF-HOOK 

HIGH-LOW CLOSED LOOP OPEN LOOP 
HIGH 

RESISTANCE 

LOW 

RESISTANCE 

CALLING 

END 

LOW-HIGH CLOSED LOOP OPEN LOOP 
LOW 

RESISTANCE 

HIGH 

RESISTANCE 

I 
CALLING 

END 

REVERSE 
BATTERY CLOSED LOOP OPEN LOOP 

NORMAL 
LINE 

POLARITY 

REVERSE 
LINE 

POLARITY 

CALLED 

END 

REVERSE 

HIGH LOW 

CLOSED LOOP 

FOLLOWED BY 

BATTERY 

REVERSAL 

BATTERY RE-

TURNS TO 

NORMAL POLAR-

ITY, FOLLOWED 

BY OPEN LOOP 

HIGH 

RESISTANCE 

LOW 

RESISTANCE 

CALLING 

END 

WET DRY CLOSED LOOP OPEN LOOP 

BATTERY 

AND GROUND 

CONNECTED 

TO LINE 

BATTERY 

AND GROUND 

REMOVED 

CALLED 

END 

Table 1. Typical Loop Signaling Systems. 

When the customer closes the loop, the 

relay is energized, thus connecting the 
customer's line (or loop) to the oper-

ator's board, or to automatic dial equip-
ment. When the calling subscriber 

replaces his instrument on its hook, the 

circuit is broken, and the relay releases 

the circuit. This method of supervision 
gets its name from the battery which is 

common to both the office and the sub-

scriber. Table 1 summarizes various 
loop signaling methods. 

In order to know whether the called 

party's instrument is on-hook or off-
hook, some means of supervision is 
required by the central office. The most 
widely used method is known as re-
verse battery supervision. When the 

called party lifts his instrument from 

the hook, a relay in the office trunking 

equipment responds to the closed loop, 
actuating a supervisory relay that re-
verses trunk polarity. This battery re-
versal is detected by a polarity-sensitive 

relay at the calling end of the circuit. 

The caller's trunking equipment may 

reverse the polarity of the caller's loop. 
Figure 2 illustrates a typical reverse-

battery method of supervision. 

Signaling Between 
Offices 

Interoffice signaling usually involves 

different considerations than in the sub-
scriber loop signaling described above. 

In many cases, the use of carrier or 
radio to provide the interoffice circuit 

precludes loop signaling methods. In 
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TYPE 

OF 

S IGNALI NG 

DIRECTION OF SIGNALING 

TO LOCAL 

OFFICE 

TO 

CUSTOMER INTEROFFICE 

TO 

CALLED PARTY 

FROM 

CALLED PARTY 

.i.......ofk. 

-.4— 

—— .—..... -....— 

INFOR— 

MATION 

SIGNALS 

PARTY 

IDENTIFI— 

CATION 

AUDIBLE 

RINGING 

RECORDER 

WARNING 

TONE 

COIN 

DEPOSIT 

LINE 

BUSY 

COIN 

DENOMIN— 

AT ION 

COIN 

DENOM IN— 

AT ION 

PATHS 

BUSY 

COIN 

DEPOSIT 

RECORDER 

WARNING 

TONE 

NO—SUCH 

NUMBER 

NUMBER 

CHECKING 

TONE 

REVERTING 

TONE 

DEPENDS 

ON METHOD 

OF TRANS— 

MACHINE 

ANNOUNCE— 

MENT 

MISSION 

HOWLER 

TONE 

TEST TONE. 

DIAL 

TRANS— 

MISSION 

TEST TONE 

SUPER— 

VISORY 

SIGNALS 

OFF HOOK 

SEIZURE 

(CONNECTION) 

OR HOLD 

RINGING ON HOOK 

ON HOOK DISCONNECT DISCONNECT OFF HOOK 

FLASHING RECALL FLASHING 

CONTROL 

SIGNALS 

DIGITS (VERBAL 

OR DIAL) 
DIAL TONE 

OR OPERATOR 

COLLECT 

OR RETURN 

COLLECT OR 

RETURN COIN 
REQUEST COIN 

Table 2. Typical signals appearing in local loops. 
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CAUING TRUNK CIRCUIT 

SUBSET 

Figure 2. Typical reverse battery loop supervision circuit. Only supervisory relays 
are shown. 

such cases, some form of E & :11 sig-

naling may be used. 
E & ill signaling is characterized by 

the use of separate paths for the signal-
ing and the voice signals. E & M sig-
naling acquired its name from arbitrary 
letter designations appearing on early 

circuit drawings for systems using this 
type of signaling. The M lead trans-

Nlits ground or battery to the distant 
end of the circuit, while incoming sig-

nals are recEived as either a grounded 
or open condition on the E lead. Thus, 

the M lead reflects local conditions, 

while the E lead reflects the conditions 

existing at the far-end of the circuit. 
Various simplex. duplex, composite, 

and other circuit arrangements have 

been devised to permit E & M signaling 

between offices on a d-c basis. 

Carrier Signaling 
Although many signaling functions 

depend on d-c or metallic signaling 

TERMINATING TRUNK CIRCUIT 

SUBSET 

BUSY TONE 

RING TONE 

paths, obviously these paths cannot be 
carried over radio or carrier links. Car-

rier systems must, therefore, translate 

these d-c signals into a form that can be 
transmitted, then restore them to their 

original form for use by the office 

trunking equipment. 

Figure 3 illustrates one approach to 
transmitting loop-dial, reverse-battery 
signaling over a carrier system. In this 
typical carrier system, a singe signaling 

tone is used. Carrier signaling tones al-

ways lie within the passband of the 
carrier channel equipment, but may be 

either within the channel voice band or 

just outside it. 
In the system shown, a signaling 

tone is transmitted over the carrier sys-

tem in both directions. When a party 
at one end of the system picks up his 
telephone to make a call, his cl-c loop 

is closed. This applies battery to relay 

A, causing it to dose. One set of con-
tacts removes the signaling tone from 
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CALLING EXCHANGE 

FuNG 

TIP 

TONE 
GENERATOR 

SIG TONE 

A 

the outgoing path, thus preparing the 
circuit for dialing and for the voice-

frequency message that will follow the 
dialing. Another set of contacts on relay 

A energizes relay B, thus grounding the 

sleeve lead of the local telephone cir-

cuit. At the far end, incoming signaling 
tone is constantly monitored and used 

to keep the far-end D relay energized. 

When the signaling tone is interrupted 
by the sending telephone being re-

moved from its hook, far-end relay D 
is de-energized. This connects a termi-

nating resistor and a series diode across 

the tip and ring of the far-end loop. 
In addition, relay C and a series diode 
are also connected across the tip and 

ring of the far-end loop. The two 

diodes are connected so that current 

may flow through either the termina-

CARRIER 
CHANNEL 

TONE 
DETECTOR 

ting resistor or the C relay, but not both. 
Loop polarity determines which will 

conduct. At first, current flows through 
the terminating resistor, used to provide 

a partial termination to the carrier ter-

minal hybrid circuit. 

When the calling subscriber pulses 
his transmit A relay by dialing, the sig-
naling tone transmitted over the car-
rier system is also pulsed. This causes 

the receive D relay to repeat these 

pulses through the terminating resistor 
and the local trunking equipment. 

When the called party answers, far-
end trunking equipment in the office 

reverses battery polarity across the line. 

This reversed polarity cuts off the con-
duction through the terminating re-

sistor because of the polarity of its series 
diode, and permits current to flow 
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CALLED EXCHANGE 

TONE I 

GENERATOR 

SIG TONE 

CHAN", 

TONE 
DETECTOR 

through the C relay. The C relay is 

energized, thus stopping the transmis-
sion of signaling tone back to the call-

ing end. At the calling end, interrup-
tion of signaling tone permits the B 

relay to de-energize. This reverses po-

larity of the transmit line and provides 

the required line supervision to the 

transmitting office equipment. 

Conclusion 
In a system like the one just de-

scribed, signaling units associated with 

the carrier equipment substitute for the 

metallic paths over which d-c signal-
ing is normally carried. In other car-
rier systems, similar approaches are 

often used. Although the signaling 
principles may be similar, the specific 

circuit arrangement used at any of the 

TIP 

RING 

Figure 3. Typical 
arrangement for 
single-tone signal-
ing over carrier 
channel between 

exchanges. 

nation's 3,600 independent telephone 

companies may differ from that used 

by a neighbor in some detail such as 
polarity. Carrier equipment linking two 

systems employing different signaling 
methods must be designed to accommo-
date and translate one signaling method 

to the other. This requires careful plan-
ning and design of carrier signaling 

equipment. The carrier equipment de-
signer's problem is magnified by the 

need for adapting standard carrier 
equipment to private communications 
systems which may use signaling meth-

ods not normally encountered in public 
telephone service. For this reason, car-

rier equipment designed for subscriber 
service often includes provisions for 
ready substitution of signaling compo-

nents. 
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emodulator 

VO. 1.2 NO 3 

Signaling in Carrier Channels 

Considering the simplicity of the functions performed by signaling in 
a communications network, it is surprising that they are accomplished in 
so many ways. Although these jobs are simple, they are most vital to the 
basic operation of the network. 

In carrier systems, the methods by which supervisory signals are 
achieved have an important effect on the quality of transmission and the 
cost of the equipment. This article reviews some of these fundamental 
considerations of carrier signaling. 

Signaling provides the "nervous sys-
tem- of the communications network 
— reporting needs and bringing re-
sponse. It coordinates the various parts 
so that they can operate together. Sig-
naling provides the means for man-
aging and supervising the communica-
tions system; it establishes connections, 
helps select the route ( when there is a 
choice), announces the incoming call, 
reports the fact if a line is busy. With-
out signaling, the system could not op-
erate. 

Signaling can be done in many ways. 
The body sets up separate networks of 
nerves, completely independent of those 
which report the senses and direct the 
muscles. Some communications systems 
do the same, using separate channels to 
convey information used in controlling 

the operation of others. More often, 
however, it is more economical and 
much more flexible if each channel 
carries its own signaling. In local ( phys-
ical or metallic) telephone circuits, this 
can be achieved by direct currents which 
share the line with the signal voltages. 
In multi-channel carrier transmission, 
however, different techniques are re-
quired. Voice channels customarily oc-
cupy a bandwidth of 4 kc. Some of this 
bandwidth is used for isolation from 
adjacent channels. The rest, usually 
about 3700 cycles, must carry both 
speech and signaling. In some cases, 
this channel bandwidth is used not only 
for voice, but also for one or more tele-
graph or teletypewriter circuits — so-
called "speech-plus." In such cases, 
channel filters must be designed to pre-
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vent mutual interference between the 
speech, telegraph, and supervisory sig-
nals which share the channel. 

Despite its importance, supervisory 
signaling has very little information 
content. Most signaling operations 
occur in establishing a connection, and 
at the end of the call. Generally, no 
signaling functions are required during 
the conversation itself (except that of 
maintaining the connection). This fact 
makes possible one of the most im-
portant signaling methods. 

In most carrier systems, one of three 
basic methods may be used for signal-
ing: " in-band", "out-of-band", or "sep-
arate-channel" signaling. In general, 
separate-channel signaling is only used 
on very high density "backbone" routes 
or under special circumstances where 
signaling cannot be conveniently han-
dled with the communications channels 
themselves. Such an application is found 
in certain submarine cables where 
"TASI" (Time Assignment Speech In-
terpolation) is used to squeeze extra 
channel capacity from the idle time 
present in most voice communications. 
(For a more detailed description of 
TASI, see DEMODULATOR, August, 
1961.) Although separate channel sig-
naling has the advantage of leaving 
the entire voice channel free for com-
munications, without the possibility of 
mutual interference between the speech 
and signaling, it is rather uneconomical 
since it requires that certain channels 
be set aside to handle only signaling 
functions. In addition, repair and 
maintenance is more complicated when 
signaling and speech are sent over sep-
arate channels. Reliability may be less 
since both channels are subject to fail-
ure independently of each other. 
The two most widely used signaling 

methods are the so-called in-band and 
out-of-band methods. With out-of-band 
signaling, channel filters are designed 
with an upper cutoff frequency well be-

o 

low the top edge of the channel. This 
leaves a portion of the spectrum free to 
transmit signaling tones. Generally, a 
single tone is used and this is keyed to 
convey signaling information. 
Some equipment takes advantage of 

the existence of a separate signaling 
channel above the voice frequency por-
tion to perform other functions. In the 
Lenkurt 45-class equipment, for ex-
ample, two tones can be used. Signaling 
information is transmitted by alterna-
tions between the two tones. Since one 
or the other of the two tones is always 
present, it becomes possible to use the 
signaling tone as a reference pilot for 
regulating the individual channel level. 
By completely separating signaling 

from the speech portion of the channel, 
it is possible to maintain relative free-
dom from mutual interference between 
the speech and the signaling tones; sig-
naling tones can be transmitted during 
the conversation, thus permitting extra 
functions such as regulation, which 
might be desirable during the period 
the speech channel is in use. 

In addition to being more flexible, 
out-of-band signaling can be much 
easier and more economical to accom-
plish, particularly if some sacrifice in 
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Figure 1. Typical carrier channel 
band-pass characteristic. Note that 
175-cycle image tone, shown in solid 

red, is attenuated about 45 db. 
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Figure 2. Relative response and attenuation characteristics of three adjacent 
SSB channels spaced 4 hc apart. When 3825-cps signaling is demodulated, images 
fall in adjacent channel at 175 cps. When transmitting, upper sideband images of 

17.5-cps speech components could cause false signaling if inadequately filtered. 

channel bandwidth is allowed. In tele-
phone circuits, there is very little speech 
energy present at the upper end of the 
channel. Accordingly, filtering require-
ments may be somewhat relaxed ( since 
telephone instrument weighting also 
provides a degree of " filtering"). This 
makes it possible to provide good 
quality transmission for relatively little 
equipment cost, since the greatest cost 
of carrier systems is in the channel 
filters. In general, efforts to increase 
bandwidth by approaching the channel 
edges more closely increases the cost of 
the carrier equipment. 

Optimum Design 

A careful compromise between 
speech quality and equipment cost is 
required. If the out-of-band signaling 
tone is too low in frequency, the re-
striction on bandwidth may impair 
speech quality. If the signaling tone 
is raised in frequency so that it lies 
close to the top edge of the 4-kc band, 
channel filters must be made more com-

plex. 

A case in point is the use of a sig-
naling frequency of 3825 cycles per sec-
ond, standard in many countries. Where 
channel filters are not sufficiently effec-
tive, a 3825-cps signaling tone appears 
as a 175-cps tone in the adjacent chan-
nel, but at a fairly low level. This re-
sults from the fact that the 3825-cycle 

tone falls at the same frequency as the 
"image" or unused sideband of a 175-
cps tone in the adjacent channel. Al-
though filters essentially eliminate this 
sideband, even the best channel filter 
characteristics are far from ideal. Figure 
1 shows typical attenuation character-
istics. Note that although the 175-cps 
component from the next channel can 
appear following demodulation, it is 
attenuated about 4`i db. Although at-
tenuated to a low level, the tone may 
still be audible and disturbing. In such 
cases, it is necessary to provide addi-
tional filtering following the demodu-
lator in order to eliminate the tone. 

Conversely, if a high-pass 175-cps 
filter is not used prior to modulation, 
speech energy at this frequency may 
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appear as 3825-cycle energy in the ad-
jacent channel, thus causing false sig-
naling. In order to attenuate the 175-
cps component adequately with conven-
tional filters, the low frequency channel 
cutoff is approximately 300 cps. In ac-
cordance with conventional practice, 
the high frequency cutoff remains at 
approximately 3400 cps. Although this 
frequency range provides acceptable 
performance over most communications 
circuits existing today, longer circuits 
would be excessively degraded. For in-
stance, current CCITT* Standards call 
for a 2500 kilometer hypothetical path 
with 3 audio drops or links. At present, 
new standards are being prepared which 
call for a 25,000 kilometer path with 
12 links. The cumulative effect of the 

repeated filtering that would be re-
quired to prevent adjacent channel in-
terference would result in a channel 
characteristic like that shown in Figure 
3. This type of frequency characteristic 
reduces intelligibility. Accordingly, in 
order to maintain high standards of 
speech quality, it would be necessary to 
employ channel filters having much 
sharper attenuation characteristics, thus 
raising the cost of equipment signi-
ficantly. 

One way of overcoming this problem 
is to lower the frequency of the out-of-

band signaling tone so that it is farther 
from the edge of the 4-kc band. How-
ever, this lowers the highest speech 
frequency that can be transmitted. 
Thus, the voice frequency cutoff might 
be reduced from 3400 to about 3300 
cps. This would allow the signaling 
tone to be reduced from 3825 cps to 
say, 3700 cycles. Although the top fre-
quency would be lower, this permits the 
lower cutoff frequency also to be re-
duced, perhaps from 300 cps to about 
200 cycles. This provides a dual ad-
_ 

*Consulting Committee for International 
Telephony and Telegraphy. 

A
T
T
E
N
U
A
T
I
O
N
 
-
 
D
E
 

FREQUENCY- KC ABOVE CARRIER 

3 

2 

CHANNEL FREQ. 
RESPONSE OF 10 

TANDEM LINKS 

TYPICAL SINGLE 

CHANNEL FREQ. 
RESPONSE 

Figure 3. Typical end-to-end channel 
frequency response is shown by black 
curve. Variations are retained by each 
tandem link and tend to become exag-
gerated as they are repeated. Red 
curve shows typical degraded fre-
quency response of ten better-than-
average channels connected in tandem. 

vantage: the image frequency of the 
signaling tone goes from 175 cps to 
300 cycles, well within the effective 
filter rejection capability. Because of 
the increased attenuation of the sig-
naling image frequency, supplementary 

filtering following the demodulator is 
not required. Actually, quality is im-
proved. Subjective tests by the British 
Post Office and Bell Laboratories have 
shown that a frequency band from 200 
cps to 3050 cps provides better quality 
than the band ranging from 300 to 
3150 cps, where channel bandwidth 
must be restricted, as in submarine 
cables. Studies have shown that voice 

intelligibility is more dependent on the 
low frequency end of the voice band 
than on the high frequency end. 
One disadvantage of out-of-band sig-

naling is that it requires some sort of 
d-c repeater at the end of each link. 
That is, the signal pulses are detected 
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and made to operate a relay. The relay, 
in turn, keys the signaling equipment 
in the succeeding link. Thus, signaling 
terminals are required at both ends of 
each link. This has the disadvantage of 
increasing the cost, complexity, and 
possible distortion of the signals. 

In-Band Signaling 

There is a growing trend toward 
greater use of in-band signaling. This 
appears to be a natural evolutionary step 
away from the use of separate channels 
for signaling. In the earliest days of 
carrier transmission, all signaling equip-
ment was completely separated from the 
equipment used for voice transmission. 
Out-of-band signaling, an intermediate 
step in this evolution, brought the 
speech and signaling together in the 
same communications channel, while 
keeping a "barrier" between them. 
With in-band signaling, the two are 

even more intimately merged. Signaling 
tones are transmitted at a frequency 
within the speech band, usually either 
1600, 2400, or 2600 cps. The principal 

objection to in-band signaling is that 
the signaling tones lie right in the 
speech band. This leads to the possi-
bility that speech energy at the signal-

ing frequency may be able to " talk-
down" the signaling; that is, cause false 
signals with voice energy. Conversely, 
signaling tones are audible and thus 
cannot be used during conversation. 

The biggest advantage of in-band 
signaling is the extreme flexibility that 
it provides. The speech and supervisory 
signals share the same transmission fa-
cility, but at different times. The system 
is arranged so that supervisory signals 
are on the line only before and after a 
call. Since the signaling becomes a part 
of the transmission, it is not necessary 
to use d-c repeaters when going from 
one link to another. At branching 
points, a similar flexibility is obtained. 
The lack of d-c repeaters eliminates the 
delay and pulse distortion which charac-
terize out-of-band signals sent through 
several links. 

In-band signaling provides unusual 
flexibility and economy in large offices. 

Figure 4. Greatly im-
proved isolation between 
adjacent channel speech 
and signaling results 
when out-of-band sig-
naling frequency is low-
ered to 3700 cps, thus 
shifting image to 300 
cycles. Signaling and 
speech signals are much 
more effectively attenu-
ated by channel filters. 
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Since the signals are carried over the 
speech circuit, it is unnecessary to cable 
the so-called E & M ( receive and trans-
mit) signaling leads through the office. 
The signaling equipment can be asso-
ciated directly with the switching equip-
ment, thus allowing a trunk circait to 
be obtained from any available trans-
mission medium, rather than being re-
stricted to certain carrier systems. 

Preventing Talkdown 

In order to pre\ ent spurious signal-
ing by voice energy, a "guard" circuit 

M LEAD   

TRANSMIT 41." 

RECEIVE 

E LEAD 

is commonly used to distinguish be-
tween speech and signaling tones. Typ-
ically, the guard circuit consists of a 
network which detects the presence of 
other frequencies. When other frequen-
cies are present, the guard circuit "as-
sumes" that the signaling tone fre-
quency is caused by speech and there-
fore prevents signal circuit response. 

Further protection can be obtained 
by proper choice of frequency for the 
in-band signaling tone. In general, it is 
desirable to use the highest frequency 
that can be transmitted easily through 

2600 TONE GEN. 

< VOICE FREQ. 
AMPLIFIER 

DELAY 

TO CARRIER 
W TRANSMITTING 

UNIT 

SIGNALING BANDPASS 
FILTER 

->IGNAL TONE BLOCKING 
FILTER 

• ROM CARRIER 
,7_CEIVING UNIT 

Figure 5. Simplified block diagram of a typical in-band signaling guard circuit 
designed to prevent "talkdown" or signaling imitation by speech. M lead in trans-
mitting circuit biases diode to cut-off during off-hook condition, keys 2600-cps 
tone during dialing. At receiver, presence of 2600-cycle tone alone permits tran-
sistor to conduct, energizing the signaling relay, and lifting E lead from ground. 
Presence of other frequencies indicates speech. Energy from the signaling tone 
elimination filter causes transistor to cut-off, de-energizing the relay and ground-
ing the E lead. Time delay in relay circuit reduces the chance of noise simulating 

speech and causing improper disconnect. 
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the worst transmission channel that 
might be used. Speech energy declines 
rapidly at the higher frequencies, thus 
reducing the likelihood of talkdown. 
Certain older carrier systems have a cut-
off frequency near 2800 cycles. For this 
reason, one of the most commonly 
used in-band signaling frequencies is 
2600 cycles per second. Speech energy 
at 2600 cps is relatively low. 

As a further precaution, a brief time 
delay on the order of 30 milliseconds 
reduces the likelihood of speech or 
noise energy causing spurious signals. 
Normally, most noise frequencies are 
very transient. By introducing a delay, 
the circuit is made relatively insensitive 
to noise energy at the signaling fre-
quency. 

Time Division Signaling 

In some new carrier or multiplex 
systems, a different method of trans-
mitting supervisory signals may be em-
ployed. For instance, in Lenkurt's low-
cost 81A Exchange Trunk Carrier Sys-
tem, all 24 voice channels share a com-
mon signaling channel, with time di-
vision providing separation between 
channels. Each of the signaling leads is 
connected to a sampling gate. Each 
channel is sampled in sequence, and 
the presence or absence of a signaling 
tone is transmitted to the receiver. In 
this particular system, signaling is trans-

mitted by shifting the frequency of the 

level- regulating pilot (which would be 
transmitted anyway). 

At the receiver, the incoming pulses 
are sorted and distributed to the ap-
propriate channels. Although this ar-
rangement lacks the flexibility of in-
band signaling, it does provide unusu-
ally reliable and economical signaling 
without encroaching on the bandwidth 
available for each channel. By associ-
ating most of the signaling functions 
with the common equipment, cost of 
the system is substantially reduced with-
out reducing quality or reliability, an 
important consideration in short-haul 
Systems. 

Similarly, time division multiplex 
systems now appearing commercially 
transmit PCM code pulses to represent 
speech information in each channel, 
then transmit an additional impulse for 
signaling information, in much the 
same manner as in the Lenkurt 81A 
equipment. The method used in the 
81A system is the time-division equiv-
alent of separate-channel signaling, 
while the time division multiplex sys-
tem is the equivalent of out-of-band 
signaling. Perhaps this more sophisti-
cated use of combinations of modula-
tion methods for transmitting super-
visory signals represents the next major 
step in the evolution of efficient sig-
naling. • 
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AMPLIFIERS 
For Carrier Applications 

The entire communications industry and many of the industries 
it serves depend on the existence of amplifiers. The nature and design of 
amplifiers used in carrier applications is important, for amplifiers have 
a profound effect on the cost and performance of a carrier system. This 
article considers some of the characteristics of amplifiers and how they 
are used in a modern carrier system. 

Without the amplifier, vaudeville 

would still be restricted to theaters 
and showboats instead of illuminating 

millions of living rooms each Sunday 

evening. Long distance telephony would 
be impractical or impossible; indeed, 

all long distance communications would 
be reduced to the dots and dashes of 
telegraphy. The amplifier has similarly 

transformed many other industries, 

largely by improving their ability to 
communicate. 

In communications, the amplifier's 
value stems from its ability to restore 
the strength of signals weakened by 

transmission loss. The basic character-

istic of an amplifier is that it enables 

a very small electrical signal to control 
a much larger quantity of electrical 

energy. Thus, an amplifier can trans-
form a weak signal to a large signal of 
the same form. 

An ideal amplifier would produce an 
output signal exactly duplicating the 

original signal in all respects except 

magnitude. Practical amplifiers fall 
short of this ideal by introducing some 

form of distortion. Generally speaking, 
the greater the amplification required of 

an amplifier, the more likely it is to dis-
tort the signal. This may not be too im-

portant in amplifiers used alone, such as 
hearing aids, public address systems, or 
intercoms. But in applications where 

many amplifiers are used in tandem, 
such as long distance communications 
circuits for telephone and television, dis-

tortion becomes intolerable. In transmit-

ting messages over long distances, 

amplifiers ( repeaters) are spaced along 

the path at intervals as short as 21/2 
miles to restore lost signal strength. In 

crossing the country, a signal may pass 
through more than a hundred repeaters 
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and be amplified in power billions of 

times. 

If the first repeaters introduce dis-
tortion, even in very small amounts, 

this distortion receives the same amplifi-
cation as the signal. Since each addi-

tional repeater adds its own distortion to 
that already imposed on the signal, the 

message might well be unintelligible 

by the time it reached its destination if 
strong measures were not taken to limit 

distortion. 
There are numerous ways of obtain-

ing amplification. The familiar electron 
tube and transistor are used in the great 

majority of all amplifiers. Until the last 

ten years, the electron tube was almost 
alone in performing the world's ampli-

fying chores. Today, the transistor is 
enjoying a rocket-like climb as state-of-
the-art technical improvements permit 

the transistor to replace the electron tube 
in more and more applications. In-
creased life and reliability, as well as 
reduced power and space requirements, 
provide a powerful motive for increased 

use of transistors in carrier equipment. 
Other less well known types of am-

Figure 1.Probabil-
ity of signal power 
being exceeded for 
different numbers 
of channels. Note 
that 3- channel 
system has 22-db 
range, while 240 
channel system 
has less than 8-db 

range. 

plifiers include the magnetic amplifier, 

parametric amplifiers, and the maser. 
Magnetic amplifiers have been around 
for years, generally used for control 

and regulation. Battleships in World 
War I used magnetic amplifiers to con-

trol the position of gun turrets, as did 
bombers in World War II. In communi-
cations, magnetic amplifiers are used 
principally in regulating the output volt-

age of power supplies. 

The newest amplifiers are the para-
metric or variable-parameter amplifiers. 

The parametric amplifier obtains its 
operating power, not from the conven-
tional d-c source, but from a continuous-

wave frequency, usually at some 

multiple of the signal frequency. This 
"pump" frequency continuously varies 
a reactance in the amplifier circuit in 
such a way that pump-frequency power 
is converted to signal-frequency power, 

thus producing signal amplification. 
This type of amplifier provides a great 
reduction of noise in UHF and micro-

wave radio service. 
The maser is a special form of para-

metric amplifier that takes advantage of 
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the special properties of certain sub-

stances at very low temperatures. Under 
the right conditions of temperature and 

magnetic field, these substances will 
absorb energy from a very high pump 
frequency and release it to the signal 
frequency, thus achieving amplification 
In this particular type of amplifier, 
thermal noise is reduced to levels which, 
until recently, were believed impossible 
to achieve. Despite the inconvenience of 
using liquid nitrogen or liquid helium 

to keep the maser properly cooled, the 
spectacular reduction in noise makes 

this type of amplifier appear very 
promising for applications in radio 
astronomy, radar, and "scatter" commu-

nications. 
Despite the enhanced performance 

and reduction in size and power of some 
of these "solid-state" amplifiers, elec-
tron tubes still maintain a lead over 

other types of amplifiers because of 
their higher state of development. 

Amplifier Design 
Considerations 

Distortion is the principal enemy of 
the amplifier designer. An important 
cause of distortion in amplifiers is in-
adequate power capability. This is parti-

cularly important in carrier amplifiers 
because of the tremendous range of 
signal level that may be encountered. 
Since most carrier systems are operated 

under low impedance conditions to 
maintain compatibility with telephone 
systems or related radio equipment, con-
siderable power may be required to 
develop the required signal voltage. 

In a single carrier channel, there 
may be a tremendous power level range 

imposed on the amplifier. During listen-
ing periods, there is almost no signal 

Channel amplifiers must accommodate 
70-db power range without losing soft 

speech or distorting high levels. 

power on the line. When the telephone 

user begins to talk, power jumps drama-
tically, varying over a range of about 30 

db or 1,000 to 1, for an individual 

talker. The range for all talkers is 
10,000,000 to 1, or 70 db ! 

When several channels are combined 
into a group, power variations tend to 
average out, so that in groups of 64 or 
more channels, the difference between 

average power and probable peak power 
is greatly reduced, and may be predicted 
on the basis of statistical probability. 

Careful attention to this fact in design-
ing carrier amplifiers permits consider-

able savings in complexity, space, and 
power required for carrier systems. 

Figure 1 shows how power level range 
varies for various numbers of channels. 

The question might well be asked, 

"Why not design for maximum possible 
loading based on all channels being 

used simultaneously by loud talkers?" 
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Such a system would require amplifiers 

to have much greater capacity than ac-
tually required. Equipment would re-

quire more input power, additional heat 

would be generated (a serious consider-

ation in large, high-density terminals), 
and the system would cost more, for no 
significant improvement in perform-
ance. Consequently, modern carrier 

systems are designed to accommodate 
average load at the time of greatest 

traffic. To prevent a few loud talkers 
from upsetting the balance between 

probable maximum instantaneous load 
and the power capacity of the system, 
individual channel amplifiers are us-

ually provided with peak limiters to 
prevent excessive levels from entering 
the system. 

Amplitude Distortion 
Amplitude distortion is the greatest 

single cause of poor amplifier perform-
ance. Amplitude distortion occurs when 
the amplifier is operated in a non-linear 

portion of its dynamic characteristic. 

Signal voltage variations in the output 

Figure 2. Distortion caused by excessive 
input voltage. Tube is driven into non-

linear operation. 

are not proportional to input signal— 

voltage changes. In such a case, the 
amplifier tends to act like a modulator, 

producing harmonics and multiples of 
the various input frequencies. These 

intermodulation products cause inter-
channel crosstalk and noise which inter-

fere with the desired signal. 

Negative Feedback 
A powerful technique for correcting 

amplifier deficiencies was discovered by 

telephone researchers in 1927. This 
technique, called negative feedback or 
inverse feedback, reduces distortion, im-

proves frequency response, and essen-
tially frees the amplifier from the effects 

of power line variations and changes 
occurring within the amplifier itself. 

Negative feedback gives an amplifier 
a great "reserve" which is used auto-
matically to correct distortion and am-
plifier irregularities of all sorts. As an 
example of negative feedback, assume 

that an amplifier is required to have 60 
db gain. If the amplifier is designed 
with 100 db gain, a portion of the' 

output voltage may be applied to the 
input in such a way as to partially cancel 

the input signal. When the cancellation 

obtained in this way reduces the ampli-
fier gain from 100 db to 60 db, the 

amplifier is said to have 40 db negative 

feedback. 
The signal applied to the input of 

an amplifier represents the difference 
between the original input signal and 

the negative feedback signal. This dif-
ference is rather small if large amounts 

of feedback are employed. Now, if the 

amplifier has a tendency to amplify one 
frequency more than others within its 

passband, this frequency appears more 
strongly in the feedback signal. When 

110 



applied to the input signal, that part:-
cular frequency is reduced more than 

are the other frequencies, thus giving it 
a relative strength reduction just about 
equal to the excess amplification at that 
frequency. As a consequence, frequency 
response will tend to be uniform Simi-
larly, if amplification is reduced for any 
reason, the feedback signal is reduced, 
permitting the input signal to enter the 

amplifier at a higher level. 
For a given output voltage, distortion 

is reduced by a factor equal to the re-
duction in amplification by feedback. 

Thus, the above amplifier with 40 db 
feedback will provide an output in 

which intermodulation or distortion 

products will be 40 db below those in 
the output of an amplifier producing 

the same output level, but without nega-

tive feedback. 
An amplifier employing negative 

voltage feedback tends to maintain uni-
form output voltage regardless of the 
load placed across the output. As more 

and more voltage feedback is employed, 
the output impedance of the amplifier 

approaches zero. If, instead of feeding 
back output voltage, negative feedback 

is derived from output current, the am-
plifier tends to maintain a constant cur-

rent regardless of load impedance. This 

is equivalent to increasing the output 

impedance of the amplifier. 
Since both current and voltage feed-

back are beneficial to amplifier perform-
ance, they afford the carrier amplifier 
designer a convenient tool for adjusting 
the amplifier output impedance, while 
at the same time improving the per-
formance of the amplifier. By carefully 
adjusting the ratio of current feedback 
to voltage feedback, output impedance 
can be raised or lowered to suit the 

Figure 3. How negative feedback im-
proves amplifier frequency response. 

needs of the circuit. In carrier systems 
this is particularly useful where the 

amplifier operates into one or more 

filters. 

Amplifiers and Filters 
Carrier systems employ many filters 

to divide the frequency spectrum into 
channels and groups of channels. The 

more efficient the filters, the more tightly 
packed channels and groups can be 
before they interfere with one another. 
Since high-performance filters are ex-

tremely impedance-sensitive, optimum 
filter performance can be obtained only 

when proper circuit impedances are 

carefully maintained. Thus, judicious 

use of feedback in amplifier design con-
tributes yet another benefit to overall 

performance of a carrier system. 
By carefully designing filters and am-

plifiers to work together, designers of 
modern carrier systems achieve perform-
ance that not long ago was considered 
to be impractical for economical design. 
Not only do these modern designs im-
prove performance, but they permit 
reductions in complexity, power require-

ments, and space. 
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FILTER FLANKING 

What and Why? 
Frequency-selective filters, the very heart of modern carrier systems, 

have certain characteristics which may seem surprising. Why should some 
filters, which are designed to provide as much isolation as possible between 
their respective channels, require the presence of each other for proper 
functioning? The answer lies in certain unavoidable side-effects of the way 
in which filters operate. 

These characteristics have considerable practical importance. In some 
cases, the removal of, say, the channel 5 filter will degrade the perform-
ance of channels 4 and 6, and a channel group which is only partially 
equipped may function quite poorly. This article discusses this "filter 

flanking" effect, how it occurs, and some means for minimizing adverse 
effects. 

Where bandwidth requirements are 
not stringent, carrier channels are often 
separated by relatively large guard bands 
and filters can be simple. In such cases 
there is little interaction between ad-
jacent channel filters. But modern car-
rier systems are usually required to 

transmit the maximum number of chan-
nels in the narrowest possible band-
width, with the result that guard bands 
are narrow and filters must have very 
sharp cut-off characteristics. In this situ-
ation adjacent filters affect each other 
even though their passbands do not 
overlap. The smaller the guard band 
between adjacent filters, the more im-

portant this interaction or "flanking" 
effect is in achieving the required atten-
uation. In effect, adjacent filters serve 
as additional elements of each other. As 
a consequence, high-performance chan-
nel banks may not achieve their proper 
performance if one or more channels 
are removed. These characteristics are a 
natural result of the way in which a filter 
must operate to provide the necessary 
attenuation. 
A conventional electrical filter con-

sists of a network of reactive elements 
such as capacitors, inductors and pos-
sibly transformers which, ideally, are 
loss-free. They are able to store energy 
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(by virtue of their inductance and ca-
pacitance), but cannot dissipate it. Thus, 
all power delivered to the input of the 
network must eventually appear at the 
output. The reactance of capacitors and 
inductors varies with frequency as 
shown in Figure 1. This permits net-
works to be built which have high input 
reactance at some frequencies, but low 
input reactance at others. At frequen-
cies where input impedance is essentially 
resistive, power is accepted and trans-
ferred to the output by the network, but 
is blocked at frequencies where input 
impedance is mainly reactive. 

Figure 2 shows a reactance network 
operating between a generator, E, with 
internal resistance RG and a resistive 
load, RL. The reactance network is as-
sumed to operate as an ideal filter — 
without internal losses. Within its pass-
band, the filter presents to the generator 
an impedance which is essentially resis-
tive and approximately equal in value to 
RG. Thus, maximum power transfer can 
occur, and the filter absorbs virtually all 
the available power of the generator, 
transferring it to the load, RL. 
The out-of-band impedance of the 

filter, as seen by the generator, is almost 
a pure reactance. At frequencies outside 
the passband, the filter absorbs negli-
gible power from the generator, and 
hence delivers virtually no power to the 
load. Therefore the presence of the load 
resistance, RL, has essentially no influ-
ence on the input impedance. However, 
to say that no out- of-band power is 
transferred from the generator to the 
filter is not the same as saying that the 
filter has no input current at these fre-
quencies; the input current flows, but 
since it is 90° out of phase with the in-
put voltage, no power is absorbed ( be-
cause the power factor is zero.) 

Thus, the method of attenuation of a 
filter is not at all like that of a resistive 
pad. The pad accepts the signal and dis-
sipates some (or possibly most) of the 
energy internally, whereas the filter re-
fuses to accept the signal at all. 

Filters in Parallel 

Parallel filter operation can be illus-
trated by considering the simple case of 
two filters — one lowpass and one high-
pass, so designed that the passband of 
each coincides with the stopband of the 
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Figure 1. Higher frequencies cause 
inductive reactance to increase while 
capacitive reactance decreases. The two 

reactances are 180° out of phase. 
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other. When the inputs of two such fil-
ters are connected in parallel and driven 
by a common impedance-matched gen-
erator, it is possible. in princiole, for 
each filter to absorb the maximum 
power available from the generator at 
frequencies lying within its own pass-
band. It can do this because, at these 
frequencies, the other filter cannot ac-
cept any power. It is this ability to select 
power at certain frequencies that makes 
it possible for filters to be operated ef-
ficiently in parallel without "loading" 
the generator. 

Figure 2. A filter is a network of re-
active elements. For maximum power 
transfer, filter impedance within the 
passband should match the generator 

impedance (Re). 

The two filters, operating together, 
act as a frequency- selective power 
divider. Therefore, when the two fil-
ters are designed to operate in parallel, 
the input impedance at the common 
terminals should equal the generator im-
pedance (RG) over both passbands be-
cause maximum power transfer can 
occur only when the filter impedance 
matches the generator impedance. Ac-
cordingly, within its own passband each 
of the paralleled filters will also match 
the generator. 

Since the net impedance of all filters 
as well as the individual impedance of 
each filter equals the generator impe-
dance, it might seem possible to remove 
one or more filters without disturbing 

the impedance match between the signal 
source and the frequency-selective fil-
ters. Unfortunately, this is not so. Filter 
characteristics are affected by the over-
lapping electrical effects of adjacent fil-
ters, thus requiring careful design to 
balance one against the other. 

Filter Admittance 
In discussing the characteristics of 

filters to be connected in parallel, it is 
simpler to think in terms of admittance 
(Y), the reciprocal of impedance. Ad-
mittances connected in parallel add di-
rectly, while impedances do not. Like 
impedance, which is the sum of the 
two quantities, resistance and reac-
tance, admittance is the sum of conduc-
tance ( G), and susceptance ( B). These 
two components of admittance are at 
right angles to each other, as indicated 
in mathematical expressions by the 

term j. 
If the input admittance of the low-

pass filtet is assumed to be 

YL = Gi. je., 

and that of the high-pass filter is as-
sumed to be 

Yit = Gµ -FiB., 

then the input admittance of the parallel 
combination is 

Y == (GL + + el). 

Since, in effect, only the conductance 
portion of the admittance absorbs 
power, an ideal filter pair would have 
no net susceptance across the passbands, 
and the combined conductance of the 
pair would be equal to the reciprocal of 
the generator resistance, 1/R0. In other 
words, an ideal pair of filters would 
meet the mathematical conditions 

and 
GL Gif 111?“ 

Bt.+ B.= O. 
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Figure 3. As the sep-
aration between filter 
passbands increases, the 
total susceptance devi-
ates farther from zero 
and interferes more with 
passband performance. 
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For these conditions to be readily met, 
it is necessary for both filters to be de-
signed for minimum susceptance. This 
does not mean that no susceptance can 
be present—but rather the susceptances 
of the two filters must have equal mag-
nitudes and opposite signs at all fre-
quencies within their passbands. Thus, 
the susceptances must always "cancel" 
each other. If they do not cancel, the in-
put admittance will appear either capa-
citive or inductive and will cause the 
filters to reject part of the desired signal. 

If the filters have minimum suscep-
tance, it is only necessary to design them 
so that 

GL + GB= 1/RG 

TOTAL CONDUCTANCE 

HIGH PASS 

FREQUENCY 

I I 

TOTAL SUSCEPTANCE 

TOTAL CONDUCTANCE 

I-ft. HIGH PASS 

FREQUENCY 

SIJSCEPTANCE 

over the passbands. Then the condition 

BL + B = 

will be closely approached when the gap 
between the passbands is small. As this 
gap becomes progressively larger, the 
total susceptance deviates farther from 
zero. ( Figure 3 compares the effects of 
varying the gap between the pass-
bands.) Eventually the error becomes 
intolerable and it is necessary to con-
nect a network of reactive elements, 
producing essentially pure susceptance, 
across the input terminals to cancel the 
net susceptance of the filter combina-
tion. This susceptance-annulling Plet-
work usually consists of one (or pos-
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Figure 4. Relationship between reactance and susceptance of circuit elements as 
frequency varies. 

sibly two) tuned circuits. Figure 5 shows 
the effect of the annulling network in 
cance.ling the susceptance of the two 
filters. 

Another network, essentially a third 
filter, can be used as a condurtance-cor-
rerting network to maintain a constant 
value of conductance. Its use is not so 
widespread, however, because most of 
the conductance deviation occurs in the 
area of transition between lowpass and 
highpass, and the conductance here is 

not normally of interest — it is usually 
sufficient to maintain a constant value 
within the Dassbands, without concern 
for the transition region. 

Thus, even in the simple case of two 
filters flanking each other, one depends 
on the other and often both depend on 
the annulling network for satisfactory 
operation. Filters designed for flanking 
do not usually provide satisfactory per-
formance if they are not flanked; and a 

117 



Figure 5. Annulling 
network provides sus-
ceptance opposite to 
that of the filters, par-
tially cancelling excess 

susceptance. 

C
E
P
T
A
N
C
F
 

CORRECTED 
SUSCEPTANCE 

filter designed for individual operation 
cannot be arbitrarily flanked without 
altering its characteristics. 

Practical Filter Groups 
This discussion has so far considered 

only the simplest case: a single low-pass 
and a single high-pass filter operating 
in parallel. Modern carrier systems, 
however, may use many bandpass filters 
in parallel, as indicated in Figure 6. 
Each base group shown consists of 12 
filters, each with a nominal 4-kc pass-
band, covering the frequency range of 
60-108 kc. The actual voice-frequency 
input to each channel is 0.3-3.5 kc; 
thus, 4-kc channel spacing allows an 
800-cps guard band between channels. 

In the next modulation step, five 12-
channel groups are combined to form 
a 60-channel supergroup occupying the 
312-552-kc band. The bandpass filters 
used with these five groups are spaced 
48 kc apart. This "stacking" of frequen-
cies can be carried on almost indefinite-
ly, but the principle remains the same. 
Within each level (group, supergroup, 
etc.) filter flanking occurs. 

Each filter affects all the others to 
some extent, but the effect is most pro-
nounced on the adjacent filters. For ex-
ample, the arbitrary removal of the 

FREQUENCY 

-OW-PASS 
AND HIGH-

PASS FILTERS 

ANNULLING 
NETWORK 

channel 3 filter would not have a serious 
effect on channels 1 and 5, and would 
affect channel 6 even less—but the char-
acteristics of channels 2 and 4 would be 

severely altered. As shown in Figure 7, 
this would normally reduce the sharp-
ness of the cutoff on the side toward the 
missing filter. 

Since the effect of one filter on the 
adjacent one depends on the frequency 
separation between them, widely spaced 
filters can usually be flanked without 
fear of interaction. In practical carrier 
systems, this characteristic may make it 
desirable to split a group into two sub-
groups, composed of even-numbered 
and odd-numbered channels. In this ar-
rangement, channels 1, 3, 5, 7, 9, and 
11 operate directly in parallel and are 
connected through a hybrid to the 
parallel combination of channels 2, 4, 6, 
8, 10, and 12. This technique is in com-
mon use because it minimizes the prob-
lems inherent in designing filters for 
flanked operation with close spacing. 
The filters can often be designed to op-
erate singly, without considering their 
effects on each other. 

Annulling Networks 
The question naturally arises as to 

the flanking of the "end" filters, chan-
nels 1 and 12. These channels exhibit 

118 



Figure 6. Modulation plan of 
typical frequency-division m.ulti-
plex system shows how filter 
flanking may occur at several 
levels— channel, group, and 

supergroup. 
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characteristics much like those of the 
unflanked channels 2 and 4 shown in 
Figure 7. Without adjacent filters, the 
sharpness of the cutoff on the unflanked 
sides suffers. To correct this, so-called 
annulling networks are built to simulate 
the filters that would be used for chan-
nels 0 and 13, if these channels existed. 
Essentially, these annulling networks 
provide equal and opposite susceptance 
to that of the unflanked filter. Sufficient 
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susceptance cancellation can be achieved 
by using a series tuned circuit to simu-
late the missing filters. The physical lo-
cation of these networks is of little con-
sequence so long as they are electrically. 
across the input terminals. For example, 
"filter 0" may be built into the physical 
container for filter 11—and still pro-
vide flanking for filter 1. 
The same type of flanking and the 

same interrelationships occur at other 
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levels in the modulation plan, but the 
principles involved are the same at the 
group and supergroup level as they are 
at the channel level. 

Operational Considerations 
When flanking problems arise, it is 

almost always because a carrier system is 
operated below design capacity. The 
installation may be only partially 
equipped, or a filter may be temporarily 
removed from a channel bank. Unless 
the missing filters are simulated in some 

Figure 7. Removal of 
channel 3 filter degrades 
response of all other 
channels. Most notice-
ably affected are the 
near " corners" of the 

adjacent channels. 
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way, the result may be degraded per-
formance — at least in the channels im-
mediately adjacent to the gaps left by 
the missing filters. 

This is not to say that multiplex sys-
tems must not be operated partially 
equipped. The manufacturer may spec-
ify the minimum number of channels 
of a specific system which should be 
installed without using some type of 
compensating network to take the place 
of the missing filters. For example, the 
manufacturer of a 12-channel system 
might recommend that a partially 
equipped installation include no fewer 
than 6 channels ( unless a compensating 
network is used). Such a network is not 
usually complicated or expensive — a 
typical one would consist merely of an 

inductor and a capacitor — but it is 
necessary in many cases for satisfactory 
system performance when only a few 
channels of a multi-channel system are 
installed. 
Of course it may not be practical to 

design a network to simulate a single 
filter which is temporarily removed 
from the middle of a filter bank. In 
such a case, adjacent channel perform-
ance may be maintained by plugging in 
a non-operational channel to obtain the 
flanking effect of its filter. 

It appears that filter flanking and its 
effects will continue to concern both de-
signers and operators for some time to 
come. In fact, flanking effects become 
more important when more complex fil-
ters are developed. Various other ar-
rangements such as the use of active 
elements (amplification) or resistive 
networks to improve isolation are be-
coming more common. So-called active 
filters and phase equalizers achieve 
much better performance than the con-
ventional passive networks, and this 
trend may profoundly affect future 
equipment designs. However, an aware-
ness of the interaction between flanked 
filters goes far toward forestalling the 
problems which may arise in operating 
systems using this technique. • 
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For those not familiar with the "complex" 
numbers used to describe impedance and ad-
mittance, here is a brief explanation of the 
"real" and "imaginary" components of 

Impedance and Admittance 

Impedance is made up of two com-
ponents, resistance and reactance. Al-
though both are measured in terms of 
ohms, they are not the same quantity. 
Resistance is contributed by elements 
which dissipate electrical energy, pass-
ing it off as heat. Reactance, on the 
other hand, is contributed by elements 
which store energy ( inductors and ca-
pacitors) without dissipation. It is the 
phase relationship between resistance 
and reactance of a circuit element which 
controls the phase angle between cur-
rent and voltage — and hence controls 
the power transferred by a given cur-
rent and voltage. The phase angle be-
tween the current through a resistor and 
the voltage across a resistor is zero. 
Thus, current and voltage are in phase, 
the power factor (the cosine of the 
angle between them) is unity, and the 
resistor dissipates power according to 
the relation 

P JR. 
By contrast, current through an ideal 

inductor or capacitor is 90° out of phase 
with the applied voltage — current lags 
by 90° in the inductor and leads by 90° 
in the capacitor ( assuming a sinusoidal 
steady-state condition ). Thus, the power 
factor is zero ( cos 90° = 0) and no 
power is absorbed by the inductor or 
capacitor. 

Since the phase or -directional" re-
lationship between resistance and react-
ance controls power transfer, it becomes 

apparent that magnitude alone cannot 
completely specify these two quantities. 
They have both magnitude and direc-
tion. The direction is normally specified 
in terms of the phase angle between 
them. And since both resistance and re-
actance are required to define imped-
ance, it too is a directional quantity. 
Impedance is the rector sum of resis-
tance and reactance ( shown graphically 
below). By convention, the resistance R 
is considered to have an angle of 0°. 

Hence, it is the reference and is called 
the real part of impedance. Reactance. 
with the symbol X, has an angle of 
+90° (+ 90° for inductive reactance 
and — 90° for capacitive reactance) and 
is the imaginary part of impedance — 
although the concept of reactance is not 
fictitious. These are called complex 
quantities because of their composite 
nature. 

Impedance, Z. is expressed mathe-
matically as 

Z R iX , 

where the indicates the 90° phase 
difference between R and X. Impedance 
can also be expressed as 

‘1? . —1- X LO 

where \,//Z2-- X2 is the magnitude and 
LO indicates the direction. 
The component parts of impedances 

in series add directly. For example, if 
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Z, = R, + PC, 

and 

— R, + PC,, 

then 

Z total = R, + R2 + (X, + X2). 

However, the same is not true of im-
pedances in parallel; the reciprocals of 
the paralleled impedances must be 
added: 

1 1 
total Z, Z • 

ye% 
y 

1 r a, 

r 
‹.) 

r 

r  

RESISTANCE = 4 0' 

Resistance and reactance add at 
right angles to form impedance. 
Their relative magnitude deter-
mines the angle of the impedance. 

The expression for total impedance then 
becomes less convenient: 

Z total —  Z' 
Z, + 

(R, + jX,) (R2+ jX2) 
R, + R2 + + X2) 

Because of the awkwardness of such 
expressions, it is often easier to speak 

in terms of admittance, (Y), the recip-
rocal of impedance. Admittances in 
parallel add directly just as do impe-
dances in series. Like impedance, ad-
mittance is a complex quantity; that is, 
it has a " real" component and an "im-
aginary" component with a 90° angle 
between them. The real part is called 
conductance, ( G), and the imaginary 
part is called susceptance, (B). Thus, 

Admittance ( Y) - . 1  1 
impedance Z 

1  
— R + jX 

= conductance -I- j(susceptance) 

= G + jB . 

In general, a large resistance implies a 
small conductance, and a positive re-
actance implies a negative susceptance. 
However, conductance is not the recip-
rocal of resistance, and susceptance is 
not the reciprocal of reactance because 
the definition of each is based on the 
complex quantities impedance and ad-
mittance. 

For admittances in parallel, if 

Y2= G, + jB, 
and 

- G2 + jB„ 
then 

Y total G, + G2+ j(B, + B2). 

The admittance across the passband 
of an ideal filter would necessarily con-
sist entirely of conductance. Any suscep-
tance present would introduce a phase 
shift between current and voltage, thus 
lowering the power factor and reducing 
the power transferred. Since the filter is 
composed of less-than-ideal reactive ele-
ments, susceptance is inevitable. This 
can be countered, however, by cancel-
ling each positive susceptance with a 
negative susceptance to produce a net 
result approximating zero. • 
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The Use of 

FILTERS 
in Carrier Telephone Systems 

In frequency-division multiplex, the frequency spectrum is divided into discrete 
frequency bands for the transmission of information. The frequency bands are 
normally separated by electrical wave filters. Although the design of electrical wave 
filters involves a combination of specialized knowledge and art, filter applications 
may be readily understood through a knowledge of the characteristics of basic 

filter types. 
In this article, the characteristics of the basic classes of filters are described, and 

the use of filters in a number of applications is explained. 

Filters are essentially devices which 

have particular resonance characteris-
tics. Although any device which ex-

hibits a resonance to electrical waves 
may be used, the most commonly em-
ployed filter components are capacitors 
and inductors. In the simplest case, a 

simple series circuit consisting of a 
capacitor and inductor is a filter. 

Because of the exacting requirements 
of filters used in carrier telephone appli-
cations, most filters contain a number 
of meshes (or two-terminal networks) 
which consist of an inductor and one 
or two capacitors. Depending upon the 

characteristics desired, the meshes are 
arranged in various series and shunt 

combinations in relation to the metallic 

path of the transmission line. 
Design parameters for a filter are ob-

tained from such factors as: ( 1) the 

impedance, both input and output, into 
which the filter must work; (2) the 
frequency range to be passed; (3) the 

attenuation of frequencies which may 

be present on either side of the desired 
frequency range; (4) the loss that may 
be tolerated in the pass band; and, (5) 
whether similar filters will be operated 
in parallel (flanking). Each of these 
factors should also be considered in the 

application of filters. 
Filters may be classified in a number 

of ways. A commonly used method is 
to classify the filter type by means of 
:he relationship between the pass-band 
and the cut-off frequency. With this 

method, there are four basic types: ( 1) 

low-pass filters; (2) band-pass filters; 
(3) band-elimination filters; and, (4) 

high-pass filters. In Figure 1, typical 
circuit configurations and attenuation-
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Fig.1. Illu›trating the four basic filter types. 

frequency characteristics are shown for 
each filter type. From these general 
characteristics, filters may be selected 
for specific applications. 

Low- Pass Filters 
An ideal low-pass filter is one that 

has been designed to pass frequencies 
from 0 up to the cut-off frequency, and 
to effectively suppress all frequencies 
above the cut-off frequency. In a prac-
tical filter, the out-of-band attenuation 
will vary with frequency. 
A typical low-pass filter application 

is shown in Figure 2. Here the filter is 
used at the input of the transmitting 
branch of a carrier channel. The func-
tion of this low-pass filter is to restrict 
the range of frequencies that may be 
passed into the carrier channel. In this 
application, the cut-off frequency is in 
the order of 3.2 kc. However, frequen-
cies above cut-off will enter the chan-
nel, but will be considerably reduced 
in amplitude. 
Where out-of-band signaling is em-

ployed, the maximum possible atten-
uation is required at the signaling fre-
quencies in order to avoid false signal-
ing. In the application shown in Figure 
2, out-of-band signaling frequencies of 
3400 cps and 3550 cps are used. Speech 
signals at these frequencies entering the 
circuit are adequately suppressed as 
shown by the attenuation peaks (often 
called infinite points) as shown in the 
attenuation-frequency characteristics. 

Band- Pass Filters 
Restricting the input frequency range 

is only one step in the process of mini-
mizing the bandwidth required for the 

transmission of speech over carrier-

derived channels. Additional filtering 
is also required at the output of the 
channel modulator. 
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Fig. 2. Use of a low-pass and a band-pass filter in the transmitting branch of a carrier 
channel. In the upper portions of the diagram, the frequencies which may occur in the various 
parts of the circuit are shown. Also shown are typical characteristics of the filters used. 

Modulation of the voice and signal-

ing frequencies can be accomplished in 
any one of a number of ways. Where 
suppressed-carrier, amplitude modu-
lation is employed, the modulator out-
put contains two principal sidebands. 
One sideband is above and the other 

one is below the carrier frequency. As 
shown in Figure 2, the frequency range 
occupied by each sideband depends 
upon the frequency range of the origi-

nal modulating frequencies. Each side-
band contains all of the intelligence 
that was present in the original modu-

lating wave. Either one or both side-

bands may be transmitted depending 
upon the type of carrier system. 
When a number of carrier channels 

are included in a system, the channels 
normally occupy adjacent frequency 
bands. Interference between channels 
is kept to a minirr um by limiting the 
channel frequency band. This is readily 
accomplished by using a band-pass 

filter . In Figure 2, the band-pass filter 

selects only the lower sideband. Since 
the unwanted sideband would cause 
crosstalk in an adjacent channel band, 
the relative attenuation of the filter 
must be sufficient to keep crosstalk to 
within acceptable limits. 

Band- Elimination Filters 
Occasionally, it is necessary to pre-

vent either a range of frequencies or a 
single frequency from passing beyond 

a certain point in a circuit. For example, 
the frequency range of a voice channel 
may be reduced to permit transmission 
of a carrier telegraph channel over the 

same circuit. A more common applica-
tion is the elimination of a single-fre-
quency pilot tone—such as is used for 
regulation or frequency control. This 
application is illustrated diagrammati-

cally in Figure 3. 
In this case, the pilot signal is used 

both for regulation and frequency con-
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Fig. 3. It is some-
times necessary to 
severely attenuate a 
pilot signal to avoid 
interference. For this 
purpose, a band-
elimination filter is 
inserted in the com-
mon line after the 
pilot pick-off point. 
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troj, and is transmitted at a relatively 
high level when compared to the mes-
sage level. At pilot pick-off points, a 
portion of the signal is accepted by the 
regulator and control circuits on a 
bridging basis. The remainder of the 
pilot signal passes through along with 

the carrier channel frequencies. Level 
reduction of this pilot frequency to an 
acceptable minimum is achieved by in-
serting a band-elimination filter di-
rectly into the receiving circuit. 
Where low-level pilots are used, it is 

not always necessary to eliminate the 
pilot. However, when systems which 

use pilot signals are interconnected on 
a carrier frequency basis elimination of 
pilot frequencies is often necessary. In 
this case, band-elimination filters are 
used with the interconnecting equip-
ment. 

High- Pass Filters 
The ideal high-pass filter passes with 

a minimum of attenuation all of the 
frequencies above the filter cut-off fre-

quency, and effectively suppresses all 
frequencies below cut-off. High-pass 
filters may be used separately, but are 
quite often used in conjunction with a 
low-pass filter. Such filter combinations 
are used where it is necessary to separate 
two frequency bands being transmitted 
over a common line. 

The requirements for these filter 
combinations are different for each ap-
plication. For this reason, rather than 
to call such filters by a name which is 
a combination of the filter types used, 
the filters are often denoted on the 
basis of their application. Examples 
are: ( 1) directional filter; (2) line filter; 
and ( 3) junction filter. 

Directional Filters 
For two-wire carrier systems, separa-

tion of the transmitting and receiving 
bands is necessary at terminals and re-
peaters. The filter combination nor-
mally used for this purpose at the two-

to four-wire junction is called a direc-
tional filter. In addition to separating 
the two frequency bands, the filter pro-
vides impedance matching at the 
junction. 

Directional filters are normally de-
signed as a part of the carrier equip-
ment, and therefore are only required 

to pass the frequency bands used in the 
carrier system. For this reason, direc-
tional filters may consist of two band-
pass filters or a low- and high-pass filter 
combination. Figure 4 illustrates the 
use of directional filters at a repeater 
location. 

Line Filters 
The most effective means of utilizing 

a wire pair is to sub-divide the available 
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frequency band into carrier channels. 

Quite often this can only be achieved 
by using two or more carrier systems. 
At terminals and repeaters, and some-

times at intermediate points, it is nec-
essary to separate the frequency bands 

of the different carrier systems. The 
devices most commonly used for this 

purpose are called line filters and junc-

tion filters. 
Line filters normally consist of low-

pass and high-pass filter sections. The 
low-pass section will effectively trans-
mit all frequencies below cut-off, and 
the high-pass section will pass frequen-
cies above cut-off which are in the 

normally used carrier frequency spec-
trum. Two types of line filters are com-
monly used: ( 1) main-station line 
filters; and, (2) auxiliary-station line 

filters. 
Main-station line filters are used at 

terminals and main repeater stations 
where all carrier systems on the line are 

repeatered. These filters provide the 
desired out-of-band metallic suppres-
sion, but have relatively low longitu-

dinal suppression characteristics.There-

fore, these filters may be used for phan-
tom operation, and are intended for 
use when low-frequency equipment is 

Fig. 4. A line filter 
is used to separate 
the frequency bands 
used by two carrier 
systems or by a car-
rier system and a 
voice circuit. Direc-
tional filters separate 
the frequency bands 
of a carrier system 

used for the two di-
rections of transmis-
sion. 

connected to the equipment side of 

the low-pass filter section. Two appli-
cations of main-station line filters are 

shown in Figure 4. 
Auxiliary station line filters are de-

signed for use at intermediate repeater 
stations where only the high-frequency 

carrier system is repeatered. For this 
reason. the low-pass sections are de-

signed to be connected directly to-
gether. To prevent excessive longitu-

dinal coupling around the repeater, 

these titters are designed to provide 
longitudinal suppression which is in 

the same order of magnitude as the 

suppression in the metailic path. This 
high order of longitudinal suppression 

virtually negates operation of auxiliary-
station line filters on phantom circuits. 

Junction Filters 
junLtion tiltcr are similar to main-

station line filters, but are normally 

designed for applications at non-gain 

points—such as at the junction of 

open-wire lines and intermediate cables. 

Since a number of these filters may be 
used between terminals, the suppression 

is kept low to prevent appreciable deg-
radation of the frequencies near the 

limits of the pass band. 
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Military Versus Commercial 

CARRIER SYSTEM DESIGN 

For several years, Lenkurt has been developing two of the most 
advanced carrier systems available today. Despite the fact that both were 
developed nearly simultaneously by two teams within the same company, 
the systems are remarkable for their differences rather than their simi-
larities. Each was designed to satisfy rigorous — but different — needs. 
This article contrasts the differing equipment requirements of military 
and commercial communications and shows how in good design, "form 
follows function." 

Science and technology press forward 

constantly, again and again opening the 

way for achievements previously not 
practical, and revealing better ways of 

doing old jobs. Eventually, even per-
fectly adequate equipment is gradually 
replaced by designs which take advan-

tage of newer techniques. In commer-
cial communications, however, new fea-

tures or techniques are rarely the basis 

for retiring old equipment for new. In-
stead, old equipment is usually retired 

as it passes the point where it can con-

tinue to serve reliably and economically. 
Often, well-proved designs may even be 

preferred because of the refinement and 

dependability of the equipment. 
This is not generally so in military 

systems. Yesterday's fighter plane, al-
though still a superb aircraft, may be 

virtually useless against another which 
has only a slight performance advan-

tage. In military communications, a 

similar philosophy applies. Although 

communications systems are not pitted 

against each other in combat, commu-
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Figure 1. Lenkurt 45BX carrier equipment in telephone toll center. Protruding 
equipment on right is Lenkurt 33A carrier, a classic older design still in great 
demand because of its reliability and performance. Relatively controlled environ-
ment in such centers reduces an important problem forced on military equipment. 

nications dependability and perform-
ance could provide the decisive edge 

which makes the difference between N. ic-
tory and defeat. 

Contrast in Economics 

The cost of civilian communications 
equipment may be spread over a long, 

predictable life span, thus permitting 
a careful estimate of the performance 
required. Commercial equipment can be 
designed to perform a certain function 

to a certain standard of quality — no 

more, no less. This careful blending of 
economics and engineering results in 
systems of very high efficiency, and pro-
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vides communications of the lowest cost 

consistent with reliability and high 

quality. 

The extremely high stakes involved 

in military action prohibit this philos-

ophy of prudent economy. No matter 

what the cost of a military communica-

tions system, it proves to be a tremen-

dous bargain if it helps prevent a war 

or win a battle. Equipment which falls 

short of doing its required job under 

the strenuous conditions of crisis, might 

just as well not be built in the first place. 

The Military Problem 
Unlike ci \ dian communications net-

works, which evolve in a deliberate. 

carefully-organized pattern to match the 

gradually changing needs of our civili-

zation. military needs are most likely to 

erupt full-grown in an hour, and under 

the worst possible circumstances. 

Military equipment must be designed 

to he " at home" in whatever situation 

it finds itself. Temperature extremes, 

sandstorms, blizzards, unskilled hand-

ling — these and more, are typical of 

some of the adversities which may ham-

per proper communications. 

Because the circumstances under 

which a military system may be used 

are largely unpredictable, it must be 

assumed that the traffic load will be 

severe. More facsimile, digital data 

transmission, and other pulse-type com-

munications are used than in civilian 

systems. These types of signal impose a 

much heavier load than ordinary voice 

messages because the randomly-occur-

ring speech sounds a‘erage out statisti-

cally, when many channels are involved. 

For this :eason, a military system must 

tricur— 

• 

Figure 2, .4N/FCC-17 tacti-
cal shelter for 60-channel car-
rier terminal. Wheels are 
extended for travel, may be 
retracted as shown during use. 
so that shelter rests on ground. 
Wheels may also be completely 
detached when shelter is used 
in semi-permanent location. 
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Figure 3. Roll out 
shelves in military 
system allow easy 
access and mainten-
ance to all circuits. 
Military system re-
quires greater rack 
depth than commer-
cial system, but per-
mits shorter racks. 
Deep racks permit 
roll- out shelves and 
provide additional 
mechanical strength. 

be able to accomodate a considerably 

heavier load than its civilian counter-

part, for a given number of channels. 
As a final difficulty, the circumstancei 

of military use make particularly severe 
demands on the physical structure of the 
equipment. It must be able to withstand 
the severe mechanical shock and vibra-
tion associated with transportation of 
all types, as well as shock that might 
result from hostile action. In addition 

to being ruggedly built, the equipment 
must be designed so that maintenance 
is particularly easy, since there is never 
assurance that well-trained personnel 

will always be available to keep the sys-
tem running properly. 

The Problems f 

Commercial Design 

There is quite a difference between 

good design in a military system and in 
a system suitable for commercial com-

munications. The military system must 
achieve certain performance character-
istics regardless of cost. A commercial 

system, on the other hand, must meet 
very definite performance requirements, 

but within rigorous cost limitations. 
This can be done, not by cheapening 
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the design, but by making it much more 

specialized in its function. 
In a military system, quality of per-

formance means ability to overcome 

adverse conditions; in a commercial s s-

tern, high quality invites and stimulates 
more use, thus permitting thc system to 

justif) itself economically. A very care-

ful balance is invoked. Improved per-

formance certainly in ites more patron-

age, but increases the cost of the system 

at a Vcry rapid rate. The quality of the 
system must not be so high that no one 

Figure 4. Military system employs dee 
Roller slides permit inspection and mainte 
service. Extended drawers each contain 
transnzitting channels. Each drawer ma> 

tilted upward for access to 

can afford to use it. Nor should the 

quality of communication be so pool-

that other means prove more satisfac-

tory. 

Recent Examples 
Two new carrier systems provide an 

unusual opportunity to show how these 
problems were met in commercial and 

milit,ry engineering practice. The mili-

tary system, designated "'Multiplexer 

St! ;IN IFCC-17. - will be the standard 

carrier system used by the United States 

p, rugged racks to support equipment. 
nance of all circuits without interrupting 
chmincl filters and modulators for 12 
he locked fully extended and may be 

bottom interconnections. 
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Air Force in tilling its carrier communi-

cations needs all over the globe. The 

commercial system, known as Tjpe 

464. supplements and extends the 

usefulness of Lenkurt's 45-class carrier 

systems, used by more organizations 

around the world than any other carrier 

equipment. 

Both systems are transistorized, both 

provide up to 600 channels. Both are 

designed to provide circuits of very 

high quality over great distances. Be-

yond this, the similarities end. 

Versatility 
Both systems are extremely versatile, 

each in a different way. 

The AN/FCC-17 was designed for 

universal use, permitting transmission 

over radio and, with auxiliary equip-

ment, wire or cable. There is no restric-

tion on the type of information which 

it can accept for transmission; speech, 

digital data, facsimile, and related types 

of signals may be transmitted over any 

or all channels without requiring special 

treatment. 

The 46A has been designed to permit 

coordination with virtually all other 

types of carrier system used for long-

haul service. A variety of standard op-

tions provide pilot frequencies and op-

erating levels recommended by C.C.I. 

T.T. or used in such systems as the 

Figure 5. Conventional etched circuit techniques are used within sealed plug-in 
units of AN/FCC-I? system. Units are sealed to protect them from environment 

and handling. Internal repairs are performed at maintenance depot. 
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Figure 6. Typical 46A plug-in units. Shield has been removed from lower unit. 
Round objects shown at edge of both units are ferrite inductors used in filters. Note 

stitched wiring visible on upper unit. This type of construction permits automatic 

fabrication, yet provides even better repairability and reliability than expert hand 
wiring. 

Western Electric "L" carrier system. To 
enhance the versatility of the equip-

ment, 46A channel banks are designed 
for use with the group and common 
equipment of such systems. 

Mechcnical Construction 

Radical new construction methods are 

used by each system to meet its special 
objectives. One of the prime require-
ments of the Air Force system is mobil-

ity and the ability to function reliably 

despite physical abuse. All the equip-
ment is suitable for use either in fixed 

installations or in mobile communica-
tion centers. One tactical version is 
illustrated in Figure 2. This is a 

60-channel terminal mounted within a 
special mobile shelter to permit travel 
over rough terrain. 

Heavy four-post racks support the 
roll-out shelves in which all equipment 
is mounted. Each shelf may be extended 

and tilted up for inspection, and adjust-
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ment without interfering with the oper-

ation of the system. Virtually all elec-

trical components are contained within 
sealed units which plug into the sliding 

shelves. This technique permits defec-

tive units to be replaced immediately, 
and protects the components from dirt, 
moisture, and improper handling. In 

addition to speeding field maintenance, 
plug-in units permit equipment repairs 

to be handled at efficient central depots. 

The 46A system does not require the 
extreme mechanical ruggedness of the 

AN/FCC-17, but is designed for con-
ventional mounting on racks of the sort 

found in all telephone and communica-
tion centers. Instead of the sealed cir-

cuits found in the military system, all 
components are mounted on insulating 
boards which plug into equipment 

shelves. Figure 7 shows a close view of 

a typical 46A shelf with several of the 

plug-in units removed. Typical plug-in 

units are visible to the right and left in 

the picture. 

As in the military system, plug-in 

modules permit very rapid maintenance 

in case of equipment failure. Unlike the 

AN/FCC-17, all circuit components are 
exposed. This is permissible because the 
46A does not have to cope with the 
unusually wide range of environmental 

conditions for which the AN/FCC-17 
is designed. 

In the military system, printed or 
etched wiring is used to achieve uni-

formity and maximum space economy, 
thus enabling all active circuits to be 
enclosed in sealed containers to protect 
them from the environment. 
The 46A equipment uses Lenkurt's 

unique stitched wiring process ( de-

siimmumiliM11111111111111111111111111111111111EMMIIIIIIII 

Figure 7. 46A plug-in units are held by nylon slides, and plug into receptacles at 
rear of shelf. In this view, four plug-in units have been removed. Note stitched 

wiring on unit at right. 
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scribed in DEMODULATOR. June, 1960). 

This construction method is similar to 

etched wiring in that insulating boards 

are used to support the components and 

interconnections. The stitched wiring 

process combines the uniformity and 

ease of manufacture of printed circuits 

with the easier maintenance and repair-

ability of hand wiring. Automatically-

inserted staples serve as connection 

points for components and wire inter-

connections, thus permitting compo-

nents to be replaced by less skilled 

personnel. The penalty for this is the 

Figure 8. A typical 
60-channel 46A ter-
minal with additional 
common equipment. 
Left rack includes 
carrier supply for 
288 channels (240 
plus 20%). Group 
equipment for 60 
channels is contained 
in two of the shelves 
in the rack on right. 
Engineer is shown 
using shelf extender 
which permits access 
to both sides of plug-
in unit while it is 
connected into sys-
tem, permitting easy 
testing and mainten-

ance. 

slightly greater space required by the 

projecting staples ( Note the unit to the 

right in Figure 7). 

Load Capacity 
The load- handling capacity of a car-

rier system is one of its most critical 

design features, since this has an im-

portant bearing on the cost, size, and 

noise performance of the equipment. It 

is difficult to predict exactly how much 

load wi1 he imposed by a single voice 

channel because of the wide range in 

ind:vidual speech characteristics. As the 
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Figure 9. Compar-
ison of load-handling 
characteristics of 
AN/FCC-17 system, 
46A system, and the 
load characteristic 
recommended by 
CITT. The 46A sys-
tem will handle more 
data transmission 
than provided for in 
CITT recommenda-
tions. Military sys-
tem will handle 100% 
data load with no loss 

of performance. 
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number of channels increases, however, 

individual characteristics average out so 

that the total load becomes easier to 

estimate. 

Careful measurements of the load 

presented by various numbers of voice 

channels have led to the C.C.I.T.T. load 

estimates shown in Figure 9 ( red 

curves). The values shown represent the 

approximate load presented by speech 

plus a normai amount of signal power 

due to signaling tones, carrier leak, and 

pilot tones. 

Because of the steadily increasing 

amount of data transmission, the load 

handling ability of the 46A system has 

been made substantially greater than 

the "normal" capacity indicated by the 

C.C.I.T.T. recommendations. The 46A 

load capability shown in Figure 9 was 

determined by assuming that 3/4 of the 

channels would use out-of-band signal-

ing tones ( an option), of the chan-

nels would propably carry telegraph or 

similar data traffic, and iír, of the chan-

nels would be used for SAGE data. 

Under these conditions of loading, the 

46A system meets all noise and distor-

tion standards for long-haul, toll-quality 

carrier. 
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It cannot be assumed that the mili-

tary carrier system will be permitted to 

enjoy such an equitable and well-

rounded load distribution. Being a mili-

tary system, it must be designed to 

accommodate the worst possible load 

that might be applied to it. Accordingly. 

the AN/FCC-17 was designed to carry 

100ei- data or facsimile. 

Delay Distortion 
Envelope delay has a much greater 

apparent effect on the quality of data 

and facsimile transmissions than on 

voice circuits. Since both systems place 

special emphasis on the ability to accom-

modate pulse transmission, special pains 

were taken to restrict envelope delay as 

much as possible. 

In any carrier system, almost all the 

envelope delay experienced is contrib-

uted by the channel fiiters rather than 

the filters associated with groups of 

channels. In the 46A system. channel 

filters were designed to have uniform 

delay characteristics, regardless of their 

frequency. A "nominal" delay charac-

teristic was determined and all channels 

4 

Figure 10. Compari-
son of relative en-
velope delay of 46A 
and AN/FCC-17 
channels. Delay 
equalization is pro-
vided for all chan-
nels in the military 
system. 46A-channel 
filters are designed 
so that no channel 
vanes more than 25 
microseconds from 
characteristic shown. 

must not deviate from this characteristic 

by more than 25 microseconds. This 

uniformity permits a standard delay 

equalizer which can be used with any 

channel, regardless of frequency. 

Since the AN/FCC-17 was designed 

specifically to handle data, special care 

was taken to minimize envelope delay 

over a large portion of the channel pass-

band. Figure 10 compares typical chan-

nel ern elope delay characteristics of the 

two systems. 

Conclusions 

Although both systems are notable 

for their particular electrical and me-

chanical features, more outstanding is 

the way in which each design has been 

carefully tailored to meet the special 

needs of its particular application. Al-

though the military system includes 

many "extras" to obtain its extraordi-

nary performance, it is remarkably com-

pact. Similarly, the 46A improves upon 

performance standards available in pre-

vious equipment, and manages to im-

prove size, cost and reliability at the 

same time. • 
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In the dozen years or so since the first commercial microwave systems 
went into service, microwave radio has undergone astonishing growth and 
change. To meet new demands, channel capacity has steadily increased, 
performance has been improved, and power consumption and physical 
size reduced. 

Many desirable new features, however, tend to oppose each other. For 
instance, although the use of transistors is very appealing because of their 
structural characteristics and low power requirements, transistors usually 
introduce more noise and distortion than electron tubes. Greater band-
width imposes a severe problem of linearity in all circuits, but particularly 
in. modulated klystrons and in the receiver discriminator. 

This article is the first of two which discuss some of the problems 
encountered in designing a new, high-capacity transistorized microwave 
system, and how they were solved. 

Just a very few years ago, it seemed 
unlikely that there would soon be any 
substantial need for microwave systems 
able to carry more than one or two hun-
dred voice channels ( except, of course, 
in the great transcontinental "back-
bone" routes). Today, however, there 
is a surprising demand for equipment 
capable of handling 600 channels or 
more. Even if some of the "need" may 
be premature, or stimulated by the glow-
ing promises of newcomers to the field, 
there still remains a small but growing 

body of microwave users whose needs 
are very real and for whom the higher 
capacity means lower costs and greater 
efficiency. 
Many different types of problems ap-

pear in designing a system to accommo-
date 600 voice channels or a wide-band 
video signal. Part of the difficulty is 
economic, part is technical. "Brute 
force" methods which have been used 
for very long toll circuits over high den-
sity routes are generally too expensive 
for use in equipment intended for a 
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broader range of applications. One way 
out of this problem is to devise simpler, 
more sophisticated techniques which 
yield the same performance as the older 
methods. Actually, this approach is vir-
tually mandatory since efforts to attain 
greater channel capacity by merely scal-
ing up older designs, or to "transis-
torize" the equipment by substituting 
equivalent transistor circuits for their 
original electron tube counterparts, will 
prove disappointing. 

Transistcr Problems 

The basic nature of transistors intro-
duces problems of a sort not usually 
encountered in electron tube equipment. 
One of the outstanding problems is the 
remarkable sensitivity of transistors to 
all sorts of outside influences. Very 
small changes in operating bias may 
cause rather large changes in the gain, 
stability, and frequency response of a 
transistor circuit, particularly in wide-
band circuits. Even the life expectancy 
of transistors seems to be greatly influ-
enced by the way in which they are 
used and the temperature at which they 
operate. 

Electron tubes are essentially "one-
way" devices, maintaining almost per-
fect isolation between the output circuit 
and the input. Changes in load have 
little or no effect on the input. In transis-
tors, however, small changes in load 
impedance may cause rather large varia-
tions in the total performance of the 
circuit. Numerous techniques have been 
developed to compensate for these tran-
sistor characteristics: temperature-sensi-
tive resistors in the power source of the 
transistor circuit alter the operating bias 
to compensate for the temperature char-
acteristics of. the transistor. Similarly, 
voltage- sensitive diodes and varistors 
are employed to reduce the effect of 
power supply variations. Despite the 
availability of these techniques, the 
problem becomes exceedingly difficult 
as transistors are used in high frequency 

-25 2.5 50 

TEMPERATURE -°C 

Figure 1. Output current versus tem-
perature in typical common-emitter 
transistor circuit for several values of 

collector bias. 

circuits with much greater bandwidths. 
Figure 1 illustrates how transistor char-
acteristics may vary with temperature. 

Transistorized IF 

Amplifier Design 

Problems of this type become most 
acute in the design of a wideband IF 
(intermediate frequency) amplifier for 
use in a microwave receiver. It is in this 
section of the microwave system that the 
signal is weakest, where the greatest 
amplification occurs, and where phase 
and amplitude distortion are most 
likely. In short, this is the portion of 
the system where skimpy or inadequate 
engineering can be most harmful. 

In conventional design practice, each 
IF amplifier stage is tuned to achieve 
maximum gain over the desired band 
of frequencies. The overall bandpass 
and phase shift characteristics of the re-
ceiver are determined by the chain of 
tuned amplifiers, each of which is im-
portant to receiver performance. 
At the standard 70-mc IF frequency, 

component values in the tuned circuits 
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are quite small, and even the inter-elec-
trode capacitances of electron tube am-
plifiers are an important part of the 
circuit tuning. Although these values 
don't change appreciably with the agç 
of the tube, they do vary from tube to 
tube, and the phase and amplitude char-
acteristics of the IF amplifier can be con-
siderably altered merely by replacing an 
aging tube. 

In transistor amplifiers, the problem 
may be worse. Here, replacement is less 
of a problem than maintaining the sta-
bility of the circuit in the face of chang-
ing conditions. Transistors introduce a 
considerable capacitive or inductive re-
actance, depending on the operating 
frequency and the way in which the 
transistor is used. To a much greater 
extent than in electron tubes, this re-
actance varies according to the bias ap-
plied to the transistor. 

Normally, this wouldn't hase much 
importance except that in a microwave 
system, wide variations in signal level 
exist because of fading, and these are 
normally compensated for in the IF am-
plifier. This is achieved by applying an 
AGC ( automatic gain control) bias volt-
age to various stages of the amplifier. 
When this technique is used in tran-

sistorized amplifiers, the desired gain 

control may be achieved by varying 
transistor bias, but the resulting changes 
in transistor reactance affect the tuning 
characteristics of the stage. The overall 
effect is to degrade the receiver band-
pass and phase shift characteristics and 
introduce a subtle form of intermodula-
tion distortion. 

There are several ways of reducing 
this type of difficulty. One is to provide 
far more gain than is actually required 
for the signal, then use most of it for 
negative feedback and AGC. The nega-
tive feedback helps stabilize the indi-
vidual stages, and the AGC controls the 
operating point of the amplifiers. This 
conventional approach encounters 
serious difficulties in transistorized 
equipment as the bandwidth is in-
creased. The tuned transistor circuits 
tend to become more and more unstable. 
The common-emitter transistor connec-
tion ( that will most likely be used in 
order to achieve the necessary gain) 
must be neutralized, and the tuning and 
line-up of the equipment becomes in-
creasingly critical. In very broad-band 
circuits, feedback may not be very effec-
tive due to the difficulty of maintaining 
the required 180° phase shift over the 
entire bandwidth. Because of the critical 
tuning required, actual field perform-
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Figure 2. Simplified block diagram of Type 76 receiver IF section. Separation 
of tuned circuits and transistor amplifiers provides inore stable operation, better 

delay equalization. 
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ance is likely to become degraded. 
An entirely different approach was 

taken in Lenkurt's new Type 76 micro-
wave equipment. Rather than fight the 
complicated interaction of transistor be-
havior and tuned circuits, the two were 
entirely divorced from each other. As 
shown in Figure 2, all tuned circuits 
were removed from the amplifier stages 
and isolated in two bandpass filters. 
This provides several advantages: the 
bandpass characteristics of the receiver 
become independent of the amplifiers, 
the signal level, or the way in which the 
amplifiers are operated. Replacement of 
amplifier components no longer has any 
effect on the tuning characteristics of 
the receiver. 

In addition, this arrangement makes 
it possible to include an envelope delay 
equalizer which exactly matches the 
characteristics of the IF bandpass filters, 
thus permitting much tighter control of 
envelope delay, a very important con-
sideration in the transmission of color 
television and high-speed pulse or data 
signals. 

COMMON EMITTER 

COMMON BASE 

Figure 3. Comparison of common-emit-
ter and common-base transistor ar-
rangements. CE provides high current 
gain, but may be unstable in wide-band 
circuit. CB is very stable but requires 

transformer output. 

With the tuning elements eliminated 
from the amplifier circuits, it became 
possible to take a fresh approach to the 
design of the transistorized IF amplifier 
circuits. The object was to improve cir-
cuit stability and frequency response, 
and to reduce the effects of temperature, 
time, and other external influences. 
Since most of the trouble in very wide-
band transistor amplifiers comes from 
the variation in reactance within the 
transistors themselves, circuits were de-
vised which overcame this effect, thus 
making the IF amplifier essentially a 
resistive, constant- impedance network. 
In this approach, three closely- related 
techniques were used: a stable transis-
tor configuration, an improved inter-
stage coupling technique, and transistor 
reactance cancellation. 

Transistor Characteristics 
Throughout the IF amplifier section, 

a common-base transistor circuit was 
used, instead of the more typical 
common-emitter arrangement. The com-
mon-emitter configuration is the most 
widely used transistor circuit because it 
provides the greatest power gain of the 
three possible arrangements, and is easy 
to use because of biasing and imped-
ance-matching considerations. By con-
trast, the common-base arrangement is 
little used because it has a current gain 
less than unity and therefore always 
requires some form of transformer for 
coupling it to following stages, thus 
increasing manufacturing cost. 

Unfortunately, the popular common-
emitter circuit is the least stable of the 
three from the viewpoint of temperature 
and bias variations. In addition, age 
shows its greatest effect in the common-
emitter version. Figure 3 shows these 
basic arrangements. 
The reason for this contrast in stability 

lies in the basic nature of transistors. 
The current gain or a of a transistor 
connected in the common base configu-
ration is only slightly affected by age or 
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Figure 4. Simplified schematic and photograph of typical 76 IF amplifier stage. 
Toroidal interstage transformer (at tip of pencil) provides flat frequency response 
to 200 mc, allows reactance feedback, thus stabilizing the transistor and extending 

its frequency response. 

such external factors as temperature and 
bias. In the common-emitter arrange-
ment, however, gain is proportional to 
p which is controlled by a according to 
the relationship 

P = a 

A quick bit of arithmetic shows that 
very small changes in a result in very 
large changes in the value of 13. For 
instance, should the a of a transistor 
change from 0.995 to 0.994, the gain 
of the common-base configuration will 
only vary by 0.1%. In the common-
emitter arrangement, however, the gain 
would drop from 200 to 166, a change 
of 17'1.. At lower frequencies, the prob-
lem of compensating for this change 
in gain is much less difficult and the 
greater economy of the common-emitter 
circuit usually recommends it over the 
common-base arrangement. 

Transformer Coupling 

In order to take advantage of the 
superior stability of the common-base 
connection, it was necessary to provide 
an interstage coupling that would match 

the output impedance of one stage to 
the input impedance of the next and, at 
the same time, convert the voltage gain 
of the amplifier to useful current gain. 

This requirement can be satisfied by 
a transformer, but conventional trans-
formers cannot operate efficiently at 80 
mc and still provide a good impedance 
match to the transistors. 

In the 76 receiver, a novel interstage 
coupling transformer is used which 
satisfies all these requirements with re-
markable efficiency. Not only does this 
device provide efficient coupling and 
excellent impedance- matching charac-
teristics, it opens the way to sharply-
improved transistor performance. Fig-
ure 4 shows a simplified schematic and 
a photograph of typical IF amplifier 
stages in the 76 receiver. Interstage 
coupling is achieved by autotransformer 
action in the main winding of the 
toroidal transformer. This produces a 
stepdown in voltage but an increase in 
signal current, thus correcting the low 
current gain of the common-base con-
nection. The special transformer design 
used in the Lenkurt interstage coupling 
p rovides uniform frequency response 
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out to at least 200 mc, so that IF fre-
quency response is limited by transistor 
characteristics rather than by the cou-
pling network. The black curve of figure 
5 shows typical frequency response of 
the resulting IF amplifier. 

Transistor Reactance 
Cancellation 

Although transformer coupling is un-
usual at these frequencies, this particular 
kind of transformer circuit provides still 
other benefits not yet attainable by more 
conventional techniques. 

Transistors, like most components, 
unavoidably introduce reactance, and 
this limits the ultimate frequency re-
sponse of the transistor. Because of the 
special nature of the Lenkurt interstage 
transformer it is possible to apply a 
special form of feedback to the transis-
tor base which tends to neutralize the 
reactance appearing in the transistor it-
self. Unlike conventional negative feed-
back which corrects amplitude varia-
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tions, this feedback arrangement tends 
to offset the changes in circuit reactance 
caused by the changing signal voltage 
across the transistor junction. The net 
result is an amplifier circuit that is es-
sentially resistive and remarkably free 
of phase distortion. 

AGC Technique 
One of the important characteristics 

of transistors is that variations in load 
resistance cause a corresponding change 
in input impedance. Similarly, variations 
in input impedance affect the transistor 
output impedance, and these changes 
may have an undesirable effect on the 
over-all performance of wide-band cir-
cuits. Even though these undesirable 
effects are largely overcome in the 
Lenkurt 76 IF strip, due to the inter-
stage coupling and type of feedback 
used, an improved automatic gain con-
trol technique was developed to main-
tain the inherent stability of the IF 

amplifiers under all conditions. 

I F. AMPLIFIER RESPONSE A 
(WITHOUT FILTERS) 

L 

I.F. BAND-PASS 
USING 600 CHANNEL 

FILTER 

2 6 10 20 30 40 60 7080 100 

SIGNAL FREQUENCY - MEGACYCLES 

Figure 5. Frequency response of Lenkurt 76 IF amplifier with (red curve) and 
without (black curve) lumped bandpass filters. Other filters and equalizers may be 

substituted in applications having different bandwidth requirements. 
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Figure 6. Typical bridged.T attenuator shown in A maintains constant imped-
ance in both directions as one variable resistance increases, and other decreases. 
Lenkurt circuit uses variable resistance of semiconductor diode at different cur-
rent values to achieve same effect in AGC circuit. Additional components shown 

isolate dc bias and IF signal from each other. 

Instead of altering the gain of the 
controlled stages by changing transistor 
bias, a form of "variolosser" or variable-
loss circuit was introduced to control the 
output level of the controlled stages. In 
this arrangement, an electronically-con-
trolled variable attenuator is inserted in 
the signal path following each pair of 
transistor amplifiers. This permits the 
transistors to operate at a constant fixed 
point on their characteristic, with the 
benefit of improved performance and 
possible extended life. 

In the Lenkurt circuit, the variolosser 
takes the form of a bridged-T attenuator 
with variable elements, as indicated in 
Figure 6. If both the series and shunt 
elements are varied inversely, input and 
output impedance of the network will 
remain constant over a wide ( 20 db) 
range of attenuation values. Two bias 
voltages are required, one to control the 
series resistance, and another opposite-
going voltage to control the shunt re-
sistance. By deriving these voltages 
from the same source, the two variable 
elements "'track" very well and main-
tain the desired constant impedance os er 
the operating range of the circuit. 

Conclusions 
The design approaches described 

above for a particular piece of equip-
ment illustrate the trend toward increas-
ing sophistication and ingenuity that 
is required to achieve superior per-
formance. As the number of channels 
transmitted over a microwave system 
increases, it becomes more important to 
preserve or improve performance 
quality because of the increased value 
of the resulting communication. The 
upsurge in high-speed data and wide-
band video transmission increases the 
stringency of the required transmission 
standards, and makes it particularly im-
portant that state-of-the-art limitations 
of transistors and similar components 
not be allowed to determine perform-
ance capabilities. • 

Next month, the second article in this 
two-part series will discuss ways of 
overcoming intermodulation distortion 
in the critical modulation and demodu-
lation. circuits of a microwave system— 
the transmitting klystron and receiver 
discriminator. 
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The third-generation microwave equipment now appearing reflects 
the growing demand for very high channel capacity and increased relia-
bility. One way that reliability is sought is by substituting transistors for 

electron tubes. Transistors, however, may introduce new problems whi-ch 
require skillful engineering to solve satisfactorily — as described in last 
month's article. 

This article discusses additional design problems which stem from 
increased bandwidth and transistor characteristics— the problems of non-
linearity in the transmitting klystron and the receiver discriminator. 

Although heavy-duty mtcrowave 
equipment of extremely high quality 
has been in service for over ten years 
carrying television and long-distance 
telephone circuits from coast to coast, 
this equipment is too costly for most of 
the newly-emerging industrial and other 

medium-length applications such as ed-
ucational television. The early ecuip-
ment was forced to obtain the necessary 
performance by complex circuits and 
elaborate modulation methods. 

S:mpler ways of doing much the 
same job are now available, but the 
intense desire to achieve greater relia-
bility through the use of transistors 
provides additional complications. 
Transistors aren't worse than electron 
tubes — they are just different. Transis-
tors and transistor techniques are ad-
vancing rapidly, and only now have 
reached the point where they can be 
applied to high-quality microwave 
equipment with assurance. 
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As bandwidth is increased, extremely 
careful design is required to preserve 
linearity, not just in transistor circuits, 
but throughout the system. Noise, the 
bane of communication, finds more op-
portunities to creep into the system 
when the bandwidth is increased. Ironi-
cally, noise thrives and grows whenever 
the techniques used for overcoming it 
are misused. For instance, thermal or 
background noise may be reduced by 
increasing the modulation index (and 
frequency deviation) of an FM radio 
system. If this is carried beyond a cer-
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Figure 1. Non-linear modulation char-
acteristic of reflex klystron operating 
into a matched load is shown by red 
curve in A. Resulting non- uniform 
modulation sensitivity is shown in B. 
Black curves represent ideal linear 

performance. 

tain limit set by the equipment, non-
linear or intermodulation distortion 
provides far more noise than is elimi-
nated. 
When additional channels must be 

accommodated, the required extra band-
width "uses up" some of the frequency 
deviation capability of the equipment 
and limits its ability to fight the ever-
present background noise. 

Klystron Linearity 

In ordinary amplifiers, intermodula-
tion distortion can be overcome by 
negative feedback — which causes non-
linearities to cancel themselves out. Such 
a technique, although possible, is not 
economically practical where the micro-
wave signal is obtained from a modu-
lated klystron — as is the case in 
virtually all commercial microwave sys-
tems operating at frequencies of 6000 
mc or higher. 

Unfortunately, these klystrons are in-
herently non-linear in their modulation 
characteristics, and this non-linearity in-
creases as the frequency deviation be-
comes greater. The reason for this is 
that klystron output frequency is con-
trolled both by the modulating voltage 
applied to the klystron repeller, and by 
the impedance of the klystron load. The 
tuning of the klystron to a given output 
frequency is essentially an impedance-
matching process. Now, as the modu-
lating signal alters the output frequency 
of the klystron, an impedance mis-
match is created which changes with the 
instantaneous frequency deviation, and 
this mismatch has a de-tuning effect 
which either opposes or aids the effect 
of the modulating signal. The result is 
non-linear distortion which becomes 
greater as the deviation is increased. 
Figure 1 A diagrams a typical klystron 
modulation characteristic in terms of re-
peller voltage versus frequency. Figure 
1B shows how deflection sensitivity — 
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Figure. 2. Klystron linearizer (shown in photo insert) is attached directly to the 
transmit klystron. Unit is completely passive, may even improve power output 
from individual klystrons. Attaching device to left of linearizer is a ferrite isolator 

to eliminate effects of possible impedance mismatch with load. 

the amount of frequency change for a 
given change in repeller voltage— 
varies with frequency. 

This non-linear klystron frequency 
response is the principle cause of inter-
modulation distortion in a microwave 
transmitter, and thus a very important 
source of system noise at times of peak 
load. The greater the frequency devia-
tion, the more distortion that occurs. 
Obviously, the distortion problem be-
comes much worse when additional 
channels must be accommodated by the 
klystron, as in 600-channel systems. If 
the overall frequency deviation is not 
increased to match the increased chan-
nel load, each channel's share of the 
frequency deviation is proportionately 
lessened, thus reducing the FM noise 
advantage. Conversely, if per-channel 
deviation remains the same as in smaller 

systems, the increased total deviation 
may cause intolerable intermodulation 
distortion. 
The problem was overcome nicely in 

the high-capacity Bell TD-2 microwave 
system by the use of a so-called klystron 
linearizer. This is a device that causes 
a portion of the outgoing wave to be 
reflected back to the klystron so as to 
cancel the impedance-mismatch caused 
by frequency deviation. The exact phase 
and amplitude of the reflected wave are 
extremely important, and in the Bell 
linearizer, the phase is controlled by the 
location of a plunger or short circuit in 
a long ( three to eight foot) section of 
waveguide or coaxial cable; amplitude 
of the reflected wave is controlled by a 
variable attenuator. Although a sub-
stantial portion of the klystron output 
is lost in the attenuator, this is of 
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little importance in the TD-2 system, 
since the signal undergoes further con-
versions and amplification before it is 
transmitted. 
A related device is used in the Len-

kurt Type 76 600-channel microwave 
transmitter. Figure 2 shows the linear-
izer attached to the transmit klystron. 
Although much smaller and of a dif-
ferent design than the TD-2 linearizer, 
it performs exactly the same function. 
In the Lenlcurt design, a portion of the 
transmitted energy is reflected from a 
wide-band filter section in the linearizer 
waveguide, the phase of the reflected 
signal being controlled by an adjustable 

Figure 3. Actual unretouched photo-
graphs of effect of linearizer. Top photo 
shows variation in klystron sensitivity 
across a 20-mc bandwidth. Same kly-
stron with linearizer shows no measur-
able variation across identical deviation 
range. Difference in width of the two 
displays is caused by oscilloscope ad-

justment. 

stub in the cavity. The amplitude of the 
reflected signal is determined by an ad-
justable waveguide transformer, located 
near the klystron end of the linearizer. 
By adjusting both the transformation 
ratio of the transformer, and the phase 
of the reflected signal, it is possible to 
obtain any desired degree of linearity 
for the transmit klystron. Figure 3 com-
pares the deflection sensitivity of a 
klystron operating with and without the 
linearizer. The presentation shown in 
the photographs is comparable to Figure 
1B, and is directly related to the lin-
earity of the klystron; the greater the 
curvature, the greater the intermodula-
tion noise added to the signal. 

Transistorized Discriminators 

At the receiver, a similar problem 
exists. After passing through a series 
of IF amplifiers and limiters, the sig-
nal must be restored to its original 
form and range of frequencies. This 
is usually accomplished by a phase dis-
criminator, the most popular kind of 
which is named after its inventors, 
Foster and Seeley. 
The discriminator has the ability of 

detecting the frequency rate of change 
of the FM signal, and converting this 
to a signal voltage identical to the origi-
nal modulating signal. In the discrimi-
nator, as in the klystron, any departure 
from perfect linearity in this conversion 
process results in intermodulation dis-
tortion much more serious than that 
generated elsewhere in the receiver. 
One way of achieving discriminator 

action is to apply the w signal to two 
rçsonant circuits, each tuned to a fre-
quency near one end of the band of 
interest. For instance, one could be 
tuned to 58 mc, the other to 82 mc, as 
shown by the gray curves in Figure 4. 
If the circuit is well-designed and prop-
erly adjusted, the two characteristics 
will combine to yield the characteristic 
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Figure 4. Typical discriminator char-
acteristic (red) is sum of gray curves, 
which represent response of tuned cir-
cuits or phase shift of two sections of 
discriminator. Linearity becomes in-
creasingly difficult to maintain as band-

width increases. 

shown in red. Note that curvature in 
one of the resonance curves just offsets 
that from the other so that the over-all 
response is a straight line from 60 to 
80 mc. Obviously, if the circuit is not 
precisely balanced, or if one resonant 
circuit differs slightly from its com-
panion. the resulting characteristic will 
exhibit irregularities which cause dis-
tortion The phase discriminator accom-
plishes exactly the same function in a 
somewhat different manner, but is still 
subject to the same need for maintain-
ing exact balance between the two sym-
metrical halves of the circuit. 

As bandwidth becomes greater, it 
becomes increasingly difficult to match 
the two halves of the circuit exactly and 
maintain linearity. The most direct way 
is to lower the circuit Q so that there is 
less curvature to the resonance charac-
teristic, and thus reducing the variation 
from the desired straight-line discrimi-

nator characteristic. However, this re-
duces the output level obtained from 
the discriminator. 
Low output from the discriminator 

produces two distinct problems; semi-
conductor diodes, which replace elec-
tron tubes in the so-called "solid-state" 
equipment, have a characteristic similar 
to that diagrammed in Figure 5. Note 
that forward conduction does not begin 
until there is a potential of several 
tenths of a volt across the diode, and 
that in this region, diode conduction is 
extremely non-linear. At low signal 
levels, therefore, there is a likelihood 
of increased distortion. In order to 
avoid this type of distortion, it is very 
desirable to drive the discriminator at 
as high a signal level as possible. 
A second difficulty arising from low 

signal output from the discriminator 
relates to the introduction of excessive 
noise in the demodulated baseband sig-
nal. Although it is more convenient in 
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Figure 5. Typical semiconductor diode 
voltage-current characteristic. Non-
linearity at very low signal voltage can 
cause serious distortion. High-level 
driving signal minimizes this effect. 
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Figure 6. Evolution of a high-level, transistorized discriminator from a conven-

tional Foster-Seeley phase discriminator using electron tubes. 

156 



conventional practice to obtain amplifi-
cation at the baseband frequency, rather 
than the IF frequency, this can drop the 
signal level dangerously near the noise 
level of the diodes. 

Several other factors complicate the 
design of a discriminator for transistor. 
ized equipment. At 80 mc, conventional 
transformers introduce too much loss 
and non-linearity. If air-core induct-
ances are used, efficiency drops sharply. 
making it difficult to obtain an adequate 
output level from the discriminator. In 
the Lenkurt 76 discriminator, this 
problem was overcome by using the 
same high- frequency toroidal trans-
former technique as used in the IF am-
plifier sections for interstage coupling 
and reactance feedback ( see DEMODU-
LATOR, September, 1961) in construct-
ing the discriminator hybrid circuit. 
These transformers provide efficient 
coupling and highly linear frequency 
response to frequencies above 200 mc, 
and thus prove to be highly satis-
factory in the wide-band discriminator. 

Another problem in designing a 
transistorized discriminator is that of 
achieving a suitable impedance match 
between the load, the hybrid, and the 
driving amplifier. In the 76 receiver it 
was considered very desirable to use the 
same common-base configuration for 
the driving amplifier as was used in the 
IF amplifiers, in order to maintain ut-
most stability and freedom from im-
pedance variations which would tend 
to unbalance the discriminator and in-
troduce distortion. 
A special discriminator circuit was 

developed to match the output imped-
ance of the transistor to that of the 
transformer hybrid. This circuit and a 
conventional discriminator arrangement 
are contrasted in Figure 6, which shows 
the "evolution" of the high-level dis-
criminator used in the 76 receiver. The 
circuits shown within the pink-tinted 

areas are essentially equal in their elec-
trical function, but are adapted to the 
particular circuits with which they are 
used. The T-network shown in Parts 
C and D of the illustration has the 
property of providing a suitable match 
between the transistor and the hybrid, 
and also achieving the desired phase 
shift required for discriminator action. 
The net result of this technique is a 

discriminator of unusuad efficiency, and 
which provides an unusually high out-
put for its bandwidth. Separate driving 
amplifiers for the two branches of the 
hybrid permit an input level of + 15 
dbm, and thus allowing a very high 
output. An indication of the improve-
ment is provided by the 0.15 volt-per-
megacycle output obtained from the 76 
discriminator, as contrasted with the 
0.03 volt- per-megacycle more typically 
obtained from other discriminators op-
erating across the same bandwidth. 

Conclusions 

Despite the widespread appeal of 
transistors, they are no panacea, and 
their use can result in degraded per-
formance under some conditions, if 
suitable engineering skill is not em-
ployed in overcoming their present 
limitations. Radio bandwidth require-
ments are increasing, and this trend 
can be expected to grow, thus making 
it more difficult to maintain high 
standards of performance in communi-
cations equipment. Increased channel 
capacity and increasing circuit lengths 
for light and medium radio systems 
make it imperative that performance 
standards be improved rather than re-
laxed in the face of technical difficulties. 
Performance and reliability will im-
prove continuously under the pressure 
of diligent research so long as the users 
of microwave equipment continue to 
appreciate the long-term values so ob-
tained. • 
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6,000 MC RADIO SYSTEMS 
Some Equipment and Operating Considerations 

The 6,000 mc common carrier and. industrial bands are valuable because' 
they can accommodate very large numbers of voice channels. The character-
istics of 6.000 me radio waves, however, call for circuitry which differs in 
several important respects front, conventional radio. Further, propagation is 
affected more by the atmosphere at this frequency than at lower frequencies. 

This article describes two major differences between circuits for 6,000 
mc and conventional radio. It also discusses the effect of the atmosphere on 
propagation at 6,000 mc. 

Conventional radio circuits are used 

for communication at frequencies up 
to about 2,000 mc. Above this region 

they will not operate satisfactorily. 

Components such as standard radio 
tubes and two-wire or coaxial trans-
mission lines either fail completely or 

have too much attenuation. In recent 
years, however, new components have 

been devised that make microwave com-
munication in the region above 2,000 

mc practical and economical. 

One of these components, the kly-
stron vacuum tube, is now widely used 
at frequencies up to 25,000 mc or great-

er. In some respects it performs more 

efficiently at microwave frequencies 
than an ordinary radio tube does at 

broadcast frequencies. 

Another component, the waveguide, 
makes use of the very short wave-
lengths of microwaves to provide an 

effectively shielded transmission line 

having relatively low loss. The wave-
guide is not only capable of operating 

as a transmission line but also can be 
designed to operate as a capacitance, 

inductance, filter, or hybrid. When used 
with auxiliarly devices such as magnets 
and ferrites, it can be made to operate 
as an isolator, circulator, modulator, dis-

criminator, or attenuator. 
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Besides having different terminal and 

repeater components, microwave radio 
systems are affected more by atmos-

pheric conditions than broadcast or 

other low-frequency radio. Special con-
sideration must be given to 6,000 mc 

equipment location to overcome the 

deeper and more frequent fades which 
occur as frequency increases in the mi-
crowave region. Additional importance 

is also given to the sensitivity and noise 
figure of receivers because of the deep 
fading. 

Vacuum Tubes 
In conventional vacuum tubes operat-

ing below microwave frequencies, the 
time required for an electron to travel 
from the cathode to plate is very small 
compared to the time required for a 

signal on the control grid to go through 
one cycle. However, if a microwave 

signal is applied to the grid, its cycle 
may be short compared to an electron's 
transit time, and will become shorter 

as the frequency increases. The flow 
of electrons in transit toward the grid 

will not be able to follow the signal 
variations exactly. 
The plate-current wave will be very 

distorted and will be out of phase with 
the grid voltage. In addition, power 

will be dissipated at the control grid 

and, to a lesser extent, at the cathode. 

The result is distortion of the output 
signal and loss of gain. 

To overcome this problem a klystron 

vacuum tube uses a stream of electrons 
to excite a resonant cavity within the 
tube. The tube output is taken from 
this cavity at its resonant frequency. 
Klystrons do not depend on a plate cur-
rent to create an output voltage. 

Klystrons used in microwave trans-

mitters generate the carrier frequency 

which is modulated and fed to the 
sending antenna. In receivers they gen-

erate the radio frequency which is 
mixed with the incoming signal to pro-

duce an intermediate frequency for am-

plification and detection. Klystrons 

have now been developed to the point 
where they can be made about as reli-

able as the best standard industrial 

tubes. Fig. 1 is a schematic representa-
tion of the internal and external circuits 
of a klvstron oscillator. 

Waveguides 
One of the characteristics of electro-

magnetic waves is that they can be con-
fined in, and propagated along, hollow 

metal tubes. Such tubes may be circular 
or rectangular in cross-section, but a 
rectangular tube is generally the most 
practical because of its wide frequency 

range and ability to maintain wave po-
larization. The power loss in a wave-
guide is about one-third the loss in a 
comparable air-insulated coaxial line, 

and very small compared to the loss 
in a flexible coaxial cable with solid 
insulation ( rubber, plastic, etc.). Wave-

guides can be made rigid or flexible 
and have an infinite life as long as they 
remain free of corrosion or dents. 

One factor limits the use of wave-
guide. This is the physical dimension 

required for propagating given frequen-
cies. The lowest frequency a waveguide 

can transmit is determined by its width. 

The wavelength at this lowest fre-
quency, or cut-off frequency, is twice 
the width of the waveguide. This 

means, for example, that a waveguide 
designed to transmit a 30 mc signal 

must be at least 17 feet wide. Needless 
to say, this is impractical. 
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Fig. 1. Diagram of a reflex klystron. Electrons flow from the cathode across the 
cavity gap toward the repeller. The npeller returns the electrons in bunches to the 
cavity gap. These electron bunches induce voltages across the cavity at its resonant 
frequency and maintain a condition of oscillation. 

At 2,000 mc, however, half a wave-
length is about three inches, and at 

6,000 mc only one inch. Waveguides 

can be built economically to handle 
these frequency ranges, and they lend 

themselves to convenient equipment ar-
rangements. Fig. 2 shows the compact 

waveguide assembly used in Lenkurt 
Type 7 4A Microtel equipment. 

Propagation 
Radio signals travel from a trans-

mitter to a receiver by three principal 
means: ground waves, sky waves, and 

space waves. Ground waves cannot be 
used at microwave frequencies because 
they are completely attenuated within a 

few feet of the transmitter. Sky waves 
are reflected, refracted, or scattered back 
to earth by ionized layers of the upper 

atmosphere ( the ionosphere), but only 
to a small extent above 100 mc. At 

microwave frequencies they are usable 

only in very high-power expensive sys-
tems which must bridge great distances 
in a single hop. Space waves, which 

travel through the atmosphere immedi-

ately above the earth, are the most prac-
tical propagation means for micro-
waves. 

To be usable, the space waves must 

arrive at the receiver with a certain 
minimum signal strength. Below this 

minimum, known as the threshold level, 

the signal is drowned out by receiver 
noise. When the received signal drops 

below this threshold in a common car-
rier radio system, telephone circuits con-

nected to it through a dial exchange 
will disconnect. To restore service they 
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Fig. 2. Type 7 ¡ A trausnÜtter-receiver with waveguide assembly exposed. The prin-
cipal microwave components show?i are: (A) transmitting klystron: (B) waveguide 
discriminator: (C) reference cavity for controlling transmitter frequency: (D) iso-
lator: (E) waveguide run to circulator panel; (F) circulator panel: ((e') waveguide 
rum to r-f mixer: and ( II) local oscillator klystron. 

must be redialed. Further, for toll qual-
ity communication, the signal must 

remain several decibels above the 

threshold level to maintain the desired 
signal-to-noise ratio. 

The maximum distance allowable be-

tween transmitter and receiver for toll 

quality service is determined by trans-

mitter power output, receiver threshold, 
and the sum of the losses between them. 
There is a relatively small loss from 

the transmitter or receiver to its an-
tenna, an appreciable antenna gain, and 

a varying path loss. Fig. 3 shows gains 

and losses of a typical radio section. 
The total path loss between antennas 

is made up of two parts: ( 1) path at-

tenuation and ( 2) fading. These losses 
are determined by path length, path 

clearance above the earth, atmospheric 

conditions, and frequency. 

Path Attenuation 

If a space wave is radiated from a 
point ( isotropic) antenna it spreads 

out equally to all directions in the shape 
of an ever-expanding sphere. As the 

surface of the sphere moves farther 
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and farther from the point antenna, the 
radiated energy is spread over a larger 

area and the amount of energy per 
square-foot of wave front decreases. 

Mathematically speaking, the energy 
concentration at a point on a wave front 
is inversely proportional to the square 

of the distance from the antenna. 

The power that can be extracted from 
a wave front by a similar point antenna 
is inversely proportional to the square 
of the frequency. Thus, the power re-
ceived by a point antenna is inversely 
proportional to both the square of the 
distance from the source and the square 

of the frequency. The ratio of this 

power to the total power radiated is 
called path attenuation. 

When the receiving antenna is some-
thing other than a point ( a parabola-
shaped dish, for example), the amount 

of power extracted from the wave front 

is greatly increased. The ratio of the 

amount of power received by a practical 

antenna to the amount extracted by a 
theoretical point antenna is called an-
tenna gain referred to an isotropic ra-

diator. 

The gain of a parabolic antenna 

increases with antenna area. It also in-
creases with operating frequency. So, 
for a given radio path with fixed-size 
antennas, the path attenuation increases 
with frequency. But so does the an-

tenna gain. One tends to offset the 
other. Table 1 compares path attenua-

tion and antenna gain for two radio 
sections operating at different frequen-
cies over the same path length with 

antennas of the same size. 

Fading 
Fading of received signal strength 

is caused primarily by variations in at-
mospheric conditions. These variations 

Fig. 3. Gains and losses in a typical radio section. The shaded. area indicates the 
range of losses expected from fading during 99.9% of the time. 
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TABLE I 

COMPARISON OF RADIO SECTION CHARACTERISTICS 

AT 1, 000 and 6, 000 MC 

1, 000 MC 6, 000 MC REMARKS 

Path Length 25 mi 25 mi 

Antennas 6 Parabolic 6' Parabolic 

Free-Space 

Path Loss 

124.5 db 140.0 db Computed front: 

L = 10 log 12d2 

Antenna Gain 

(2 antennas) 
46.0 db 77.0 db Computed from: 

G . 10 log f2 + 10 log 02 - 52.6 

for one antenna 

Normal Transmitter 

Power 
+37 dbm +30 dbm 

Normal Misc. Losses 

(trans. lines, combining 

filters, circulators, etc.) 

8 db 5. 2 db 

Net Received Signal Power -49. 5 dbm -49. 5 dbm 

cause radio waves to bend away from 

their normal lines of propagation. The 

fades resulting under a given set of 
conditions occur in greater number and 

greater severity as signal frequency in-

creases. The reasons for more frequent 

fading at higher frequencies can be 

explained by examining the mechanics 
of wave propagation. 

A signal beamed toward a receiving 

antenna consists of a series of wave 

fronts whose centers are on the line of 

sight from trasmitting antenna to re-

ceiving antenna. The surface of each of 

these wave fronts consists of an infinite 

number of isotropic radiators sending 
signals in all directions away from the 
wave front. Thus, at any instant there 

are an infinite number of paths from 
a given wave front to its receiving an-
tenna. 

For example, in Fig. 4 if any two 

paths differ by one-half wavelength or 

any odd multiple of a half wavelength, 

the energies received over the paths 
will cancel. If they are the same length 

or differ by any whole number of wave-
lengths, they will reinforce each other. 

The paths AR and A'R from the wave 

front to the receiver R are one-half 

wavelength longer than the line of 

sight path OR. All secondary waves 

emanating from within the area defined 

by AOA' as diameter will reinforce 

the direct wave, OR, at the receiver 

because they are less than one-half 

wavelength out of phase with OR. This 
area is known as the first Fresnel zone 

and provides one-quarter of the re-

ceived field energy. 

The path lengths BR and B'R are 

one wavelength longer than the direct 

path OR. All secondary waves emanat-

ing from the shaded area between the 

first Fresnel zone and the circle whose 

diameter is BOB' will act at the receiver 
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to partly cancel the waves from the first 

Fresnel zone because they are between 

one-half and one wavelength out of 

phase with OR. This shaded area is the 
second Fresnel zone. All odd-numbered 

Fresnel zones will reinforce the direct 
wave and all even-numbered Fresnel 

zones will cancel odd-zone energy. 

The third Fresnel zone is defined by 

diameter COC', and the fourth by 
DOD'. There are an unlimited number 

of Fresnel zones, with each succeeding 

one contributing less energy than the 

one before. The area of the Fresnel 

zones is determined by their distance 

from the transmitter and receiver, and 

the operating frequency. The higher 

the frequency, the smaller is the differ-

ence in path lengths which is equal 

to a half wavelength; hence, the smaller 

the first Fresnel zone and the others 

surrounding it. However, each Fresnel 

zone still contributes the same propor-

tion of energy. 

Fresnel zone sizes are important be-

cause they determine the effect of wave 

bending ( refraction) on path clearance 

above the earth and on reflections from 

smooth earth surfaces. Smaller Fres-

nel zones cause obstacles in the radio 

path to obstruct a greater percentage of 

radiated energy. They also cause more 

severe and more frequent cancellations 

of energy between reflected and directly 

transmitted waves when the latter are 

bent or refracted by the earth's atmos-

phere. 

Refraction 
Reiraition occurs when a wave 

changes velocity in passing from one 

medium into another. This occurs in 

air when two layers have different den-

sities. As a radio wave travels upward 

at an angle through the atmosphere it 

normally encounters air of decreasing 

density. Since the top of the wave 

reaches the lighter air first, it increases 

Fig. 4. Fresnel zones of a transmitted signal's warefront at distance OR from a 
receirer. The difference in path length, to receiver from edge of one zone and edge 
of adjacent one is one-half wavelength. Odd-numbered zones reinforce the signal 
and even-numbered ZOlte8 cancel it. 
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its speed first, and the wave bends back 

toward the earth. 
In this way radio waves normally 

tend to follow the earth or, in effect, 
the earth appears to flatten and have a 

larger radius. Correspondingly, if in-
version occurs and the air becomes 
heavier as altitude increases, the wave 

bends away from the earth. 

When atmospheric conditions are 
such that the air density increases with 

height, the earth between transmitter 
and receiver appears to bulge up into 

the wave fronts. If this effective bulge 
reaches the line of sight between the 
transmitter and receiver, microwaves 
of any frequency will be attenuated 

about 20 db. However, if the refraction 
increases so that the earth bulge rises 
above the line of sight, attenuation will 
be even greater but no longer equal for 
all frequencies. Loss in this "shadow 

zone" increases rapidly with frequency. 
For example, Figure 5 shows an ef-

fective earth bulge of 67 feet above 
the line-of-sight caused by atmospheric 

refraction. The first Fresnel zone radius 
for a 6,000 mc signal is 81 feet. The 

67-foot obstruction results in a —0.83 
clearance of the first Fresnel zone at 

6,000 mc and causes a loss of 50 db 

over normal propagation conditions. 
In addition to changing the clearance 

above obstacles, refraction causes fading 
by changing the relative path length 
of the direct and reflected waves. As 

the direct wave is bent above or below 
the line of sight, its path-length in-

creases so that part of the time the two 
waves reinforce each other and part of 

the time they tend to cancel. This is 
shown in Fig. 6. 

If the terrain between the transmit-

ter and receiver is a good reflector, the 
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Fig. 5. In. this example normal atmospheric refraction permits a signal clearance 
of 46 ft. above the earth. This is represented by an equivalent flattening of the 
earth's radius to .¡/3 true radius. When. atmospheric density increases with height 
the earth's surface appears to bulge upward. Here a bulge of 67 ft. above line-of-sight 
gives an equivalent earth's radius of 213 true radius. 

166 



Fig. 6. Refraction of direct wave which results in partid cancellation by reflected 
wave. TR is the direct path and TOR is the reflected path from transmitter to 
receiver. Dotted lines show bending of direct wave due to refraction. This changes 
path length TR and causes alternate canceling and reinforcing by reflected wave 
TOR. 

cancellations may be nearly complete 

and very deep fades will result. High. 
frequency waves will cancel each other 

more frequently than low-frequency 

waves because smaller changes in re-
fraction are required to cause a differ-
ence in paths of one-half wavelength. 

Thus a 6,000 mc radio system will have 

more fades than a lower frequency sys-

tem but they will be of shorter duration. 

Fade Margin 
To insure that a transmitted signal 

reaches a receiver with at least a mini-
mum strength for a certain percentage 

of the time ( for example, 99.9ci ), 
enough extra signal strength must be 

available during normal propagation 
to compensate for most fades. This is 
called fade margin, and is usually de-

termined by actual field experience be-
cause there are no reliable formulas for 

predicting atmospheric conditions. 

A fade-margin figure dictated by ex-

perience for a typical path at 6,000 

mc is 30-40 db. The exact figure used 
depends on field studies of the particu-

lar location. When the signal path is 
over a good reflecting surface such as 

water, additional fade margin must 
normally be allowed. 

Conclusions 
The frequency bands in the 6,000 

mc range available for common carrier 

and industrial use are valuable because 

of their high channel capacity. The use 
of these bands, however, involves spe-

cial microwave circuitry and increased 
losses to the space wave. The necessary 
circuit elements—such as klystrons and 

waveguides—are readily available and 
present little difficulty in application. 

In fact, klystrons and waveguide cir-

cuits are more rugged and simpler than 

low-frequency tubes and coaxial cable. 

The additional path attenuation and 
fading at these frequencies can be over-

come by shorter sections and antennas 
of larger gain. 
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HETERODYNE REPEATERS 
For Microwave 

Among the most vital elements of a microwave system are the 
repeaters which amplify and redirect the signal. As more stringent per-
formance demands are made on the system, repeater quality becomes 
even more important. However, such qualities as low noise and distor-
tion cannot be easily achieved without sacrificing such other factors as 
flexibility. This article considers the advantages and disadvantages of 
the so-called "heterodyne" repeater, and compares it to the widely used 
demodulating, or baseband, repeater. 

The nature of microwave radio trans-
mission requires that all but the shortest 
systems use intermediate repeating sta-
tions to provide gain and direction for 
the signal Since each repeater consists 
essentially of a receiver and a transmit-
ter through which the signal must pass, 
the repeaters are just as important to 
system performance as is the terminal 
equipment. 

Because a perfect repeater has never 
been built, the signal is degraded some-
what each time it is retransmitted. Each 
repeater distorts the sigral to some de-
gree while retransmitting the distor-

tions introduced by the preceding ones. 
This cumulative effect is so important 
that the length of a system is usually 

limited by the number of repeaters 
through which the signal passes. If the 
repeaters used in a particular system 
were replaced with ones providing bet-
ter performance, the system could be 
extended while maintaining the same 
end-to-end performance. Conversely, a 
shorter system could tolerate repeaters 
with higher distortion. 

But other factors also affect the choice 
of repeaters. Chief among these is flexi-
bility. Some communication systems re-
quire that groups of channels, or even 
a single channel, be dropped or inserted 
at the various repeater points. This 
means that the baseband must be avail-
able to permit the various channels to 
be separated. 
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Other systems, however, may require 
little or no drop and insert capability. 
The signal is simply applied at one end, 
amplified several times en route, and 
taken off at the other end. 
The choice of repeaters for a micro-

wave system, therefore, is somewhat 
more complex than a simple cost-versus-
performance comparison. Before mak-
ing such a choice it is necessary to define 
the qualities required of a repeater for 
use in a specific application. 

Performance Criteria 
One of the major factors which must 

be considered in defining the perform-
ance of a microwave system is noise. 
Noise may come from a number of dif-
ferent sources, and it may appear in 
various ways. As far as the repeater is 
concerned, however, noise is generally 
of two types — thermally generated 
random (or "white") noise, and inter-
modulation products. The repeater it-
self generates both types of noise, 
adding its contribution to that already 
present. Thermal noise is picked up by 
the antenna and generated in the elec-
tronic circuitry, while intermodulation 
noise is produced by every non-linearity 
through which the signal passes. 

Thermal noise is independent of sys-
tem loading, but intermodulation noise 
increases as the loading increases. Thus, 
a repeater adequate for 120 channels 
might produce unacceptably high noise 
when loaded with 600 channels. 

Another factor which is becoming 
increasingly important in defining the 
performance of a microwave system is 
its ability to carry a video signal. While 
a number of criteria apply here, among 
the more sensitive are differential gain 
and differential phase ( see "Perform-
ance Testing of Television Channels," 
The Lenk tint Demodulator, October 
and November, 1963). Differential 
gain is the variation in the gain of the 
transmission system as the luminance or 

COLOR 
BURST 

COLOR SUBCARRIE 
SUPERIMPOSED ON 
LUMINANCE SIGNAL 

LINE SYNC PULSE 

Figure 1. In the American and Cana-
dian (NTSC) color system, " color 
burst" is transmitted as phase refer-
ence for color subcarrier superimposed 
on luminance signal. Any change in 
phase or amplitude of subcarrier causes 
color change in picture. This is called 
"differential phase" or " differential 
gain" when caused by change in lumi-

nance signal. 

brightness signal varies between the 
values for "black" and "white." Any 
variation in phase of the color subcar-
rier as a result of changing luminance 
level is called differential phase. Ideally, 
variations in the luminance signal volt-
age should produce no changes in either 
the amplitude or the phase of the color 
subcarrier. 

Both of these parameters are directly 
concerned with color information. In 
the American and Canadian system, a 
color subcarrier at a frequency of about 
3.58 Mc is superimposed on the lumin-
ance signal. Different colors or hue' are 
indicated by shifting the phase of the 
color subcarrier. The saturation or rich-
ness of the color is transmitted by vary-
ing the amplitude of the color subcar-
rier. In an ideal system, which would 
have no differential gain or differential 
phase, changing brightness values in 
the picture would have no effect on the 
phase or amplitude of the subcarrier. 
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However, when differential phase is 
present, a change in the brightness of 
the scene could change skin color from 
pink to purple, while differential gain 
could change the color saturation from, 

say, pink to red. 
While differential gain and differen-

tial phase significantly affect only color 
signals, such requirements are usually 
established for any system engineered 
to carry video signals, even though in-
itially it will only carry black and white. 

In addition to specific performance 
requirements which must be considered 
when choosing microwave repeaters, 
other factors concerned with system en-

gineering, such as drop, insert, bridg-
ing, and branching requirements must 
also be evaluated. Furthermore, the con-
tribution of the terminal to signal dis-
tortion is much more important in a 
short system, while repeater perform-
ance assumes increasing importance in 
longer systems. Thus, no one repeater 
type . s likely to provide the best per-
formance in all respects, and a com-

promise is often necessary. 

Types of Repeaters 
Every microwave repeater performs 

two essential functions. Obviously it 
must provide gain. The power output 
of a typical repeater is from 55 to lOS 
db higher than the received power. The 
other function is not quite so obvious, 
but it is just as important. Each repeater 
must also perform a frequency change, 
transmitting at a slightly different fre-
quency from that at which it receives, 
to provide enough isolation to minimize 
interference between the hops. This fre-
quency shift is usually 252 Mc in the 
common-carrier band, and may be some-
what less in other bands. 
The necessary amplification can be 

accomplished at any convenient fre-
quency. One widely used method is to 
connect two ordinary terminals '' back-
to-back.' In this arrangement the signal 

is translated to an intermediate fre-
quency, amplified, then demodulated 
and amplified again at the baseband fre-
quenc-y. Finally it is remodulated for 
transmission in the microwave fre-
quency range. This type of repeater is 

often called a demodulating, a base-
band, or a back-to-back repeater. 

However, amplification can also be 
provided at the intermediate- frequency, 
or IF, stage without going through the 
demodulation and remodulation proc-
esses. This is what occurs in an IF het-
erodyne repeater. As in the baseband 
repeater, the signal is first " hetero-
dyned" to the IF stage. Here it is ampli-
fied before passing through the up-con-
verter to be translated to the microwave 
frequency. Since the desired power out-
put of a heterodyne repeater is usually 
beyond the capability of present solid-
state devices, the output stage is nor-
mally a traveling-wave tube operating 
at microwave frequency. 

Still another type of repeater is the 
RF heterodyne. In this repeater the am-
plification is provided directly at the 
microwave frequencies. Typical block 
diagrams of the three types of repeaters 
are shown in Figure 2. There are in-
herent advantages and disadvantages to 
each of the three types, even if all are 
well designed and manufactured. 
The RF heterodyne repeater is seldom 

used for several reasons. Perhaps the 
most important of these is the present 
cost of providing gain at microwave 
frequencies. Typically, gain is provided 
in three stages, using either traveling-
wave tubes throughout, or a parametric 
amplifier followed by two traveling-
wave tubes. Both traveling-wave tubes 
and parametric amplifiers are quite ex-
pensive when compared to the more 
conventional transistor amplifiers. Other 
problems, such as designing filters with 
the required selectivity at microwave 
frequencies, providing adequate limit-
ing and automatic gain control, and cor-
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recting delay distortion, also arise. These 
problems are not unsolvable, but they 
are difficult — and hence expensive to 
overcome. In any case, a one-step fre-
quency conversion must be made to 
separate the received signal from the 
transmitted signal. 

Thus, the choice is usually between 
the IF heterodyne (often called simply 
the "heterodyne") and the baseband re-
peater. Both are widely used and the 
choice is dictated by the requirements of 
the specific system. Probably the most 
significant advantage of the heterodyne 
repeater is its improved noise-perform-
ance. Each time a signal is modulated 
or demodulated it picks up a certain 
amount of intermodulation noise. Since 
the heterodyne repeater "heterodynes" 
the signal down to the 70-Mc intermedi-
ate frequency and then heterodynes it 
back up to the microwave frequency 
without demodulating the FM signal, 
much of this intermodulation noise is 

RF HETERODYNE REPEATER 

FOUT MIXER LOW-LEV t MEO-LEV PWR TWT  TWT TWT CONV OSC 
Figure 2. Microwave repeaters 
are classified by whether they 
provide amplification at base-
band frequency, intermediate 
frequency, or radio frequency. 
Heterodyne repeaters eliminate 
the distortion produced by modu-
lation and demodulation, but 
baseband repeaters have more 

drop and insert flexibility. 

avoided. In a typical case this means 
about a 3 to 4 db distortion noise im-
provement in favor of the heterodyne 
repeater. 

Because this same modulation and 
demodulation process also introduces a 
large part of the differential gain, the 
heterodyne repeater has an inherent ad-
vantage for video transmission. 
The heterodyne repeater also offers 

better baseband level stability than does 
the baseband repeater because level vari-
ations occur almost entirely in the 
modulation and demodulation proc-
esses. In a system of baseband repeaters 
these level variations tend to be cumu-
lative, making it more diffcult to meet 
end-to-end objectives such as those re-
quired for drop level stability in Direct 
Distance Dialing. 

Another significant advantage of the 
heterodyne repeater is its increased 
power output. A typical baseband re-
peater has a power output of about 1 
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watt, whereas the output power of the 
heterodyne repeater is normally 5 watts 
or more. This five- fold increase in power 
output means an additional 7 db to im-
prove the signal-to-noise ratio, permit-
ting longer hops or more channels. 

But there are also advantages to the 
baseband repeater. The biggest of these 

Figure 3. Traveling-wave tube (TWT), 
shown here being withdrawn from its 
mount, acts as output amplifier for 

heterodyne repeater. 

is its flexibility. Since the full baseband 
is available at every repeater site, it is 
comparatively simple to drop or insert 
any desired number of message chan-
nels. Channels to be dropped are simply 
separated from the rest of the baseband 
by appropriate filters. Other channels 
can then be inserted into the "slot" left 
by the dropped channels. 
The flexibility of the heterodyne re-

peater, on the other hand, is consider-
ably restricted by the fact that the base-
band is usually available only at the end 
terminals. Since demodulation does not 
normally occur at intermediate points, 
channels cannot be dropped as is done 
in the baseband repeater. Access to the 
baseband can be provided at repeater 
sites by bridging in the IF system and 
then demodulating the portion of the 
signal which is bridged off. But even 
so the full FM spectrum appears at each 
station, with no portion blocked. This 
means that if channels are to be in-
serted, idle frequencies must be avail-
able in the baseband spectrum. In other 
words, a number of channels cannot be 
dropped at some point and a similar 
number inserted in their place. 
The baseband repeater also has the 

advantage in price — at least when only 
initial cost is considered. Because of its 
traveling-wave tube and the required 
power supply associated with the tube, 
the heterodyne repeater is usually some-
what more expensive than the baseband 
repeater. 

Thus, the comparison between the 
baseband and the heterodyne repeaters 
becomes partly one of cost versus per-
formance, but the choice is usually dic-
tated by the particular requirements of 
the specific system under consideration. 

Applications 
In some cases, the choice of repeater 

type is clear-cut. For a video system 1000 
miles long, heterodyne repeaters would 
be used almost without question. Con-
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Figure 4. CCIR hypothetical reference circuit consists of nine sections of six hops 
each, with the sections interconnected at basehand frequency. 

versely, for a 120-channel message sys-
tem 100 miles long, with channels to 
be dropped and inserted at the repeaters, 
baseband repeaters would be used — 
again, almost without question. It is in 
the middle area between these extremes, 
where the guidelines are less firm, that 
questions often arise. 
One logical place to start in making 

a comparison of different systems is the 
hypothetical reference circuit estab-
lished by the CCIR ( International 
Radio Consultative Committee). This 
reference circuit provides a common 
meeting ground for systems engineers 
and equipment designers. This 2500-
kilometer ( 1550-mile) circuit is divided 
into nine equal sections of six hops 
each. The sections are interconnected at 
baseband frequency, resulting in nine 
modulation-demodulation processes in 
54 hops. The CCIR-recommended limi-
tation for mean noise power in any hour 
is 7500 picowatts, psophometrically 
weighted — equal to 32.7 dba, El A 
weighted. (This is the radio contribution 
only, and does not include noise con-
tributed by the multiplex equipment.) 

Breaking this down, each section is 
173 miles long, consisting of six 28.8-
mile hops, as shown in Figure 4. The 

allowable noise for the section is then 
833 pw, or 23.2 dba. The six feeder 
sets introduce perhaps 150 pw; the 
group delay ( equalized on a per-section 
basis) accounts for about 100 pw; and 
the modulator/demodulator contributes 
approximately 37 pw. Subtracting these 
leaves an allowable contribution for the 
repeaters of 546 pw 91 pw ( 13.6 
dba) per repeater. 

While this hypothetical system does 
not match any "real-life" system, it does 
provide a basis for comparing equip-
ment performance against CCIR recom-
mendations and it sets up performance 
objectives for equipment designers. For 
example, Lenkurt's heterodyne system 
is designed to exceed all CCIR recom-
mendations when carrying 960 message 
channels or a monochrome or color 
video signal. 

While a typical baseband repeater 
system might be hard put to meet this 
CUR objective, it should be remem-
bered that the per-hop objective used 
here is for a long-haul system. A much 
higher noise figure might be tolerable 
for a shorter system. By way of com-
parison, a 960-channel system using 
baseband repeaters might have as much 
as 27 dba per section, considerably 
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above CCIR's 23.2 dba. But this only 
means that this particular system could 
not meet the CCIR noise objective for 
nine tandem sections— 54 hops in all. 
For shorter systems it could provide 
perfectly acceptable service; or the same 
system might well meet CCIR recom-
mendations when carrying only 600 
channels. 

The other major performance advan-
tage of the heterodyne repeater, de. 
creased differential gain and phase, is 
considerably more difficult to state 
quantitatively. Differential gain is in-
herently lower in the heterodyne repeat-
er because there is no contribution from 
the modulation and demodulation pro-
cesses. However, a portion of che differ-
ential phase and gain is contributed by 
other parts of the system, usually 
through phase and amplitude distor-
tion. Thus, it can be reduced by equali-
zation at the IF stage in either type of 
repeater. Since the heterodyne repeater 
is built with more precise delay equali-
zation to combat the systematically ac-
cumulated delay distortion, it offers less 
differential phase—and more perform-
ance "margin." For example, suppose 
a six-hop system has a differential gain 
requirement of 1 db and a differential 
phase requirement of I degree. Ini-
tially, this could probably be met by 
either baseband or heterodyne repeat-
ers. The difference would come in 
maintaining the system within these 
tolerances. On a system of several hops, 
the lower maintenance costs to keep the 
heterodyne system within the specifica-
tions might well offset the higher initial 
cost. 

Conclusion 
The heterodyne repeater is not a new 

development. It has been used in vari-
ous applications almost since the advent 
of microwave communication systems. 
Until recently its use was confined pri-
marily to long-haul "back-bone" routes, 
but two factors are combining to change 
this. One is the vastly increased need 
for communications of all types—voice, 
data, telegraph, facsimile, etc.—which 
is resalting in heavier-density systems. 
The other major factor is the tremen-
dous increase in video transmission. 
This includes not only commercial 
broadcast television, but such other ser-
vices as educational television and in-
dustral applications. 
The heterodyne repeater is not a re-

placement for the baseband repeater. 
The baseband repeater will long be an 
important part of many microwave sys-
tems — particularly where drop and in-
sert capabilities at intermediate points 
are important. The two types of re-
peaters are, of course, complementary, 
not competitive. Often both types are 
used in the same system to take full 
advantage of the best features of each. 
For example, a long-haul system may 
be composed primarily of heterodyne 
repeaters, with baseband repeaters used 
where channels are to be dropped or 
inserted. 

Thus, while the heterodyne repeater 
does not replace the baseband repeater, 
it does offer the systems engineer an 
important tool in planning heavy-den-
sity, long-haul, or video systems. Not 
every system needs its capabilities, but 
for those that do it is invaluable. • 
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THE PROPAGATION OF MICROWAVES 
&Let SWeeev... 

Reliable communications can be obtained over point-to-point radio systems 
just as easily as they can be obtained over conventional wire and cable lines.Just 
as a wire-line system is made reliable by engineering the system to compensate for 
predictable variations in line losses, a radio system can be made reliable by engi-
neering the system to compensate for predictable variations in propagation losses. 

In this article, the important factors which affect propagation of radio 
waves are discussed and some of the methods of utilizing them or compensating 
for them are described. 

In the outside telephone plant, 
wire and cable have long been the 
standard transmission facilities 
for toll and exchange routes. Until 
after World War II, no extensive 
use of radio was made in the tele-
phone industry. It was normally 
used only where land lines or sub-
marine cables were impractical. 
This situation has now changed. 
Radio equipment designed specifi-
cally for telephone toll plant usage 
is presently available. Operation 
and maintenance of this equipment 
is fully compatible with normal 
telephone practices. Because of 
its many advantages, radio is find-
ing wide application for expansion 
and replacement of existing outside 
plant wire lines and cables. 

While much public attention has 

been given to national microwave 
networks for the transmission of 
hundreds of telephone channels and 
several television channels, the 
recent development of radio and 
channelizing equipment for light to 
medium traffic routes has made 
the use of point-to-point radio eco-
nomically practical for expansion 
and extension of toll and exchange 
facilities. 

Many telephone companies are 
now finding that microwave has 
a definite place in their outside 
plant. Numerous installations al-
ready made have demonstrated that 
microwave systems can be engi-
leered to be equally or more re-
liable than conventional wire lines 
or cables. 

To engineer a wire line system 
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requires a knowledge of the trans-
mission characteristics of wire 
lines at the frequencies used. In 
the same manner, to engineer a mi-
crowave system requires a know-
ledge of the propagation character-
istics of radio waves at microwave 
frequencies. 

Fading, a phenomenon encoun-
tered in radio links, is comparable 
to increased attenuation under se-
vere weather conditions, a basic 
factor in wire line engineering. 
Fading is caused by the effect of 
air and terrain on radio wave prop-
agation. 

Radio waves at microwave fre-
quencies and light waves have many 
of the same characteristics. Since 
the behavior of light waves is well 
known through the science of op-
tics, and since radio waves and 
light waves have many of the same 
properties, certain optical princi-
ples are useful in describing radio 
wave propagation. The most im-
portant of these are reflection, re-
fraction and diffraction. 

Optical Properties 
Because they behave like light, 

radio waves can be reflected from 
smooth conducting surfaces and fo-
cused by reflectors or lenses. When 
radio waves pass from one medium 
to another (such as from dry air 
to moist air) they are bent or re-
fracted in the same manner as 
light waves are bent by a lens or 

FIGURE I. Refraction at a boundary between air at different densities. The speed of radio 
waves is slower in the denser medium. 

prism. Radio waves tend to bend 
around large obstacles in their 
path by a process known as dif-
fraction. They also are scattered 
by small particles such as rain 
and snow. 

Each of these properties can 
cause variations in the received 
signal strength. They must be 
considered and allowances made 
for their effects when engineering 
a radio system. 

Reflection 
Very short radio waves are usu-

ally focused by dish-shaped metal 
reflectors. Such reflectors con-
centrate all the energy into a rel-
atively narrow beam that can be 
directed like a light beam of a 
searchlight. This concentration of 
radio energy allows transmission 
over longer paths with much less 
power than would otherwise be re-
quired with non-directional anten-
nas. (See Demodulator, Vol. 1, 
May, 1952.) 

While the ability to reflect ra-
dio waves is very useful for fo-
cusing them into a beam, reflection 
is also a primary source of re-
ceived signal variation. Reflections 
occur when radio waves strike a 
smooth surface such as water or 
smooth earth. If both reflected 
and direct waves reach the receiv-
ing antenna, it is possible for the 
two waves to cancel each other and 
reduce the received signal strength. 
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FIGURE 2. Profile charts are often prepared with 413 true Earth's radius to allow for normal 
atmospheric refraction. Charts prepared with true Earth's radius are also widely used. 
True Earth's radius provides a more conservative method of system engineering. 

Depending on the length of the re-
flected path compared to the direct 
path, the reflected wave may ar-
rive at the receiving antenna either 
in phase, out of phase, or partially 
out of phase with the direct wave. 
Under conditions where the reflect-
ing surface is very smooth and the 
reflected wave and direct wave are 
exactly out of phase at the receiver, 
the reflected wave may tempora-
rily almost completely cancel the 
direct wave and cause a very deep 
fade in received signal strength. 
Cancellation is worst when the re-
flecting surface is a calm body of 
water, smooth moist earth or the 
thin layer of hot air that lays just 
above the surface of desert sand 
in the daytime. 

In general, reflected waves are 
undesirable. Changes in the re-
fractive qualities of the air cause 
the point of reflection to shift and 
the reflected and direct waves pass 
in and out of phase with each other 
causing wide variations in received 
signal strength. 

Rough terrain, such as a rocky 
or wooded area, is generally a very 
poor reflector of radio waves. Such 
terrain either absorbs much of the 
radio energy or scatters it so that 

little reflected energy reaches the 
receiving antenna. For this rea-
son, radio paths with reflection 
points in rough terrain have very 
little interference from reflected 
waves. 

Refraction 
Retraction occurs because ra-

dio waves travel with different 
speeds in different media. In free 
space (a vacuum) the speed is max-
imum. In any other medium, how-
ever, radio waves travel slower. 
As shown in Figure 1, when radio 
waves pass from dense air to thin 
air, their direction is changed. As 
the upper part of a wave front en-
ters the thinner air it starts trav-
eling faster than the lower portion 
which is still in the dense air. The 
result is that the path of the waves 
is bent or refracted. 

When considering refraction of 
radio waves through the Earth's 
atmosphere, it is usually assumed 
that under normal conditions the 
atmosphere is densest at the Earth's 
surface and becomes thinner at 
higher altitudes. This variation in 
air density above the Earth causes 
radio waves near the surface of 
the Earth to travel more slowly 
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FIGURE 3. Ducts formed by stratification  of 
the Earth's atmosphere. Ducts tend to trap 
radio wares and guide them around the 
Earth's Surface. 

than those considerably above the 
surface. The result of these dif-
ferent velocities is a bending of the 
direction of wave travel which 
causes the waves to tend to follow 
the Earth's surface. 

Because curved paths through 
the atmosphere are difficult to rep-
resent graphically, it is customary 
to draw profile charts of the Earth's 
surface with the Earth's radius 
represented as 4/3 actual size. The 
use of this fictitious radius approx-
imately compensates (under aver-
age conditions) for the bending of 
the waves by the Earth's atmos-
phere and permits the illustration 
of radio paths on a profile chart as 
straight lines. An example of a 
profile chart with 4/3 Earth's ra-
dius is shown in Figure 2. 

Simple refraction causes no 
great difficulty in the engineering 
of radio routes. Occasionally, how-
ever, refraction effects can seri-
ously disturb the transmission of 
signals over line-of-sight paths. 
Under unusual conditions, the at-
mosphere becomes stratified with 
definite boundaries between layers 
of different densities. This causes 
the path of the radio waves to be 
bent first down and then up so that 

the waves become trapped in a 
layer of dense air. As a result the 
waves are guided along the air lay-
er in much the same manner as 
microwaves travel in a wave guide. 
Layers of dense air that trap radio 
waves are commonly referred to 
as ducts. 

The existence of a duct may 
either increase or decrease the 
received signal strength depending 
on whether the duct guides the 
waves toward or away from the re-
ceiving antenna. Ducts are more 
frequent near or over large bodies 
of water and in climates subject to 
frequent temperature inversions 
(stratification of air). While ducts 
may cause fading, their most im-
portant effect is that they some-
times guide radio waves well be-
yond the optical line-of-sight so 
that they are detected by distant 
repeaters of the same system. 
This type of interference can be 
avoided by changing transmitted 
frequencies at repeaters and lo-
cating repeater stations along a 
zig-zag path. Examples of two 
common types of ducts are shown 
in Figure 3. 

Diffraction and Fresnel Zones 
Ordinarily, radio paths are se-

lected so that there is a direct 
line-of-sight between the trans-
mitting and receiving antennas. 
However, a direct path between 
transmitting and receiving antennas 
is not necessarily a sufficient con-
dition for good radio transmission. 
If a radio wave passes near an ob-
stacle such as a hilltop or a large 
building, part of the wave front 
will be obstructed, and the amount 
of energy received will differ from 
that received if no obstacle were 
there. The cause of this difference 
is known as diffraction. 

A simplified physical explana-
tion of diffraction is shown in Fig - 
ures 4 and 5. In Figure 4 a suc-
cession of unobstructed radio wave 
fronts are shown progressing from 
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the transmitter to the receiver. 
The whole surface of each indi-
vidual wave front contributes en-
ergy to the receiving antenna. How-
ever, energy from some portions 
of the wave front tends to cancel 
energy from other portions because 
of differences in the total distances 
traveled. The shaded areas in 
Figure 4 show the paths of energy 
that cancel some of the energy 
transmitted by the paths shown un-
shaded. The cancellation is such 
that half of the energy reaching the 
receiver is cancelled out. Most 
of the energy that is received is 
contributed by the large unshaded 
central area of that portion of the 
wave front that is closest to the 
receiver. If an obstacle is now 
raised in front of the wave so that 
all of the wave front below the line-
of -sight is obstructed, (this is shown 
in Figure 5) half of the broad cen-
tral area is obstructed and a great-
er loss of energy occurs. Under 
this condition the radiated power 
reaching the receiver is reduced 
to one fourth normal or by 6 db. If 
the obstruction is lowered (or the 
receiving antenna raised) so that 
all of the central zone is exposed, 
the power received by the receiv-
ing antenna is even greater than it 
would be if the obstacle were not 
there. This is shown in Figure 6. 

The various zones of the wave 
front that contribute either in-phase 
or out-of-phase energy are called 
Fresnel zones after their discov-
erer Augustin Jean Fresnel (1788-
1827). The large central zone is 
called the first Fresnel zone and 
zones farther removed from the 
line of sight are called the second, 
third, fourth zones, etc. If the ob-
struction is such that the first zone 
is above the obstruction, the radio 
path is said to have first Fresnel 
zone clearance. In general, first 
Fresnel zone clearance is con-
sidered to be very desirable, al-
though clearance of only one half 
the first zone is adequate. Of 
course, clearance greater than first 
Fresnel zone is also adequate. 

Paths without adequate clearance 
are not desirable because refrac-
tion by the atmosphere may change. 
If a path just clears an obstacle 
under normal conditions, a change 
in refraction may cause the path 
to be obstructed. Careful con-
struction of a profile chart and 
visual examination of the proposed 
route should show whether adequate 
path clearance is available. 

Absorption and Scattering 
Because no transmitting media 

other than free space is perfect, 
some radio energy is absorbed 

FIGURE 4. Energy contribution from a wave front to a receiver. The dark areas are out 
of phase with the light areas. 
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FIGURE 5. When an obstacle is raised in front of a receiver to the line of sight, half of 
the wave front is obstructed and the received signal strength is reduced by 6 db. 

from a wave when traveling through 
the Earth's atmosphere. In clear 
weather, absorption is very slight 
for radio waves of less than 10,000 
megacycles frequency. Rain, snow, 
and fog, however, can absorb or 
scatter large amounts of radio en-
ergy, especially at the higher mi-
crowave frequencies. Below 1000 
megacycles, however, reduction of 
received signal strength by scat-
tering and absorption by fog or pre-
cipitation is not a serious problem 
over paths of the usual length. 

Radio Route Considerations 

Each of the factors that affect 
radio propagation must be taken 
into consideration when planning a 
radio route. In many cases, visual 
examination of the route topography 
and a knowledge of weather condi-
tions along the route are sufficient 
to determine the feasibility of pro-
posed transmitter, repeater, and 
receiver locations. Where there 
is a doubt, profile charts can be 
used to determine more precisely 
the transmission conditions to be 
expected. In exceptional cases it 
may be desirable to make propa-
gation tests. 

Where visual examination indi-
cates that the radio path is com-

04-FRESNEL ZONE , 
AB- FRESNEL ZONE 2 

BC FRESNEL ZONE 3 

CO- FRESNEL ZONE 4 

pletely or partially over smooth 
terrain or water, the point of re-
flection from the terrain of the 
transmitted wave should be deter-
mined from a profile chart. The 
reflection point is located where 
the angle the transmitted wave 
makes with the Earth's surface is 
equal to the angle of the reflected 
wave. 

If the reflection point is found 
to be on a smooth surface such as 
a flat field or water, relocation or 
a change in height of the transmit-
ting or receiving antenna may be 
desirable. Often one of the anten-
nas can be located so that it is 
masked from smooth ground or 
water reflection but still in line-
of-sight to the other antenna. An 
example of using nearby terrain to 
mask unwanted reflections is shown 
in Figure 6. 

How Bad is Fading? 
Fading can only be determined 

absolutely over a particular path 
on the basis of experience just as 
the ice or frost attenuation of an 
open wire line must be learned ab-
solutely by experience. It is the 
combined effects of all the various 
factors described above that can 
cause variation in received radio 
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FIGURE 6. When the obstruction is lowered (or the receiving antenna raised) until all of 
the first Fresnel zone is exposed, the received signal strength is greater than if 

the obstruction did not exist. 

frequency signal strength. Obser-
vations of fading over practical 
systems operating at frequencies 
below 1000 megacycles have shown 
that fade margins above normal 
space losses of 0.5 to 1.5 db per 
mile (depending on the terrain) will 
provide satisfactory transmission 
for 99.9 percent of the time. The 
0.1 percent of time that transmis-
sion quality is below standards of 
such systems amounts to only 9 
hours per year; which compares 
favorably with the performance ob-
tained from many wire line and 
cable systems. In most cases a 
well planned system can be expect-
ed to be completely out of service 
due to excessive fades for less than 
1 hour per year. 

Conclusions 
The factors affecting radio prop-

agation over line-of-sight paths, 

C . :.. ott- FRESNEL ZONE I 
. ::.:. el AB-. RESNEL ZONE 2 

BC- FRESNEL ZONE 3 
. IA LE,- ,RESNEL ZONE 4 

while differing greatly in details, 
have much the same effect on trans-
mission quality and reliability as 
do weather and temperature changes 
on open-wire lines and cables. The 
problems created by these factors 
are as amenable to solution as are 
the transmission problems of con-
ventional wire and cable. 

Each of the factors affecting the 
propagation of radio waves con-
tributes somewhat to variations in 
received signal strength. How-
ever, by understanding the way in 
which each factor affects propaga-
tion, by engineering the radio sys-
tem to minimize their effects, and 
finally by allowing a sufficient mar-
gin for unavoidable fading, very 
high quality circuits can be ob-
tained with maximum reliability 
and reasonable cost. 
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PROFILE CHARTS OF RADIO LINK ROUTES 
With the help of an accurate profile chart of a radio link route, 

competent engineers often can predict performance closely enough 
to make actual propagation tesis unnecessary. 

In this article a few aspects of preparin and using profile charts 
are discussed to give the reader a practica) acquaintance with some 
of the problems encountered when installing a radio link. 

Radio waves in the higher fre-
quency ranges used for point-to-
point radio links (commonly called 
microwaves) exhibit many of the 
properties of light. They travel in 
relatively straight lines, and they 
are bent (refracted) by the atmos-
phere, reflected by solid objects 
or surfaces, and diffracted by 
physical objects in or near the 
transmission path. To predict the 
effect of these properties upon the 
propagation of energy between two 
antennas, the nature of the ter-
rain between antennas must be 
considered. 

The first step in estimating 
the propagation characteristics be-
tween two antenna sites is to as-
semble elevation data about the 
intervening terrain. Using this 
data a profile chart is prepared 
to show the elevation of all hills, 
ridges, tall buildings, or other ob-

stades that might interfere with 
line-of-sight transmission of radio 
waves A satisfactory transmis-
sion path can then be intelligently 
selected by analyzing the informa-
tion on the profile chart along with 
any other pertinent data. 

Sources of Data 
Several different sources can 

provide the data required for pre-
paring a profile chart. In many 
cases it can be obtained from topo-
graphic maps with contour lines 
showing elevation of land at con-
venient intervals. Information on 
maps of this type, prepared by the 
United States Department of the 
Interior, is available from the 
Director, United States Geological 
Survey, Washington, D.C. A sec-
tion of a typical map of this type is 
shown in Figure 1B. Figure lA is 
a sketch of the area which this map 
represents. 
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FIGURE 1. Contour maps provide an ex-
cellent data source for prepar-
ing profile charts. Figure IB 
is a contour map of the area 
sketched in Figure IA. 

For locations where these topo-
graphic maps are unavailable, local 
county surveyors can often provide 
the required data. 

If no previously prepared maps 
can be obtained, a special survey 
may be required although, in many 
cases, sufficient data can be ob-
tained through one or more "com-
mon sense" procedures. In one 
such method an altimeter is used 
to determine the relative heights 
of land along a proposed transmis-
sion path. In some cases a spot-
light (or sun reflecting mirror) can 
be used to determine if a line-of-
sight path exists and, if conditions 
permit, the light source can be 
moved vertically to determine path 
clearance. 

If data obtained from topographic 
maps shows that only marginal 
clearance exists, the elevations of 
high points should be checked by 
survey or altimeter to insure their 
accuracy. 

Consulting engineering services 
are ordinarily available to make 
either ground or aerial surveys of 
proposed radio link routes. 

Preparing the Profile Chart 

After tentative antenna sites 

have been selected, and the rela-
tive elevation of land between these 
sites has been determined, a pro-
file chart can be prepared. In 
some cases a complete profile 
such as those shown in the ex-
amples will be necessary; in other 
cases only certain hills or ridges 
need be indicated to be sure ade-
quate path clearance exists. 

An important factor influences 
the shape of a profile chart. Al-
though the surface of the earth is 
curved, microwaves tend to travel 
in straight lines. However, they 
are bent (refracted)a small amount 
by the atmosphere. The amount of 
bending (refraction) varies with 
atmospheric conditions. The effect 
of refraction is such that if a pro-
file chart is prepared on the basis 
of four-thirds (4/3) of true earth 
radius, a straight line between 
antenna sites will indicate clear-
ance between the actual transmis-
sion path and the earth. However 
this factor of 4/3, which would 
increase the permissible distance 
between antennas, is not always 
accurate. Under some atmos-
pheric conditions the refraction 
caused by the atmosphere will di-
minish and the actual transmission 
path will approach true line-of-
sight conditions. 

Because reliability and contin-
uity of service are very important 
for a multichannel radio link, many 
radio engineers prefer to be con-
servative and base propagation 
predictions on the basis of path 
clearance shown on a profile chart 
prepared with true earth radius. 

The effect of using 4/3 and true 
earth radius for the same path is 
shown in the two sketches of Fig-
ure 2. Figure 2B shows that when 
the amount of atmospheric bending 
is normal, a clear path is indi-
cated when planning is done with a 
profile chart drawn with 4/3 true 
earth radius. Under abnormal 
conditions, however, if a true 
line-of-sight path exists, the trans-
mission path between antennas is 
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interfered with by the ridge shown 
on the chart in Figure 2A, drawn 
with true earth radius. 

Since the choice of earth radius 
varies with topography and climate 
and is influenced by the amount of 
fading allowable, the advice of a 
competent radio engineer should 
be obtained when a radio link is 
being installed over a path where 
some question about clearance or 
other factors exists. 

Printed forms are available for 
plotting profile charts. A form 
used by Lenkurt's engineers has 
been used for the examples in this 
article. This form, which uses 

true earth radius, is based on the 
relationship between the height of 
an observer and the distance to the 
horizon where, if "h" is in feet and 
"d" is in miles, h = 2/3d2. If 4/3 
earth radius is used, this rela-
tionship becomes h = 1/2d2 . The 
scale of either chart can be changed 
if desired by doubling the horizon-
tal interval and quadrupling the 
vertical interval (or by dividing 

the horizontal interval by 2 and the 
vertical interval by 4). 

Using the Profile Chart 

An accurately drawn profile 
chart will show whether or not 

FIGURE 2. Profile charts prepared with true earth radius provide a more conservative esti-
mate of propagation conditions than those prepared with 4 3 true earth radius. 
The clear path indicated in Figure 28 (4/3 true earth radius) is interfered with 
when true earth radius is used ( Figure 2A). 
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adequate path clearance exists for 
the transmission path between an-
tennas. The chart can also be 
used to determine the "reflection 
point" as shown in Figure 3. 

The path clearance desired 
varies with frequency and with dis-
tance from the transmitting an-
tenna. Lenkurt's engineers usually 
consider that about 75 feet mini-
mum clearance is acceptable for a 
system operating at 900 mega-
cycles. 

The effect that a ray reflected 
by the earth will have depends to a 
great extent upon the character of 
the surface at the reflection point. 
A strong reflection will be caused 
by a smooth body of water or by 
smooth earth while a weaker re-
flection will come from wooded 
terrain. In general, a streong re-
flected wave is undesirable because 
it can cause fading and distortion. 

The reflection point can be found 
from a profile chart by using a "cut 
and try" method illustrated in Fig-
ure 3. By inspection, an assumed 
reflection point is selected and 
straight lines are drawn between 
this point and the two antennas. 
The assumed reflection point is 

the true point if the two lines rise 
the same number of feet in going 
an equal number of miles to the 
right and left of it. In Figure 3 the 
dotted line indicates an incorrect 
reflection point because the lines 
do not rise equal amounts in equal 
distances to the right and left of 
the assumed point. The dashed 
lines, however, indicate the true 
reflection point. 

Conclusions 

An experienced radio engineer 
often can predict the effects of 
available path clearance and re-
flection with sufficient accuracy to 
determine whether or not proposed 
antenna sites can be used. In 
many cases, the losses caused 
by unfavorable topography can be 
overcome by using higher gain 
antennas, higher transmitter power 
or lower loss cables between radio 
equipment and antennas. Some-
times different antenna sites or 
higher antenna mountings might be 
required. In any case an accurate 
profile chart is an invaluable tool 
for the experienced engineer plan-
ning radio links. 

FIGURE 3. Reflection point is easily determined from a profile chart by using a "cut and 
try" method. 

o 30 
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Rapid Microwave Switching 

Increasing congestion of microwave frequency allocations, plus 
greater need for protection against transmission failures as system ca-
pacities increase, is placing new emphasis on so-called "hot-standby" 
techniques for assuring continuous microwave transmission. This article 
reviews some methods of microwave switching, essential to hot-standby 
protection. 

The conventional way of protecting 
against the failure of a microwave 
communications system is frequency di-
versity transmission, a method which 
requires two fairly well separated fre-
quency allocations. This method pro-
tects against fading, since the most 
common type of fades rarely occur 
simultaneously on separate frequencies. 
Equipment failure is guarded against by 
the duplication of radio equipment. Un-
fortunately, two separate frequencies 
are required, and these are becoming 
increasingly scarce in some areas due 
to the burgeoning growth of microwave 
communications. For this reason, fre-
quency diversity transmission may not 
be permissable. 
When only a single transmission fre-

quency is available, complete protection 

is more difficult. Space diversity pro-
vides some protection against fades, but 
is much more costly than frequency di-
versity. Two well-separated antennas, 
and a receiver for each, are required to 
receive the same transmission. The sepa-
ration of the two transmission paths 
prevents most fades from occurring on 
the two simultaneously. The extra an-
tennas, reflectors, greater tower height, 
and additional land may make the cost 
of space diversity prohibitive. 

Nevertheless, some means of protect-
ing the system against equipment fail-
ure is required. This is often achieved 
by some form of "standby" transmis-
sion equipment. In some older systems, 
the standby equipment sat idle without 
power applied until there was an equip-
ment failure. When a failure or loss of 
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power was sensed, the standby equip-
ment was turned on and soon took over 
the communications load. In more re-
cent times, however, even brief inter-
ruptions of service during the period 
required for the standby equipment to 
warm up, have become intolerable, with 
the result that so-called "hot-standby" 
transmission is gaining much wider us-
age. 

In hot-standby systems both the oper-
ational and the standby equipment are 
energized ("hot") at all times. If some 
part of the system fails, or if power 
drops below some arbitrary value, trans-
mission is immediately turned over to 
the standby equipment. Service is inter-
rupted for the time required to switch 
from one transmitter to the other. Early 
hot-standby switching arrangements re-
quired one or more seconds for the 
switching operation. In many operations 
today, the large volume of communica-
tions carried over microwave make even 
this brief interruption extremely un-
desirable, if not intolerable. As a result, 
greater emphasis is being placed on re-
ducing the time required for switching. 

Problems of Switching 

The problem of microwave switching 
is fairly old. In even the earliest radar 
systems, the sensitive receiver had to be 
effectively disconnected from the an-
tenna while the transmitter sent its 
brief, powerful pulse, then re-connected 
quickly to listen for echoes. The prob-
lem was generally solved by the use of 
gas discharge tubes, thyratrons, and the 
like. Although speed of switching was 
fairly important, the degree of isolation 
required was not great, since it was only 
necessary to protect the receiver from 
damage caused by the high-powered 
transmitter pulses. 

In a communications system, how-
ever, it is necessary to have a high de-
gree of attenuation of the undesired 

signal. This would not be required if 
both the standby and operating trans-
mitter signals were precisely in phase 
with each other. If there are slight dis-
crepancies in the phase or frequency of 
the two transmitters, destructive inter-
ference of the two signals results, caus-
ing a large increase in system noise. 

Although klystron oscillators can be 
phase-locked very easily, practical con-
siderations of equipment design make 
this approach undesirable. Accordingly, 
all presently-available hot-standby meth-
ods allow only one signal to be present 
at a time. This is accomplished by the 
use of some sort of switch which, in one 
state, can connect the transmitter to the 
antenna with very little loss, or, in the 
other state, block the RF signal and pro-
vide a high degree of isolation. The 
actual amount of isolation required de-
pends on the nature of the microwave 
system. Basically, the switch should re-
duce the standby RF carrier enough that 
noise caused by mutual interference 
is less than the " idle noise" of the sys-
tem. This, of course, varies with the 
bandwidth of the system, its loading, 
crosstalk performance, and similar fac-
tors. In general, isolation or attenuation 
of the standby carrier should be about 
80 db for most microwave equipment 
used in this type of service. 

Switching Requirements 

In data transmission, the loss of a 
single symbol can have expensive con-
sequences. The data transmission speed 
determines how fast the transmitter 
switchover must be made in order to 
avoid errors. 

In general, switching time should be 
less than one-half the duration of a 
single data pulse—as much less as pos-
sible—thus reducing the likelihood of 
that pulse being lost at the instant of 
switchover. In the case of 100-speed 
(100 words-per-minute) teletypewriter 
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Figure 1. Carrier equipment like shown above enables hundreds of channels to be 
transmitted over a single radio beam. Increasing traffic density makes it impera-
tive that some sort of standby protection be provided for microwave equipment. 

signals, about 80 bits or pulses are trans-
mitted each second. Accordingly, the 
switchover should take place in less 
than 1/160 second—that is, about 6 
milliseconds. Similarly, 60-speed tele-
typewriter signals must be switched in 
less than 10 milliseconds to avoid loss 
of characters. For higher speed data 
transmission, faster switching speeds 
are required. 

Microwaves are considerably more 
difficult to switch than lower frequen-

cies because they are almost always trans-
mitted through waveguide instead of 
wire. The problem is not only physical 
but also electrical. Microwave signals 
are propagated through the waveguide 
as electrical and magnetic fields, instead 
of a simple flow of current, as in a wire. 
Slight imperfections or discontinuities 
in the waveguide cause the signal to be 
reflected instead of just being inter-
rupted. When the signal is reflected 
back towards its source, it affects the 
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Figure 2. Maximum switching time of 
half the pulse length is required to 
permit switchover with little chance of 
causing data errors. Shorter switching 

time is desirable. 

voltage and power distribution in the 
waveguide, thus providing wrong in-
dications at measurement points. 

In telecommunications, it is very de-
sirable to maintain the standby equip-
ment in a condition which duplicates 
actual transmission. This allows the 
standby equipment to be monitored con-
tinuously, thus revealing any need for 
maintenance and providing positive in-
dications of the state of the system. 

Methods of Switching 

The switching technique used has an 
important bearing on the behavior of 
the standby microwave equipment. 
Thus, a microwave switch that reflects 
the radio energy back to the klystron 
sets up standing waves. These interfere 
with klystron operation, and tend to 
give a misleading power indication. 
This can be avoided by using an isola-
tor, a device for transmitting energy in 
one direction but absorbing that return-
ing from the opposite direction. How-
ever, an isolator may not be necessary 

if a switch is used which absorbs the 
energy rather than reflects it. 
The earliest method of switching 

microwave transmitters was by the use 
of a so-called waveguide switch, such 
as diagrammed in Figure 3. In this de-
vice, the antenna is directly connected 
to the operating transmitter-receiver by 
means of a movable waveguide section. 
The output power of the standby trans-
mitter is connected to an absorptive load. 
After a fault or equipment failure, a 
motor-driven mechanism operates a 
movable waveguide section that removes 
the absorptive load from the standby 
unit and connects it to the other unit 
(now disconnected from the antenna). 
At the same time, the antenna is physi-
cally connected to the output of the 
standby unit. With the exception of 
switching time, this method of 
switching can have very good perform-
ance characteristics. If the switching 
machinery is well built, so that mechani-
cal tolerances are exceptionally close, a 
very high degree of isolation is ob-
tained, and there is very little "forward 
loss" in the transmitting condition. The 
disadvantages of this method are that 
it is mechanically complex, and switch-
ing time is extremely slow—sometimes 
requiring several seconds to complete 
the switch. 

In an effort to improve switching 
time, simpler versions of the mechani-
cal waveguide switch have been pro-
duced which are able to switch from one 
transmitter to the other in from 25 to 
100 milliseconds. However, losses are 
somewhat higher. At best, these rotary 
switches provide from 40 to 60 db re-
verse isolation. Large amounts of power 
are required for rapid switching—on 
the order of about 50 watts typically. 

Waveguide Plungers 

A very popular method of waveguide 
switching, and one that is still widely 
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Figure 3. Early systems used mechanical waveguide switch like shown here. 
When switchover is required, electric motor drive slides shaded portion sideways; 
waveguide loop connects antenna to the operating equipment. Absorptive termi-

nations are provided for the disconnected transmitter. 

used, is the solenoid-driven waveguide 
plunger. In this method, a thin rod is 
inserted through the waveguide to stop 
the signal. Although the rod actually 
blocks only a very small area of the 
waveguide, it almost totally reflects the 
signal, thus providing an attenuation of 
about 40 db. By using two plungers 
appropriately spaced, additional attenu-
ation is possible. 
The plungers are driven by solenoid 

magnets so that the plunger is com-
pletely withdrawn from the waveguide 
of the operating transmitter and n-
serted through the waveguide from the 
standby transmitter. If the operating 
transmitter fails or loses power, one 
plunger is withdrawn and the other 

inserted in about 30 or 40 milliseconds. 
This is faster than the waveguide switch 
because less mass must be moved in the 
switching operation. 
The mechanical plunger switch is 

still used by some manufacturers be-
cause it is reasonably reliable and pro-
vides effective switching action. It is 
stable and has good power handling 
capacity. Its bandwidth is relatively lim-
ited — only about 1% —because it is 
essentially a form of waveguide filter. 
However, this is still quite adequate for 
most communications applications. 
The disadvantage of the plunger 

switch is that it is mechanical, and 
therefore inherently limited in its po-
tential speed. Typicai plunger switches 
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Figure 4. One form of 
waveguide plunger 
switch, still used in 
some equipment. When 
plunger is withdrawn, 
energy passes with little 
loss. With plunger in-
serted in cavity, micro-
wave energy is mostly 

reflected. 

operate at 1/5th the speed required to 
avoid loss of teletypewriter characters. 
If only voice circuits are to be carried 
over the microwave system, the mechan-
ical plunger is entirely adequate, and 
this is also true for slow telemetering 
and control signals. 

Electronic Switching 

In order to avoid the limitations of 
mechanical switches, engineers have 
turned to fast-acting electronic devices. 
Special versions of some commonly-
used ferrite devices have proved to be 
extremely effective as microwave 
switches. For instance, ferrite isolators 
make excellent high-speed switches. 
Microwave circulators have been suc-
cessfully used as two-way switches. 

The "Faraday" rotation type of fer-
rite isolator is widely used to absorb 
microwave reflections in waveguide, and 
thus reduce distortion. When micro-

SO-'ENOID-DRIVEN 

DE TUNING PLUNGER 

CAVITY TUNING SCREW 

waves travel through a ferrite slab lying 
in a magnetic field, the plane of polari-
zation of the microwave signal is ro-
tated. Signals coming from the other 
direction are also rotated. By designing 
the device carefully, each signal can be 
made to rotate exactly 45°; the signal 
traveling in one direction passes through 
with hardly any attenuation, while the 
opposite-going signal is rotated until it 
is at an angle of 90° with the outgoing 
waveguide, but is aligned with a vane 
of " lossy" or resistive material which 
absorbs its energy. Since the signal trav-
eling in the desired direction is polar-
ized at right angles to the lossy vane, 
little energy is absorbed. 

In the switching isolator, two 45° 
sections are used, and the permanent 
magnet of the fixed isolator is replaced 
with electromagnets. By reversing the 
magnetic fields, it becomes possible to 
rotate the plane of polarization of the 
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microwave signal parallel to the output 
waveguide and perpendicular to its vane 
of absorbing material— thus letting the 
signal pass through—or perpendicular 
to the waveguide and parallel to the 
vane, thus blocking passage of the mi-
crowave energy. 
The switching isolator has no moving 

parts and thus can switch much faster 
than devices which depend on the me-
chanical motion of a mass. The only 
basic limitation to the speed of a switch-
ing isolator is the time required to over-
come and reverse the magnetic fields of 
the electromagnets. In the Lenkurt 74B 
hot-standby equipment, this problem is 
easily overcome by storing a large 
amount of "reserve" electrical energy 
in a series inductance. In the 74B ar-

MA,NE1 

COIL 

rangement, the effect of the standby RF 
carrier is reduced more than 80 db, in-
sertion loss is 0.5 db to 1 db, and switch-
ing time is about one millisecond— five 
time as fast as necessary for teletype-
writer service. The switching isolator 
provides an attractive solution to the 
problem of rapid switching because it 
is also able to serve as a conventional 
isolator to prevent waveguide reflections 
from reaching the transmit klystron. 

Other ferrite devices have been used 
for switching microwaves. In one ar-
rangement a rod of ferrite is suspended 
in the waveguide, but without an ap-
plied magnetic field. Normally, it has 
very little effect on the microwave sig-
nal passing through. When it is sub-
jected to a magnetic field, however, the 

FERRITE 

ROD 

TRANSI TION 

TRANSITION FROM RECTANGULAR 

TO CIRCULAR WAVEGUIDE 

ABSORBING 
MATERIAL 

Figure 5. Faraday rotation switch uses property of ferrite in a magnetic field to 
rotate microwave plane of polarization. In one plane, signal is passed through 
with minimum attenuation; in other plane, signal is absorbed in vane of resistive 

material. In practice, two 45° sections are used to achieve 90' rotation. 
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Figure 6. Unretouched 
photograph of Lenkurt 
74B "Hot Standby" 
switching action, using 
Faraday rotation 
switch. Time scale is 
one millisecond per di-
vision. Ninety percent 
of power is transferred 

in first millisecond. 

min min mom maw 

ferrite magnetic permeability becomes 
saturated, and the microwave signal is 
strongly reflected. This technique can 
provide 60 db isolation, with about 0.5 
db forward loss in the "on" condition. 

Diode Switching 

The rapid growth of computer tech-
nology has led to considerable work 
on the switching of microwave energy 
with semiconductors. One form of 
semiconductor microwave switch is dia-
grammed in Figure 7. In this device, a 
microwave diode is placed across the 
narrow dimension of a section of wave-
guide. When the diode is biased so that 
current flows through it, microwave en-
ergy is attenuated only about one db. 
When the diode bias is reversed, micro. 
wave energy is strongly reflected, thus 
providing up to 25 db attenuation. Es-
sentially this occurs because the diode 
introduces a capacitive reactance when 
non-conducting— the equivalent of a 
short circuit across the waveguide. 

Another version, shown in Figure 8, 
employs a probe into the waveguide. 

When the probe is just 1/4 wavelength 
long, it is "series resonant" and reflects 
the microwave signal. If the probe is 
physically contacted by another probe 
at right angles to it, it is necessary 
to readjust the length of the vertical 

probe to achieve series resonance and 
block the signal. If the side probe is 

retracted slightly so that electrical con-
tact is broken, the structure is detuned, 
and the microwave energy passes freely. 
Now, if a biased diode is used to make 
and break electrical contact, the device 
becomes an electrically-operated micro-
wave switch which provides about 20 
db isolation and 0.2 db insertion loss 

In most diode switches of the type 
described, not more than about 25 db 
isolation can be obtained by a single 
switch section. By spacing two or more 
diodes in tandem, greater isolation be-
comes possible. Such tandem switches 
are sensitive to the spacing between 
diodes and to applied voltage since the 
voltage determines the effective capaci-
tance of each diode. In general, the 
most effective switching is obtained 
when diodes are spaced approximately a 
quarter wavelength apart in the wave-
guide, thus effectively creating an anti-
resonant cavity. 
The use of diodes in this fashion has 

suggested stil! other ways of switching. 
In one configuration, a diode is used to 
shunt each cavity of a multi-cavity tuned 
filter like those commonly used in the 
output of a microwave transmitter to 
suppress extreme modulation sidebands. 

Such diode switches can provide ex-
tremely fast microwave switching—one 
microsecond or less. Isolation is typi-
cally 20 to 25 db per section, thus per-
mitting very effective suppression of 
the carrier for hot-standby applications. 
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Two major difficulties must be over-
come, however. The most effective loca-
tion for the shunting diode is in the 
center of the cavity where the electric 
component of the microwave transmis-
sion is strongest. In this location, how-
ever, the microwave diode is subjected 
to strong fields which overload the 
diode and shorten its life considerably. 
If the diode is moved away from the 
center of the resonant cavity, it is sub-
jected to less overload, but produces 
poorer switching action. Another dis-
advantage of this particular method is 
the relatively high insertion loss. In 
addition to the losses inherent in the 
filter cavity, each diode provides be-
tween 0.5 and 1 db loss per section, 
depending on its placement within the 
cavity. Thus, a compromise must be 
found between adequate isolation and 
excessive loss of transmitted power. 

Surprisingly enough, the type of 

BNC 
CONNECTOR 

Figure 7. Semiconductor diode may be 
substituted for plunger to pass or block 
microwave energy. This switch configu-
ration requires special, high-perform-
ance diodes, and is limited in power-

switching capability. 

diode used may have an important bear-
ing on the switch performance. In most 
switching arrangements, germanium 
and silicon diodes behave quite differ-
ently. Usually, expensive microwave 
diodes are required, and these are quite 
delicate and sensitive to overload. The 
nature of the semiconductor and the 
amount of bias used to obtain switching 
action can affect insertion loss, isolation, 
and power handling capabilities. Typi-
cally, this type of microwave switch has 
relatively low power handling capabil-
ity. Because of this and the compromise 
between isolation and insertion loss, 
these switches are used more in labo-
ratory applications and certain types of 
radar modulators than in practical com-
munications applications. 
A related device, developed by Len-

kurt for its new 76B microwave system, 
overcomes most of these objections. The 
76B hot-standby switch provides 75 db 
isolation at the worst frequency (but 
effectively infinite isolation at the best 
frequency), while introducing 0.5 db 
loss. Switching time is somewhat less 
than 1 microsecond. This does not, 
however, include the time required to 
detect the need to switch and energize 
the control circuit. The 76B switch does 
not require microwave diodes, but uses 
rugged switching diodes of the type 
used in computers. In tests, the new 
switch was able to control 8 to 10 watts 
of microwave power without harm to 
the diodes. 

Possible Trend 

In the United States, hot-standby ar-
rangements have been required only in 
private and industrial microwave sys-
tems. Despite the inherent privacy of a 
microwave link ( due to the narrow 
beams employed) it is becoming more 
and more difficult to find frequency 
allocations that do not interfere with 
other systems. 
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Figure 8. Alternate version of switch 
uses semiconductor diode to detune 
vertical probe in waveguide. Electrical 
"contact" between horizontal probe 
and tuned vertical probe is made by 

biasing diode "on" or "off." 

Frequency diversity is, of course, the 
preferred method of achieving system 
reliability because of the inherent pro-
tection it provides against both equip-
ment failures and propagation fades. 
However, as microwave continues its 
present growth, an increasing shortage 
of frequency allocations may make hot-
standby necessary even in services where 
it is not required today. Under these 
circumstances, protection against fading 
will depend upon the use of larger fade 
margins—obtained by the use of greater 
transmitting power, larger antennas, 
and shorter path lengths. Faster hot-
standby switching will be increasingly 
important to minimize loss of informa-
tion—a vital consideration as the capac-
ity of the systems increase. • 
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Microwave Diversity . . . 
how it improves reliability 

Microwave radio, promising infant of 1951, has become the depend-
able, durable worker of 1961. No longer limited to such special-purpose 
uses as transcontinental television and very long telephone circuits, micro-
wave is already demonstrating a remarkable versatility in filling the di-
verse, ever-growing communications needs of the world. 

Microwave's extremely high information capacity provides a commu-
nications bargain, but places extra importance on the need for reliability. 
With today's improved equipment, the greatest cause of signal failure is 
no longer the equipment, but the characteristic fading encountered in the 
transmission path itself. This article discusses microwave fading and how 
it may be overcome. 

Today's microwave equipment has be-
come so dependable that the most im-
portant single cause of transmission fail-
ure is the propagation characteristics of 
the radio waves themselves. Because of 
their very short wavelength, microwaves 
have many of the properties of light. 
Microwave signals can be concentrated 
by suitable reflectors into tight beams 
which conserve power and increase pri-
vacy of transmission. Like light, micro-
waves are refracted by the atmosphere 
through which they travel, and are sub-
ject to obstruction or reflection by inter-
vening objects. These particular phe-

nomena often result in microwave fad-
ing. an important cause of transmission 
failure. 

Although fading occurs in many dif-
ferent ways, only two types have much 
importance in microwave transmission. 
These are multipath fading and inverse 
beam bending or ducting. Of the two, 
muitipath fading is much more com-
mon and troublesome. 

Multipath Fading 
Microwaves travel at the ultimate 

speed of light only in a vacuum. 
Through air, radio waves are slowed 
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Figure 1. Wave direction is shifted by 
change in propagation velocity. Wave-
front at B would have only reached A 
had it continued in slower medium. 

down very slightly. The denser the air 
and the greater its moisture content, the 
slower the velocity of the radio or light 
rays. When the wavefront passes diag-
onally from a dense layer to a thinner 
layer of air, the direction of travel of the 
wave is altered. The first part of the 
wavefront to enter the thinner layer be-
gins traveling slightly faster than the 
portion of the wave still in the denser 
medium. As the remainder of the wave-
front passes into the thinner air, it in-
creases velocity, but cannot overtake 
those parts of the wavefront which en-
tered the thin air first. As a result, the 
direction of travel of the wavefront is 
deflected slightly, and the amount of 
this deflection or refraction is propor-
tional to the difference in the velocity of 
the wave through the two masses of air. 

If the change in air density is gradual, 
the refraction or bending of the radio 

Figure 2. In normal atmosphere, 
beam is gently deflected toward 
earth by gradual change in dens-
ity of atmosphere above the 

earth's surface. 

beam may be continuous, so that the 
beam is gently curved away from the 
thinner toward the denser atmosphere. 
Since the atmosphere is normally more 
dense near the earth, and usually thins 
out with increased altitude, radio and 
light rays do not follow a true straight-
line path, but are usually deflected 
downward and tend to follow the 
curvature of the earth. For this reason, 
so-called line-of-sight radio paths often 
extend beyond the visual horizon. 

Frequently, atmospheric irregularities 
cause a portion of the radio beam to be 
bent away from the most direct path, so 
that one part continues on the direct 
path to the receiving antenna, and other 
parts are deflected upward or downward. 
As a result, two or more separate com-
ponents of the original transmission may 
arrive at the receiving antenna, each 
having traveled a path slightly different 
from the others. This is called multipath 
transmission. 
When the component traveling the 

longer path reaches the receiving an-
tenna, it arrives slightly later than the 
direct beam because of the difference 
in path length. Consequently, the differ-
ent components of the signal will be 
somewhat out of phase with each other, 
because of the difference in the length 
of path each has traveled. 

If two equal signal components travel 
paths having a difference of 1/2 wave-
length, they will arrive at the receiving 
antenna 180° out of phase and will can-
cel each other. This, of course, destroys 
the signal. If several components reach 

SURFAce  
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Figure 3. Irregularities in atmosphere cause radio beam to break up into sev-
eral components traveling different paths. Those which manage to reach receiving 
antenna will have traveled paths of different lengths, causing phase cancellation. 

the antenna in phase, they add and in-
crease the received signal. It should be 
noted that a 6000 mc signal has a wave 
length of only about two inches. Thus, 
a one-inch difference in the path length 
of two signal components makes the 
difference between a very strong signal 
and one that cancels itself out. 

Where partial signal cancellation oc-
curs due to atmospheric multipath trans-
mission, the message content or modula-
tion of the signal is essentially unaf-
fected, so long as enough signal power 
remains to be detected by the receiver. 
Differences in path length due to atmos-
pheric refraction and reflection usually 
vary from a fraction of an inch to not 
much more than six or seven feet. Al-
though this much difference provides 
many opportunities for phase cancella-
tion of the RF signal, it is on:y a very 
tiny fraction of a wavelength of the 
modulating signal. For instance, the 
highest modulating frequency in a 600-
channel carrier system is about 2.4 mc, 
and has a wavelength of about 410 feet. 
If path-length variations of ten feet are 
experienced, this represents a phase shift 
of only about eight degrees — not 
enough to produce significant distortion. 
Since microwaves are transmitted as very 

narrow, concentrated beams, it is un-
likely that path differences greater than 
a few feet will occur. 

Physical Causes of Multipath 

Multipath transmission can result 
from any of several different causes. One 
path may be the direct optical path, 
while one or more other paths may re-
sult from reflection off the surface of the 
earth or water lying in the transmission 
path. Reflection and refraction from 
layers of air having different densities 
are most common. 

Where there is constant wind and 
continuous mixing of air, multiple 
transmission paths rarely occur. Where 
the a:r is very still, it tends to collect in 
layers, each layer having a different tem-
perature and usually a different mois-
ture content. Sometimes the division be-
tween layers is quite sharp, and a micro-
wave beam may be reflected from this 
interface as though it were a mirror. 

Frequently, the air is particularly still 
during the night and just before dawn. 
Under these condi tions, there is a great 
difference in the transmission character-
istics of air close to the surface and air 
some distance above the surface. Heavy, 
moisture-laden air collects close to the 
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Figure 4. Actual recording of frequency-diversity transmission. Signals followed 
identical paths, were spaced 180 mc (3%) apart. Note that deep fades never oc-
curred simultaneously. Small simultaneous fades are accommodated by fade margin. 

ground. Humidity rises and may reach 
100(7r, thus producing a ground fog. At 
various heights above the earth, the air 
will have different temperature and 
moisture characteristics, and each region 
will have a different index of refraction. 
Under these circumstances, a microwave 
signal may be split into many paths. 

Ducts 

Occasionally, a temperature or hu-
midity inversion will occur so that 
instead of thinning with increased alti-
tude, the atmosphere may actually be-
come denser at some point above the 
earth. Instead of being deflected toward 
the earth, microwaves will experience 
less downward deflection, and may ac-
tually be bent upward. This is known 
as inverse beam bending. Although rela-
tively rare, it may cause very long, deep 

- --------..egett. e„,,,--- 

fades. These fades do not result from 
multipath interference, but from the de-
flection of the signal above the antenna. 
If additional path clearance is provided 
between the signal path and possible 
obstructions, some rays may reach the 
receiving antenna despite the inverse 
beam bending. Fades due to inverse 
beam bending are also said to be caused 
by earth bulge, since the effect is analo-
gous to the earth bulging upward so as 
to obstruct the transmission path. 

Above the inversion, the normal thin-
ning of the air with increased altitude 
is restored. Microwaves deflected up-
ward by the temperature inversion are 
again deflected downward when the air 
begins to thin with increased altitude. 
As they reach the temperature inversion, 
they are again refracted or reflected up-
ward, so that they are trapped within a 

„sr 

Figure 5. Temperature or humidity inversion may cause duct which traps signal. 

202 



narrow layer or "duct" of air. This is 
known as trapping or ducting of the sig-
nal. If both the transmitting and receiv-
ing antennas lie within the duct, the re-
ceived signal strength may be consider-
ably increased. Normally, however, such 
ducting or trapping usually results in a 
deep fade which may block communica-
tions for hours. This type of fading is 
much less common than atmospheric 
multi path fading. 

Overcoming Microwave Fading 
Since multipath fading is an almost 

perfectly random phenomenon, it occurs 
on a chance basis. Lord Rayleigh, in his 
important work on sound, showed that 
random phase cancellations occurred in 
a predictable manner, and followed the 
relationship shown in Figure 6. This 
curve has been shown to describe the 
likelihood of microwave fades of vari-

ous degrees of severity. As shown in the 
curve, fades of 35 db or more may be 
expected .02% of the time. In the course 
of a year, this amounts to about an hour 
and 45 minutes during which transmis-
sion is interrupted. 
One way of overcoming this loss is to 

design the system with enough perform-
ance reserve to offset all but the very 
deepest fades — those of 40 db or more. 
This approach is useful, but can become 
quite costly. Larger antennas, reflectors, 

and towers are required to obtain enough 
system gain to offset the deep fades. In 
addition, the distance between micro-

wave repeaters may have to be decreased 
substantially. 

Increased transmitter power will also 
provide additional reserve against deep 
fades. If a 20 db fade margin is consid-
ered ample, a 100-watt output signal is 
required to assure continuous perform-
ance of the quality obtained by a 1-watt 
output signal in the absence of fades. 
One objection to this approach con-

cerns interference. Although there is far 

more avaiiable bandwidth at microwave 
frequencies than at lower frequencies, 
the supply is not unlimited. One of the 
very desirable features of microwave 
transmission is that low powers and nar-
row beams permit the use of the same 
frequency spectrum by many different 
communications systems, so long as they 
are separated physically. With micro-
wave, this separation need not be great. 
A far more practical approach to 

overcoming microwave fading is to use 
some form of dive,-sit;' transmission. In 
general communications experience, 
three types of diversity have been found 
useful in overcoming fading: polariza-
tion diversity, space diversity, and fre-

quency diversity. The first of these, 
polarization diversity, while effective 

in systems where propagation is largely 
by sky wave, has been found to provide 
no advantage in point-to-point, line-of-
sight microwave systems. 

Space Diversity 
Space di ersity takes advantage of the 

fact that simultaneous fading is not 
likely over two well- separated paths. In 
a typical microwave space diversity sys-
tem, the signal from a single transmitter 
is received at two antennas having a 
large vertical separation. The two inde-
pendently- received signals are con-

nected to a diversity combiner which 
selects the signal having the greater 
freedom from noise. 

This method of diversity has the ad-
vantage of conserving frequency spec-
trum, since only one transmitting fre-
quency is used. Its greatest value is in 
overcoming multipath fading in which 
one of the paths is caused by a specular 
or direct reflection such as from water, 
a building, or the earth itself. 
A major objection to space diversity 

is its cost. Since vertical separation is 
required, additional antennas and wave-
guide are necessary. If a single tower is 
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Figure 6. Rayleigh distribution curve (inset) shows probability of fades of 
various depths. Expanded section shows diversity improvement for various 

frequency spacings. 

used, it must be much stronger than one 
designed for a single antenna, and will 
need to be much higher to achieve 
enough vertical separation between an-
tennas. 

Another objection is that space diver-
sity does not provide nearly as much 
freedom from fading as does frequency 
diversity, for instance. Although sepa-
rate paths are involved, they may or may 
not experience simultaneous fading. 
The greater the vertical separation (and 
the higher the tower), the less likely 

that the two signals will fade together. 
Although only a single transmitter is 

needed, two receivers are required. 

Frequency Diversity 

For all practical purposes, the refrac-
tion or deflection of a microwave signal 
is independent of its frequency; signals 
of even quite widely separated frequen-
cies are refracted about the same amount 
under the same transmission conditions. 
Thus, several microwave signals of dif-
ferent frequencies will experience iden-
tical refraction and splitting into separate 
components. If a single pair of antennas 
is used for transmitting these frequen-
cies, all components of both signals will 
follow identical paths. 
One might expect that all signals 

traveling exactly the same paths would 
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experience identical phase cancellations 
and would therefore tend to fade simul-
taneously. This is not so, however. Mi-
crowave signals of different frequencies 
fade independently of each other if they 
travel identical paths. The greater the 
frequency separation, the less chance 
the two frequencies will fade simulta-
neously. If the frequencies of the two 
signals are brought closer together, they 
will tend to fade more and more nearly 
simultaneously. 
The reason for this frequency-selec-

tive fading is that signals having differ-
ent frequencies also have different wave-
lengths. A signal of x frequency may 
have components that arrive exactly out 
of phase at a given moment. Since sig-
nals of y frequency (of longer wave-
length) travel over the identical paths 
as those of x frequency, they cannot be 
exactly out of phase with each other at 
the same moment as the components of 
x frequency. When one frequency fades, 
the other will usually be at near-normal 
strength. 

As in the case of space diversity, a 
diversity combiner is required to select 
the better signal and reject the faded 
transmission. ( Diversity combiners were 
discussed in the DEMODULATOR, March. 
1959 and September. 1959.) 
Although two complete transmitters 

and receivers are required at each diver-
sity terminal, this is much less costly 
than a space diversity system which 
would be required to provide compar-
able protection from equipment failure 
and fading. Since both transmitters 

operate continuously, no switching 
equipment is required to substitute one 
transmitter for another in case of equip-
ment failure. The requirements for 
towers, reflectors, antennas, and wave-
guide are the same as for non-diversity 
systems. 

Conclusions 
Most microwave communications sys-

tems operate full-time carrying impor-
tant data and other information vital 
to business and industry. The many 
needs which efficient communications 
satisfy make it imperative that interrup-
tion be held to an absolute minimum. 

Of the many ways for increasing 
transmission reliability, frequency di-
versity has been found to provide 
the best protection at the lowest 
overall cost. Not only does it provide 
almost sure protection against atmos-
pheric fading, it is the only system 
which permits ready maintenance of the 
microwave equipment without with-
drawing the system from service. Single-
frequency hot-standby systems, are gen-
erally unsatisfactory for continuous-duty 
service in systems requiring very high 
reliability because they provide no pro-
tection from fading. In addition, their 
protection against equipment failure is 
reduced because complete periodic 
maintenance is impractical without re-
routing the communications and taking 
the system out of service. This same 
objection, while not true of the receiv-
ing end of a space diversity system, is 
true of the transmitting portion. • 
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Microwave systems are being used more than ever before to satisfy a 
seemingly insatiable demand for more and better communications of all 
types. Larger numbers of channels are transmitted over individual micro-
wave paths than was common even quite recently. The use of data trans-
mission is growing so fast that within a decade or so it may provide the 
greatest volume of all communications traffic. Both of these trends place 
a very high premium on the reliability of microwave communications. This 
article discusses some of the more important factors which influence the 
reliability of a microwave communications system. 

Reliability has two meanings in the 
microwave communications business. 
First there is the conventional meaning 
concerning the ability of the equipment 
to stay in service for extended periods 
with minimum attention. The other 
aspect of reliability is transmission re-
liability. It is a measure of system engi-
neering, propagation characteristics, 
and the ability of the equipment to 
yield high quality performance through 
adverse transmission conditions. It is 
also influenced by the equipment's free-

dom from distortion or tendency to de-
grade a signal, especially when numer-
ous repeaters are employed in the 
transmission path. 

Transmission reliability is particu-
larly important where numerical data 
are transmitted. Pipelines use data for 
monitoring and controlling remote un-
attended pumping stations and even 
refineries. Railroads are increasing their 
use of microwave for transmitting 
routing, scheduling, and other infor-
mation. Great quantities of accounting 
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and other management data are trans-
mitted by many companies, and this is 
increasing as more companies use busi-
ness machines that handle and transfer 
data directly, rather than going through 
human channels. For such use, trans-
mission must be as nearly perfect as 
possible. Unlike speech, which is little 
affected by "static" or other momentary 
degradation of transmission, data 
usually has little redundancy. Where a 
word might be easily recognized despite 
interference, a noise pulse could alter a 
data character to a different value. Such 
errors could remove the wrong car from 
a train, raise a man's pay to a ridicul-
ous figure, or increase an order beyond 
the wildest dreams of the sales man-
ager! 

Path Engineering 
One of the big factors affecting 

microwave transmission reliability is 
fading caused by changing propagation 
characteristics over the transmission 
path. Some types of fading may reduce 
signal strength only a few db. Others 
may drop the signal level 40 db or 
more. Fade characteristics vary from 
place to place and from time to time. 

Since propagation variations cannot 
be controlled except, perhaps, by choice 
of operating frequency and by care in 
selecting the path, the best way of 
overcoming such fades is to design the 
system with enough operating margin 
to assure a strong signal during all but 
the deepest fades. It is necessary to 
choose receiver sensitivity, transmitter 
power, path length, and antennas so 
that the desired signal-to-noise ratio is 
achieved even under severe fading con-
ditions. 

Microwave Antennas 
At microwave frequencies, trans-

mission is achieved with very low 
powers by concentrating most of the 

radio energy into a narrow beam. The 
larger the antenna (and reflector), the 
narrower the beam and the stronger the 
received signal. Large antennas increase 
system cost, but provide increased re-
liability. Large reflectors require much 
heavier towers, not so much because of 
their weight as because of increased 
wind loading. Since large, high-gain 
antennas reduce beam width, they also 
increase the requirement for accurate 
beam positioning. This may cause fades 
due to deflection of the radio beam by 
wind action on antennas or reflectors. 
This is usually resolved by using 
heavier towers and more extensive guy-
ing, often a very expensive procedure. 

Transmitter Power 
The development of klystron oscil-

lators capable of more power than 
previously available affords the system 
designer a rather painless way of in-
creasing transmission reliability. Other 
aspects of transmission being equal, 
doubling the transmitter power adds 
3 db to the fade margin. Raising output 
power from 100 milliwatts to 500 milli-
watts provides a 7 db signal-to-noise 
advantage. This means that the 500-mw 
transmission will tolerate a 7 db deeper 
fade than the 100-mw signal, for equal 
performance. This extra operating 
margin may be used to lengthen the 
transmission path or reduce the size of 
antennas and reflectors if the margin 
is not required to maintain the desired 
reliability. 

Noise Threshold 
Another way of keeping a tight rein 

on interference is to restrict receiver 
bandwidth. All FM receivers strongly 
suppress noise as signal strength in-
creases. During a deep fade, noise 
usually increases in direct proportion 
to the reduction in signal strength, db 
for db, until the receiver detection 
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Figure 1. Vital SAGE data is transmitted from defense warning radar to computer 
, center by microwave relay. Microwave equipment must be reliable and relatively 

immune to interference from the radar itself. 

threshold is reached. At this point, 
noise jumps dramatically, drowning 
out whatever residual signal may be 
present. 
One of the controlling factors of 

receiver noise threshold is the band-
width of the receiver, largely controlled 
by the i-f amplifier. Although receiver 
quieting on stronger signals soon equal-
izes the difference between a broadband 
and a narrower band receiver, the nar-
row band receiver is less susceptible to 
noise—that is, its noise threshold is low-
ered in direct proportion to the reduc-
tion in bandwidth. Assuming equal i-f 
amplifier performance, a receiver with 
half the bandwidth of another will en-

joy a 3 db noise threshold advantage 
over the wider bandwidth receiver. 
These are the most important 3 decibels 
in the performance of the receiver, for 
these "bottom" dbs—not the high level 
ones—determine the limits of good re-
ceiver sensitivity and reception reli-
ability. 

Diversity Combiners 
Fades usually vary with the operating 

frequency and the physical path char-
acteristics. Even fairly closely spaced 
frequencies or physically spaced paths 
will not fade simultaneously. While one 
fades, the other usually maintains a 
good signal, as shown in Figure 2. Al-
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though space or frequency diversity 
normally can yield about the same pro-
tection from fades, space diversity costs 
more because of the additional anten-
nas, reflectors, and tower expense. Di-
versity advantage is diagrammed in 
Figure 3. 
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Figure 2. Actual recording of frequency 
diversity reception at 6,000 megacycles. 
The two signals are spaced approxi-
mately 118 megacycles apart. Note that 
most fades do not occur simultaneously 

on the two frequencies. 

In a diversity system, some sort of 
combiner is required to select the 
stronger of the two signals and reject 
the noise from the faded receiver. Sev-
eral forms of combiner are in common 
use. 
The linear combiner is usually a 

passive device that adds the two receiver 
output signals together. This form of 
combiner has the disadvantage of being 
unable to reject the tremendous increase 
in noise from a receiver during a very 

deep fade, and the signal-to-noise ratio 
will not be more than 6 db better than 
the worst channel, except when the two 
signals are equal. When this occurs, the 
linear combiner provides a 3 db im-
provement in signal-to-noise ratio over 
either individual signal. On the good 
side, intermodulation or distortion 
products from the two paths can be 
arranged to nearly cancel out, thus im-
proving noise performance. 
The switching combiner senses noise, 

pilot tone, or both, and selects the better 
signal of the two. A relay in the signal 
path usually performs the actual switch-
ing. This method suffers the disadvant-
age of introducing transients and trans-
mission errors at the moment of actual 
switching, even when fast-acting relays 
are used. 
The ratio-squared combiner adds the 

two signals in proportion to their free-
dom from noise. Thus, the output from 
a noisy receiver is largely suppressed, 
while the other, with less noise, supplies 
a larger portion of the final signal. 
Theoretically, this method can yield 
optimum performance as a combiner. 
The disadvantage of this approach is 
complexity, cost, and the necessary use 
of electron tubes or similar active ele-
ments in the signal path. Electron tubes 
are always a source of potential failure, 
for they are the least reliable of all 
electronic circuit elements. Practical 
combiners based on this principle do 
not always achieve their potential ad-
vantage because of design compromises 
made to reduce complexity and cost. 
A very practical and reliable arrange-

ment is a combination of the linear 
combiner and the switching combiner. 
In such an arrangement, the linear com-
biner's reduction of intermodulation is 
usually available, and under fair trans-
mission conditions, the combination of 
both signals provides a 3 db. increase in 
the signal-to-noise figure. When either 
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Figure 3. Theoretical advantage of various diversity systems over non-diversity 
system. 

receiver fades below normal good per-
formance, it is muted and the unfaded 
receiver provides the signal, thus elimi-
nating the major defect of the linear 
combiner — the lack of noise sup-
pression. Relay failure does not inter-
rupt reception, and relay operation may 
be arranged to avoid the errors that are 
characteristic of the switching com-
biner. And the passive linear combiner 
portion is inherently more reliable than 
any combiner that uses electron tubes 
in the signal path. 

Internal Noise 
In systems where many repeaters are 

used, noise from within the equipment 
becomes an important factor in trans-
mission reliability. Such noise adds up 
to reduce the signal-to-noise ratio and 
reduce the margin against fades. 
An important source of noise in 

microwave systems is the imperfect 

matching of characteristic impedances 
of coupled transmission elements. In an 
ideal system, there is perfect transfer 
of energy from the antenna to the wave-
guide, from the waveguide to the re-
ceiver mixer, and from the mixer to the 
intermediate frequency amplifier. This 
would be possible only with perfect 
matching of characteristic impedances 
at each junction. Unfortunately there 
are several conflicting conditions in a 
microwave receiver that make this diffi-
cult. 
The first stage of an intermediate 

frequency amplifier is usually designed 
for the highest gain possible, consistent 
with bandwidth and noise considera-
tions of the circuit used. Since the gain 
of the stage is partially a function of 
the input impedance, impedance is 
usually high. The antenna and wave-
guide, however, exhibit a much lower 
impedance. Normally, a coupling be-
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tween the low impedance source and 
the high impedance load would result 
in part of the energy being reflected 
back up the waveguide to the antenna. 
This reflection may be expected because 
perfect power transfer is never realized. 
In the antenna and waveguide portions 
of the circuit, a perfect impedance 
match can be achieved at only one dis-
crete frequency. Since microwave and 
carrier transmissions are essentially 
broadband, some impedance mismatch 
may occur. This gives rise to a particu-
lar form of distortion peculiar to micro-
wave frequencies. 

Radio energy picked up by the an-
tenna is coupled to the waveguide. Be-
cause of a slight impedance mismatch 
between the antenna and the wave-
guide, a very small part of the energy 
received is reflected and lost from the 
antenna. Most of the energy, however, 
is transmitted down the waveguide to 
the receiver. At the receiver, most of 
the energy is coupled to the mixer, 
where it is absorbed. However, once 
again, impedance mismatch causes part 
of the energy to be reflected, this time 
back up the waveguide to the antenna. 
Again, a small portion is reflected be-
cause of the impedance mismatch be-
tween the antenna and the waveguide. 
As a result, incoming signal and twice-
reflected signal travel down the wave-
guide together. 
The phase relationship between the 

original signal and the reflected signal 
will vary continuously with the com-
ponent frequencies, causing phase dis-
tortion, which increases the background 
noise. Since the phase distortion is a 
function both of the signal frequencies 
and the travel time in the waveguide, 
this phase distortion is much greater 
for long sections of waveguide. The 
chances of impedance mismatch are far 
greater in the mixer than in the wave-
guide and antenna, because of the con-

flicting impedance requirements of the 
various circuits that join in the mixer. 
An excellent way of overcoming the 

problem of energy transfer in the mixer, 
and at the same time greatly reducing 
strong adjacent channel interference 
and locally-originated noise, is the bal-
anced mixer. 
A balanced mixer for microwave use 

is diagrammed in Figure 4. Incoming 
signals are received in the waveguide 
chamber on the right. Local oscillator 
energy, differing in frequency from the 
incoming signal by the desired i-f fre-
quency, enters the left chamber. An 
aperture between the two chambers is 
so arranged as to split input power 
from either branch equally between the 
two chambers. Energy from both cham-
bers is picked up and mixed by two 
balanced diode probes connected to-
gether so that there is cancellation of 
input signal and local oscillator signal. 
The i-f frequency produced by the mix-
ing of the two frequencies does not 
cancel out, and is applied to the i-f 
amplifier. Input energy not coupled to 
the i-f amplifier is reflected only down 
the local oscillator branch, where it is 
absorbed in an attenuator used to adjust 
local oscillator injection voltage. Local 
oscillator energy in the input branch 
of the mixer is rejected by a preselector 
filter which prevents it from being 
radiated. 

This type of mixer has the advantage 
of balancing out all energy except that 
derived from both branches. This re-
duces noise sidebands from the local 
oscillator and strong adjacent channel 
interference that might get through the 
RF preselector filter. It is particularly 
beneficial at locations where there are 
strong sources of pulsed energy such as 
near airports or other locations where 
radar is used. 
Somewhat similar performance may 

be obtained by using an unbalanced 
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Figure 4. A balanced mixer for micro-
wave signals. Such a mixer suppresses 
noise or interference appearing in one 
branch only, but provides low-noise 
mixing of desired input signal and local 

oscillator frequency. 

mixer, but including an isolator and a 
filter in the local oscillator branch. The 
filter reduces noise from the local oscil-
lator, and the isolator tends to absorb 
reflected energy from the mixer cham-
ber. Such an arrangement is still vulner-
able to adjacent channel interference, 
even with additional filtering in the 
input branch, for any two signals spaced 
by the amount of the i-f frequency, will 
mix and enter the i-f amplifier as inter-
ference. Pulses, such as those from 
radar, provide a rich source of fre-
quencies suitable for such mixing, and 

often appear at sufficiently high peak 
powers to cause interference, despite 
heavy input filtering. 

Equipment Reliability 
All major suppliers of microwave 

equipment take special pains to select 
components and materials that will pro-
vide the utmost in reliable operation 
under a variety of operating conditions. 
However, the most carefully built and 
tested component is not entirely free of 
the possibility of failure, as missile de-
signers are learning the hard way. The 
most reliable system will be one that 
provides the fewest opportunities for 
failure. The more active a component, 
the more likely it is to fail. Electron 
tubes are most likely to fail. Transistors 
don't operate reliably at temperature 
extremes. Although we can't eliminate 
electron tubes or transistors yet, we 
can concentrate on other unreliable 
items such as blowers, heaters, and 
thermostats. Parts of this type may not 
be part of the actual electronic circuitry, 
but their failure is no less damaging 
than the most critical electronic com-
ponent. 
Under the pressure of business and 

competition, it may be tempting to re-
duce initial cost of a system by cutting 
corners. The cost of achieving reli-
ability may seem high, but with in-
creased use of data and high-density 
multiplex or carrier systems, this ap-
parent high cost may be a real bargain, 
particularly when compared to the cost 
of unreliable transmission. Such "ex-
travagances" as diversity transmission 
and redundant common equipment 
(such as power supplies) may pay for 
themselves many times in systems where 
communications reliability is important. 
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Microwave for 
TV TRANSMISSION 

A few years ago the transmission of television signals over micro-
wave radio was limited almost entirely to the facilities used by . the na-
tional broadcast networks. Since these facilities primarily connected 
major populatiore centers, they were engineered and maintained by a 
relatively small number of experienced personnel. Now the situation has 
changed radically. Many small telephone companies are being called on 
to carry television for the broadcasting industry, educational television 
systems. and others. New applications are continually appearing for in-
dustrial television. and community antenna television is growing very 

rapidly. 
The result is that many people suddenly find themselves in some 

part of the television business, bombarded with strange terminology, and 
sometimes even forced to make decisions about things they may not 
fully understand. Even those with sound technical backgrounds in com-
munications often find themselves wondering about some of the "whys" 
of television transmission. This article is written in an attempt to answer 
some of the questions concerning the transmission of television over 

microwave radio. 

A microwave system has been likened 

to a pipeline or a railroad. Each pro-

vides a hauling service, transporting a 

commodity from one point to another. 

But even though the basic idea is simi-

lar, the physical arrangements of these 

transportation systems are vastly differ-

ent. Each is tailored to the characteris-

tics of the commodity to be transported. 

Even more specifically, different mi-

crowa‘e systems have different charac-

teristics, depending on the types of 
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traffic they may be called upon to 
handle, just as a railroad uses one car 
for lumber and another for passengers. 
So it is that microwave systems which 
carry television signals differ from 

those which carry multiple voice chan-
nels. Often the same basic system can 
be used for either type of service, but 
the arrangement is different. 

Video Signal Characteristics 
A logical place to start a study of a 

transportation system is with an anal-
ysis of the traffic. In this case, this 
means the characteristics of a television 
signal. There are two parts to the sig-
nal, video and audio; and they are 
often transmitted independently. The 
video signal is more complex and it 
sets the transmission standards. 
The television picture is produced by 

a varying voltage which represents the 
various shades of gray, from white at 
one extreme to black at the other. A 
higher voltage produces a whiter image, 
and a lower voltage a darker image. 
This voltage is divided into "sections" 
63.5 microseconds long. Each section 
contains the information for one scan-
ning line on the picture. The lines are 
separated by synchronizing pulses 
which cause the electron beam to re-
trace and start a new line. The last line 

at the bottom of the picture completes 
a "field," which represents half the pic-

ture. The trace then starts at the top 
again, interlacing the new lines be-
tween the lines of the previous field. 
This second field completes the 
"frame," forming an entire picture. In 

the NTSC (National Television Stand-
ards Committee) system, there are 30 
such frames per second. Each frame 
consists of 525 scanning lines. 

Figure 1. Voltage waveform for one 
scan line of a television signal. Higher 

voltage produces a whiter image. 

A color signal contains the same 
basic intensity information as a black 
and white signal, in addition to the 
color information. The color informa-
tion is carried by a color subcarrier — 
a continuous signal at 3.58 Mc. Differ-
ent colors are indicated by shifting the 
phase of this subcarrier, while the 
saturation or richness of the color is 
indicated by varying the amplitude of 
the subcarrier. This is one of the most 
critical parts of the television signal. 

Distortion of the color subcarrier may 
result in unusual color combinations. 
For example, a normally attractive, 

blonde, rosy-checked actress appears 
grotesque with bright green hair and a 
fiery-red face. Viewers tend to blame 
the receiver manufacturer when this 
occurs. But often at least part of the 
signal distortion is in the transmission. 
(For a discussion of the tests which 
establish acceptable performance, see 
"Performance Testing of Television 
Channels," THE LENKURT DEMODU-

LATOR, October and November 1963.) 
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Transmission Techniques 

A basic microwave transmitter for 
television transmission (shown in Fig-
ure 2) is essentially the same one that 
would be used for message traffic. In 
either case, the "heart" of the trans-
mitter is the klystron. The klystron is 

usually the only vacuum tube used in 
modern solid-state equipment. Its func-
tion is to take the amplitude-varying 
baseband input and translate it to a fre-

quency-varying radio signal at a much 

higher frequency. The klystron is tuned 
to produce a nominal center frequency 

Figure 2. The most basic microwave 
transmitter consists of a klystron and 

a modulation amplifier. 

when no modulating signal is applied. 
When a modulating voltage is applied, 
it causes the klystron output to swing 

back and forth across the center fre-
quency. The higher the voltage, the 

greater the frequency swing. 
A modulation amplifier is normally 

used ahead of the klystron to increase 
the amplitude of the input signal so 
that it can cause enough frequency de-
viation in the klystron. For example, 

in a typical system, a 0.36 volt peak-to-

peak input to the modulation ampli-
fier produces a 4-Mc deviation in the 
output of the klystron. This means that 

if the nominal center frequency is 6000 
Mc, the deviation across the frequency 
band is from 5996 Mc to 6004 Mc. 

The Video Receiver 

The basic microwave receiver 
(shown in Figure 3) is only slightly 
more complex than the basic trans-
mitter. From the receiving antenna the 
signal goes to a bandpass filter which 

selects the desired frequency band, re-
jecting all other frequencies. The sig-
nal then goes to a mixer where it is 

literally "mixed" with another fre-

quency from the local oscillator. One 
of the results of this mixing or "hetero-
dyning" process is a lower sideband 

at some intermediate frequency. This 
intermediate frequency is the differ-

ence between the frequencies of the 
incoming radio signal and the local 
oscillator signal. For example, if the 

incoming signal is at 6000 Mc and is 

mixed with a local oscillator frequency 
of 5930 Mc, the resulting intermedi-
ate frequency will be 70 Mc. This 70-
Mc intermediate frequency ("IF") 
goes to a special low-noise preampli-
fier. (The other frequencies produced 
by the mixing process are filtered out.) 
The IF preamplifier is one of the most 

critical parts of the system, as far as 

noise is concerned, because at this point 
the signal is very weak and any noise 

added by the amplifier is of the same 

order of magnitude as the desired sig-

nal. Thereafter, noise and signal are 

amplified together. Thus, special care 
is taken to avoid introducing noise at 

the IF preamplifier. 
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The signal at the IF stage is still 
frequency modulated, even though it 

has been translated down from the 

6000-Mc radio frequency. The func-
tion of the discriminator is to demod-

ulate the signal and return it to its 
original baseband form. An ideal fre-

quency-modulated wave has a constant 
amplitude. However, various types of 

interference and transmission irregu-
larities may cause the signal amplitude 
to vary. The limiter removes any such 

Figure 3. Basic microwave receiver 
first "heterodynes" the signal down to 
the 70-Mc intermediate frequency. The 
discriminator then demodulates the 
signal, recovering the original baseband 

frequencies. 

unevenness and produces a constant-

amplitude FM signal. The recovery of 
the baseband signal then occurs in the 
discriminator. 

Equipment Refinements 

The basic equipment described thus 
far is essentially the same for both TV 

transmission and message traffic. While 

this basic system would transmit and 
receive signals, the quality of trans-
mission would probably not be accept-

able by most standards. Therefore, 
modern transmitters and receivers in-
clude a number of auxiliary items 
whose purpose is to refine the trans-
mission quality. Figures 4 and 5 show 
simplified block diagrams of a trans-
mitter and a receiver equipped with 

some of these auxiliary items. 

In a message transmission system a 

technique called "emphasis" is used to 
overcome some of the effects of noise. 

This involves a "pre-emphasis" net-
work in the transmitter and a corres-
ponding "de-emphasis" network in the 

receiver. The effect of emphasis is to 
improve the signal-to-noise ratio at the 
more critical high frequencies. 
A similar technique is used in tele-

vision transmission (where it is often 
called "pre-distortion"). The tech-

nique is much the same for both mes-
sage and video channels, but the rea-
sons for using it are quite different. 

It provides a high-frequency noise ad-
vantage when used for message traffic. 

However, low-frequency noise inter-

feres with a television signal much 
more than high-frequency noise. There-
fore, emphasis offers little noise advan-

tage to video transmission. Instead, 

emphasis is used to improve the quality 
of color transmission. (Standard prac-

tice is to engineer a video link for 
color transmission, even though initial 
plans may only call for it to handle 

black and white signals.) Intermodula-
tion between the color subcarrier and 
the low-frequency components of the 
video signal is produced by the trans-
mission variations in the system. The 
unwanted products of this intermodu-
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Figure 4. Performance of the basic transmitter shown in Figure 2 is improved 
by adding auxiliary items. The program channel carries the audio portion of a 

television signal or can be used for other services. 

lation are of such a frequency that they 
interfere with the color information. 
Emphasis reduces the amplitude of the 

intermodulation products by reducing 
the low-frequency components of the 
signal. The result is better color per-
formance. 

Another refinement to the basic 

microwave system is the addition of a 
pilot- frequency oscillator to the trans-

mitter and a pilot- frequency detector 
at the receiver. With the addition of 
these two items a single-frequency 
pilot tone is transmitted at all times, 

even when no signal is applied to the 
system. This permits a continuous 
check of both equipment and propa-
gation path continuity, even under "no-
signal" conditions. 

Further refinement often consists of 

level adjustment facilities. The stand-
ard interface video signal has an am-
plitude of 1 volt peak-to-peak. Most 
transmitters are designed to accommo-

date this level. A signal at any other 

level must be adjusted. A lower-ampli-

tude input signal goes through an am-
plifier, while a signal of higher level 
goes through an attenuation pad. 

Level adjustment in the receiver 
normally takes the form of additional 
amplifiers. An intermediate-frequency 

amplifier often follows the IF pream-
plifier to provide a fairly high-level 

signal for the limiter and discrimina-
tor. A baseband amplifier placed after 
the de-emphasis network provides the 
proper output level for the baseband 
signal. 

An important part of most micro-
wave systems for video transmission is 
the "clamper" at the output of the re-
ceiver. Ideally the baseband frequency 

response of such systems would extend 
down to dc on the low-frequency side. 
However, it is not practical to extend 

the response below a few cycles per 

second. Therefore, no dc reference po-
tential is included in the video signal. 
The relative amplitudes of the different 
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Figure 5. Receiver performance is also improved by adding auxiliary items. 
Particularly important in television transmission is the damper, which provides 

a dc reference to maintain constant picture brightness. 

frequency components in the video sig-
nal are accurate, but the whole signal 
may move up or down in relation to 
a constant dc reference. The result is 
a brightening or darkening of the 

whole TV picture as seen on the 
viewer's screen. The clamper is a de-
vice which provides the necessary dc 

reference potential. Thus, when a 

clamper is used, the brightness of the 
viewer's picture remains constant re-
gardless of any variations in the trans-
mission. 

Bandpass filters inserted in the IF 
section before and after the IF ampli-
fier limit the bandwidth of the IF sig-
nal, removing extraneous signal com-
ponents outside the desired frequency 
band. 
An equalizer in the IF stage also 

improves performance. Since different 

frequencies are delayed by different 
amounts as the signal passes through 

the system, the time relationship be-
tween the frequency components is 

altered, with the result that the de-
modulated video signal is distorted. 
The equalizer's function is to adjust 
the time relationship between the vari-
ous frequency components in the IF 

band. The effect is better reproduction 
of the transmitted signal. 

The Audio Signal 
The audio signal may be carried on 

the same microwave system as the 

video signal by means of a program 
channel. The program channel is a 
separate FM transmitter which accepts 
an audio signal with a bandwidth of 
about 15 kc ( enough bandwidth to 
give high-fidelity reproduction of both 
music and speech). In a typical ar-
rangement such as that shown in Fig-
ures 4 and 5, the program channel 

carrier is centered on 7.5 Mc. This 
puts it well above the frequency range 
of the video signal, and it is simply 

bridged onto the transmission path near 

the input to the transmitter. In other 
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words, the signal from the program 
channel is frequency-division multi-
plexed above the video signal. A com-
mon arrangement uses a lowpass filter 
(5.5 Mc in the illustration) ahead of 
the program channel insertion point. 
This lowpass filter "cleans" a slot for 
both the program channel and the pilot 
frequency, removing any unwanted in-
terference from the frequencies above 
the video baseband. 

At the receiver both the pilot fre-

quency and the program channel are 
"picked off" just ahead of a similar 

lowpass filter. This lowpass filter re-
moves the pilot and program frequen-
cies from the video output. A highpass 
filter keeps the video signal out of the 
program channel. 

For an "off-the-air" pickup such as 

that used for community antenna tele-
vision systems, the program channel 

would not normally be used to carry 
the audio portion. In a standard broad-
cast signal the audio is transmitted 4.5 

Mc above the video carrier. When such 
a signal is picked up by the receiving 

antenna, both the audio and the video 
portions can be transmitted through 
the normal transmission path without 

separating the audio signal. In such a 

case, a program channel may be used 
for other purposes, such as transmit-
ting the signal from an FM broadcast 

station. In fact, two or three program 
channels with carriers at different fre-

quencies may be used to transmit FM 
broadcast signals. 

Conclusion 
A typical microwave system for tele-

vision transmission is capable of han-
dling 960 voice channels in place of 
the single video channel. In both cases, 
the baseband is about four megacycles 
wide, and the power-handling require-
ments are approximately the same. 
Both arrangements use the same basic 
system. The difference is in the base-

band treatment and the auxiliary items. 
Such things as the emphasis net-

works and the various filters, used in 
both types of systems, are similar ver-
sions of essentially the same item. On 

the other hand, the ciamper used for 

a video system has no application in 
a message system because no dc refer-

ence is required for message traffic. 
However, one auxiliary item developed 

for television transmission can be very 
useful in a message system. This is the 

program channel, which can also be 
used for wide-band data service. 

Individual systems differ, of course. 
The attempt here has been to explain 

how a basic system operates, then to 
describe a few of the auxiliary items 
that tailor the system to carry a specific 

type of traffic. Microwave systems de-
signed for television transmission are 
basically the same as those designed 
for message transmission. Their gen-

eral purpose is even the same — to 

provide satisfactory service to the user, 
without distracting noises in one case 
and without brilliantly colored "snow" 
in the other case. 

cr--Aratiet 
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A new and important period of growth has begun for television. After 
fifteen years primarily as a medium of mass entertainment, television is 
achieving new status as a powerful technique for extending and improv-

ing education. Closed-circuit television networks, covering large areas, 
have been built in several states, and many others are in the planning 
stages. For such systems, microwave radio is the most likely method of 
transmitting the signals from their point of origin to outlying areas, ex-
cept where the distance is very short. This article discusses monochrome 
and color television signals, and the characteristics required of micro-

wave equipment used in their transmission. 

Educational television is emerging 
from several years of experimentation 
as one of the best solutions to the severe 
shortage of good teachers in the United 
States. Educators believe that television 
will greatly improve the quality of 
teaching in almost all types of schools. 
In areas that are sparsely populated or 
where school budgets are low, television 
permits a broader curriculum and les-

sons of a better quality than otherwise 
available. Where teachers and finances 
are more abundant, television relieves 
teachers of the chore of presenting 
routine, generalized subjects and allows 
them more time to spend with small, 
specialized classes where their teaching 
skills may be used more effectively. 
The present trend of commercial tele-

vision is toward more and more use of 
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color and this is believed to add even 
more to the effectiveness of television 
as an educational tool. Many national 
educational programs are now broad-
cast regularly in color. 

Television has proved to be such an 
effective teaching medium that rather 
elaborate methods are sometimes em-
ployed to reach as many students as 
possible. In Indiana, for instance, two 
large four-engined aircraft loaded with 
television transmitters and video tape 
reproducers climb daily to about 23,000 
feet where they broadcast on several 
channels to an estimated five million 
students in three states. Despite the 
high cost of the aircraft and their equip-
ment (one plane is in reserve), the 
number of students served is very large, 
thus making the cost per student very 
low. 

This approach, while effective in the 
particular region where it is used, is not 
economically suitable for most areas— 
for instance, where population is sparse, 
or concentrated in a few large cities. In 
addition, this transmission method is 
particularly vulnerable to such occur-
ences as bad flying weather, mechanical 
and electrical difficulties in the aircraft, 
and the like. 

Figure 1. Principal 
value of educational 
TV is in improving 
quality rather than 
quantity of instruc-
tion. Television 
permits teaching-
specialists a larger 
audience, and allows 
classroom teachers 
more time for per-
sonal contact with 
students, thus in-
creasing effectiveness 
of both the specialists 
and local teachers. 

For these and other reasons, most 
television networks transmit their sig-
nals over coaxial cable or point-to-point 
microwave radio. Because of the high 
cost of coaxial cable, however, it is gen-
erally used only in special situations or 
where the transmission distance is quite 
short—three miles or less, typically. To 
date, most television networks, both 
commercial and educational, use micro-
wave transmission. 

The Television Signal 

There are important differences be-
tween a television signal and most other 
types of signal commonly transmitted 
over microwave. Voice or other audio 
signals consist of only a single variable 
—a voltage or current which varies with 
time to represent the original sound 
vibrations. Reproduction of a picture or 
scene, however, requires that at least 
three independent variables be trans-
mitted—information about the relative 
brightness of all points in the picture, 
and also their horizontal and vertical 
position. 

These three variables are encoded 
into a single time-varying signal by 
systematically scanning the picture area 
very rapidly. Information about the 
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scanning method is transmitted with 
the brightness information so that the 
picture can be "reassembled" at the re-
ceiver in the same manner in which it 
was "taken apart" at the transmitter. 
This scanning information takes the 
form of synchronizing pulses which tell 
the receiver when to begin each -frame" 
or picture image, and when to begin 
each of the line scans which make it up. 

In the standard North American 
television system described in this 
article, the image is scanned 60 times 
a second. These image field., are paired 
and interlaced with each other to pro-
vide 30 frames or complete pictures a 
second. The 60-cycle field rate is rapid 
enough to be undetectable to the hu-

man eye, thanks to the eye's "persistence 
of vision" or poor high-frequency re-
sponse. 

As shown in Figure 2, picture bright-
ness is transmitted by varying the 
amplitude of the video signal during 
each line scan. At the end of each line, 
it is "blanked" during its return by a 
pulse having an amplitude "blacker 
than black:' During this blanking inter-
val, the horizontal synchronizing pulse 
is transmitted which starts the next line 
scan on its way. Note that black or 
darkness results in increased modula-
tion of the television signal, and white 
causes less modulation. The seemingly 
inverted presentation used in Figure 2 
is based on the IRE ( Institute of Radio 

BRIGHTNESS INFORMA- ION 

PEAK 
WHITE 

PREVIOUS 
SCANNING 

LINE 

BLANKING PULSE 
BETWEEN LINES 

PEAK 
BLACK 

LINE SYNCHRONIZING 

PULSE FOR SCANNING LINE 

Figure 2. Basic television signal consists of a blanking pulse for darkening the 
tube between scanning lines, a synchronizing pulse for starting scan in step with 
the camera, and brightness or video information. The partial scan represented by 
the red line in the picture causes a waveform like that shown directly below it. 
The end of each frame is identified by a special combination of pulses, not shown. 
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Engineers) scale of amplitude relation-
ships adopted as standard in the United 
States. 

Image Detail 
The fineness of detail that can be 

transmitted is called the resolving 
power or resolution of the system. It 
may seem surprising that resolution of 
the television system may be different 
in the horizontal direction than in the 
vertical. This is because of the way in 
which the complete television image 
is formed. Each complete frame con-
sists of 525 horizontal scanning lines, 
about 40 of which are blanked out be-
tween frames and fields. The number 
of "active" or visible lines remaining 
determines how many discrete objects 
or picture elements can be distinguished 
in the vertical direction. The greater 
the number of scanning lines, the better 
the vertical resolution. Since the small-
est object that can be resolved must be 
somewhat larger than the distance be-
tween lines ( so that it can't fall be-
tween successive lines and be missed) 
the number of vertical picture elements 
that can be resolved is about 342. 

Horizontal resolving power depends 
on the speed with which the scanning 
spot sweeps across the picture, and the 
ability of the electronic circuits to re-
spond faithfully to very close transi-
tions between dark and light. This 
ability is a direct function of the band-
width of the system. The finer and 
closer the detail, the more rapidly the 
signal must vary, and the greater the 
bandwidth required. The sweep rate is 
determined by the need to scan all 525 
lines in 1/30 second and the desir-
ability of obtaining a horizontal resolu-
tion approximately equal to vertical 
resolution. These requirements are met 
in a television system having a band-
width of about 4.3 megacycles. 

This bandwidth is necessary only 

AMERICAN TELEPHONE ANO TE 

Figure 3. When bandwidth is reduced, 
horizontal definition is impaired with-
out affecting vertical resolution. Com-
pare the horizontal and vertical con-
verging lines in this example in which 
bandwidth is limited to about one mc. 

where 30 frames a second are required. 
If it is acceptable to transmit more 
slowly—say, five frames a second—the 
bandwidth can be reduced in propor-
tion—to 700 kc in this example. This 
concept of "slow-scan" television is 
used in some industrial and commercial 
applications where the image does not 
change rapidly. It has been used by 
banks for examining signatures from a 
distance and by electric power com-
panies for monitoring remote meters. 
Conversely, some technical processes 
may require greater bandwidth because 
of the need for more resolving power 
than is possible with the standard tele-
vision system. 

Co/or Television 

Early, unsophisticated approaches to 
color television required three separate 
pictures to be transmitted, one for each 
of the primary additive colors. This re-
quired three times as much bandwidth 
as a monochrome signal, and was ob-
viously undesirable, both from the 
standpoint of cost, and excessive use 
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of bandwidth. In addition, such a sys-
tem did not provide a signal suitable 
for viewing on conventional mono-
chrome receivers. 

In the color television method that 
finally evolved, a single signal is trans-
mitted which strongly resembles the 
standard monochrome signal, and 
which can be received in a normal 
fashion on a conventional black-and-
white receiver. Color information is 
added to the basic signal in the form 
of a special chrominance signal which 
is combined with the regular video 
transmission in such a way that it does 
not noticeably affect the picture as it 
appears on a monochrome receiver. 

Actually, the chrominance signal 
adds two new independent variables to 
the basic television signal. One is the 
hue or color of the subject, and tne 
other is its richness of color or satura-
tion. A red object of highly saturated 
color would appear intensely red or 
crimson. If saturation is decreased with-
out changing the hue, the subject would 
appear as some shade of pink. When 
the saturation of a color is low, it is 
the same as diluting the pure color with 
white. 
The chrominance signal takes the 

form of a special sub-carrier, the side-

COLOR BURST 

8 CYCLES MINIMUM 

LUMINANCE 

SIGNAL 

LINE SYNC 

bands of which modulate the regular 
video or luminance signal which sup-
plies brightness information about the 
image. The color sub-carrier has a fre-
quency of 3.579 mc, but is shifted in 
phase to indicate the exact hue of the 
scanned object at any instant. The 
amplitude of the color sub-carrier de-
termines the saturation or richness of 
the resulting color. 
The phase and amplitude values of 

the chrominance signal are extremely 
important, since they carry all color in-
formation. Even slight distortions affect 
the quality of color reproduction. In 
order to establish a suitable phase and 
frequency reference, a short "burst" of 
the unmodulated color sub-carrier is 
transmitted during the blanking pulse 
for each line. Although the color burst 
consists of only eight or nine cycles of 
the color sub-carrier, this is enough to 
correct the phase of an oscillator in the 
receiver, as required. In this way the 
color television receiver is effectively 
phase- locked to the transmitter. 

In order to prevent the chrominance 
signal from affecting the black-and-
white image on a monochrome receiver, 
its frequency ( 3.579 mc) is chosen to 
be an odd multiple of half the line 
scanning frequency. This has the effect 

COLOR 
INFORMATION 

Figure 4. Basic color television signal is diagrammed at left, actual signal is 
pictured at right. So-called "color burst" is transmitted during blanking pulse to 
serve as a phase reference for the color information which modulates the basic 

video or luminance signal. 
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of allowing the color modulation of the 
luminance signal to cancel itself out 
(as far as the eye can detect) in con-
secutive frames. For instance, in one 
frame, the color modulation on the 
luminance signal may tend to darken 
a certain spot. In the following frame, 
the same spot is lightened, thus neutral-
izing the darkening of that spot in the 
preceding frame. The average bright-
ness remains the same. 

This ingenious feature also conserves 
the bandwidth of the system. Since the 
television signal is interrupted by indi-
vidual line scans and by 60-cycle fields, 
it consists of many harmonics of the 
line scan frequency, each of which is 
surrounded by 60-cycle sidebands. In 
monochrome television, the frequency 
spectrum between these sidebands is 
unused. By choosing a color sub-carrier 
frequency that is an odd multiple of 
half the line scanning frequency, all 
the chrominance signal components fall 
into these unused spaces between the 
luminance signal components. Accord-
ingly, this system of color television 
requires no more bandwidth than the 
conventional monochrome system. Fig-
ure 5 shows the energy distribution of 
the color and monochrome signals 
across the video spectrum. 

till 1111 
"r ''''' 1- 
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Figure 5. Energy 
distribution of the 
color television signal 
across the spectrum. 
Line scanning and 
color sub-carrier fre-
quencies are so cho-
sen that sidebands 
fall into portions of 
spectrum unused by 
each other, thus us-
ing bandwidth most 

efficiently. 

Microwave Design 
Considerations 
The extreme complexity of the tele-

vision signal—especially the color 
signal—imposes very stringent require-
ments on the transmission system. 
Distortion, poor frequency response, 
transmission irregularities all tend to 
degrade the quality of the final image. 
Since such distortions tend to be cumu-
lative as the number of repeaters in the 
system increases, it is necessary to pro-
vide extremely good performance in 
each link of the system. 

Ideally, the entire television system, 
including the microwave or other trans-
mission equipment, should be free from 
amplitude distortion and non-linear 
phase shift from almost zero frequency 
to at least 4.5 mc. In practice this is 
very difficult to achieve, primarily be-
cause of the very great number of 
octaves which the signal must cover. 
By definition, an octave covers a range 
in which the highest frequency is just 
twice the lowest. Thus, the frequency 
range 10 to 80 cycles covers three 
octaves, and the television video spec-
trum covers nearly 18 octaves. Over 
such a broad range, the excessive use of 
negative feedback to maintain uniform 
frequency response may result in ampli-
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fier instability and serious phase dis-
tortion. When transistors are used, the 
problem is complicated even more by 
the varying phase shift introduced by 
the transistors themselves, as a function 
of signal level. 
The technical demands on micro-

wave are different for television and 
message service. In most message ap-
plications, non-linear phase shift and 
envelope delay distortion are relatively 
unimportant—but the random noise 
and intermodulation distortion con-
tributed by the radio are of great 
importance. Monochrome and color 
television are greatly disturbed by 
single- frequency interference, particu-
larly at low frequencies. For this reason, 
special emphasis must be placed on 
eliminating hum from any source. By 
contrast, this has hardly any effect on 
message service microwave. 
One of the most important differ-

ences is the extreme sensitivity of the 
television signal to non-linear phase 
shift. This is almost always associated 
with variations in the amplitude fre-
quency response of the system, particu-
larly abrupt changes or transitions The 
resulting non-linear phase shift delays 
some frequencies more than others, 
with the result that the signal wave-
form is distorted. Although delay dis-
tortion of a speech or music signal is 
not readily detected by the ear, similar 
distortion of the television signal is 
very noticeable and affects the quality 
of reproduction greatly. Minor wave-
form aberrations show up as noticeable 
changes in the image. 

Color television is particularly vul-
nerable to differential phaie and dif-
ferential gain. Simply speaking, dif-
ferential gain means a change in the 
gain of the system as a result of signal 
level variations. In a color television 
broadcast, the presence of differential 
gain may cause some colors to appear 

unsaturated or washed out, while others 
might appear excessively brilliant. 
These extremes may be produced merely 
by changes in the brightness of various 
scenes. 

Similarly, differential phase refers to 
phase shift which occurs as a function 
of the video signal level. This is im-
portant in color television because the 
colors which appear on the screen are 
determined by the exact phase relation-
ship between the color burst and the 
color sub-carrier. Differential phase 
causes color distortion which is not 
constant, but which varies according to 
the brightness of the scene. Thus, a 
crimson object might change to orange 
or some other color if the overall illum-
ination level of the scene were to 
change. 

Low Frequency Effects 

Ideally, the television system should 
have uniform frequency response down 
to zero frequency— that is, dc— itself. 
This is generally impractical because of 
the complications it introduces into the 
design of amplifiers used in the system. 
Instead, the direct-current component 
required to provide a brightness refer-
ence or base is reinserted at various 
points in the transmission system by a 
so-called clamper or dc restoration 
circuit. Without the clamper, the bright-
ness of the scene tends to vary according 
to the overall range of brightness in the 
picture. Thus, a scene of average bright-
ness would be darkened all over by the 
addition of a single small area of much 
greater brightness. 
Where the low- frequency " roll-off" 

(of the video amplitude response) lies 
in the region 30 to 60 cycles or lower, 
the picture may show some vertical 
shading because of the system's inability 
to achieve the correct amplitude level 
immediately following the field synchro-
nizing pulses. When frequency re-
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Figure 6. Examples of streaking 
caused by poor response at the lower 
frequencies— positive streaking above, 

negative streaking below. 

AMERICAN TELEPHONE AND TELEGRAPH CO. 

Figure 7. Smearing results from fre-
quency response deficiencies in the fre-
quency range between 150 kc and one 

mc. 

sponse is irregular in the range below 
about 150 kc, an image defect called 
streaking occurs. If the gain drops one 
or more db in this range, the waveform 
may show a long-duration "overshoot" 
at tonal transitions from dark to light 
and light to dark. This shows up on the 
picture tube as "negative" streaking in 
which a dark streak trails a bright ob-
ject (or light streak following a dark 
object). If the gain increases in the 
lower frequency region, the following 
streak is of the same color as the pre-
ceding image area, and is called "posi-
tive" streaking. These are illustrated in 
Figure 6. 

If the frequency aberration occurs in 
the middle frequency range, that is, 
from about 150 kc to nearly a mega-
cycle, the picture may show smearing; 
vertical images are blurred along the 
horizontal axis to give an overall 
smeared effect to the picture. Like 
streaking, this effect is caused by the 
inability of the waveform to follow 
rapid transition from one brightness 
level to another, as required. 

High Frequency Errors 

When the high-frequency gain of a 
television system is altered, the fine de-
tail of the image is affected. If the high 
frequencies are depressed, there is some 
loss of horizontal detail and a general 
softening of vertical edges. If high-
frequency gain is increased slightly, the 
picture assumes a much crisper quality 
due to the waveform's increased ability 
to follow very rapid changes and to 
make "squarer" pulses. If the high fre-
quency gain is increased even more, the 
waveform may have a tendency to 
overshoot, thus producing a "spike" as 
it is often called. Figure 8 shows such 
a spike at the leading edge of a line 
synchronizing pulse. When this occurs 
in the picture, the overshoot may pro-
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duce a very narrow contrasting outline 
at the right edge of contrasting objects. 
The higher the frequency of the in-
creased response, the narrower the out-
line. This phenomenon is generally 
called a " following white" or "follow-
ing black." If the overshoot occurs at 
lower frequencies, the outline is broad-
ened, and smearing results. 
A sharp " roll-off" of the high- fre-

quency response of the system, or an 
irregularity of the frequency response 
within the pass-band of the system can 
result in "ringing" or damped oscilla-
tion immediately following an abrupt 
tonal transition. On the screen, this ap-
pears as a series of fine alternate light 
and dark lines just to the right of con-
trasting edges in the image. In long 
transmission systems, ringing may oc-
cur from the use of many tandem micro-
wave links, even though the frequency 
cut-off of each is outside the video band. 
In effect, as the number of tandem 
microwave links increases, the ringing 
frequency becomes lower until it is 
noticeable in the picture. This can be 
minimized by avoiding a sharp fre-
quency roll-off in the microwave 
frequency response, and keeping the 
over-all response free of irregularities 
which can be exaggerated by similar 
faults in succeeding links of the system. 

Color television in particular is ex-
tremely sensitive to minor irregulari-
ties in the phase and frequency response 
in the upper part of the video spectrum. 
Even small frequency response devia-
tions result in non-linear phase shift to 
some degree, and this has an important 
effect on the ability of the waveform to 
follow brightness variations faithfully. 
More important is the effect of such 
phase shift on the quality of color re-
production. Although the color sub-
carrier is at a frequency of approxi-
mately 3.6 mc, phase modulation of the 
carrier produces sidebands as low as 

• 
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Figure 8. Overshoot results from ex-
cessive gain at fairly high frequencies. 
Compare the "spike" at the leading 
edge of the synchronizing pulse and 
the "following white" to right of man's 

head. 

Figure 9. Ringing, shown as alternate 
bands to right of vertical lines, is caused 
by sharp discontinuities in frequency 
response characteristic, usually at high 

frequencies. 
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2 mc and as high as 4.2 mc. If some of 
these sidebands are delayed more than 
others by non-linear phase shift, the 
resulting colors produced at the receiver 
will be distorted in a noticeable and ob-
jectionable way. Figure 10 indicates 
some of the recommended to!erance 
limits for frequency response in an 
overall television system, including 
transmission facilities. Note that near 
the color sub-carrier frequency, require-
ments are as stringent as they are at the 
very low frequencies. 

Both monochrome and color tele-
vision have similar requirements at the 
low end of the video spectrum. Most of 
the transmission problems previously 
described affect both equally. Although 
it is extremely important to have ex-
cellent low-frequency response in the 
over-all system, the requirements im-
posed on the microwave system can be 
relieved greatly by the use of clamper 
circuits. Clampers, in effect, restore the 
lost direct-current component that estab-
lishes the brightness reference level, by 
measuring the voltage change or drift 
of the line-synchronizing pulse and sup-
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plying a compensating bias voltage to 
restore the reference base. This frees 
the television image from changes in 
brightness of the over-all picture due 
to the brightness content of the picture. 

Effective clampers, however, are 
generally complicated and expensive. 
Overly-simple clampers may substitute 
one trouble for another. If the micro-
wave system is able to transmit direct-
current information, clampers can be 
dispensed with altogether. Although 
this is generally impracticable, the need 
for clampers can be minimized by using 
a transmission system that can transmit 
extremely low frequencies that closely 
approach direct current. 
The most stringent requirements at 

the upper end of the video spectrum 
are dictated by the need for as little 
differential phase and gain as possible 
in the transmission of color. This is 
best done by preserving a very wide 
bandwidth, free from irregularities well 
beyond the actual frequency limits of 
the television signal itself. The farther 
the cut-off frequency of the system is 
from the signal, the less distortion there 
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Figure 10. Typical frequency response limits specified for microwave systems 
used in transmitting color television. Variations within these limits are expected 

to be gradual, rather than abrupt. 
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Figure 11. Typical frequency response characteristic for the Lenkurt 76A micro-

wave system used for transmitting color television. Rising characteristic at very 
low frequencies compensates for non-linear phase shift effects, improves "square-

wave tilt" and reduces need for clamping circuit. 

will be in the final image. Figure 11 
shows the frequency response character-
istics of the Lenkurt 76A microwave 
system, especially developed to accom-
modate color television. 

The Future of Color 
Compatible color television is about 

seven years old in the United States and 
Canada, but is only now gaining wide 
public acceptance, primarily because of 
the high cost of color receivers. Now 
that costs are coming down and color 
broadcasting is increasing rapidly, it 
may be expected that even cheaper and 
better receivers will be developed. It 
seems reasonable to expect that color 
television will experience the same 
rapid growth that characterized the first 
television broadcasting fifteen years 
ago. Despite the extra complexity of 

the color receiver, large volume pro-
duction will reduce prices considerably. 

Although color enhances the at-
tractiveness and entertainment value of 
commercial television, it should be par-
ticularly effective in educational tele-
vision. The additional impact of color 
adds considerably to television's ability 
to convey information and impress the 
student viewer. Closed-circuit color tele-
vision has already been used in medical 
and surgical teaching with excellent 
effectiveness. 

Even if color television is not to be 
used in the immediate future, micro-
wave transmission facilities should have 
the capability of transmitting color 
without distortion, since the lack of 
this capability will be one of the most 
important factors in retarding the fu-
ture obsolescence of the system. • 
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Performance Testing of 

Television Channels 

Part One 

Television, having completely conquered home entertainment, is now 
maturing into a powerful industrial and educational communications tool. 
Schools, businesses, and utilities are finding in closed circuit TV a valu-
able means of operating more effectively. 

The technical side of relaying television signals from one point to an-
other may provide a few surprises, even to organizations well experienced 
in other forms of communication. Although television is transmitted over 
facilities very similar to those used for multi-channel communications, 
performance requirements and testing procedures are quite unlike those 
for speech signals. This article is the first of two which review the basic 
methods of testing and evaluating television transmission channels. 

Television, especially color television, 

imposes new performance requirements 

on communication circuits. Unlike most 

other kinds of transmission, television 
is extremely waveform-sensitive. The 

ability of a television circuit to transmit 

an image which faithfully represents 
the original subject is directly depend-

ent on the ability of the system to re-

produce a signal waveform precisely. By 
contrast, in speech or even data trans-

mission, the accurate reproduction of 

the signal waveform is relatively unim-

portant so long as the magnitudes of 

the various spectral components of the 

signal are reproduced accurately. 
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In television, the reproduction of the 
brightness of individual picture ele-

ments is determined by the voltage of 

the television signal at a given moment. 
To faithfully reproduce a contrasting 

edge, say, from black to white or white 
to black, the television signal must be 

able to make an abrupt change or "step" 
voltage without distortion. The shape 

of the video waveform depends en-
tirely on the content of the picture, pos-
sibly consisting of impulses, steps, or 
level plateaus instead of the sine wave 
combinations which characterize speech 
or music waveforms. 

PREVIOUS 

SCANNING LINE 

BLANKING PULSE 

BETWEEN LINES 

- 

LINE 

SYNCHRONIZ.NG 

PULSE 

This inherent difference between vi-

deo and audio waveforms naturally 

leads to differing transmission require-
ments and capabilities. An effective 

transmission system for speech must 

have good amplitude-versus-frequency 

linearity. That is, amplitude response 

must not vary appreciably across the fre-
quency band occupied by the audio sig-
nal. However, phase irregularities are 
relatively unimportant in speech trans-
mission. 

In a television system, phase charac-

teristics become extremely important. 
Non-linear phase shifts as a function of 

BRIGHTNESS INFORMATION 

FOR ONE SCANNING LINE 

REFERENCE 

WHITE 

REFERENCE 

BLACK 

Figure 1. Basic television signal for a single scanning line. The partial scan 
shown in red in the picture raster produces a waveform like that shown directly 
below it. At the end of each scan, the blanking pulse darkens the tube while the 
scanning beam is returned. The scanning sweep is triggered by the synchronizing 
pulse which occurs during blanking. Ability of transmission system to pass such 
abrupt waveforms without distortion is vital to good picture reproduction. Clean 
edges between contrasting colors require excellent ability to transmit square waves 

and other such transients. 
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Figure 2. Poor frequency response or other irregularities lead to distortion of 
various sorts in the reproduced picture. Echoes usually result from non-linearities 
in baseband frequency characteristic, or from multipath transmission. Since 
transmission errors are rarely as bad as this exaggerated example, sensitive 

test methods are required to permit accurate evaluation of quality. 

frequency serve to distort the all-

important waveshape, and these distor-

tions are directly visible on the televi-
sion screen as some form of picture 

distortion. Amplitude-versus-frequency 
linearity is also extremely important be-

cause it determines the ability of the 

equipment to reproduce accurate:y the 

brightness values of the subject. Fur-

thermore, it determines the ability of the 
waveform to make rapid changes from 

one level to another in response to fine 
detail in the picture. Thus, good fre-

quency response affects the ability of the 

television signal to accurately achieve 

the desired voltage levels and to reach 
these values at the required time. 

When linearity of phase shift or am-
plitude response is poor, various forms 
of distortion may be produced. For in-

stance, where low frequency (such as 
60 cps) phase and amplitude response 

is poor the signal is unable to adjust 

itself to the desired value for a con-
siderable portion of the scanning sweep. 

This shows up on the picture monitor 

as "streaking"—errors in the brightness 
of the image. Response errors at the 
higher frequencies may result in " ring-
ing," "smearing," or echoes. The mag-
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nitude and distribution of frequency and 

phase errors have an important bearing 

on the way the picture is affected. The 
accurate location of picture information 

on the screen is a function of the ability 
of the system to respond within a cer-

tain time, but not beyond the proper 
time. Frequency and response time are 
reciprocal functions of each other; one 

bandwidth over which the amplitude 

response error extends, the smaller the 

separation between the desired detail 
and its echo. If the bandwidth occupied 

by the irregularity becomes smaller, the 

echo is more widely separated from the 
main image. 

Most of these effects which are of 

great importance in the transmission of 

COLOR SUBCARRIER 
SUPERIMPOSED ON 
LUMINANCE SIGNAL 

COLOR 
BURST 

-11!? 

LINE SYNC PULSE 

¡If 

can be transformed into the other, and 

this transformation determines how the 
picture is affected by frequency response 
errors. 

For instance, if there is a "narrow" 
irregularity in the television baseband 
frequency response—that is, an ampli-

tude variation that is restricted to a 

rather narrow band of frequencies, the 
waveform will exhibit a "ringing" of 

low amplitude but of long duration. 
This shows up as an echo or "ghost" 
following important transitions of dark 
and light in the picture. The greater the 

Figure 3. In NTSC 
color system, "color 
burst" is transmitted as 
phase reference for 
color subcarrier super-
imposed on luminance 
signal. Any change in 
phase or amplitude of 
subcarrier causes color 
change in picture. This 
is called " differential 
phase" or "differential 
gain" when caused by 
changes in luminance 

signal. 

television have only negligible effect on 

the transmission of single or multiple-
channel speech signals. For this reason, 

conventional methods of testing speech 
channels are able to reveal little about 

the suitability of a transmission channel 
for carrying television signals. Testing 
methods are required which are sensi-

tive to those characteristics which di-
rectly affect picture quality. 

Television Test Signals 
A rough idea of transmission quality 

can be gained simply by observing the 
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transmitted picture, and often a skilled 
technician can diagnose difficulties di-
rectly from the raster. Since such evalu-

ation is entirely subjective, problems 
arise in defining transmission quality. 
An impairment barely noticeable to one 
person may be highly objectionable to 
another. Under these circumstances 
what constitutes "acceptable" picture 
quality, and how should it be ex-

pressed ? 
In the final analysis, of course, a 

transmission system must provide a pic-
ture acceptable to the viewer. Thus, the 

amounts of tolerable distortion are 
based on viewing tests by critical view-

ers. Large amounts of distortion may be 

tolerated if the effect on subjective pic-

ture quality is negligible; but other, 
more potent types of distortion may be 
allowed much narrower tolerances. 

This, of course, suggests the need for 

standardized test methods which can be 

readily reproduced under a variety of 
conditions, but which do not require 
subjective judgements of quality. Many 
such tests have been developed by the 

television industry. 

In general, the tests developed for 
black and white television are concerned 

with the measurement of three transmis-

sion parameters: 
1. Amplitude- versus- frequency line-

arity, 
2. Phase- versus- frequency character-

istics, and 
3. Transient response. 
The first of these, amplitude linearity, 

implies the ability to reproduce signal 
voltage accurately regardless of the f re-

quency ( within the band of interest). 

The last, transient response, is the 
ability of the system to "follow" sud-
den, impulsive changes in the signal 

waveform. This ability is largely con-
trolled by a combination of the two pre-

vious characteristics, amplitude and 
phase response. In general, good tran-
sient response requires excellent ampli-

tude and phase characteristics, but is not 
necessarily assured, since minor pertur-

bations of one may combine with the 

Figure 4. Multiburst signal consists 
of consecutive "bursts" of ascending 
frequencies, all transmitted at refer-
ence white level (A). Changes in fre-
quency response show up as variations 
in relative amplitude of different fre-
quencies (B). Note frequency roll-off 

at upper frequencies. 
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other in "the wrong way" to cause dis-
tortion of transients. 

Color television transmission requires 

the consideration of these three factors, 
plus two more: 

4. Differential gain and 

5. Differential phase. 
These last two parameters are perhaps 

the least understood, and yet they are 
the ones which place the most stringent 
requirements on the transmission sys-
tem. Differential gain is the variation in 

the gain of the transmission system as 
the luminance or brightness signal N'a r-

ies between the values for "black" and 
"white." Any variation in phase of the 
color subcarrier as a result of changing 
luminance level is called differential 
phase. Ideally, variations in the lumi-
nance signal voltage should produce no 

changes in either the amplitude or phase 
of the color subcarrier. Thus, the pres-
ence of either one implies distortion— 
and thus it is redundant to speak of 
"differential gain distortion" or " dif-
ferential phase distortion." 

Both of these parameters are directly 

concerned with color information. In 

the American and Canadian NTSC sys-

tem, a color subcarrier at a frequency of 

about 3.58 mc is superimposed on the 
luminance signal. Different colors or 
hues are indicated by shifting the phase 

of the color subcarrier. The saturation 

or richness of the color is transmitted 

by varying the amplitude of the color 
subcarrier. In an ideal system, which 
would have no differential gain or dif-
ferential phase, changing brightness 

values in the picture would have no ef-
fect on the phase or amplitude of the 
subcarrier. However, when differential 

phase is present, a change in the bright-

ness of the scene could change the color 

of a green object to yellow, while dif-
ferential gain could change the color 
saturation from, say, a dark green to a 
pale value. 

Even before color television, there 

was no simple, easy-to-use test signal 

Figure 5. Typical stairstep test sig-
nal as shown on the "A-scope," and 
how it appears on picture monitor. 
Note that each step represents a shade 
of light. When applied to system, each 
step is equal in amplitude. Non-line-
arities in system are revealed by com-
pression or expansion of individual 

steps or parts of waveform. 
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Figure 6. Stairstep test signal with 
superimposed 3.58-mc color subcarrier 
can be used to measure differential 
phase or gain. Differences in ampli-
tude of modulation reveal differential 
gain. Differential phase measurements 
require synchronized phase detector. 

that would give quantitative as well as 

qualitative evaluation of all transmis-

sion impairments. With the addition of 

differential gain and differential phase 

to the characteristics to be monitored, 

the problem of testing became even 

more difficult. Several test methods, 

however, have gained wide acceptance 

for measuring specific impairments, and 

some can be used for more than one of 

the parameters listed above. 

Multiburst Signal 

The mull/burst signal is used to make 

a quick check of the amplitude-versus-

f requency characteristics across the base. 

band. The signal consists of a series of 

''bursts- of equal-amplitude sine waves, 

each at a different frequency. In addi-

tion to the burst frequencies, the test 

signal includes a horizontal synchroniz-

ing pulse and a burst of peak white— 

the so-called "white flag"—to provide 

a white reference level. The complete 

signal is transmitted during one line 

interval. Typical burst frequencies are 

0.5, 1.5, 2.0, 3.0, 3.6, and 4.2 mc. A 

transmitted multiburst signal appears in 

Figure 4A, and the received signal is 

shown in Figure 4B. A quick glance 

'1111101MOIE 
Figure 7. By passing 
stairstep with subcar-
rier through a high-pass 
filter, low-frequency 
steps are removed, leav-
ing only subcarrier. 
Variations in amplitude 
reveal differential gain 
more clearly than in 
original unfiltered form 

(Figure 6). 
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at the oscilloscope ("A-Scope") wave-

form presentation of the received signal 

reveals a substantial decrease in gain 
with increasing frequency. 

Obviously, the multiburst is not a com-
plete check of the amplitude-frequency 

response. Dips and peaks occurring en-

tirely between the burst frequencies may 

not show at all. This test is very useful, 

nal produces a series of vertical bands. 

Both presentations are shown in Figure 

5. In the undistorted signal these steps 
are equally spaced. Thus, a visual check 

of the relative height of the steps after 

passage through the transmission sys-
tem provides a quick and easy method 

for qualitatively evaluating system line-
arity. 

Figure 8. Streaking of picture is caused by poor low-frequency response. Note 
that relative duration of brightness values determines the amount of visible error 
in picture at left. At right is a typical window signal as it appears on the picture 

tube when the same amount of low frequency error is present. 

however, because it provides a spot 

check of the overall system response 

which can be evaluated visually in a 
few seconds. 

Stairstep 
The stairstep signal is so called be-

cause the A-Scope presentation resem-
bles a staircase consisting of 10 steps 
extending from black level to white 
level. On the picture monitor this sig-

A sine wave of 3.58 mc ( the nominal 
color subcarrier frequency) impressed 
on the stairstep signal provides a 

method for measuring differential gain 
and differential phase. If this composite 

signal is passed through the transmission 

system and then through a high-pass 
filter, the low-frequency step compo-
nents are eliminated and the 3.58-mc 
signal remains—distorted by any differ-

ential gain or differential phase which 
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may be present in the system. Any differ-

ential gain at the 3.58-mc subcarrier fre-
quency shows up as amplitude variations 
in the horizontal presentation, as shown 
in Figure 7. 

Differential phase can be measured by 
using a phase detector to compare the 
phase of the 3.58-mc signal impressed 
on a stairstep luminance signal with the 

phase of a reference signal of the same 
frequency. This reference signal may be 

provided in several ways. One method 
is to use a local free- running oscillator 

synchronized by the horizontal synchro-
nizing pulse transmitted with the stair-

step. The phase detector then measupes 
the phase differences between this lo-

cally generated signal and the received 
signal at the various luminance levels. 
Any difference, measured in degrees, is 

the differential phase. 

Window Signal 
The window signal takes its name 

from its appearance on the picture mon-
itor — a rectangular white area on a 
black background. The signal is gen-

rated as a line frequency ( 15.75 kc) 
cluare wave having a peak value equal 
to reference white. Since only half of 
each cycle is at reference white, the 

other half cycle being near reference 
black, only half the width of the screen 
is white. If the line frequency square 
wave is modulated by a 60-cycle square 
wave, the window signal will occupy 

only half the height of the picture 

raster. Most commercial window signal 
generators permit the resulting window 

to be adjustable in size and position. 
The window signal is particularly use-

ful in testing for low-frequency distor-

tion. Phase distortion in the frequency 
range below about 200 kc produces 

"streaking"—one of the more objec-
tionable forms of picture impairment. 
Streaking is the appearance of an incor-
rect luminance in the picture because 
of the waveform's inability to reach the 

correct value promptly. It usually 
spreads to the right from a point of 

sharp transition between light and dark 
or vice versa, as shown in Figure 8. In 

addition to being visible on the raster 

Figure 9. Oscilloscope presentation of 
square wave response in system with 
poor low .frequency response. Upper 
waveform is reasonably good (note 
tilt of sync pulse). Bottom picture il-
lustrates very bad low-frequency re-
sponse. Streaking would be severe. 
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presentation of the window, low fre-
quency phase distortion can also be 

seen on the A-Scope, where it is indi-
cated by a tilting of the square wave 

from the horizontal. As little as 2% 

tilt may be detectable in the picture, 
and 5% tilt indicates distortion which 

is readily noticeable. Figure 9B shows 
an extreme amount of "square-wave 
tilt." 

The window signal is also used to 

test for "ringing' —a waveform "over-

shoot" or damped oscillation. Ringing 
is usually produced by sudden voltage 

transitions in a system with a sharp 

upper frequency cutoff, or by a trans-
mission discontinuity below the cutoff 
frequency. The frequency of oscillation 
approximates the cutoff frequency or the 

frequency of the discontinuity. The 
"sharpness" of the discontinuity deter-
mines the duration of the ringing. As 
shown in Figure 10 each oscillation due 

to ringing shows as a light or dark band 
following the tonal transition which in-

duced the ringing. By measuring the 

overshoot of square-wave transitions, it 
is possible to estimate the effect on pic-

ture quality and to determine the degree 
of correction required. Figure 11A 

shows the A-Scope presentation of the 
same degree of ringing shown in Fig-
ure 10, and Figure 11B shows the same 
effect on a sine-squared test pulse. 

Transient Response Tests 

Most of the tests described above are 

essentially "steady state" tests—that is, 

Figure 10. "Ringing" shows in pic-
ture as echoes displaced to the right 
of transitions between dark and light. 

tests which employ sine wave signals or 
other signals which are inherently re-
petitive. Although these tests have sig-
nificant value in evaluating the overall 
response of a television transmission 
system, they have definite limitations. 
The most typical television signal is 

not necessarily repetitive at all, but 

may consist of a number of transients 
or instantaneous changes in amplitude. 

Such signals impose performance re-
quirements on a transmission system 
which cannot be adequately simulated 
by sine wave substitutes. A television 

subject may consist of "optical tran-

sients" in which a small bright object 
may appear against a contrasting dark 

background. For perfect reproduction, 
the signal waveform should rise in-

stantly to the value representing the 
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'ere 11. Same amount of ringing as in Figure 10 produces severe distortion 
window signal (A) and sine-squared test pulse (B). Note severe oscillations 
beginning and end of square wave. Sine-squared test is the more sensitive of 
e two, but is harder to evaluate qualitatively. Next month's article discusses 

this test in detail. 

rightness of the small object, then just 

quickly return to its former value as 

le scanning beam moves on. 

In steady-state types of testing, the 
iw-frequency components of the wave-
prm that are necessarily present as a re-
lit of the long duration of the test 

gnal may obscure or modify the re-

ponse of the system to transients. Since 
.eady state signals are not necessarily 

,qpical of those which the system may 
e called upon to transmit faithfully. 

hey are not fully adequate in evaluating 

œrformance of the system. Further-
nore, steady-state tests are less suitable 

or establishing tolerances on the distor-
ion which may be allowed in a televi-

sion system. 
Because of these more or less inher-

ent disadvantages of the " traditional" 
steady-state test methods, waveform or 

transient response tests have been de-
veloped, and these are becoming more 

widely accepted, particularly in England 

and other European countries. The most 
widely used transient response test is a 

combination of a " sine-squared" pulse 
and a modified square wave which to-
gether form the so-called pulse and bar 

test signal. This test method offers many 
advantages under some circumstances 
and has been recommended. along with 

some other tests, by the CCIR ( Interna-
tional Consultative Committee for Ra-
dio). The sine- squared pulse and bar 

test will be discussed in the second 
article of this series, which will appear 

in next month's DEMODULATOR. • 
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Performance Testing of 

Television Channels 
Part Two 

Last month's article in this two-part series discussed some of the 
more conventional test signals for evaluating video transmission systems. 
Many of these "steady-state" testing methods share certain disadvan-
tages because they are based on sine waves or other repetitive signals. As 
transmission requirements have become more severe, particularly with 
the widespread acceptance of color television, more rigorous testing is in 
order. So-called "waveform" testing—a means of testing the system's 
ability to reproduce typical waveforms is generally required. This article 
discusses the most widely accepted waveform method, the sine-squared 
or "pulse and bar" test. 

The chief disadvantage of sine-wave 
test signals is that they are not really 
representative of typical video signals, 
and thus may not fully reveal how a 
transmission system actually responds. 
Television transmission is waveform-
dependent, which means that a true 
representation of the subject cannot be 
obtained from the magnitudes of the 
signal spectral components (energy dis-
tribution) alone, as in the case of 
speech or music. A typical television 
signal is more likely to consist of ab-
rupt "steps" (corresponding to a sud-

den transition from one value of gray 
to another), or sharp impulses ( light 
or dark spots against a contrasting 
background). 
An appropriate test signal should in-

clude these typical elements in a way 
that will clearly reveal system perfor-
mance, but not respond to system char-
acteristics which do not affect the pic-
ture. In general, the test signal should: 

1. Be representative of the common-
ly occurring parts of a television 
signal; 

2. Have a spectrum confined to fre-
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quencies of interest, so that dis-
tortion outside the band of inter-
est is not indicated; 

3. Have a simple "mathematical" 
shape, thus simplifying calcula-
tions; 

4. Be easy to generate or reproduce 
accurately; 

5. Have a simple shape that permits 
easy identification of distortion on 
an oscilloscope presentation; 

6. Be sensitive to the kinds of dis-
tortion met in actual television 
picture transmission, thus allow-
ing the detection of very small 
errors. 

These requirements are well satisfied 
by a test method which employs a sine-
squared pulse. This type of pulse simu-
lates transient picture elements well. 
Unlike a pure sine wave, which has an 
infinitely narrow bandwidth, or a 
square wave, which ideally has an in-
finitely extended bandwidth, the sine-
squared pulse has a bandwidth or 
spectral content which is quite restrict-
ed and easily controlled. This is im-
portant because unwanted frequency 
components outside the television band 
of interest would certainly be distorted 
and cause misleading test results. 

1 MICROSECOND 

The sine-squared pulse is so-named 
because its amplitude varies as the 
square of the sine of the phase of the 
signal: A = sin2 0, where G is the 
phase angle. This is nearly as simple a 
waveform as the sine wave itself, which 
is defined as A = sin O. Both wave-
forms are shown in Figure 1. 
An idealized square wave contains a 

series of harmonics that extend indefi-
nitely. Practical square waves, the type 
that are obtained in a test instrument, 
have very extensive harmonics, but 
they vary unpredictably with variations 
in circuits and test conditions. The sine-
squared pulse, by contrast, has a lim-
ited, easy-to-reproduce spectrum con-
trolled by pulse width. A "sharper" 
and narrower pulse cortains higher fre-
quencies than a broader pulse. Hence, 
the bandwidth of the transmission sys-
tem to be tested determines the dura-
tion or width of the test pulse to be 
used. 

Sine-Squared Spectrum 
Normally, the nominal pulse width 

T is defined as its half-amplitude dura-
tion. When the sine-squared pulse has 
a duration of -W , energy content of 
the pulse is 6 db below peak value at 

... ; .... ........ 
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Figure 1. Sine-
squared wave can 
be derived by nu-
merically squaring 
a sine wave. The 
sine-squared wave 
shown contains no 
significant spectral 
components above 

4 Mc. 
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Figure 2. Pulse-and-bar test signal 
consists of sine-squared pulse and 
square wave with leading and trailing 
edges modified to sine-squared shape. 

frequency f, zero at 2f, and has no 

significant energy at higher frequencies. 
Square waves provide the best test of 

low-frequency distortion, but are still 
more useful if the spectrum can be lim-
ited to the frequencies of interest. The 
square wave used in a window signal 
can be modified so that the leading and 
trailing edges have the same shape as 
the sides of the sine-squared pulse. If a 
sine-squared pulse is added to each line 
of a window signal which has been 
shaped in this way, a so-called pulse-
and-bar test signal is obtained. This is 
illustrated in Figure 2. 
The pulse and bar test permits sensi-

tive performance evaluation across the 
entire frequency band. Because of the 
large amplitude of its low-frequency 
components, the bar gives the most 
sensitive indication of distortion at the 
lower frequencies—up to several hun-
dred kc — just as does the traditional 

window signal. Unlike the window sig-
nal, however, the modified bar contains 
no significant out -band frequency 
components to produce spurious distor-
tion indications. 

The upper regions of the frequency 
band are tested by selecting a sine-
squared pulse from either of two 
widths. The narrower pulse has a half-
amplitude width of T, where T is the 
reciprocal of twice the upper frequency 
limit of the transmission system. For a 
4-mc system, T is 0.125 microsecond. 
An analysis of its power spectrum 
shows the power to be 6 db below peak 
value at 4 mc and zero at 8 mc. There-
fore, this pulse is particularly valuable 
for the upper frequencies, especially 
since considerable phase shift may oc-
cur near the upper cutoff frequency. 

For frequencies between 0.5 mc and 
about 2 mc, a 2T pulse of 0.25 micro-
second half-amplitude duration is often 
used. It contains no significant energy 
at frequencies above 4 mc. It is per-
haps the most used of the three test 
signals because it is particularly suit-
able for use in routine adjustments 
where a detailed evaluation is not re-

quired. 

Phase Sensitivity 
Because the sine-squared pulse pro-

vides a dynamic test covering a broad 
frequency band, its usefulness is not 
limited to a particular type of dis-
tortion or to one frequency range. For 
example, the sine-squared pulse is a 
very good indicator of phase distortion. 
The sensitivity occurs because the pulse 
is highly symmetrical about its vertical 
axis; any transmission phase distortion 
skews the waveform and makes it un-
symmetrical in a way that is immedi-
ately evident. If the high-frequency de-
lay is greater than the low-frequency 

delay a ripple appears following the 
pulse, while greater low-frequency de-
lay produces a ripple preceding the 

pulse. 
In a low-pass transmission system, 

the area under the pulse remains con-
stant because the area represents the dc 
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component of the pulse. If the ampli-
tude of the pulse is decreased by re-
stricting bandwidth with a slow-cutoff 
filter, the pulse becomes wider to main-
tain the sane area, thus losing some fine 
detail. If the bandwidth is restricted by 
a sharp-cutoff filter, overshoot or ring-
ing occurs and is indicated by a damped 
oscillation following the pulse. Over-
shoot adds negative area so the pulse 
height automatically increases to main-
tain the same area. Pulse height is sig-
nificant because it represents the bright-

ness of fine details in the picture. In 
general, because detail is retained, a 
relatively sharp frequency cutoff is 
more desirable unless the ringing be-
comes objectionable. 

Although ringing is produced by a 
sharp-cutoff filter, it may also be caused 
by a frequency response discontinuity 
elsewhere in the band. Ringing caused 
by a dip in the response of the system 
is evidenced by damped oscillations fol-
lowing sudden transitions in the pulse 
and the bar. The frequency of this 
oscillation is the same as the frequency 
at which the response dip occurs, while 
the amplitude and damping of the os-
cillation are controlled by the width of 
the dip. 

Echoes are perhaps the most easily 
recognized type of distortion— the 
"ghosts" they produce on the television 
screen are familiar to most viewers. An 
echo occurs when a signal reaches its 
destination via two paths of different 
electrical lengths. In broadcast televi-
sion, this usually happens when the 
main signal arrives directly and a por-
tion of the signal is received after re-
flection from a mountain, building, or 
other object. Echoes may also be caused 
by electrical discontinuities such as im-
pedance mismatches in the transmission 
system. It has been shown that all 
forms of distortion can be represented 
by characteristic patterns of echoes in 

Figure 3. Identical ringing as indicated 
by square wave (top) and pulse-and-
bar signal. Pulse and bar provides a 
much more sensitive indication of this 

distortion. 

the received signal. Sine-squared test 
signals show these effects particularly 
clearly. By correlating the echo effects 
imposed on a test signal with subjec-
tive judgements of the picture degrada-
tion caused by the same distortion, it 
has been possible to create a quantita-
tive rating system for all types of dis-
tortion. 

Sine-Squared Rating System 
Test methods based on waveform 

distortion were pioneered primarily in 
Europe, particularly by the British Post 

Office Department and the BBC. Early 
European investigators were quick to 
recognize the shortcomings of steady-
state testing. For example, a broad 
dip of 2 db in the amplitude-versus-
frequency response may cause much 
more waveform (and hence picture) 
distortion than a "sharp" dip of 6 db; 
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Figure 4. Response of local and long-distance television links to T and zr sine-
squared pulses: (A) local link, T pulse; (B) long link, T pulse; (C) same local 
link, 21' pulse; (D) same long link. 2'1' pulse. Lack of symmetry about center of 
pulse indicates phase distortion. Greater effect on T pulse indicates distortion at 

higher frequencies. 

but steady-state tests may indicate that 
the "slight" 2-db dip is relatively un-
important. 

Since the final test of transmission 
performance is subjective — the view-
er's judgment of picture quality — the 
investigators used the reactions of a 
number of critical observers to estab-
lish performance limits. The tests re-
vealed that the pulse-and-bar signal 
was in fact a sensitive indicator of the 
types of distortion which are most 
noticeable on the raster. But more im-
portant, the degree of distortion of the 
test signal gave a good indication of 
the amount of picture degradation. 
This allows the system performance to 
be specified in terms of a single factor 
— often called the K factor. The K 
factor is a quantitative measure of the 
distortion suffered by the pulse and bar. 
Two test methods are generally 

used, one for routine testing and one 
for system acceptance testing. Both use 
the pulse-and-bar test signal and the K 
rating factor; the difference is in the 
method of interpretation. As the name 
implies, the routine- test method is used 
for everyday tests and adjustments 
where complete accuracy is not as im-
portant as speed and simplicity. By 
contrast, the acceptance-test method is 
a precision test used mainly to evaluate 
new systems or systems that have been 
modified 

Routine Testing 
For routine testing, an oscilloscope 

graticule marked as shown in Figure 6 
is used to determine the permissible 
distortion, usually of the bar and the 
2T pulse. Essentially, the test amounts 
to a visual inspection to see whether 
the received test signal fits into the 
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limits engraved on the graticule. These 
graticules often show two limits. For 
example, a graticule now being market-
ed by a United States manufacturer in-
dicates the limits for both K = 
and K = 4%. These limits are estab-
lished by subjectively comparing dis-
torted pictures with a picture impaired 
by a single undistorted echo delayed by 
more than 11/4  microseconds. (This 
arbitrary echo delay assures that the 
echo is not masked by the main signal. 
Echoes more widely separated tend to 
increase in annoyance value until a sep-
aration of about 10 microseconds is 
reached). Then, if the echo has an am-
plitude of 2% of the original pulse, 
the rating factor K is 2%. Any other 
type of distortion producing the same 
amount of picture impairment would 
also have a rating factor of 2%. 

Other rating methods such as the 
"echo rating technique" use empirical 
bandwidth and frequency weighting 
curves to achieve a similar evaluation 
based on echo simulation. Thus, the 
use of the echo as the standard of com-
parison permits the placing of quanti-
tative limits on all types of distortion. 

Precision Testing 

The acceptance-test method uses the 
same rating factor, but achieves more 
precise evaluation by mathematical 
analysis. A microscope is used to sam-
ple photographs of the transmitted T 
pulse and the received pulse wave-
forms at short intervals—equivalent to 
the waveform sampling in a time-di-
vision multiplex system. The series of 
samples forms a "time series" which 
can be used to describe the waveform 
mathematically. If the time series for 
the received pulse is divided by the 
time series obtained from the original 
transmitted pulse, the result is a "fil-
tered" time series which is free from 
the imperfections of the test equip-

ment. In a distortionless system, the 
mathematical expression for this fil-
tered series would contain only one 
term. Therefore, any additional terms 
represent distortion. These distortion 
terms represent echoes of the undis-
torted pulse displaced in time. They 
appear both before and after the main 
pulse, but not necessarily in matched 
pairs because they do not represent at-
tenuation or phase distortion separately. 

As the name implies, the acceptance-
test method provides a means for spe-
cifying the required performance of a 
transmission system and for ensuring 
that the system meets the specifications. 
By performing various fairly elaborate 
computations on the mathematical time 

Figure 5. Ringing caused by low-pass 
filter follows pulse. Phase distortion is 
indicated by lack of symmetry. Partial 
phase equalization transfers some of 
the ringing to the other side of the 

pulse, improving symmetry. 
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Figure 6. Graticule with limits for 2 

percent and 4 percent rating factors. 
Response shown indicates that system 
ringing exceeds a K factor of 4 percent. 

series for the received waveform it is 
possible to determine system perfor-
mance in great detail, even to distin-
guishing the nature and magnitude of 
the distortion present. One of the spe-
cial advantages of this technique is that 
it permits the effects of connecting trans-
mission links in tandem to be calcu-
lated. If the time series of the indi-
vidual links are multiplied together, 
the time series for the tandem connec-
tion is obtained and the overall rating 
factor can be calculated. In some cases 
the rating factors of the links add di-
rectly. but this is not true for random 
distortion (such as that due to compo-
nent tolerance). 

Conclusions 
Although progress has been made in 

establishing quantitative limits on the 

distortion as revealed by various test 
signals, particularly with waveform 
testing, the fact remains that most 
transmission evaluation is done by vis-
ual inspection of a picture monitor and 
oscilloscope presentations of the wave-
form. This suggests the possibility of 
classifying all test methods in two gen-
eral categories: those used for routine 
or maintenance testing, and those used 
for system specifications and for accep-
tance testing. Thus, most of the widely 
used steady-state tests such as multi-
burst, stairstep and the like would go 
into the maintenance- test category, 
along with the routine-test version of 
the sine-squared pulse and bar, without 
rendering present test equipment and 
methods obsolete. The steady-state tests 
are generally quite adequate for main-
tenance testing, although the pulse and 
bar method is gradually being accepted 
as a supplemental test. 
The area where waveform testing is 

strongest is in the specification of per-
formance requirements in terms of 
numbers. The acceptance-test permits 
the performance standards to be speci-
fied for a single link or for a complete 
transmission system; when the system 
is installed, the method provides assur-
ance that it actually meets the specifica-
tions or reveals how it fails. Although 
this test method may not be accepted 
"overnight," it is showing signs of 
wider acceptance in the United States 
to match its growing use in Europe in 
recent years. • 

BIBLIOGRAPHY 
1. N. W. Lewis, "Waveform Responses of Television Links," Proceedings of the Institution 

of Electrical Engineers (British); July, 1954, 
2. I. F. Macdiarmid, "Waveform Distortion in Television Links," Post Office Electrical En-

gineers' Journal; July-October, 1959. 
3. R. Kennedy, "Sine-Squared Pulses in Television System Analysis," RCA Review; June, 

1960. 
4. H. Schmid, "A Graticule to Measure the Waveform Performance of TV Facilities," IEEE 

Transactions on Broadcasting; February, 1963. 
5. K. H. Potts, "The Performance Evaluation of Television Line and Microwave Links Using 

Sine-Squared Test Techniques," The Radio and Electronic Engineer (formerly Journal 
of the British IRE); April, 1963. 

253 





JULY, 1962 

emodulator 

VOL. 11 NO. 7 

Take The Mystery Out Of 
Microwave Literature! 

Microwave communication is booming; new applications and better 
equipment are helping a phenomenal growth that promises to become 
even greater. Along with the many new users of microwave, new manu-
facturers are appearing on the scene. The result is a Babel of technical 
literature and promotional material which speak in many "languages." 
As many as four or five different terms for the same effect may be used 
in various publications. This article summarizes some basic considerations 
of microwave radio, and relates some of the words used to describe them. 

What are the basic factors which de-
termine microwave quality and distin-

guish one system from another? Is it 

possible to come up with a "figure of 
ment" which can be used to evaluate 

microwave equipment? Although the 
microwave art is too complex for any 
single scale or figure of merit, it is pos-
sible to "boil down" and combine some 
of the many diverse factors used in tech-

nical literature to define equipment 

performance. 
Five bask factors can be used to 

evaluate a microwave system: 
Performance Quality. In essence, this 

is freedom from the noise and distor-
tion which obscures the signal or tends 

to create transmission errors. 

Load Handling Ability. The informa-
tion capacity of the system—number of 
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channels, data transmission rate, usable 
bandwidth, and the like. Capacity is de-
pendent on the performance standards 

required, and the linearity of the system 
components. 

System Length. Since noise and dis-
tortion are cumulative, this refers to the 
number of repeater sections or "hops" 

that can be used in tandem before per-
formance becomes unacceptable. Sys-
tem length generally must be decreased 
with heavy loads ( large number of 
channels). 

Reliability. Only freedom from 
equipment failure is intended here, 
since protection against fading is largely 

a function of system or path engineer-
ing and the use of such techniques as 
space or frequency diversity. 

Economy. This is the factor against 
which the other four are measured. 

In general, these qualities tend to be 
incompatible with each other, so that 
one or more can be improved only at 

the expense of others. Thus, if load 
handling ability or noise performance 

is improved, economy will probably be 
reduced. 

Importance of Noise 

In microwave, as in other forms of 

electrical communication, noise is the 
principal enemy. Noise obscures the sig-

nal and causes transmission errors. Al-

though noise is constantly introduced 
into the communications channel from 

the transmission medium and the equip-

ment itself, this can be overcome by 
suitable design. Actually, the amount 
of noise present is not as important as 

the relative strengths of the signal and 

the noise; the greater the signal-to-
noise ratio, the better and clearer the 
transmission. Accordingly, the level or 

amount of noise present in the receiver 
—regardless of its source—determines 
the signal threshold or minimum signal 
that can be received, as well as the sig-

nal level required for good transmission 
quality. 

Noise Sources 

Two basic types of noise exist within 
a microwave system: idle noise and in-
termodulation noise. Idle noise, which 

is always present despite the absence of 
modulation, consists of thermal noise 
generated within mixer diodes or low 
level amplifiers, shot noise from kly-
strons, or the noise often generated by 
semiconductor multiplier chains used in 

some receivers for the local oscillator. 
Intermodulation noise is introduced 

into the system as a result of heavy 
signal load or increased operating level. 

The greater the traffic load, or the higher 
the operating level, the more intermod-
ulation noise that is introduced. Usu-
ally intermodulation increases relatively 

slowly until a "break point" is reached, 
after which it increases very rapidly. 

However, it is desirable to operate the 
system at as high a level as possible ( but 

short of the break point) in order to 

improve the signal-to-noise ratio. 
In an FM microwave system, higher 

operating levels cause greater frequency 
deviation, which is very effective in 

overcoming some of the idle noise. 
However, only a limited amount of de-
viation is possible before non-linearities 

in the equipment increase intermodula-
tion noise. 

If the fixed amount of permissible de-
viation is shared by only a few channels, 

the signal-to-noise ratio in each channel 
will be quite good. However, as the 
number of channels is increased, inter-
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Figure 1. "Front end" idle noise is reduced in direct proportion to increase in fre-
quency deviation due to signal level or system load. However, beyond "break point" 
of equipment, increasing intermodulation noise rapidly overcomes and reverses this 
advantage. The level at which intermodulation noise becomes dominant varies from 

equipment to equipment. 

modulation noise limitations demand 
that the per-channel frequency devia-

tion be reduced, with a consequent in-
crease in idle noise. If system linearity 
can be improved, greater deviation can 
be used, thus restoring quality. Such 
improvements may be costly, thus plac-

ing an economic limit on the number 
of channels that can be handled for a 

given transmission quality. 

How to Rate Equipment 

Although the basic concept of over-
coming noise to improve transmission 

quality is simple, many individual fac-

tors enter the problem in practical equip-

ment. Many of these factors are some-
times used to define equipment per-
formance, even though individually, 

they describe performance incompletely 
or even improperly. In some cases, this 
may originate with the design engineer, 
who must design "pieces and parts" of a 

system to standards which will result in 
the desired overall performance. Al-
though these factors are meaningful to 
the designer, and may provide interest-

ing comparisons, some individual fac-
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Figure 2. Effective or RMS power of 
sine wave is just 3 db less than peak 
power (A). Peaks of random noise are 
roughly 13 db above RMS power (B). 
Noise or "AM" threshold (C) is that 
level at which Rill:: signal power equals 
RMS noise power. FM improvement 
or "practical" threshold (D) occurs 
when signal peaks equal or exceed 
noise peaks, approximately 10 db above 

noise threshold. 

tors may not provide adequate informa-
tion about actual performance of the 
overall system. When diverse terms are 
used to define a single characteristic, the 
confusion is made even greater. 
Some of the characteristics often used 

to describe the performance of micro-

wave equipment are: 

Receiver Noise Figure. This ex-

presses the actual contribution of ther-

mal noise in the "front end" of the re-
ceiver, compared to an ideal receiver. 
The figure is usually expressed in deci-
bels; a receiver having a noise figure of 

3 db is just twice as noisy as the equiva-
lent ideal receiver. This is a relative ex-
pression, and by itself does not indicate 
receiver sensitivity. When the effective 

bandwidth is known, the absolute thres-
hold of the receiver can be calculated. 
Thus, two receivers having identical 

noise figures, but different bandwidths 
will have different thresholds. 

Noise Threshold. This is the RF in-
put level at which signal power just 
equals the internally- generated front 

end noise power. It is determined by 
the bandwidth of the receiver and its 

noise figure according to the relation-
ship 

power (dbw) ----- noise figure (db) 
+ 10 log kTB, 

where k is a constant ( 1.37 x 10-2"), 

T is effective antenna temperature in 
°Kelvin (the value 290° K is standard 

in current practice), and B is band-
width in cycles per second. To convert 

dbw to the more conventional dbm, add 

+30 to the numerical value of dbw. 

Note: the effective bandwidth of the 
receiver is usually the bandwidth of the 

intermediate frequency amplifier ( IF 
bandwidth), not receiver preselector 
bandwidth or the bandwidth of the 
transmitter waveguide filter. 
AM Threshold. Synonymous with 

noise threshold. This term is occasion-

ally used (even though the radio system 
employs FM), because there is no FM 
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Figure 3. Typical arrangement for measuring intermodulation distortion in terms 
of noise power ratio. Random noise of the same effective power and bandwidth as 
baseband signal (but with narrow "slot" removed) is applied to transmitter. Added 
noise in slot is measured at output of receiver. Note that all noise contributions by 
both transmitter and receiver are included in a single figure; practice of quoting 

separate figures for transmitter and receiver is misleading. 

"noise improvement'. at and near thres-
hold, and the relative peak amplitudes 
of the background noise and the signal 
are controlling. 
Tangential Threshold. Also synony-

mous with noise threshold. The term 
stems from radar system usage and re-
fers to a means of defining the mini-
mum radar pulse amplitude that can be 
detected above the background noise. 
FM Improvement Threshold. At 

the noise threshold level, the RMS or 
effective power of the signal is just 
equal to the RMS noise power. How-
ever, the peak value achieved by the 
noise impulses is approximately 13 db 
higher, as contrasted with the 3-db dif-

ference between peak and RMS values 

of the RF carrier. This is significant be-
cause of the unique characteristic of FM 

radio that signals with greater peak 

values dominate or "capture" the re-
ceiver, and literally suppress signals 
having somewhat lower peak values. 
Accordingly, at the noise threshold, 

noise is dominant and performance is 

much worse than it would be in an am-

plitude-modulated system at this same 
level. 
When the signal level is increased 

about 10 db so that RF carrier peaks 
equal noise peaks, the so-called FM 

Improvement Threshold is reached. 

Above this level, the RF carrier peaks 
dominate, and noise is suppressed effec-
tively. As the signal level increases, 
noise in the output is literally reduced 

— not just masked. 
Typically, a baseband signal-to-noise 

ratio of about 30 db is obtained at the 
FM improvement threshold, and this 
improves about one db for each db in-

crease of signal level above the im-

provement threshold. Normally a sys-
tem is designed so that there is only a 
very small chance of the signal level 
dropping below the improvement thres-
hold, despite propagation fading. 

Practical Threshold. This is a widely 
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used synonym for FM improvement 

threshold. 
System Gain. Since the signal-to-

noise ratio or performance quality of 

individual channels depends, in part, on 
the strength of the received microwave 

signal, it is important to design the over-
all system so that even with fading, the 
received signal will not drop below a 
certain minimum value. Since trans-
mitter power and the receiver threshold 
have fixed values, only the distance be-
tween antennas, and the size of the 

antennas and reflectors used, are left as 
variables which can affect receiver input 

level. The attenuation of the signal as 
it travels through space is proportional 
to distance, and can be indicated in 
decibels of loss. Similarly, the focusing 
and concentrating effect of the antennas 
can be shown as decibels of gain. Ac-
cordingly, these two variables can be 
selected to just match the difference in 
power between the transmitter output 
and the signal level required by the re-
ceiver. This range of power is known as 

system gain or equipment gain. For ex-
ample, if the transmitter has an output 
of one watt (+ 30 dbm) and the re-

ceiver has a practical threshold of —81 

dbm, system gain is 111 db. Assuming 
that a reserve of 40 db loss is required 

as protection against fading, the length 
of the transmission path and the sizes 
of the antennas should be selected to 
introduce no more than 71 db net loss. 

White Noise Loading 

As indicated above, such details as 
receiver noise figure and thresholds do 
not provide adequate information about 
the overall performance of a microwave 
system. Even when the received signal 
is strong and satisfactory, intermodula-

tion may become controlling, due to 

system load, and thus degrade perform-
ance. 
One of the most definitive tests of 

the overall performance of a microwave 

system is the "white noise loading" 
test. ( For a detailed discussion of noise 
loading, see DEMODULATOR, Decem-
ber, 1960.) Essentially, it requires that 
a band of "white" or random noise 
of the same frequency range and power 

level that simulates a multichannel 
signal, be applied to the transmitter. 
A relatively narrow portion of the noise 

signal ( 10% of the baseband or less) 
is blocked by a "slot" filter before the 

noise signal is applied to the transmit-
ter. At the output of the receiver, the 
noise which has "spilled" into the slot 
because of intermodulation distortion 
is measured and compared with the 
noise level outside of the slot, as dia-
grammed in Figure 3. The ratio of noise 
powers is called the Noise Power 

Ratio, and provides a good indication 
of system performance, since all aspects 
of equipment performance are taken 

into account. 
Although the Noise Power Ratio 

provides a good relative indication of 
system performance, it is more custom-

ary to rate equipment in terms of the 
quality of a communications channel, 
usually in dba. This allows the radio 
channels to be compared with any other 

kind of channel, such as those trans-
mitted over wire, cable, or any other 

medium. 
Per-channel noise (expressed as 

either signal-to-noise ratio or dba, since 
dba = 82 — S/N) can be derived from 

the NPR by relating the noise in the 
slot to a reference level and then apply-
ing a weighting factor. ( For a detailed 
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discussion, see DEMODULATOR, May, 

1961.) However, most commercially 

available noise measuring test equip-

ment is calibrated to express noise in 

terms of picowatts or signal-to-noise 
ratio. 

Note that in measuring intermodula-
tion distortion, both the transmitter and 

receiver participate in the test, and the 
resulting noise power ratio pertains to 

both operating together. It is not proper 

to assign a noise power ratio ( or NPR) 
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figure separately to receiver and trans-

mitter, even though the number for 
each then appears to be 3 db better 

(higher) than the NPR for the trans-

mitter- receiver combination. For in-

stance, if a manufacturer indicates that 

his transmitter has an NPR of 50 db, 
and the receiver also has a 50-db NPR, 

the actual value for the system is 47 db, 

twice as noisy as suggested by the 

"split" figures. 

System Channel Capacity 

Like many other fields of activity, 

microwave design tends to reflect the 

needs of the moment, or at least those 
qualities that appear to be desirable. 

With the dramatic growth of micro-

wave, and its many new uses, operators 

of microwave systems are tending to 

look ahead and plan their systems to 

meet future needs. Consequently, most 

new microwave systems have much 

higher capacity than systems produced 

only a few years ago. For instance, in 

1956, most light- and medium-capacity 

systems were designed to accommodate 
120 channels. By 1958-59, systems with 

a capability of 240 channels were being 

promoted. Within the last year or two, 

the magic words have become "600 

channels." 

Actually, these arbitrary numbers 
have little meaning unless they are ex-

pressed in terms of noise performance 

under given conditions. Thus, a system 

capable of just meeting certain noise 

standards when transmitting 120 chan-

nels over six "hops" ( five repeaters), 

may be quite capable of handling 400 

channels over only a single hop. With 

400 channels, an additional repeater 

might raise the noise to an unacceptable 

level. Conversely, the same equipment 

might provide very acceptable noise 

performance for many additional re-

peater sections if the system were loaded 

with fewer than 120 channels. 

This trade-off does not necessarily 
apply equally to all systems, however. 

Equipment with very little idle noise, 

but which is poor in iritermodulation 

distortion, might be very suitable for 
transmitting only a few channels ( or the 

equivalent) for great distances. Another 

system, with somewhat greater idle 

noise but much better intermodulation 

characteristics, while performing rela-

tively poorly with a light load, might be 

outstanding when loaded with large 

numbers of channels. 

Accordingly, a microwave system 

should be evaluated under the full load 

for which it was designed, or that it 

might be called on to carry. Even better 
is a family of curves taken at various 

load levels, such as shown in Figure 6 

for the Lenkurt Type 76A microwave 

system. Note that although the 76A is 

called a "600 channel" system, this par-

ticular equipment produced less than 20 

dba0 in the worst channel when loaded 

for 960 channels. This would go up to 

23 dba0 for two hops, and 26 dba0 for 

four. 

Bandwidth. Every signal, whether it 

be one or more voice channels, a tele-

vision signal, or a train of data pulses, 

occupies a certain finite bandwidth. The 

greater the information content of the 

signal, the greater the bandwidth that 

is required to accommodate it. Since 

bandwidth can place a limit on the 

amount of information transmitted 

(number of channels, for instance), 
the mistaken assumption has spread 

that bandwidth alone determines the 

capacity of the system. This is not so. 
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Figure 5. Production line 
testing of microwave equip-
ment for noise perform-
ance. Two terminals are 
connected "back-to-back" 
through microwave attenu-
ator. Measurements of in-
termodulation plus idle 
noise are made at both ends 
and middle of the baseband, 
using equipment arrange-
ment shown in Figure 3. 

Although bandwidth must be adequate, 
it is only one of several factors which 

determine capacity. Other important 
factors are the ability of the modulators 
and demodulators to operate over the 

increased bandwidth without distor-
tion, and the linearity of baseband and 

modulating amplifiers. 
Actually, bandwidth in excess of the 

load requirements is detrimental, since 
"front end" thermal noise increases in 
direct proportion to bandwidth, as in-
dicated in the relationship shown on 

page 4. In the past, many types of 
microwave equipment have been manu-
factured which employed greater band-

width than necessary for the number 
of channels that could be handled. This 
helped reduce phase distortion of the 
signal and also permitted the equip-

ment to be used for diverse applications 

like television studio- transmitter links, 

thereby increasing the market. 
The penalty paid for this versatility 

is a degradation of the equipment noise 

threshold. Although this does not affect 
performance when transmission is good 

and the signal is strong, it makes the 
system more vulnerable to fading, un-

less additional signal strength is ob-

tained by larger antennas or shorter 

spacing between repeaters. 
Transmitter Bandwidth. Strictly 

speaking, there is no arbitrary limit on 
the bandwidth of the transmitter out-
put. By increasing frequency deviation, 
the bandwidth of the transmitted signal 

can be made as great as desired. Un-
fortunately, the non- linearity of the 
klystron or modulator will increase dis-

tortion rapidly as deviation becomes 
greater. The transmit waveguide filter 

used in all systems "cleans up" the 
radiated signal. and prevents high-

order sidebands or other undesired 
modulation products from interfering 

with other services on adjacent fre-
quencies. The bandwidth of this filter, 
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Figure 6. Family of curves showing noise performance of Lenkurt 76A microwave 
equipment under various load and deviation conditions. Curves for 120 and 300 
channel loading were measured without emphasis, those for 600 and 960 channels 

with C.C.I.R. message circuit emphasis. The same broad IF passband filter was 
used in all cases. Note that optimum noise performance is obtained by increasing 
deviation for light loads, decreasing it for 960 channels. Nominal 200 kc-per-chan-

nel deviation is just right for 600-channel load, which represents the design objec-
tive of the equipment. Such performance curves vary slightly from equipment to 
equipment due to variations in components, equipment linearity and line-up. 
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however, does not determine the effec-

tive bandwidth of the system. 
Receiver Preselector Bandwidth. 

Most microwave equipment uses a very 
selective bandpass filter at the receiver 
input, but before the mixer or first 

detector, to reject signals from adjacent 
bands. In addition, energy from noise 
and other interference is reduced. These 

filters, like those in the transmit wave-
guide consist of a series of tuned wave-
guide cavities. Generally, the more cavi-
ties used, the greater the selectivity of 
the filter. Since the preselector filter 

pass-band is always considerably greater 
than the effective bandwidth of the re-
ceiver, this may cause confusion when 
it is stated in equipment specifications. 
The principal value of stating preselec-

tor bandwidth is in estimating the mini-
mum frequency spacing between adjac-

ent systems, and the likelihood of re-
ceiving spurious signals due to local 

oscillator " images." It is of little use 
in determining receiver threshold, ex-

cept that the threshold is raised by the 
amount of loss introduced by the pre. 

selector filter. 
IF Bandwidth. The IF or intermedi-

ate frequency amplifier or its associated 

filters provides the ultimate selectivity 
for the receiver, and therefore, the en-

tire system. It is in the IF amplifier that 
the signal undergoes the greatest ampli-

fication, and it is important that all 
spurious signals and interference be 
sharply rejected. Normally, IF band-

width is measured at the " 3 db points", 

or those points on the frequency re-
sponse characteristic where the signal 
is attenuated 3 db. This is also known 
as the "half power" point. Occasionally 
IF bandwidth may also be given at the 

0.1 db points, to indicate the full IF 
bandwidth that can be used with a 

minimum of phase or envelope delay 
distortion. Like other technical features, 
this is relatively academic, since base-
band frequency response is hardly affec-

ted by the response of a properly de-

signed IF amplifier. Although variations 
in IF amplifier response may introduce 

some phase distortion, this is normally 

eliminated by the phase equalizer pres-

ent in most modern broad-band micro-
wave equipment. 

More Questions? 

In preparing this article, based on 

typical inquiries received from time to 
time, it became obvious that all the 
semantic distortions and ambiguous ex-

pressions often found in microwave 

literature could not be discussed ade-
quately in this limited space. Accord-

ingly, another article on this subject 

is planned for the near future. 

Rather than depend on our own feel-
ings and ideas about which items to in-
clude, we invite you, the readers, to help 

shape the article. Your comments and 
questions about confusing terminology 

will be welcome; questions and sugges-
tions will be acknowledged or answered 
individually, and those most typical will 
be discussed in the DEMODULATOR. • 

265 



- 



MAY, 1964 

Demodulator 
VOL 13 NO. 5 

NOISE PERFORMANCE 

in Industrial Microwave Systems 
Part One 

The performance of a communications system should be evaluated 

by how well it meets the requirements of the user_ This sounds simple, 
but often there is confusion about haw to establish performance criteria, 
and then about how to measure the actual performance. This article dis-
cusses noise performance of FM microwave systems using single-side-
band, suppressed-carrier multiplex equipment. Sources of noise in such 
systems are discussed in terms of their effect on signal-to-noise ratios in 
the derived voice channels. Methods of calculating and measuring noise 
are considered and specific noise-performance recommendations are made. 

Fundamentally, the purpose of a com-

munications system is to transfer some 

form of intelligence, or -signal," from 

one point to another. An ideal system 

would deliver at the receiving end a sig-

nal identical in every detail to the signal 

applied at the transmitting end — with 

nothing altered and nothing added. 

In a real communications system, this 

ideal performance is never completely 

achieved. In such a system every char-

acteristic of the signal is altered to some 

degree, and there is always something 

EDITOR'S NOTE 
This is the first part of a two-part 
article written by Robert F. White, 
Lenhurt Transmission Engineer, in 
an effort to establish some guidelines 
jor calculating and measuring noise 
in industrial microwave systems. 
Because of the exceptional clarity 
of the discussion, and because most 
of the article applies to all classes of 
microwave users, it is being reprinted 
here for the benefit of all DEMODU-
LATOR readers. The second part will 

appear next month. 
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added along the way. Thus, the received 
signal is always a somewhat less than 
faithful reproduction of the signal ap-
plied at the transmitting end, plus some 
other elements which are mostly unre-

lated to the original signal and which 
may be present even when the signal is 
completely absent. 

Performance of a communications 
system is measured by how closely the 
received signal resembles the trans-
mitted signal and by how free it is of 
these other elements. The definition and 
measurement of the performance thus 
falls into two natural categories. In the 
first category there would be considered 
technical characteristics which define ac-
curacy or fidelity of the reproduced sig-
nal: amplitude-frequency response, level 
stability, phase response, delay distor-
tion, etc. These characteristics are, more 
or less, under the control of the equip-
ment designer and may be held to almost 

any desired value. 
In the second category there would 

be considered all the extraneous ele-
ments appearing at the channel output 

which were not a part of the input sig-
nal. It is these elements, usually lumped 
together in a single category called 
"noise," with which this article deals. 
The discussion is in terms of the noise 

as it appears in the derived voice chan-
nels. There are good reasons for taking 
noise in a voice channel as a criterion, 

even though present day systems usually 
carry telegraph and data as well as voice. 
The basic voice channel is familiar to 

all, is reasonably well standardized, and 
there is a large body of experience to 
draw on. Furthermore, the majority of 
equipments used for modern telegraph 
and data service are designed to operate 
over such a carrier-derived voice chan-

nel, or some fraction or multiple of it, 

and it is not difficult to evaluate the 
effect on a data system of a particular 
level of noise in the 3-kc band. 

Noise Sources 
The noise which appears in a voice 

channel of a microwave system comes 
from a number of different sources, 
some of which vary in a rather com-
plex manner. It is useful to consider 
three general types of noise, classified in 
accordance with how they vary. 
One is the thermal noise generated in 

the antenna and in the " front-end" cir-
cuits of the receiver: this noise in an 
FM system varies in inverse relation to 

the strength of the RF level at the re-
ceiver input, and is therefore affected 
by fading. It is not affected by system 
loading. 
A second type of noise, also thermal 

in nature, is that developed in the 

electronic circuitry of the transmitter 
and in certain portions of the receiver. 
This type of noise, often called "idle" 
or "intrinsic" noise, is not affected by 

the RF input level, nor is it affected by 
system loading. 
The third type of noise consists of 

spurious signals created by intermodu-
lation between the various frequency 
components of the total composite sig-
nal. Such intermodulation is produced 

by every non-linearity through which 
the signal passes. The spurious products 
include the sums and differences of every 

frequency and its harmonics present in 
the modulating signal and all of the 

other frequencies and their harmonics. 
Since the baseband spectrum of a mul-

tichannel system is extraordinarily com-
plex, the number of intermodulation 
products produced in such a system ap-
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Figure 1. Thermal noise in the receiver adds to the earth noise temperature seen 
by the antenna. 

preaches infinity. Statistically this noise 

becomes very similar to the thermal and 

idle noise. Intermodulation noise is af-

fected by system loading, increasing as 

the loading increases, but it is not di-

rectly affected by the RF input level. 

Each of the three kinds of noise de-

scribed above affects system operation in 

a different way, as can be shown from 

Figure 2. This graph shows noise per-

formance for one hop of a high- quality 

microwave system, and is a plot of typi-

cal per-channel noise as a function of 
receiver input level and system loading. 

Noise is shown at the left as unweighted 

signal-to-noise ratio in a 3-kc voice chan-
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nel, and at the right in dba, Fl A 

weighted, at a 0 transmission level point. 

The curve is typical for the top channel 

(in which noise is usually greatest) of 

a 300-channel system using CCIR devi-
ation and CCIR busy-hour loading. A 

small allowance for antenna distortion 

is included. 

The effect of the receiver front-end 

noise on the channel signal-to-noise ratio 

is shown by the long line starting at the 

lower left-hand corner and running to 

the upper right-hand corner. It is evi-

dent that this noise is controlling when 
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the RF input is lower than about — 40 

dbm. The noise at threshold is almost 

entirely of this type. 

At high receiver input levels idle 

noise becomes controlling and limits the 

signal-to-noise ratio available, as shown 

by the bend in the upper line at the 
upper right-hand corner. This noise sets 

an upper limit to the channel signal-to-

noise ratio when the system is in an idle 

or unloaded condition. 

The effect of intermodulation noise is 

shown by the lower branch line. This 

noise sets the limit to the channel signal-
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Figure 2. Noise performance of one hop of a high-quality microwave system is 
shown in this example of typical worst-channel noise plotted as a function of 

receiver input level and system loading. 
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to-noise ratio when the system is loaded - 
to simulate busy hour conditions. 
A noise characteristic curve such as 

Figure 2 is a good aid to understanding 
microwave noise performance, since it 
includes essentially all of the noise ef-

fects and shows them under all condi-
tions of operation. The three most sig-
nificant bits of information to be derived 
from the curve are the noise level at the 

practical threshold point, the noise level 
at the point of normal RF receiver input 
level under busy-hour loading condi-
tions, and the fade margin. 

A microwave system of the type speci-
fied by Figure 2 is usually engineered to 

have a median RF input level which is 
somewhere between — 30 and — 40 
dbm. Such a level makes it possible to 
have very high signal-to-noise ratios dur-
ing periods of no fading or very little 
fading, a condition which exists for all 

but a very small percentage of the time, 
and to have a fade margin which per-

mits the RF input level to drop by at 
least 40 db (about one ten-thousandth 
of normal) before the signal-to-noise 
ratio becomes objectionable. 
With a typical median input level of 

about — 37 dbm, as shown in Figure 2, 
the signal-to-noise ratio for this system 
during non-fading periods will be very 

high, approaching Curve A during peri-
ods of light loading and dropping a few 

db towards Curve B during the heavy 
loading periods of the busy hour. Only 

after the input signal has faded several 
db does the signal-to-noise ratio begin 
to drop significantly as the receiver ther-
mal noise begins to exceed the other 

noises. Over the straight line portion of 
the curve the signal-to-noise ratio varies 
db for db with the receiver input level 

and is determined only by the noise fig-

ure of the receiver and the deviation 
ratio used for the particular channel. 
Over this portion of the curve the un-
weighted signal-to-noise ratio in db in 
the derived 3-kc voice channel can be 
calculated as: 

SIN (in db)— C + 136 — NF + 
20 log D 

where 
C = receiver input level in dbm, 
NF — receiver noise figure in db, 

and 
D = deviation ratio, or peak 

deviation for the channel 
divided by the carrier 
frequency of the channel. 

Signal-to-thermal noise ratio can be 
improved in three ways: by increasing 

the input level with higher transmitting 
power or bigger antennas, lowering the 

noise figure of the receiver, or increasing 
the deviation ratio. In practice, equip-

ment and system designers raise the ef-
fective power and lower the receiver 
noise as far as is economically practic-
able. The effect of increasing the devia-
tion ratio is not so simple; it improves 
the signal-to-noise ratio for the thermal 
and idle noise but degrades it for inter-
modulation noise. For this reason the 
equipment designer must choose a de-
viation ratio which provides an opti-
mum balance between the different types 
of noise. 

It is worth noting that the IF band-
width of the microwave system does not 

affect the signal-to-thermal noise ratio 
as long as the receiver input level is 

above threshold. It does affect the -noise 
performance- in two ways: it deter-

mines the point at which the -knee" of 
the noise characteristic occurs, often 
called the FM improvement threshold, 
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and it has a significant effect on the 
intermodulation characteristics. 
The FM Improvement Threshold in 

dbm for a microwave receiver can be 
calculated as: 

— TFM,-104+ NF +1O log B., 

where 

NF = receiver noise figure in db, 

and 

B., -- receiver IF bandwidth at the 
3-db points. 

Changing the deviation ratio does not 
change the point at which threshold oc-

curs, but it does change the value of 
signal-to-noise ratio at that point. In-
creasing the IF bandwidth raises the 
threshold point by admitting more noise 
into the system, thus reducing the avail-
able fade margin, but it makes possible 

a reduction in the intermodulation noise. 
Again, the equipment designer must at-
tempt to achieve an optimum balance 
between these two conflicting factors. 
His choices are further affected by the 
fact that there are legal restrictions on 
the total bandwidth and deviation which 
can be used for a microwave channel. 
The FCC applies somewhat tighter re-
strictions to industrial users than it does 
to the common carrier users. 
Although the FM Improvement 

Threshold represents the practical work-
ing threshold for a microwave system, 

there are other definitions of threshold 
which do not. This has caused a certain 
amount of confusion among microwave 
engineers. In order to avoid this con-

fusion, it is now a common practice to 
specify threshold as the RF input level 
which will produce a specific minimum 
acceptable signal-to-noise ratio in the 
worst voice channel. Since threshold is 

based on an arbitrary channel signal-to-
noise ratio, it may be different from 
commonly accepted values for either 
noise threshold or FM improvement 
threshold. An unweighted signal-to-

noise ratio of 30 db is widely used as the 
minimum acceptable both by telephone 
and industrial users. 
When the receiver input signal be-

comes very high, a point is reached 

where the signal-to-thermal noise ratio 
is no longer directly dependent on the 
receiver input level. This effect is indi-

cated by the bend in the upper right 
branch of the curve. Here the thermal 
noise produced in the transmitter cir-
cuits and in those portions of the re-
ceiver circuits which are not affected by 

the automatic gain controls provides an 
upper limit to the signal-to-noise ratio 
under non-loaded conditions. This por-
tion of the curve, though of some inter-
est, is not really significant from an 
operational point of view since the sig-

nal-to-noise ratio makes little difference 
if the system is not being used. 

In this area of high receiver input 

level, the lower branch is the significant 
operational curve. This gives the signal-
to-total-noise ratio since it includes ther-

mal noise, idle noise, and intermodula-
tion noise under loaded conditions. 

Intermodulation noise is produced in 
many different ways in a microwave sys-

tem; reducing it to the extremely low 
levels required to meet present day noise 

standards imposes stiff requirements on 
many areas of equipment design. The 
FM modulation and demodulation proc-

esses, the passbands of the filters, and 
the characteristics of the baseband am-
plifiers must be highly linear, both in 
amplitude and phase, over a wide dy-
namic range. Impedance mismatches in 
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Figure 3. "Front end" idle noise is reduced in direct proportion to increase in fre-
quency deviation due to signal level or system load. However, beyond "break point" 
of equipment, increasing intermodulation noise rapidly overcomes and reverses this 
advantage. The level at which intermodulation noise becomes dominant varies from 

equipment to equipment. 

the equipment, and also in the associ-

ated waveguide and antenna systems, 
must be kept as low as possible in order 
to reduce intermodulation effects caused 
by reflections. 

Aluqihop Performance 

A noise performance curve such as 
the one shown in Figure 2 applies only 

on one hop of a microwave system, and 
it does not include the noise contribu-
tion of the associated multiplex equip-
ment. The multiplex noise must be 

added to the microwave noise to get the 
system signal-to-noise ratio. The multi-
plex noise under loaded conditions usu-
ally runs about 20 to 23 dba0 for a pair 
of carrier terminals; this is considerably 
higher than the noise shown for the 
single microwave hop, and for a one or 
two hop system the over-all noise is 
mainly that of the multiplex. But for a 
long microwave system, in which the 
multiplex noise appears only once and 
the per-hop microwave noise many 
times, the latter becomes controlling. 
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The curve of Figure 2 shows what 
the noise performance will be as a func-
tion of RF input level, but it does not 

give any information as to the time dis-
tribution of this input level, except by 
the circumstance that the input will 
equal or exceed the median level for 
50% of the time. For the purposes of 
this article, it is sufficient to state that the 
period of time during which a micro-
wave hop will experience a fade of the 
order of 40 db is extremely small, and 
the probability that more than one hop 
of even a very long microwave system 
will be at or near the threshold level at 
a given ntoment is negligible. This 
means that the noise level at the thres-
hold point on a microwave system does 
not increase as more hops are added. 
When one hop fades down near thres-

hold, the noise contributed by that hop 
becomes so much greater than the com-
bined noise of all the other hops that 
the full system signal-to-noise ratio is 
essentially that of the one faded hop. 
For systems with high fade margins, 
then, it is seen that the threshold noise 

level is the same regardless of the num-
ber of hops in the system. Increasing 
the number of hops does not change the 

noise level at threshold, but it does in-
crease the amount of time during which 
the system will reach threshold and, 
hence, directly reduces system propaga-
tion reliability, since the reliability is de-
fined in terms of the percentage of time 
during which every hop of the com-
plete system is at or above threshold. 

Although the threshold noise level 
does not change as more hops are added 
to a microwave system, the noise level 
during average or non-faded conditions 

does change. To a first approximation, 
the multihop noise under these condi-

tions is the sum of all the individual hop 
noises added together on a power basis. 

This is strictly true for thermal and— 
idle noise and even-order intermodula-
tion noise products, which are fully inco-

herent even on tandem hops. But certain 
odd-order intermodulation products, 

even though they are essentially random 
in a single hop, have some coherency on 
tandem hops and may, therefore, add on 
a voltage rather than a power basis. In 
this case the system noise power can be 
greater than the sum of all the per-hop 
noise powers. Odd-order intermodula-
tion products are normally considerably 
lower than even-order products, so this 
effect does not significantly affect the 
noise addition until the system becomes 
fairly long. For the longer systems it is 
important that the equipment design be 
such as to give special attention to the 
reduction of odd-order intermodulation 
effects. If this is done, the noise on even 
long systems has a summation pattern 
very close to that of power addition. 

Noise Specifying Methods 

So far in this discussion channel 
noise has been considered in terms of 

signal-to-noise ratio, expressed in db, 
with the "signal" being understood to 
be a 1,000-cycle test tone with a power 
of 0 dbm at a 0 transmission level point, 
and the "noise" being the unweighted 
noise in a 3-kc bandwidth. Without be-
laboring the point, the "signal" in sig-

nal-to-noise ratio really means "standard 
signal," which must be taken as test tone 
level. This way of defining noise, which 

has been adopted as a standard by the 
E.I.A., is perhaps the most meaningful 
for the industrial user. 
Although conceptually, signal-to-

noise ratio is the significant end result, 
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it is considerably more convenient for 

purposes of calculation to have the chan-
nel noise expressed in some absolute 
form. One such way, developed by the 
Bell System and widely used for many 
years in this country, is in terms of a 

unit identified as dba, FIA-weighted. 
The reference level, or 0 dba, is equiva-
lent to a 1,000-cycle tone with a power 
of — 85 dbm or of a 3-kc white-noise 

band with a power of — 82 dbm. 

(Bell System has recently introduced 
a new weighting characteristic and a 
new unit, the dbrnc. The reference level, 

or 0 dbrnc, is the equivalent of a 1,000-
cycle tone with a power of — 90 dbm, 
or of a 3-kc band of white noise with a 

power of — 88.5 dbm, usually rounded 
off to — 88 dbm.) 

A second way of expressing noise, de-

veloped by CCITT and CCIR, is in 
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terms of picowatts, psophometrically 
weighted. The reference level, 1 pw„, is 

the equivalent of an 800-cycle tone with 
a power of — 90 dbm, a 1,000-cycle 
tone with a power of — 91 dbm, or a 
3-kc band of white noise with a power 
of approximately — 88 dbm. The shapes 
of the FIA weighting curve and the 

psophometric curve are essentially iden-
tical, and dba can be converted to pico-
watts, or vice versa, by the formula 

dba =-- —6 ± 10 log» pw,,. 

Since the dba and the picowatt are 
both absolute units, it is necessary to 
associate them with some specific trans-
mission level before they have any real 

significance. In. recent years it has be-
come quite common to do this by adding 
a zero to the unit to indicate that it is 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

DB DIFFERENCE BETWEEN TWO SIGNALS 

Figure 4. Addition of powers expressed in logarithmic units is simplified by the 
use of curve. 
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Figure 5. Weighting curves in common use indicate how noise at the band edges 
affects unweighted measurements out of proportion to its actual interfering effect. 

referred to a 0 transmission level point. 
The resulting units, written as dba0 and 

pw,,O, can be converted to signal-to-

noise ratios as defined earlier by the 

formulas 

SIN = 82 — dba0 

SIN 88— 10 log,„ pw,, 0. 

These relations are correct only if the 

noise is essentially white noise. The 

noise produced in multichannel micro-

wave systems is almost entirely of this 

type, so the correlations are valid for 

microwave noise. 

The dba and the psophometric pico-

watt are equally valid absolute noise 
units, but differ somewhat in application 

because the one is logarithmic and the 

other linear. The linear unit, the pico-

watt, has the advantage that addition 

of noise powers becomes a matter of 
simple arithmetical addition of the pico. 

watts. Addition of powers expressed in 
logarithmic units such as the dba is not 

quite so simple but can be done rela-
tively easily by the use of a chart such 

as Figure 4. 
Many people feel that the mathemati-

cal convenience of the picowatt is more 

than offset by the fact that the effects 
being measured are essentially logarith-

mic themselves and, consequently, a log-

arithmic unit is much more meaningful 

than a linear unit. A change of 1 db in 

signal-to-noise ratio has essentially the 

same meaning regardless of where it oc-

curs, but a change of 100 picowatts 

might mean a change of 20 db or more 
if it occurs at a very low level; or it 

might mean no detectable change at all 

if it occurs at a high level. 
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Weighted or Unweighted? 

When only the noise generated in the 
microwave system itself is considered, 
along with its measurement at the radio 
baseband output point, it really makes 
little difference whether weighting is 
used. For noise of this kind the effect of 
weighting is simply to reduce the noise 

by a fixed, known amount ( 3 db in the 
case of Fl A weighting, approximately 
2 db in the case of psophometric weight-

ing). Using weighting simply changes 
the numerical value of a noise reading 
by that fixed amount. It is equivalent to 

changing the noise unit itself. A noise 
level giving a flat signal-to-noise ratio of 
50 db will give an Fl A weighted ratio 
of 53 db; this sounds better, but the 
noise is just the same. 

But when noise in the complete sys-
tem and its measurement at the output 

of the voice channels themselves is con-
sidered, with all of the multiplex equip-
ment and drop equipment connected 

and functioning, weighting is far more 
significant. In this case there may be 
substantial amounts of noise which are 

not random in nature. Much of this 
noise may be at very low or very high 
frequencies where the effect on measure-
ments of noise power is far out of pro-
portion to the effect on actual transmis-
sion quality. For this reason telephone 
practice is invariably to use weighted 
noise units. Even though the weighting 
is based strictly on voice transmission, 
it is quite possible that for data trans-
mission systems designed to operate over 
a voice channel, a weighted measure-
ment may be as good a criterion as an 
unweighted one or perhaps even better. 

Because of phase effects near the band 
edges, such data circuits are usually lo-

cated in the interior part of the band — 
an area where the weighting characteris-
tic introduces the least change. The C-
message weighting, for example, is rea-
sonably flat over most of the portion of 

the band which is usable for data. 
The most important thing about noise 

units is not so much whether they are 

weighted or unweighted. Rather, it is 
that they be precisely defined so that the 

meaning is unmistakably clear. • 
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NOISE PERFORMANCE 

in Industrial Microwave Systems 

Part Two 

This is the second part of a two-part article by Robert F. White, 
Lenkurt Transmission Engineer. The first part, which discussed such 

factors as noise sources, thresholds, loading, and noise-specifying methods, 
appeared last month. 

The term, "noise power ratio," which 
came into the language with the advent 
of white noise testing methods, has had 
a certain vogue as a somehow more 
"fundamental" quantity than the signal-
to-noise ratio in the voire channel. How-
ever noise power ratio is only an inter-
mediate step in a particular method of 
making noise-loaded measurements. The 
most modern noise loading test sets do 
not even use this step but go directly to 
the significant end-result, noise in the 
channel. For a given set of measuring 
conditions, a correcting factor can be 
calculated which, when added to the 

noise power ratio, will give the signal-
to-noise ratio, but this factor is not al-
ways the same. So a given noise power 
ratio sometimes means one thing, some-
times another. The fairly common prac-
tice ot specifying noise performance 
both ways — as a noise power ratio and 
as a signal-to-noise ratio or noise power 
in the voice channel — is particularly 
undesirable. It gives results which are 
either redundant if they come out the 
same or contradictory if they do not. 

Lenkurt's practice is to specify and 
calculate microwave system noise per-
formance in dba0, FIA weighted. The 
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end result is usually given both in dba0 
and in signal-to-noise ratio. Conversion 
from one to the other, or to other noise 
units, is easily made. Figure 1 correlates 
signal-to-noise ratio, dba, and picowatts 
for noise which is essentially random, 
and Figure 2 gives dba versus picowatts 
in graphical form. 
Column 1 in Figure lgives flat signal-

to-noise ratio in a 3-kc voice band; col-

umn 2 gives the equivalent in dba, Fl A 
weighted, in a 3-kc voice band; and col-
umn 3 gives the equivalent in psopho-
metrically-weighted picowatts. 
The table is applicable to signal-to-

noise ratio conversion only if the noise 

is of the random, or "white noise" type. 
The dba/picowatt conversion is based 
on the following correlation which was 
established by Bell System and British 
Post Office engineers in connection with 
the transatlantic cables - it is valid for 
any kind of noise: 

dba -6 ± 10 log,pw,, 

Figure I. Compari-
son of noise per-
formance units: flat 
signal-to-noise ratio 
in a 3-hc band; dba0, 
FlA weighted; and 
psophometrically 
weighted picowatts. 

System Noise 

Despite the complexity of the prob-
lem, it turns out that it is necessary to 
define, calculate and measure only three 
significant parameters in order to deter-
mine with adequate precision the limits 
of noise performance which a micro-
wave system will have under actual op-
erating conditions, even taking into ac-
count the effects both of fading and 
busy hour loading. 

These parameters are: 
1. The receiver input level at which 

the noise in the worst derived 
voice channel reaches 52 dba0. 

2. The required fade margin in db. 
This affects the noise performance 
since it determines what the re-
ceiver median input level ( corre-
sponding to the non-faded condi-
tion) must be. Adding the fade 
margin to the threshold level gives 
the median input level. 

3. The noise in the worst derived 

S/N dba0 pw„0 S/N dba0 pwr0 S/N d ba 0 pwr,0 

28 54 1,000,000 48 34 10,000 68 14 100.0 
29 53 794,000 49 33 7,940 69 13 79.4 
30 52 631,000 50 32 6,310 70 12 63.1 
31 51 502,000 51 31 5,020 71 11 50.2 
32 50 398,000 52 30 3,980 72 10 39.8 
33 49 316,000 53 29 3,160 73 9 31.6 
34 48 252,000 54 28 2,520 74 8 25.2 
35 47 200,000 55 27 2,000 75 7 20.0 
36 46 159,000 56 26 1,590 76 6 15.9 
37 45 126,000 57 25 1,260 77 5 12.6 
38 44 100,000 58 24 1,000 78 4 10.0 
39 43 79,400 59 23 794 79 3 7.9 
40 42 63,100 60 22 631 80 2 6.3 
41 41 50,200 61 21 502 81 I 5.0 
42 40 39,800 62 20 398 82 0 4.0 
43 39 31,600 63 19 316 83 -1 3.0 
44 38 25,200 64 18 252 84 -2 2.5 
45 37 20,000 65 17 200 85 -3 2.0 
46 36 15,900 66 16 159 86 -4 1.6 
47 35 12,600 67 15 126 87 -5 1.3 
48 34 10,000 68 14 100 88 -6 1.0 
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voice channel with median input 
level to the receiver ( or receivers if 
it is a multihop system), measured 
with the radio baseband loaded 
with white noise power equivalent 
to the busy hour load for full rated 
channel capacity of the system. 

For the purposes of this article, the 
first two parameters can be disposed of 
rather simply. There is nothing very con-
troversial about the choice of 52 dba0 
as the point at which a voice channel 
should be taken out of service, even 
though the channel would still be usable 
at even higher noise levels. But for 
present day requirements, 52 dba0 is a 
quite reasonable figure for determining 
the threshold. The choice of a figure for 
fade margin is considerably more com-
plex but not really controversial either. 
There is no question that fade margins 
at microwave frequencies must be high, 
the only question is hou, high. The 
decision is a familiar one: econorn,cs 
versus reliability. In the 6-Gc band, 
which at the present time is the "work 
horse" for the industry, fade margins 
are now almost always at least 35 db 
and often as high as 45 db or more on 
"problem" paths; 40 db is a quite typical 
value easily achievable with conven-
tional microwave equipment and an-
tenna sizes. System reliability is not the 
subject of this article and it has been 
brought into the discussion only be-
cause it affects the choice of fade mar-
gin and fade margin affects noise per-
formance. 

These two parameters, threshold and 
fade margin, are characteristics of the 
individual hops rather than of the sys-
tem. Their measurement is simple and 
straightforward. It is done in the field 
only to determine whether the equip-
ment is operating properly and whether 
the receiver input level is at or very 
near the value which has previously 
been calculated for the path. 

All the rest of this article will be 
devoted to a discussion of the third 
parameter, which is perhaps the most 
basic one, since it is the one which de-
scribes the day-in, day-out noise per-
formance of the system. Threshold noise 
occurs only for fleeting instants and at 
very rare intervals, but this noise is 
there all the time ( though it may drop 
a db or so during non-busy periods). 
A most important contributor to this 

noise parameter is intermodulation dis-
tortion. The importance of intermodula-
tion characteristics in determining the 
load handling capability of a microwave 
system has not always been fully ap-
preciated. Until a few years ago, there 
was no convenient way of calculating 
or measuring loaded performance, and 
microwave systems were often judged 
on the basis of idle noise alone, which 
could be a very inadequate way of judg-
ing true performance. 
Now there is a suitabie way of meas-

uring loaded performance. The dis-
covery a few years ago that the statistical 
properties of a multichannel telephone 
load occupying a given baseband spec-
trum were very similar to those of a con-
tinuous noise load occupying the same 
spectrum, and the development of noise 
loading test sets based on this principle, 
have made it possible to determine with 
a fairly high degree of accuracy the 
noise performance of microwave equip-
ment or systems under conditions which 
are quite similar to those which are en-
countered in service. 
The method allows the microwave 

noise contribution to be measured sepa-
rately without reference to the multiplex 
equipment. Measurements can be made 
over each hop individually and over the 
complete system end to end. The micro-
wave system can be measured at its full 
rated channel capacity, even when it is 
not equipped initially with a full com-
plement of channels. 
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Figure 2. Curve for converting dba, FIA weighted, to picowatts. psophometrieally 

weighted. The formula on which this curve is based is not limited to while noise, 
but is valid for any kind of noise. 
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Noise loading test sets are now readily 
available, and there is a generally ac-
cepted standard for calculating the noise 
load power to be used: 

(-15 ± 10 log N) dbm0, where 
N -=- 240 or more channels; 

(-1 ± 4 log N) dbm0, where 
N is between 12 and 240 channels. 

These formulas include an allowance 
for the power of signaling tones and a 
number of telegraph channel tones as 
well as for the speech currents them-
selves. 

Measuring sets are most readily avail-
able for the standardized CCIR micro-
wave channel capabilities of 60, 120, 
300, 600, 960, 1800, or 2700 channels. 
Thus, the third parameter can be meas-
ured with considerable accuracy using 
the proper test equipment — although 
such equipment is quite expensive. 

The Real Objectives 

What should the objective be for this 
most significant noise parameter? This 
can be an extremely important decision 
to user and manufacturer alike, since it 
seriously affects the cost of the system 
to the user and the technical problems 
which must be solved by the manufac-
turer. 

Most communications users look to 
the practices of the telephone industry 
for guidance in this respect, since tele-
phone people are in the business of sell-
ing communications and, consequently, 
can usually be relied on to look for a 
good balance between performance and 
cost. Telephone practice makes a rather 
sharp distinction between short-haul and 
long-haul systems, with the dividing 
point at about 200 miles. For long-haul 
standards, CCIR and Bell System are the 
best sources. For the short-haul systems 
Bel! and REA provide good guidelines. 

Bell System and CCIR both treat the 
allowable noise for systems longer than 

about 200 miles as directly proportional 
to length, and their standards turn out to 
be almost identical. CUR simply allows 
3 picowatts per kilometer for the micro-
wave system contribution and 1 pico-
watt for the carrier contribution, making 
a total of 4 picowatts per kilometer for 
the complete system. Converting these 
to miles yields 4.8 pkowatts per mile 
for the microwave alone and 6.4 for the 
microwave plus multiplex. The Bell Sys. 
tern objective of 38 dba0 for 4,000 miles 
includes multiplex as well as microwave 
contributions. Thirty-eight dba is equiv-
alent to 25,200 picowatts. which is equal 
to 6.3 picowatts per mile, as against 
CCIR's 6.4 picowatts per mile. 

If three-fourths of the total noise is 
allotted as the microwave contribution, 
as does CCIR, the resuit is 4.7 picowatts 
per mile, almost the same as CCIR's 4.8. 

For short-haul systems the practice is 
quite different. Current practice is to 
specify a single value of noise for such 
a system regardless of the number of 
hops. This figure is, at present, 27 dba0 
for the microwave plus multiplex noise. 
This is equivalent to 2.000 picowatts 
for the microwave plus multiplex noise, 
or 1,500 picowatts for the microwave 
alone. This is about 7.5 picowatts per 
mile for the maximum length system 
of 200 miles, 15 picowatts per mile for 
a 100-mile system, and even more for 
shorter systems. 
The 7.5 -picowatt-per-mile figure for 

the most stringent case in short haul 
systems is 2 db less stringent than the 
4.7-picowatt-per-mile !ong-haul figure. 

As far as the microwave equipment 
designer or system planner is concerned, 
the important thing to know is not pico-
watts per mile, but picowatts per hop, 
since microwave noise power is approxi-
mately proportional to the number of 
hops rather than to the number of miles. 
So, before it can really be determined 
how much strain the above- listed ob-
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jectives put on the microwave system, 
it is necessary to know, or arbitrarily 
decide, the length of the average hop. 
For example, take the long-haul objec-
tive of 4.7 picowatts per mile and see 
what it means to three different engi-
neers: 

Mr. "Conservative" figures 25-mile 
hops and thus gets a requirement of 
117.5 picowatts or 14.7 dba0 per hop. 
He thinks it can be done, but it's 
pretty rough. 
Mr. "Middleroad" figures 30-mile 
hops and gets a requirement of 141 
picowatts or 15.4 dba0 per hop. He 
isn't too unhappy about it, though he 
still doesn't think it's a cinch. 
Mr. "Optimist" figures 40-mile hops 
and gets 188.0 picowatts or 16.6 dba0 
per hop as the requirement. He just 
can't understand what those other fel-
lows are worrying about. 
Looking at the worst case short-haul 

requirement of 7.5 picowatts per mile 
in the same way, Mr. C gets 16.7 dba0, 
Mr. M gets 17.4 dba0, and Mr. 0 gets 
18.6 dba0 as the per-hop requirement. 
These figures make all of them pretty 
happy, so it appears that the agonizing 
decisions about what performance stan-
dards to use really lie only in the area 
of long-haul systems. 

Recommendations 

Although the microwave system stan-
dards established by the telephone in-
dustry provide a basis for establishing 
adequate performance, they stem from 
needs which do not always apply to in-
dustrial users. Consider the following 
opinions: 

1. The distinction between short-haul 

and long-haul requirements is 
valid for industrial as well as tele-
phone users. Unless a short-haul 
system is eventually to become part 
of a longer system, there is no 
need to set the standard any higher 

than 27 dba0 for an eight-hop 
system, or an average value of 
some 17 to 18 dba0 per hop. Even 
this requirement could be relaxed 
a couple of db and the service 
would still be perfectly acceptable. 
Until very recently telephone com-
panies usually used 31 dba0 for 
such systems — 4 db worse than 
their present practice. 

2. For long-haul service the indus-
trial user faces a more difficult 
choice, complicated by the fact 
that he uses the same system for 
short- and long-haul service, while 
the telephone companies use sepa-
rate systems. It is very tempting 
to simply fall back on the COR 
or Bell long-haul recommenda-
tions and accept them without 
further consideration. After all, 
these requirements are only 2 db 
tighter than the short-haul require-
ments which can be met fairly 
easily. It turns out that those 2 

db of difference push performance 
into an area which is much closer 
to the edge of the present state of 
the art, especially if "Mr. Con-
servative's" gloomy estimate of 
average path length is accepted. 
This can mean a great many thous-
ands of dollars in the initial cost 
of a system of even moderate 
length, and also a considerable 
increase in maintenance costs if 
the high performance is to be 
maintained. Thus, it appears that 
for the industrial user the cost of 
these 2 db is too high. The 7.5 
picowatt per mile figure used for 
shorter systems seems perfectly 
adequate for industrial systems of 
any length. Even for a 4,000-mile 
system, this would mean only 
about 38.7 dba0 for the microwave 
and about 40 dba0 for the micro-
wave plus carrier. That still is a 
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42-db signal-to-noise ratio, better 
than that obtained in a call across 
town in many parts of the world. 

3. CCIR and Bell System's long-haul 
criteria are based on the use of 
heterodyne or non-demodulating 
repeaters. If channel dropouts are 
needed only at widely separated 
points, the heterodyne repeater is 
a clear choice over the demodu-
lating repeater using back-to-back 
terminals because the noise per-
formance can be made somewhat 
better and level problems are 
greatly diminished. With recent 
improvements in the design of 
back-to-back repeaters the differ-
ence in noise performance between 
the two has been reduced to some-
thing on the order of 1 db. 

Industrial microwave systems, 
unlike those of the telephone com-
panies, are likely to require chan-
nel dropping at almost every re-
peater point. For this kind of 
service the back-to-back repeater 
has a very positive advantage, since 

the full baseband is available at 
every point. 

At the present state of the art, 
the 4.7 picowatt per mile criterion 
for long-haul circuits can probably 
be met using back-to-back re-
peaters of the very best modern 
design, but not without rigid con-
trol of a great many variables. The 
criterion can be met a little easier, 
but not very much, if heterodyne 
repeaters are used. 

If the criterion is relaxed to 
about 7.5 picowatts per mile, the 
requirements can be met fairly 
easily with either type of equip-
ment and, in this case, the back-
to-back type appears to be the best 
choice in most cases. 

In summary, why not use CCIR and 
other similar criteria as guides, but not 
absolute standards, and modify them to 
suit the particular requirements rather 
than following them unquestioningly? 
It may save microwave users a good deal 
of money with no significant decrease in 
performance. • 
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Microwave lntermodulation Distortion 
—and how it is measured 

Modern multi-channel microwave systems achieve their best per-
formance when operating levels are carefully controlled. If modulating 
levels are increased in an FM system, background noise is reduced by the 
wider frequency deviation, but intermodulation distortion goes up. Equip-
ment designers seek to minimize intermodulation distortion without mak-
ing the microwave equipment so expensive as to discourage its use. This 
article discusses some characteristics of intermodulation distortion and 
how it may be measured. 

Every element in a communications 

system tends to degrade signal quality 
to some extent, even in the very best 

equipment. Amplifiers, modulators, 

klystrons, and other such components 

are inherently non-linear. That is, over 

a wide band of frequencies, amplitude 

response or rate of phase shift will not 

be uniform. Such techniques as nega-

tive feedback go a long way toward 

improving linearity, but can never 

achieve perfection. As performance ap-

proaches ideal, cost of the equipment 

rises astronomically, so that economic 

considerations eventually determine the 

performance limits of the system. 

Intermodulation distortion increases 

as the load to be handled approaches 
the capacity of the device. In ampli-

fiers, the power-handling capability of 

the amplifier may be the limiting fac-

tor; n modulators, klystrons, modula-

tion detectors, and the like, bandwidth 

may determine how much load 
device can accommodate without 

preciable non-linear distortion. 

the 

ap-

Harmonics and 
Intermodulation 

If a single frequency is passed 

through a non-linear device— an 

amplifier, for instance— the output sig-

nal will contain not only the funda-
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mental frequency f, but also harmonics 

of the frequency: 2f, 3f. 4f . . . nf. 

Similarly, if more than one fre-

quency is passed through the non-linear 

amplifier, harmonics of each of the 

fundamental frequencies will appear 

in the output signal. Since these har-

monics were not present in the original 

signal, they are the result of distortion 
caused by the amplifier's non-linearity. 

The more non-linear the amplifier, the 
greater the signal power that is con-

verted to distortion products. 

Another characteristic of non-linear 
devices is that the various frequencies 

passing through the device modulate 
each other so that additional frequencies 

are produced. These intermodulation 

products represent not only the sum and 

FUNDAMENTAL 

POWER 

11 0 1 2 4 6 8 1011 

F/F 1 

0 1 2 4 6 

difference of the original input frequen-
cies, but also the sum and difference 

of the various harmonics and the inter-

modulation products themselves. 

For example, assume that the input 

frequencies are called A, B, C, etc. Then 

the harmonics which appear in the 

amplifier output will be 2A, 3A, 4A... 
nA ; 2B, 3B, 4B. 2C, 3C, 4C, and so 

forth. Actually, there are an infinite 
number of harmonics of each funda-

mental frequency, but the magnitude 

of these harmonics diminishes very 

rapidly with higher order, so that only 

the first few harmonics of each fre-

quency have much significance. 

Second- order interrnodulation prod-

ucts consist of such frequencies as 

(A + B), ( A - B), ( A + C), ( A C), 

2ND-ORDER 

DISTORTION POWER 
3RD-ORDER 

DISTORTION POWER 

I I - TYPE- I PRODUCTS I 

I 
2 - TYPE 2 PRODUCTS I 

I I l 

le...-"  
2 

2  

2 

01 2 4 6 8 1011 

F 1 
REF. I 

Figure I. Each type and order of intermodulation product has a different distri-
bution when fundamentals are distributed non-uniformly (power is the same in 
each example). Second-order products are greatest problem in wideband radio sys-
tems with "back-to-back" repeaters. Type I third-order products are most disturb-
ing in narrow-band systems, cable and coaxial systems, and those with heterodyne 

repeaters. 
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(B + C), ( B - C), and so forth.Third-
order products are much more complex, 

and will typically consist of such fre-

quencies as 
(A + B+C), (A-B- C), 
(2A + B), ( B- 2A) ..., 

(A + B - C) , 
(2A - B) 
As indicated in Figure I, second- and 

third-order distortion products have dif-
ferent distributions across the band. 

The differences result from the way 
in which the various intermodulation 

products form. Second-order intermod-

ulation can only be ( A ± B), (B C), 
and the like. Third- order products, on 

the other hand, may be formed from 
complex combinations of many fre-

quencies, both above and below the 
fundamentals. The third or higher-order 

products are divided into two groups: 
Group 1 products, which add on a volt-

age basis at each repeater, and Group 2 
products which add on a power basis 

(except under certain special condi-
tions). Normally, the distortion power 
of Group 1 products is much greater 

than that of the Group 2 products, and, 
along with second-order products, pro-

vide the greatest distorting effect. 
The various types of intermodula-

tion products will have different effects 

in different types of equipment. For 
instance, even-order products cannot 
appear in narrow-band systems unless 

the ratio of the highest frequency to 
the lowest is at least 2 to 1 for second-

order products, 1I/2 to 1 for fourth-
order products, and 11/4  to 1 for 

eighth-order products. Odd-order prod-

ucts, on the other hand, appear in the 
band regardless of the frequency ratio. 
Far this reason, third- and other odd-
order products present the greatest 

problem in narrow-band systems. 

Complex Signals 
It is unlikely that single frequencies 

will be used to transmit information 
over a modern radio system because 
of the limited information capacity of 
such methods. Invariably, information 
is conveyed by a complex signal of 

some sort, such as produced by high-
speed telegraphy, speech, or music. The 
number of individual frequencies in 

such signals is very large. When many 
channels are transmitted over a single 
system, the number of fundamental fre-

quencies becomes extremely large. 
Under such circumstances, the inter-

modulation products are so widespread 

that they resemble noise in their ran-
domness. In a wideband radio system, 
intermodulation in a given channel 

raises noise level in other channels, 
rather than appearing as crosstalk. 

As the signal level approaches the 

"break point" or overload level, inter-
modulation power tends to increase 

faster than the increase in level. In a 

frequency-modulated radio system, in-
creased signal level increases the 

frequency deviation. This, in turn, de-
creases background noise in direct 

proportion to the increase in deviation. 
The noise in a system carrying many 

voice channels never stays at a fixed 

level, but varies from instant to instant 

as the number of channels and the sig-
nal power of each changes. Differences 

in how loud or how fast the various 
telephone users talk may affect the total 
intermodulation noise at any given time 
(See DEMODULATOR, Augusl,1959). 

Measuring Intermodulation 
High-density carrier systems—those 

with 60 channels or more—provide a 

complex signal that strongly resembles 
"white" noise in its randomness and 
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uniform distribution across the band. 

When such a signal is transmitted over 

a modern radio system, intermodulation 
products appear both within the base-

band and out of band. If one or more 
channels are left idle, it can be ob-
served that the noise level in these 

channels increases when the rest of the 
system is heavily loaded. 

This immediately suggests a way of 
measuring the intermodulation charac-
teristics of the transmission system. Be-

cause the load on the actual working 
system is variable and cannot be con-
trolled, a substitute load must be found 
which is representative of a typical 
signal. Thermal or "white" noise is 
generally used, with the noise power 
being adjusted to represent the power 
of the actual signal. Figure 2 shows a 
block diagram of a typical arrange-
ment used for measuring intermodula-
tion distortion in radio systems. 
The noise source is usually a photo-

tube, diode, or transistor operated in 
such manner as to provide a wide-

spectrum noise signal. The noise out-

put is amplified and passed through 
a band-pass filter (usually a high-pass 

WIDE-BAND 
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plus a low-pass filter) which limits 
the noise spectrum to the bandwidth 
of the radio equipment. 

Following the noise generator, its 
associated amplifiers, and level control, 

a band-stop or "notch" filter is inserted 
to eliminate the noise signal from a 
selected band. Several such band-stop 

filters are usually used, in order to 
measure intermodulation products in 
different parts of the band. Usually, 
only one band-stop filter is used at a 

time, and some provision is made for 
quickly substituting filters. 

The broad-band noise signal from 
which the "notch" has been eliminated 

by the band-stop filter, is applied to the 
system at the same power level as the 
normal wide-band signal. If the system 
produces intermodulation distortion, 

the noise in the notch will increase, 
and this may be measured at the re-
ceiver with a frequency-selective volt-
meter. In normal practice, noise in the 

notch is measured with the band-stop 
filter in the transmitting circuit and 
then out. The ratio (in decibels) of 
the noise power, with no band-stop 
filter in the circuit, to the noise power 

NPR 

RADIO 
SYSTEM 

Figure 2. Block diagram of a typical arrangement for measuring intermodulation 
distortion in terms of Noise Power Ratio. 
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RADIO 
SYSTEM 

Figure 3. Bloch diagram of arrangement for determining signal-to-intermodula-
tion noise ratio directly. System is calibrated with test-tone, then noise load is sub-
stituted. Total noise power from final filters provides direct signal-to-noise value. 

present with the filter in the circuit 
is called the Noise Power Ratio, usually 
abbreviated NPR, and is frequently 
used to express the intermociulation 
distortion produced in communications 
equipment. NPR provides a measure 

of the intermodulation performance of 
the radio equipment over which carrier 

channels may be transmitted, but does 

not indicate how much interference 
will be experienced within each chan-
nel. Since other types of interference, 
such as crosstalk and background noise, 

are expressed in terms of their power 
or effect per-channel, it is desirable to 
express intermodulation distortion sim-
ilarly, thus putting all disturbing ef-

fects on a common basis. 
Intermodulation distortion may be 

expressed in terms of per-channel sig-
nal-to-noise ratio by adding a " correc-
tion factor" derived from the ratio of 
total signal power to the power appear-
ing in one channel. Since power is dis-

tributed uniformly, this is a function 
of bandwidth. For example, if the to-
tal baseband is 1200 kc and the total 
signal load is + 10 dbm, the distor-

tion power appearing in a single 3-kc 
channel will be 1/400 of the + 10 dbm 

total power. This is 26 db below + 10 

dbm, or - 16 db relative to the chan-
nel test tone. Thus, in this example, a 
16-db correction factor would have to 

be added to the Noise Power Ratio in 
order to express intermodulation dis-
tortion in terms of signal-to-noise ra-
tio. Note that the correction factor will 
be different for different bandwidths 
and total signal power. 

If it is desired to express intermodu-
lation noise in terms of its disturbing 

effect, an additional 3 db must be added 

to the flat signal-to-noise ratio to ob-
tain the F1A-weighted signal-to-noise 

ratio. This may be converted to dba 
by subtracting the F1A-weighted signal-
to-noise ratio from - 85 db. In circuits 
using C-message weighting, 1.5 db 
should be added to the flat signal-to-
noise ratio to obtain C-message weighted 

signal-to-noise ratio. Subtracting this 
from - 90 db yields dbrn ( C-message). 

An alternate way of measuring inter-
modulation distortion is diagrammed 
in Figure 3. In this method, the entire 

system is calibrated by transmitting 

a test tone through the system. The 

test tone frequency is selected to lie in 
the center of a band-pass filter at the 
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Figure 4. Lenkurt Type 5203-5204 Dis-

tortion Test Set in use. This equipment 

works on principle diagrammed in 

Figure 3. 

output of the receiver. The received 

test tone power then becomes the ref-
erence power. 

The test tone is removed and a wide-
band noise signal of a power which 

represents the baseband signal is trans-
mitted through a band-stop filter which 

rejects a band of frequencies somewhat 
wider than the band accepted by the 
receiver band- pass filter. The total 

power measured at the output of the 
receiver band-pass filter is proportional 

to both the intermodulation distortion 
and the bandwidth of the receive fil-

ter. By applying a correction factor to 
account for the bandwidth of the filter, 

intermodulation distortion power may 
be read directly from the output of the 
receiver band-pass filter. 

Both methods will give the same 

results. The latter method has the ad-
vantage of permitting special test equip-

ment to be constructed in which filter 
characteristics are allowed for in cali-
brating the equipment, thus eliminating 
calculations and greatly simplifying 

the measurement of intermodulation 

characteristics. Figure 4 shows an inter-
modulation test set designed and manu-
factured by Lenkurt. This equipment 
requires only a noise source and ordi-

nary laboratory RMS-indicating vacuum 
tube voltmeter. The instrument is cali-
brated to give direct signal - to- noise 
values ( fiat-weighted) for intermodula-
tion distortion. 

Intermodulation distortion measure-
ments show the performance of the 

system as a whole, rather than of in-
dividual components, such as transmit-

ter and receiver. If separate perform-
ance ratings are provided for separate 

components, they should be added to-
gether on a power basis to obtain a 
realistic evaluation of system perform-
ance. • 
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MEASURING POWER AND FREQUENCY 
At 6000 Mc 

Because the wavelength is only about .2 inches, and because waveguide 
is used extensively in place of more conventional equipment components, 
the methods used. for making measurements in the vicinity of 6000 Mc are 
considerably different from those used at lower frequencies. In carrier 
equipment, or in radio equipment operating at lower microwave frequencies, 
many measurements are made by connecting meter leads directly across 
points on the transmission path. This technique cannot be used with wave-
guide; instead, special apparatus must be employed to sample the energy 
passing through the waveguide. 

Some of the special test instruments and measuring techniques used to 
measure power and frequency in wave guide circuits are discussed in this 
article. 

Proper lineup and adjustment of 

microwave radio equipment requires 

that measurements of power and fre-

quency be made at various points in the 
r-f circuits. When these measurements 

are made where waveguide is the trans-

mission medium, some means must be 

provided to gain access to the energy 
passing through the circuit. Because 

the circumstances are not the same as at 

lower frequencies, microwave measure-
ments require different types of test 
equipment. The indi‘ idual items of test 

equipment utilize components which 
are considerably different in appearance 

from those used with carrier equipment. 
In this article, emphasis is placed on 

components of microwave test equip-

ment. Among the individual compo-
nents described are resonant cavities, 

crystal diodes, directional couplers, and 
bolometers. 

Commercially available microwave 

test sets include the various components 

needed to make power and frequency 
measurements on waveguide circuits. 

The frequency meter portion of these 

test sets is normally based on the use of 
a built-in resonant cavity; the power 
meter portion is based on the use of a 
temperature sensitive device called a 
-bolometer." Test sets also normally 
supply a source of microwave test sig-
nal. A typical microwave test set is 

shown in Figure 1. Where test sets are 
not available, measurements can be 
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Fig. 1. A typi-
cal test set for 
measuring pow-
er and frequen-
cy on wave-
guide circuits. 

made by setting up various arrange-

ments of test equipment components. 

Resonant Cavities 
A typical resonant cavity of the type 

commonly used as a cavity wavemeter 
(to measure frequency) is shown in 

Figure 2. Is it essentially a cylindrical 
metal enclosure, one end of which can 

be moved by means of a micrometer 

screw adjustment. The micrometer scale 
normally reads in units of length. The 
reading is converted to frequency by 

reference to a calibration curve. Theo-
retically, a cavity wavemeter can be cali-

brated from its dimensions. In practice, 

however, the calibration is done by 

comparison with a standard meter. 
Although cavity dimensions can vary 

slightly with temperature, most wave-
meters, once calibrated, will maintain 
sufficient accuracy under normal condi-

tions to meet most field requirements. 
For critical applications, where extreme 
temperature variations are likely to be 

encountered, resonant cavities are made 
of materials (such as invar) with ex-

tremely low temperature coefficients. A 

crystal detector, an indicating meter, 
and a cavity wavemeter provide a means 
of measuring frequency equivalent to 
that provided in a standard microwave 

test set. 

How a Resonant Cavity 
Works 
A shorted quarter-wave transmission 

line is actually a resonant circuit. If 

two such resonant lines are connected 
in parallel, the resonant frequency is 
unchanged. In fact, connecting any 

number of shorted quarter-wave lines 
in parallel from the same two points 

LOSS,' MATERIAL MOVABLE WA L 

Fig. 2. A typical resonant cavity. 
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will not affect the resonant frequency. 
As more and more lines are connected 
in parallel, eventually a closed metal 
container will be formed— and this con-
tainer is the simplest example of a 
resonant cavity. An example of this is 

shown in Figure 3. 
A practical resonant caN ity consists 

of a closed waveguide section with one 
dimension equal to an integral number 
of half-wavelengths of the resonant 

frequency. It can be excited in the 

same manner as any waveguide—i.e., by 
induction through a slot or from a 

probe inserted at the proper location. 

Cavity Wavemeters 
Resonant cavities used for frequency 

measurements are called cavity wave-

meters. They are adjustable, and are 
calibrated to measure all frequencies 

within a certain band. 

A special application of a cavity 
wavenleter, permanently adjusted to 

resonate at one frequency only, is called 
a reference cavity. In place of a mi-
crometer dial, a reference cavity usually 
has only a simple screw adjustment 

which normally is set and locked once 
the cavity is tuned. 

Three different types of cavity wave-
meters are available— transmission, re-
action, and absorption. They differ in 
the manner in which the resonant cavity 
is coupled to the waveguide. An exam-
ple of each type is shown in Figure 4. 

TRANSMISSION 

TYPE 
REACTION 

TYPE 

AS 

TYPE 

Fig. 4. Three types of cavity wave-
meters. 

Transmission- and absorption-type 
wavemeters are used with the signal 

source at one side of the cavity and a 

detector at the other. Resonance is de-
termined by means of a microammeter 
connected to the detector. With the 

transmission type, the meter will peak at 
resonance, while with the absorption 
type, the meter will dip. Absorption-

type wavemeters transmit maximum 
power at frequencies far from reso-

nance. They can, therefore, be inserted 
directly into a transmission line and de-

tuned when not in use. A transmission-

type wavemeter, however, transmits 

maximum power only at resonance; it 

must be used with a directional coupler 
or some other arrangement that permits 

it to be removed from the transmission 
system when it is not in use. If left in 
the line, a transmission-type wavemeter 
would cause the r-f level to fluctuate 

with frequency changes. 

Reaction-type wavemeters indicate 

resonance by a change in magnitude and 
phase of the reflection coefficient. The 
resonant frequency is best determined 

by instruments capable of detecting a 

F-ig. 3. Develop-
ment of a Reso-
nant Cavity. 
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change in phase. In addition to fre-
quency measurements, the reaction-type 

cavity is often used as a reference cavity. 
The reference cavity in the transmitter 

afc circuit of the Type 74A Microtel 
system is essentially a reaction-type 
wavemeter. Because of its critical appli-
cation, this cavity is made of invar. 

Crystal Diodes 
A crystal diode provides a conveni-

ent means of converting r-f energy in a 
waveguide into a measurable quantity. 
The crystal diode is connected to a 
probe (which may actually be a part of 

the crystal element) or loop which, in 

turn, is coupled to the electric or mag-
netic field in a waveguide. The sample 
of r-f energy intercepted by the probe 
is rectified by the crystal and can be 
measured with a microammeter. 

Where the r-f energy in a waveguide 

is amplitude-modulated, a crystal diode 

can function as an AM detector. This 
characteristic is utilized in some types 

of measurements by deliberately insert-
ing an AM signal into the transmission 
system. This signal can then be de-

tected, amplified, and displayed on an 
oscilloscope to determine whether the 

desired characteristic has been obtained. 

Bolometers 
R- f power passing through a wave-

guide is normally measured by means 

of a bolometer. This device consists of 
a temperature-sensitive bolometer ele-

ment in a bolometer mount which pro-
vides a means of connection to the 

waveguide The bolometer element 
forms one leg of a bridge circuit. Since 
resistance of the bolometer will vary in 

accordance with the amount of power 
absorbed, power measurements can be 

made by determining the degree of bal-
ance of the bridge circuit. 

There are two general classes of bo-
lometer elements: ( 1) barretters, which 

have positive temperature coefficients 
and, ( 2) thermistors, which have nega-
tive coefficients. Any short piece of fine 

wire is a simple barretter. Instrument 

fuses are often used for the purpose, 

although the normal type of commer-
cially available barretter consists of a 
piece of extremely fine platinum wire 

enclosed in a suitable capsule. Thermis-
tors are made of metallic oxide mate-

rials selected because their resistance 
decreases as the temperature increases. 

A bolometer can be mounted to ab-

sorb power directly from a waveguide, 
or from a probe which samples the r- f 
energy in the waveguide, coupling a 
definite portion of it to the bolometer. 

Mounts 
A crystal diode mount or bolometer 

mount provides means for coupling the 
element to the r-f energy, and for 
matching the impedance of the element 

to that of the transmission system. The 
mounts may be shorted sections of 

waveguide, connected to the transmis-
sion system by means of directional 

couplers, or they may be coaxial, and 
connected to the waveguide by means 

of a coaxial jack and probe. 

A waveguide mount is essentially a 
short section of waveguide closed 

(shorted) at one end. Waveguide 
mounts can either be fixed to operate 

over a specific band of frequencies, or 
they may be tuned. Tunable mounts 

have tuning stubs which may be ad-
justed to exactly match the impedance 
of the element to that of the guide. 
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The bolometer element is held inside 

of the waveguide by the waveguide 

mount. Crystal diodes are mounted out-
side the guide, with the probe project-
ing into the waveguide. 

Coaxial crystal diode and Bolometer 
mounts are also available, and are often 

used where a coaxial jack and probe are 
built into the main waveguide. Coaxial 
connectors are provided at each end of 
the mount so that, when connected to 
suitable instruments, the r- f power can 

be measured. 

Directional Couplers 
A directional coupler is a device used 

to sample the r-f energy traveling in 
one direction in a transmission system, 

with a minimum of interference from 
the r-f energy traveling in the other 
direction. There are two general classi-
fications applied to waveguide direc-

tional couplers, the multi-hole coupler 
and the cross-guide coupler. 

Multi-hole couplers are most often 

used for precision laboratory measure-
ments and are sometimes called preci-
sion directional couplers. A typical 
multi-hole coupler is shown in Figure 5. 

It consists essentially of two parallel 
waveguide sections that have a common 
wall throughout most of their length. 
The main section is flanged at both ends 

and in use is a part of the r-f transmis-
sion system. The secondary section is 

used for measurement purposes. For 
example, a bolometer or crystal diode 

mount may be connected to the flanged 

end. The secondary section has a load 

termination at the blind end. 

Wave energy traveling through the 
main section is induced into the sec-

ondary section through holes in the 
common waveguide wall. The holes are 
arranged in such a manner that wave 

energy in the main waveguide induces 
a wave traveling in the same direction 
in the secondary waveguide. An oppo-

LOAD TERM.NATION 

LOAD TERMINATION 

(A) 

MULTI- HOLE 

COUPLER 

(B) 

CROSS- GUIDE 

COUPLER 

Fig. 5. Directional 
Couplers: At top, 
a typical example 
of a multi-hole 
coupler; at bot-
tom, a typical ex-
ample of a cross-
guide coupler. 
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sitely directed wave is also induced in 

the secondary, but the energy of this 
wave is relatively small compared with 

the energy in the main waveguide. 

There are two waves in the main 

guide. The wave carrying energy toward 

the load is called the preferred wave. 
Measurements in the secondary wave-
guide are normally related to the pre-

ferred wave. The preferred wave cou-
ples energy to the secondary flange, 

and the oppositely directed wave cou-

ples to the secondary load termination. 

The power ratio between the pre-

ferred wave energy in the main guide 
and its component at the secondary 

flange is called the coupling factor, and 
is expressed in decibels. 

A small amount of the power ap-
pearing at the secondary flange may be 
due to the energy of the oppositely-
directed primary wave. The power ratio 
between the desired wave at the sec-

ondary flange and this undesired wave 
is called the directivity, assuming pri-

mary waves of equal magnitude. The 
directivity is expressed in decibels. 

The definitions of coupling and di-

rectivity apply also to the cross-guide 
coupler, which is commonly used where 

there are space restrictions and where 

laboratory accuracy is not required. An 
example of a cross-guide directional 
coupler is shown in Figure 5. Although 

the axis of the waveguide sections 
which comprise the cross-guide coupler 

are at right angles, the operation is sim-

ilar to that of the multi-hole coupler. 

Wave energy from the main guide is 

coupled into the secondary, and the 
direction of wave energy depends upon 

the direction of energy flow in the main 
gui de. 

Cross-guide couplers are available 

with flanges at both ends as well as 
with a flange at one end and a load 

termination at the other end. An ad-
vantage of a cross-guide coupler with 

a secondary load termination is that 
reflections from the termination to the 
secondary flange are minimized. 

The secondary flanges should be cov-

ered by shorting plates or by waveguide 
terminations when they are not being 

used. Normally, shorting plates will be 

sufficient to prevent radiation which 

would cause deterioration in service. 
However, in some applications, matched 
terminations are used to provide opti-
mum operation. 

Typical values of coupling are 3 to 

20 decibels for multi-hole, and 20 to 30 
decibels for cross-guide couplers. Typi-
cal directivity for multi-hole couplers 
is 40 decibels or better, and for cross-
guide couplers, 20 decibels or better. 

Test Set 
The components necessary for fre-

quency and power measurements are 
incorporated in commercial microwave 

test sets. In addition to a cavity wave-

meter, crystal detector, bolometer and 
power meter, a microwave signal gen-
erator is included in the test set, which 

greatly increases its versatility. The sig-
nal generator is similar to signal gener-
ators used at lower frequencies in that 

the oscillator may be tuned over a spe-
cific range, and the output power is 
adjustable. The signal generator is used 
where test and adjustments in a micro-

wave system require a test signal of 

known value. Among the measure-

ments which can be made are trans-

mitter deviation, path loss and receiver 
sensitivity. 
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When power or frequency measure-
ments are to be made, the waveguide 
energy is sampled by means of a probe 

or directional coupler, and is connected 
to the test set through a coaxial lead. 
The power meter includes a self balanc-
ing bridge circuit with the bolometer 

in one leg of the bridge. R.f power is 
read directly on the indicating meter. 

Frequency is measured in terms of the 
reading on the micrometer dial. To 
simplify field measurements, probes and 

coaxial jacks are often built into key 
spots in the waveguide system of micro-
wave terminals and repeaters. 

Frequency Measurement 
The basic equipment for frequency 

measurements in the field include a 

cavity wavemeter, a crystal detector and 
mount, a potentiometer and a microam-

meter. These may be part of a micro-
wave test set, or they may be used 

separately. 

The sample of waveguide energy is 
applied to the cavity waverneter. The 

crystal diode rectifies the energy so that 
an indication may be obtained on the 
microammeter. Rather than applying 
the rectified energy to the microam-

meter directly, a potentiometer is used 

to divide the voltage. This helps to 
prevent damage to this sensitive instru-

ment. The cavity wavemeter is then 

adjusted to obtain the desired meter 

indication, either a peak or dip depend-
ing upon the type of cavity wavemeter 
used. 

An oscilloscope can be used to facili-
tate the measurement. When connected 
to the output of the detector, the pat-
tern on the oscilloscope ( a straight line 
at frequencies off resonance) will jump 

as the resonant frequency is passed. 

This permits a rough frequency mea-

surement to be done quite easily and 
rapidly. Once the rough micrometer 
setting has been made, the oscilloscope 
is replaced by the microammeter for the 

final measurement. 

Power Measurement 
For power measurement, a bolometer 

element and mount, and a microwave 
power meter are required. The power 
meter will include three legs of the 
bridge circuit, bridge power supply and 

the indicating meter. The bolometer 
element is the fourth leg of the bridge. 

R-f energy reaching the bolometer ele-
ment changes its resistance and this 

tends to change the bridge balance. 

Self-balancing bridges are normally 

used with a power meter. The energy 

required to maintain the bridge balance 
is equal to the energy absorbed by the 
bolometer. The indicating instrument 
is direct reading and is calibrated in 

milliwatts or dbm. 

Conclusion 
While the components and measure-

ment technique used in microwave mea-

surements are somewhat different from 
those used at carrier frequencies, the 

quantities to be measured are not 

changed. In general, more precautions 
and a little more care must be exercised 

in making tests at microwave frequen-

cies. However, they are not difficult to 
make, and only require an understand-

ing of the measurement technique to be 
used and of the operation of the test 
equipment. Detailed descriptions of 

microwave test equipment and measure-

ment techniques are included in the 
catalogs and instruction manuals of test 

equipment manufacturers. 

299 



_ 



VOL. 12, NO. 5 MAY, 1963 

emodulator 

ANTENNA SYSTEMS 
for microwave 

Part One 

An efficient antenna system is a rital part of any successful radio 
system. This is particularly true of point-to-point microwave, where the 
low power output and the high propagation losses combine to make 
highly directive antennas necessary. Many specialized antenna arrange-
ments have been developed to solve specific problems, but compromises 
are usually necessary. Sometimes the performance of a highly special-
ized design must be compromised to adapt the antenna to more general 
usage. And a compromise between performance and cost is almost in-

evitable. This article discusses the characteristics of several types of 
microwave antennas used in communications and other applications. 

Any radio system requires some sort 
of transmitting antenna to radiate en-
ergy into space and a receiving antenna 
to collect as much of this energy as 
possible. The efficiency of the antenna 
system depends on how much of the 
transmitted energy can be retrieved by 
the receiving antenna; and the amount 
of this received energy depends on the 
characteristics of both antennas. 

Broadcast radio has a low efficiency 
because it must radiate energy more or 
less equally in all directions; thus, any 
one receiving antenna can pick up only 
a tiny fraction of the radiated energy. 

To o‘ercome this low efficiency, the 
broadcast station must transmit a large 
amount of power. By contrast, a point-
to-point microwave system radiates only 
a small amount of power — but it uses 
a directional transmitting antenna to 
concentrate the power into a narrow 
beam directed toward the receiving an-
tenna. The receiving antenna must also 
be highly directional to enable it to col-
lect as much of the incoming signal as 
possible and to reject radiation from 
other directions. 

This directional property of the an-
tenna is of vital importance to the sys-
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tems engineer and is measured in terms 
of gain. Antenna "gain" results from 
the directivity of the antenna and is 
used as a figure of merit for the an-
tenna. It is usually defined as the ratio 
of the maximum radiation intensity in 
a given direction to the maximum ra-
diation intensity in the same direction 
from an isotropic radiator. (An iso-
tropic radiator is an "ideal antenna" 
which radiates equally in all directions; 
it cannot be realized in practice, but it 
serves as a convenient performance ref-
erence). 

Antenna gain increases the effective 
power of a transmission just as surely 
as does amplifier gain. A distant ob-
server located along the beam would 
receive as much signal power from 
an antenna with a gain of 30 db, 
radiating 1 watt, as he would from an 
isotropic radiator at the same distance 
with an output of 1,000 watts. The ef-
fectiveness of the transmission is simi-
larly increased by the gain of the re-
ceiving antenna. In fact, all the prop-
erties of an antenna are the same 
whether it is used for transmitting or 
for receiving. 

Closely related to the gain of an an-
tenna is its beam width, usually defined 

ISOTROPIC 

as the angle between the "half-power 
points," the points where the radiated 
power is 3 db down from maximum. 
The beamwidth may be specified both 
vertically and horizontally to describe 
the beam shape in three dimensions. 
Many different beam shapes are used 
for various purposes. For example, 
some radars use a "fan-shaped" beam 
to increase the volume of the sky cov-
ered with each scan of the antenna. 
Point-to-point communication systems 
normally use " pencil-shaped" beams to 
concentrate the power as much as pos-
sible toward a single point. Figure 1 
illustrates typical radiation patterns of 
several types of antennas. 

Directional Antennas 
No directional antenna concentrates 

all its radiated power into the desired 
beam. For various reasons ( such as 
scattering from feed or supporting 
structures, diffraction at the antenna 
edge, and the finite number of wave-
lengths across the aperture diameter), 
energy is robbed from the main beam 
to produce secondary beams or " lobes" 
which radiate in various directions 
away from the desired axis — even to 
the rear. These side lobes and back 

err 
HALF WAVE DIPOLE PARABOLIC 

Figure 1. Idealized representation of radiation patterns produced by isotropic, 
dipole, and parabolic reflector antennas. 
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Figure 2. Typical radiation pattern of 
a parabolic reflector antenna. Majority 
of the power is concentrated in the 
main beam, but some power is wasted 
in the unwanted back and side lobes. 

lobes represent wasted power and may 
be a source of interference with other 
services. 
One method of providing antenna 

directivity is to use arrays of radiating 
elements. These are complex arrange-
ments in which the characteristics of 
many simple radiators add up to achieve 
direct;vity. The radiation pattern of an 
array is controlled by its shape and size 
(in terms of wavelengths), and by the 
phase relationship between the individ-
ual elements. With careful design, gains 
of over 30 db are achieved with arrays, 
but at the expense of very complex dis-
tribution arrangements to serve the 
many elements required. 

Arrays are not generally used for 
point-to-point microwave communica-
tion because of the complexity necessary 
to achieve the required gain and because 

the mechanical tolerances become diffi-
cult to attain at frequencies above 2 gc 
(2000 mc). Arrays composed of radi-
ating slots cut in a plate or waveguide, 
rather than of radiating conductors, 
have recently achieved more promi-
nence. This type of array is sometimes 
used as a " feed" arrangement to illumi-
nate a microwave reflector. 
One of the most attractive properties 

of microwaves, from the antenna de-
signer's viewpoint, is that they follow 
many of the rules of optics. Microwaves 
can be focused into a narrow beam by 
various lens or reflector arrangements. 
In both, the lens or reflector must be 
illuminated by a primary radiator, in 
the same way that an optical lens or 
reflector must be illuminated by a light 
source. In a microwave system this pri-
mary illumination is most often accom-
plished by an electromagnetic horn — 
a flared end on a waveguide ( which 
itself is an efficient — but sometimes 
cumbersome — antenna). Waveguide 
arrays are also used to provide illumina-
tion, and, at lower frequencies, dipoles 
may be used. 
A microwave lens is a device for 

collecting and focusing divergent radi-
ation into a parallel beam by refraction 
(bending), in much the same way that 
an optical lens focuses a light beam. 
Microwave lenses may take a variety of 
shapes including disks, cylinders, and 
spheres. Lenses are often constructed 
of dielectric materials such as polysty-
rene, but they may also be made of 
metal plates set parallel ( the so-called 
"waveguide" lens). The main advan-
tage of a lens is that it is fed from the 
back; thus, there is no front feed struc-
ture with its attendant mechanical prob-
lems and aperture blocking. A high 
"front-to-back ratio" ( the ratio of 
power in the beam to the power scat-
tered to the rear) can be achieved with 
a lens because the rear feed radiates en-
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Figure 3. An array of 50 log-periodic antennas used for radar explorations of the 
sun, moon, and planets. 

ergy in the same direction as the lens. 
However, the lens inevitably has reflec-
tions at the surfaces and losses in the 
dielectric material, resulting in an in-
sertion loss of perhaps 1 to 3 db. Thus, 
the gain is a little lower than that of a 
reflector and the side lobes of the lens 
are usually larger. The lens is also more 
difficult to design, although once de-
signed, it can tolerate greater surface 
errors than the reflector. 

Reflectors 
Radio beams can be formed by re-

flection as well as by refraction. A 
shaped reflector is used in the majority 

of communications applications where 
a high-gain antenna is required; and by 
far the most widely used reflector shape 
is the parabola. Many parabolic reflector 
arrangements are possible, but probably 
the most common is the paraboloid of 
revolution illuminated by a center-feed 
waveguide horn located at the focus of 
the paraboloid. 
The gain of an antenna depends on 

its size, measured in wavelengths. Gain 
increases as the wavelength becomes 
shorter or the antenna becomes larger, 
according to the relationship 

Gain =__ k 0 .  diameter  , 2 
wavelength / 
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vhere k is an efficiency factor, usually 
bout 55% in microwave applications. 
Thus, gain increases very rapidly as the 
fish diameter is increased or the wave-
ength is shortened. The practical sig-
lificance of this is that higher frequen-
:ies must be used to attain high gain if 
he antenna size must be kept small. 
As an example, assume a 6- foot reflector 
and an operating frequency of 6 gc 
(6000 mc). The wavelength at this 

frequency is 0.164 ft. Then, 

G 0.55 (7 o: 6 64 

= 7270. 

Expressed in db, th:s power ratio is 38 6 
db. At 1 gc a 36- foot reflector would 
be required to achieve the same : ntenna 

gain. 

REFLECTOR 

FEED 

Figure 4. Microwaves follow most of 
the rules of optics. Lens is illuminated 
from behind, eliminating aperture 
blocking by the feed, but energy is lost 

in passing through the lens. 

Figure 5. The center-fed paraboloid 
of revolution is the antenna most com-
monly used for point-to-point micro-

wave transmission. 

Since antcnna gain is really a result 
of its directivity, bearnwidth can be 
calculated using a simiiar formula. An-

tenna beamwidth, in degrees between 
the 3-db points, is gi‘ en by the approxi-
mate relationship 

(70') (wavelength) beamwidth — _ . 
diameter 

For the same 6- foot antenna and the 
same 6-gc frequency, 

(700) (0.164) 
beamwidth —  - 

6 

= 1.9 degrees. 

The antenna designer strives for a 
low side lobe level as part of his effort 

to design an efficient directional anten-
na. The side lobe levels of a parabolic 
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Figure 6. Gain of a parabolic reflector antenna with reference to an isotropic 
antenna (assumed efficiency of 55%). 
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reflector are controlled mainly by the 
feed pattern, not by the dish itself. One 
method used to reduce the side lobe 
level is to taper the illumination. That 
is, the illumination power at the outside 
edges of the reflector is made lower 
(usually about 10 db) than that at the 
center. This reduces the energy scattered 
to the side and rear by the dish edge, 

thus improving the front-to back ratio. 
Other factors which affect the side lobe 
level are the scattering produced by the 
supporting structure, and the shape of 
the feed horn itself. 

There are two main problems which 
arise from the use of a center- fed horn 
to illuminate a reflector: ( 11 the feed 
horn structure itself blocks a portion of 

Figure 7. This 60-foot reflector is part of a tropospheric scatter system installed 
by Lenhurt at Trutch Island, British Columbia. Such antennas, with a gain of 
39 db at 900 mc, permit " hops" far longer than line-of-sight distance by using the 

troposphere as an intermediate reflector. 
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the reflector aperture, and ( 2) some of 
the energy is reflected directly back into 
the feed horn to create a standing wave, 
which causes distortion and loss of 
efficiency. Both these problems, of 
course, depend on the relative size of 
the feed horn. One way to eliminate 
such problems is to use a parabolic sec-
tion, rather than a paraboloid of revolu-
tion, for the reflector. This allows the 
feed to be located at the focus of the 
parabola, but offset from the aperture 
of the antenna. This eliminates both 

the aperture blocking and the direct re-
flection of energy back into the feed. 
An extreme example of the use of 

such a parabolic section is becoming 
increasingly popular for microwave 
communication systems. This is the 
horn- reflector antenna (sometimes 
called the "cornucopia"). In this an-
tenna, the feed horn and the reflector 
are fabricated as one structure, but it 
can be considered as simply a horn feed-
ing a parabolic section. One system uses 
horn-reflectors for the simultaneous 
transmission of signals in the 4-gc, 6-gc, 
and 11-gc bands, with gain ranging 
from about 39 db at the lowest fre-
quency to more than 47 db at the 
highest frequency. Because the sides of 
the feed horn extend to the reflector, 
edge "spill-over" is reduced; this results 
in lower side lobes and a much higher 
front-to-back ratio than ordinary para-
bolic reflectors. This is perhaps the 
biggest advantage of the horn- reflector; 
front- to-back ratios of better than 70 
db have been reported. 

In some applications, the waveguide 
and feed structure of the antenna sys-
tem becomes large and complicated. A 
good example of this occurs in space 
communications, where low-noise maser 
or parametric preamplifiers must be 
placed quite close to the antenna feed 
in order to avoid the losses which occur 
in a long waveguide run. These pream-

plifiers often require elaborate cooling 
to keep the noise level low. This usually 
requires a rather large feed structure at 
the focus of the paraboloid, which may 
cause excessive scattering and blocking 
of the beam. It also complicates the 
mechanical arrangements for running 
and cooling the amplifiers. 

As a way around this problem, an-
tenna designers have borrowed a tech-
nique from optical telescope design. 
This technique, known as the Casse-
grain design, permits the antenna to be 
fed from behind the dish, with the horn 
protruding through the center of the 
reflector to illuminate the convex side 
of a hyperbolic subreflector, as shown 
in Figure 9. The reflection from the 

\ PARABOLOID OF 

REVOLUTION 

FOCUS OF 
PARABOLOID 

Figure 8. The horn-reflector antenna 
consists of a parabolic section fed from 
the focus of the paraboloid. Because the 
horn extends to the reflector edge, 
"spill-over" is reduced, side lobe levels 
are low, and a high front-to-back ratio 

is achieved. 

308 



subreflector illuminates the main dish, 
which focuses the energy into a beam. 
With proper design of both the hyper-
bolic subreflector and the parabolic 
main reflector, the main dish sees a 
"virtual feed" located at its focus, and 
all path lengths are the same from the 
feed horn to a distant point in space. 

The biggest disadvantage of the 
Cassegrain feed system is the amount 
of aperture blocking introduced by the 
subreflector. This can be minimized by 
enlarging the feed horn and reducing 
the size of the subreflector. The feed 
horn is then extended forward so that 
equal shadows are cast by the feed and 
the subreflector. 

Figure 9. The Casse-
grain antenna system is 
used primarily in space 
communications where 
low- noise preamplifiers 
are often placed close to 
the feed. Cassegrain sys-
tem permits the antenna 
to be fed from (and the 
preamps to be mounted) 
behind the main re-

flector. 

PARABOLOID 
- MAIN REFLECTOR 

HYPERBOLOID 
\ [-SUB REFLECTOR 

VIRTUAL 
FEED 

The Mechanics of Antennas 
As might be expected from an anal-

ogy with light, surface irregularities in 
the reflector tend to defocus the beam 
— side lobe levels are increased, gain 
is reduced, and the beamwidth is in-
creased. The magnitude of these effects 
depends primarily on the size of the 
surface errors — in terms of wave-
lengths at the frequency of interest. 
Of course, there are limits to machining 
tolerances, particularly with larger an-
tennas, and some compromising is nec-
essary between performance and eco-
nomics. As a general rule surface errors 
should not exceed 1/16 the wavelength. 
This tolerance is not difficult to achieve 
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Figure 10. Radomes are sometimes used to protect antennas from weather and 
debris. The problem is particularly severe where reflectors are mounted horizon-
tally, illuminating a passive reflector which redirects the beam horizontally to a 

distant site. 

at low frequencies or with small re-
flectors, but it becomes a real problem 
with large reflectors at high frequencies. 
For example, at 6 gc the tolerable sur-
face error is of the order of -±- 0.12 inch, 
while at 11 gc it is about ± 0.065 inch. 
Achie% able error tolerance is approxi-
mately proportional to the reflector 
diameter. Thus, a 60- foot reflector 
(such as might be used for space com-
munications) would be expected to 
have surface irregularities about 10 
times the size of those on a 6-foot dish, 
even though both were constructed as 
carefully as possible. Because increased 

gain achieved by increasing the reflector 
size is offset to some extent by the gain 
loss caused by increased surface error, 
a practical limit on gain is eventually 
reached. With present techniques, this 
limit seems to be about 70 db. Of 
course, this limit might be extended by 
improved construction techniques. 
One such technique has been adapted 

from telescope-making experiments of 
half a century ago. In 1908, astrono-
mers experimented with liquid mercury 
as a reflector. When rotated on a turn-
table, the liquid was formed by centrif-
ugal force into a " natural" paraboloid, 
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producing an accurate mirror. Although 
the idea was old, modern chemistry was 
required to adapt it to antenna making. 
In modern practice, epoxy resin, cata-
lyzed to harden slowly at room tempera-
ture, is placed in a shaped container and 
spun on a turntable at the correct speed 
to produce a parabola of the desired 
focal length. The spinning continues 
until the material is hard. It is sputtered 
or sprayed with a thin metallic coating 
to form the reflector. Very good results 
have been obtained with small reflectors 
made this way, and a recent report indi-
cated that a 28-foot -spun" reflector 
had maximum surface errors of less 
than 0.02 inch and rms surface errors 
of less than 0.008 inch. Such close toler-
ances allowed the use of quite high 
frequencies. At a test frequency of 35.2 
gc ( wavelength = 0.336 in.), the re-
ported gain was 67.4 db and the beam-
width was 4.4 minutes of arc. 

In some locations antennas must be 
covered to protect them from the 
weather or from falling leaves and 
other debris. Such protection, of course, 
must be accomplished without impair-
ing the electrical characteristics of the 
antenna. Ideally, this could be provided 
by a covering of low-loss dielectric 
material having the same propagation 
characteristics as free space. This ideal 
cannot be realized in practice, but actual 
coverings, or ' radomes:' approach it 
closely. Heating of the radome is some-
times required to prevent formation of 
ice which would degrade antenna per-
formance. 

Point-to-point Systems 

Because microwave transmission fol-
lows essentially a straight line, path 
length — or the distance between ter-
minals — tends to be limited by the 
curvature of the earth and by obstruc-
tions such as trees, buildings, and 
mountains. Actually, microwaves re-
quire more than just an optical line-of-
sight clearance, to allow for both fading 
and for certain interference character-
istics of the beam itself at microwave 
frequencies. 

In order to obtain adequate clearance, 
it is often desirable to locate the anten-
nas on buildings or towers. In many 
cases this may be impractical due to the 
high signal loss and expense contribu-
ted by long waveguicle runs. Accord-
ingly, it is common practice to employ 
antennas located conveniently close to 
the microwave equipment, and some 
arrangement of passive reflectors which 
serve to redirect the radio beam in the 
desired direction, much as in the case 
of an optical periscope. 
Many variations of these compound 

antenna systems have been developed 
to overcome various transmission prob-
lems imposed by terrain. However, the 
engineering of such systems may be 
more complicated than is apparent from 
the analogy between microwave trans-
mission and light. Some of the problems 
encountered in designing such com-
pound antenna-reflector combinations 
will be discussed in the second article 
in this series, to appear in the July, 1963 
issue of THE DEMODULATOR. • 
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ANTENNA SYSTEMS 
for microwave 

Part Two 

Without highly directional antennas, modern microwave systems 
could not achieve their high propagation reliability with such low power 
outputs. However, just as some antennas are more efficient than others, 
compound arrangements of antenna elements often provide a more effec-
tive and less expensive means of linking the transmitter to the receiver 
than do simple antennas. Some of the factors involved in the use of 
these compound systems are considered in this article. 

Because microwave transmission fol-
lows essentially a straight line, the path 
between transmitter and receiver must 
clear any intervening obstructions. The 
limiting factor may be the curvature of 
the earth or it may be an obstruction 
such as a mountain. In either case, one 
way to achieve additional path clear-
ance is simply to raise the antenna sys-
tems at the ends of the path. This can 
be done in several ways, but they all 
cost money. If the antenna is placed at 
the top of a tower, the expense and the 
transmission impairments of a long 

waveguide run must be considered, in 
addition to the cost of the tower. 
Of course, if the terminal is located 

on a mountain top it may not require a 
tower. Usually, however, the cost is still 
there — it is no less real because it takes 
the form of an access road instead of a 
steel tower. Thus, terminals are placed 
for convenient access to roads and 
power lines, and the antenna system 
must get the signal over or around all 
obstructions. 

This does not mean, however, that 
the path between transmitter and re-
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Figure 1. A "periscope" antenna system can provide path clearance without the 
expense and transmission impairments of a long section of waveguide. 

ceiver must be a single straight line. 
Since microwaves follow most of the 
rules of conventional optics, a system of 
"mirrors," similar to an optical mirror 
system, can be constructed to reflect the 
beam over or around an obstruction. 
Such a system often provides a solution 
to the antenna system problem, which 
is essentially one of balancing path 

clearance, directivity, and transmission 
loss against economic factors. 

"Periscope" Antenna Systems 
The simplest and most common re-

flector system consists of a parabolic an-
tenna mounted at ground level and di-
rected vertically to illuminate a passive 
reflector at the top of a tower. This 
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reflector, inclined at 45°, redirects the 
beam horizontally to a distant site, 
where a similar "periscope" system may 
be used to reflect the signal back to 
ground level. The vertical separation 
between antenna and reflector may be 
provided by a specially constructed 
tower or the reflector may be mounted 
on a building or other convenient struc-
ture, providing two factors are con-
sidered: ( 1) the structure must be high 
enough to provide adequate path clear-
ance; and ( 2) there should be an op-
timum separation between antenna and 
reflector — signal strength is impaired 
by either too small or too great a sep-
aration. This second point is not ob-
vious, but it has an important effect on 
the efficiency of the system. In fact, a 

.idirm. 180"%O 

FIRST PHASE 
ZONE, 00-180° 

SECOND PHASE 
ZONE, 1800-3600 

POINT SOURCE 

Figure 2. When a plane intersects 
radiation from a point source, phase 
addition occurs throughout first phase 
zone (red). When second zone energy 
(gray) is intercepted, phase cancella-

tion occurs. 

properly laid out antenna-reflector com-
bination can produce more gain than 
the antenna alone, even when reflector 
losses and scattering are considered. 
("Gain" results from increased direc-
tivity — a "sharper" beam). 

This seemingly paradoxical situation 
occurs because of a complex interrela-
tionship between the size and shape of 
both antenna and reflector, the distance 
between them, and the operating fre-
quency. These are the factors which 
control the phase relationship of the 
energy striking the reflector — and this 
phase relationship is the key to an effec-
tive system. 

The phase variation at the reflector is 
illustrated in Figure 2, which shows 
a flat plane intersecting the radiation 
emitted by a point source. As the dis-
tance from the center of the plane in-
creases, so does the distance from the 
source, until some point on the plane 
is reached where the distance from the 
source is a half wavelength longer than 
the distance from the source to the 
center of the plane. At this point the 
wavefront is 180° out of phase with the 
energy at the center of the beam. A line 
joining all such points describes a cir-
cle about the center, and all the energy 
within this circle has an in-phase com-
ponent. That is, all the energy between 
0° and 180° has a common in-phase 
component at some intermediate angle. 
As the phase difference exceeds 180°, 
all the energy has a component which 
is out of phase with the energy in the 
first phase zone (0° to 180°). This 
second phase zone, consisting of out-of-
phase energy, extends from 180° to 
360°. Additional zones exist, but most 
of the energy is concentrated in the first 
two. 

Effectively, this means that the re-
flector will have maximum gain when 
it intercepts all the energy in the first 
phase zone, because phase addition 
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occurs throughout this zone. If, how-
ever, some of the energy from the sec-
ond zone is also intercepted, phase 
cancellation occurs and the effective sig-
nal power is reduced. Because the maxi-
mum in-phase reflection occurs when all 
of the energy in the first zone — but 
none of the second-zone energy — is 
reflected, the optimum reflector size cor-
responds to the size of the first phase 
zone. A smaller reflector will not inter-
cept all the in-phase energy, and a 
larger one will intercept some of the 
out-of- phase energy, producing cancel-
lation. 

But choosing the proper reflector size 
is not the whole problem. The first 
phase zone expands as the distance 
from the antenna increases. ( Its diam-
eter is approximately proportional to 
the square root of the distance.) This 
means that if antenna and reflector size 
are fixed, there is an optimum separa-
tion. Increasing this separation has the 
same effect as reducing the size of the 
reflector. 

Furthermore, antenna size also affects 
the performance. The preceeding dis-
cussion considered the antenna as a 

1ST ZONE 
ENERGY 

2ND ZONE 
ENERGY 

Figure 3. Rectangular reflector illu-
mination seen from antenna. A small 
reflector misses some first zone energy, 
while corners of larger reflector catch 
some second zone energy, thus reduc-

ing gain. 

/ 

\ / 

\  et 
APPARENT \ / 
SOURCE 

Figure 4. A smaller antenna produces 
a more divergent beam, causing phase 
zones to spread more. Hence, a smaller 
antenna requires a larger reflector to 
intercept entire first phase zone for 

maximum gain. 

point source, but in reality the area of 
the antenna may be a sizeable fraction 
of the reflector area. The significance of 
this is that the point source becomes 
an apparent source somewhere behind 
the antenna, as shown in Figure 4. This 
is the point from which the radiation 
appears to be emanating. Because a 
larger antenna produces a more nearly 
parallel beam, this point is farther back 
and the first phase zone does not ex-
pand as rapidly. In other words, for any 
given antenna- reflector separation, a 
larger antenna provides a better focus, 
and a smaller reflector must be used to 
achieve maximum gain. 

Another aspect of the problem is the 
shape of the reflector. Since the desired 
first phase zone is round, the reflector 
should present a circular area to the 
antenna; corners may project into the 
second phase zone, catching some out-
of- phase energy, and straight sides may 
miss some of the in-phase energy of the 
first zone. Because a reflector is norm-
ally inclined at 45°, it must be elliptical 
to project a circular area. In actual prac-
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tice, however, reflectors are seldom 
elliptical because rectangular ones are 
less expensive. A rectangular reflector 
is proportioned to project a square area 
both vertically and horizontally. The 
inefficiency of this square shape can 
cost 1 or 2 db of gain if the corners ex-
tend into the second phase zone. In 
practice, however, a reflector usually 
does not occupy the entire first zone, 
and the corners increase the effective 
reflecting area, thereby slightly increas-
ing the gain. 

Square corners also have an adverse 
effect on the side lobe level. An ellip-
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tical reflector has a high side lobe level, 
but the corners of a rectangular reflec-
tor increase the scattering, producing 
an even higher side lobe level. Because 
of these undesirable effects, it is com-
mon practice to remove the corners, 
forming an octagonal projected area — 
or two corners only may be removed to 
form the familiar "fly swatter." 
A properly designed antenna- reflec-

tor system can produce 2 or 3 db more 
gain than the antenna alone. This comes 
about not only because just the in-phase 
energy is reflected, but also because of 
another factor. The surface of the re-
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Figure 5. Gain variation of curved-face reflectors with respect to separation be-
tween antenna and reflector. The red curves are for various sizes of antennas used 
with a 12 by 17 foot reflector. Black curves are for an 8 by 12 foot reflector. Larger 

antenna requires smaller reflector or higher tower for maximum gain. 
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Figure 6. Topographical map showing two possible locations for a passive re-
peater. The total path length is the same for both locations, but placing the re-

flector much closer to one terminal results in 7.5 db less path attenuation. 

Hector is larger than that of the anten-
na ( in most cases) so it acts effectively 
as an antenna of larger aperture; that 
is, it produces a "sharper" beam at a 
distant point. Replacing the reflector 
with an antenna of similar aperture will 
provide just as much gain — but the 
antenna and the long waveguide run 
would cost much more and would also 
introduce additional waveguide losses 
and reflections. 
One way to realize more gain from 

a compound antenna system is to curve 
the reflector to provide additional fo-
cusing. Regardless of the size of the 
antenna, the beam striking the reflector 
is always divergent. A reflector with a 
parabolic curvature acts much like an 
extension of the antenna — it makes 
the beam more nearly parallel. Such a 
reflector would be a small section of a 
very large paraboloid, with the antenna 
feeding it from the focus. In actual 

practice, however, the cost of carefully 
fabricating and installing a parabolic 
section of the required size is likely to 
be prohibitive. One effective technique 
is to install a flat, but flexible, reflector. 
Once this is in place, and the system is 
operating, the reflector is curved by 
pulling the center of it back with ten-
sion fittings. An ideal curvature can be 
approximated by experimental adjust-
ment to produce maximum gain. 
The effect of antenna and reflector 

sizes and separations on system gain is 
indicated by the curves of Figure 5. 

Such curves may be plotted in terms of 
the relative gain with respect to the 
antenna alone, but a more useful meth-
od is to plot them to show the gain of 
the combination at various separations, 
relative to the gain of an isotropic an-
tenna. The antenna and reflector to-
gether can then be treated as one large 
antenna. Figure 5 indicates that for an 
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8 by 12 foot curved reflector operating 
at 6725 mc, a maximum gain of 41.5 
db can be obtained by using a 4-foot 
antenna separated from the reflector by 
120 feet. The same gain can also be 
achieved with a 10-foot antenna at 265 
feet or with other sizes at various dis-
tances. 

For comparison, a similar series of 
curves is shown for a 12 by 17 foot re-
flector at the same frequency. These 
curves indicate that the maximum gain 
of 45 db occurs with a 4-foot antenna 
at 160 feet or with a 10-foot antenna 
at 405 feet. Thus, the higher gain avail-
able with the larger reflector must be 
paid for in additional tower he•ght. Or, 
conversely, if path clearance demands 
a higher tower, a larger reflector is re-
quired for the best performance. 
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Passive Repeaters 
Sometmes a tower cannot provide 

clearance over an obstruction. For ex-
ample, if two sites are separated by a 
mountain, the microwave beam may 
have to be redirected at one or more 
intermediate points to get it around or 
over the mountain. Although repeater 
stations could be used at these points 
to amplify and retransmit the signal, 
passive repeaters may be used to merely 
change the path direction without am-
plification. These passive repeaters con-
tribute no signal amplification, but they 
require no power and very little mainte-
nance, so they can be located in places 
where access is very difficult. 
One type of passiN e repeater uses two 

parabolic antennas connected back-to-
back through a short length of wave-

100 
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PATH LENGTH - MILES 
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Figure 7. Free space attenuation between isotropic antennas. Attenuation in-
creases by 6 db when path length is doubled, regardless of actual distance increase. 
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guide. With this arrangement, the beam 
can be redirected in virtually any direc-
tion simply by using an appropriately 
curved waveguide section. However, 
this type passive repeater is not widely 
used because of the losses encountered. 
The efficiency of each parabolic antenna 
is typically only about 55 percent, and 
the waveguide inevitably contributes 
some loss and reflection, resulting in 
considerable signal impairment. 
A more common type of passive re-

peater for situations like this is the so-
called "billboard" — a large, flat sur-
face which acts simply as a reflector. 
In a typical system, a billboard repeater 
might be located at a turn in a valley, 
effectively "bending" the beam to fol-

Figure 8. Passive re-
flector produces gain 
with respect to an iso-
tropic antenna. Gain 
depends on size of re-
flector as well as on fre-
quency of operation. 
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low the valley. Such reflectors may be 
illuminated by a periscope antenna sys-
tem and may reflect the beam to another 
periscope system, forming, in effect, an 
arrangement which resembles a huge 
mirror system. 

The size of a billboard reflector is not 
subject to the same limitations as the 
size of the reflector in a periscope sys-
tem because the passive repeater is 
usually located far enough from the 
transmitter so that all the energy inter-
cepted by any manageable size reflector 
is essentially in phase. Typical reflector 
sizes range from 6 by 8 feet to 24 by 30 
feet. 

In contrast to open wire or cable, 
where the attenuation per mile is con-

GAIN II + 20 LOG I f 20 LOG a 

FOR REFLECTOR EFFICIENCY 0.98 

= REFLECTOR HEIGHT 

4 

FREQUENCY 11 -- GC 

1 6 10 
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stant regardless of the number of miles, 
the attenuation per mile of a radio sig-
nal depends on the path length. Signal 
strength is inversely proportional to the 
square of the distance from the trans-
mitter. Thus, each time the path length 
is doubled, the signal strength is re-
duced to 1/4 of its previous value. This 
means that path attenuation increases by 
6 db each time the path length doubles, 
whether the actual distance increase is 
1 mile or 10 miles. 

Because the attenuation is greatest in 
the first few feet of the path, the rela-
tive lengths of the paths have an im-
portant effect on the location of a re-
flector. As an example, consider a pas-
sive repeater placed as shown in Fig-
ure 6 so that path A is 1 mile long and 
path B is 9 miles, for a total length of 
10 miles. If the repeater is then relo-
cated to give path A a length of 4 miles 
and path B a length of 6 miles, the total 
is still 10 miles — but the loss in path 
A has been increased by a factor of 16, 
while the loss in path B has beer. re-
duced only to 4/9 of the original value. 
The effect of this is to make it highly 
desirable to place a passive repeater 
much closer to one terminal than to the 
other because the total attenuation for 
the two paths is highest when they are 
of equal length. 
The same example might be calcu-

lated in terms of db, using the formula 

A = 36.6 -I- 20 log F ± 20 log D, 

where 

A -= free space attenuation be-

tween isotropic antennas in db, 

F = frequency in mc, 

and 

D = path length in miles. 

For an operating frequency of 6,000 
mc, path A would originally have an 
attenuation of 112.2 db and path B 

would have 131.3 db, making a total 
attenuation of 243.5 db. After the re-
location, path A would have 124.2 db 
and path B would have 127.8 db, for 
a total of 251.0 db. Thus, moving the 
reflector 3 miles closer to the midpoint 
has increased the total path loss by 7.5 
db, even though the total path length 
has not changed. This means that the 
power reaching the receiver has been 
reduced by 82 percent. 

If the choice between these two loca-
tions for the passive repeater is made 
entirely on the basis of path loss, the 
reflector will be located to make the 
two paths 1 mile and 9 miles long, re-
spectively. The path loss of 243.5 db 
represents the loss between two iso-
tropic antennas, without considering 
the directivity of either of the antennas 
at the terminals or of the billboard re-
flector. If the terminal antennas are 6-
foot parabolas, each will have a gain of 
about 38 db, thus reducing the path 
loss by a total of 76 db. From the curves 
of Figure 8, a passive reflector with a 
projected area of 14 by 14 feet is shown 
to have a gain of 50 db. This effect 
occurs because the reflector is considered 
to receive and retransmit the energy. 
Since the gain is a measure of directiv-
ity, the billboard is 50 db better than 
an isotropic antenna at receiving and 
50 db better at transmitting. Thus, the 
reflector subtracts another 100 db from 
the path loss. The result, 243.5 db 
minus 76 db minus 100 db, is 67.5 db 
— the actual difference between the 
transmitting level and the receiving 
level. 

Such path loss calculations really 
amount to an -accounting- procedure 
— a convenient way of calculating the 
performance of a reflector in a trans-
mission path. Another way to look at is 
to consider the entire distance as one 
path. In this case the reflector is not 
considered as a receiver and retrans-
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mitter. For a 10-mile path, the isotropic 
attenuation is 132.2 db, only about 1 db 
more than for a 9-mile path. Subtract-
ing the gain of the antennas ( 76 db), 
the transmission loss is 56.2 db. Be-
cause this method does not consider the 
reflector, a comparison with the two-
path method gives the loss contributed 

by the reflector: 56.2 db subtracted 
from 67.5 db indicates an actual reflec-
tor loss of 11.3 db. 

Since passive reflectors have a high 
efficiency ( typically about 98%), the 
high loss in this one is almost certainly 

\\, 

Figure 9. A double re-
flector arrangement is 
often used where path 
direction is to be 
changed only slightly. 
Second reflector con-
tributes little extra loss. 

due simply to its small size. It may not 
reflect enough energy for some appli-
cations. A 24-foot reflector would con-
tribute about 9 db more gain (or less 

loss, depending on the viewpoint), re-
ducing the reflector loss to a more toler-
able 2.3 db. 

For some applications, normally 
where the microwave path requires only 
a slight bend, a double reflector installa-
tion such as that shown in Figure 9 is 
used. In this case a single reflector can-
not be used because the beam would 
strike it at an extreme angle, resulting 
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in almost an "end-on shot," and severe-
ly limiting the effective reflecting area. 
In such an arrangement, the two re-
flectors are installed nearly parallel and 
quite close together so that virtually all 
the energy reflected by one is inter-
cepted by the other. But since they are 
not 100% efficient, inevitably they in-
troduce slightly more loss than a single 
reflector. 

The Future of Reflectors 
The antenna system is becoming 

more and more important to the per-
formance of modern microwave equip-
ment. In a high-performance system 
such as the Lenkurt Type 76, the an-
tenna and waveguide system is the 
limiting factor in intermodulation dis-
tortion. The reflections caused by a long 
waveguide run can raise the intermodu-
lation level considerably, even with 
high-quality waveguide, unless the in-
stallation is done with extreme care. 
Here a reflector system has the advan-
tage because it requires only a short 
waveguide run. 

Reflectors however, are used pri-
marily to save money. Nearly any job 
that can be done by a reflector system 
can also be done by other means — but 
usually at a higher cost. This does not 
mean that reflectors are inferior. It sim-
ply means that where there is a choice 
of acceptable methods the least expen-

sive one is usually chosen. In antenna 
systems this often proves to be a reflec-
tor. 

But reflectors have their limitations. 
High side lobe levels, low front-to-back 
ratios, and cross illumination (un-
wanted illumination of a reflector by 
the antenna of another system), for 
example, make periscope antenna sys-
tems especially vulnerable to crosstalk. 
This makes it particularly necessary to 
use different frequencies in each direc-
tion of transmission from a repeater 
station. This is a satisfactory solution 
when the frequencies are available. But 
economic considerations are being over-
ridden more and more by the fact that 
frequencies are becoming scarcer. Using 
the same frequency in both directions 
usually demands performance which 
cannot be provided by a reflector, or 
even by a simple parabolic antenna. 
The passive repeater's big advantage 

is its suitability for remote and inacces-
sible locations. And the very remoteness 
of the installations usually makes the 
scattering from a billboard relatively 
unimportant because it is not likely to 
cause mutual interference with other 
services. 

Reflectors are definitely here to stay, 
but they undoubtedly will be used more 
selectively in the future as more situa-
tions arise where the controlling factor 
is not one of economics. • 
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Characteristics of 

WAVEGUIDES 

One of the most important components of any 
transmission system is the transmission line. The 
simplest transmission line consists of two parallel 
wires which are used to transmit low radio frequencies 

with little electrical loss. At frequencies above two or 
three hundred megacycles, the losses of a two-wire 
line become too high and another type of transmission 
line known as a coaxial cable must be used. However, 
above 1000 mc, the losses of a coaxial cable are sig-
nificant, and still another type of transmission line is 
required. This extremely high frequency transmission 
line is known as a waveguide. A waveguide provides 
the most efficient path for electrical energy at these 
higher frequencies. This article is a general introduc-
tion to the waveguide and includes a brief discussion 
of its uses in modern communications. 
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The number of signals which may be 
transmitted over a given facility is 

directly proportional to the available 
frequency bandwidth. As is generally 
known, it is possible to group many 
independent message signals together 
and transmit them simultaneously over 
a single transmission facility. Broad-
band radio facilities occupying band-
widths of several megacycles are in com-
mon use today. The waveguide is a sig-
nificant component of such systems. 
The pioneer in the early experimental 

phase of the microwave field was Hein-
rich Hertz. Though his experiments 
were confined to relatively low micro-
wave frequencies, his findings were out-
standing accomplishments for the late 
19th century. In the middle 1930's the 
practical applications of waveguides as 
transmission systems for microwaves 
were discovered. But it was not until 
the beginning of World War II that 
extensive exploitation of the microwave 
region was initiated. The benefits of 
microwave for high-frequency radar, 
such as improved directivity and resolu-
tion, brought forth the microwave spec-
trum as a very useful medium. After the 
war, microwave radio systems were de-
veloped that could transmit many hun-
dreds of voice messages, and even tele-
vision signals. Only because of the reach 
for higher and higher frequencies and 
the associated broad bandwidth capa-
bilities did the waveguide find its ulti-
mate and most efficient use as a low-loss 
transmission line. 

Description 
A waveguide is simply a single hol-

low metallic conductor, either rigid or 
flexible, v.hich transfers electrical 
energy from one point to another. That 
it is possible to transmit electrical energy 
through a single conducting medium 
may seem strange to those accustomed 
to thinking in terms of currents and 

voltages along a two-wire transmission 
line. When considering energy trans-
fer in a waveguide, it is easier to think 
of electromagnetic waves propagating 
through the waveguide in the same 
manner that radio waves propagate in 
space. A two-wire transmission line can, 
however, be analyzed using the electro-
magnetic field concepts, but it is more 
convenient to treat it in terms of volt-
ages and currents. With a waveguide it 
is impossible to measure absolute values 
of voltage and current. 
The shape of a waveguide may be 

rectangular, circular, or elliptical. By 
far the most common is the rectangular 
waveguide. It might be speculated that 
circular waveguides are preferable to 
rectangular waveguides, just as circular 
pipes find common application in carry-
ing fluids. But the waves in a circular 
waveguide tend to twist as they travel 
through the structure. However, the 
circular type waveguide does find use 
with rotating antennas which require a 
rotating joint input. Elliptical wave-
guides are normally flexible, and are 
used for bends, and to reduce the close 
physical tolerances required of a rigid 
waveguide system. This article is con-
cerned mainly with the characteristics 
of the more commonly used rectangu-
lar-shaped waveguide. 

Modes 
A waveguide is capable of transmit-

ting microwave energy in a number of 
different electric and magnetic field con-
figurations. The configuration in which 
energy propagates through a waveguide 
is referred to as the mode. A particular 
mode depends on the operating fre-
quency and the physical dimensions of 
the waveguide. 

Generally, there are two fundamental 
classes of modes that may appear in a 
waveguide. In one class the electric field 
is always perpendicular to the direction 
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of propagation. This class of modes is 
known as the TE or transverse electric 
class. In the second class of modes, the 
magnetic field is always perpendicular 
to the direction of propagation. This 
class is known as the TM or transverse 
magnetic class. The two fields are mutu-
ally perpendicular to each other and 
oriented at right angles to the direction 
of propagation. 
The fields in the waveguide which 

make up these modes obey certain physi-
cal laws. Also, each mode has a cutoff 
frequency. This is the lowest frequency 
that will propagate through a wave-
guide while operating in a particular 
mode. Energy at frequencies below the 
cutoff frequency is greatly attenuated, 
while energy above the cutoff frequency 

Figure 1. Field con-
figuration of the 
dominant (or TE,.„) 
mode in a rectangu-

lar waveguide. 
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f • • • • • 
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is transmitted with very little attenua-
tion. 
The simplest or lowest order mode 

in a waveguide is called the dominant 
mode, and is the one most often used. 
Figure 1 shows the field pattern of the 
dominant mode in a rectangular wave-
guide. The black lines are voltage lines 
and indicate the direction of the electric 
field; the white lines indicate the mag-
netic field. In the end view, there is an 
electric field intensity between the nar-
row dimension sides of the waveguide 
which is maximum at the center. This 
is indicated by more voltage lines ap-
pearing in the center of the waveguide 
than toward its edges. The magnetic 
field, shown by the white lines, consists 
of closed loops of magnetic flux. 

327 



It should be noted that as the wave 
propagates along the waveguide, the 
electric and magnetic fields move to-
gether. Figure 1 represents the electro-
magnetic field as it exists at one instant 
of time. Although the amplitude at 
position a has zero intensity, a quarter 
cycle later the amplitude at position a 
will be the same as the present ampli-
tude at position b. 
The particular mode in each class is 

designated by two subscripts ( for ex-
ample, TE,,,,). The first subscript ( 1) 
indicates the number of half-wave varia-
tions of the electric field intensity across 
the wide dimension of the waveguide. 
The second subscript ( 0) denotes the 
number of half-wave variations across 
the narrow dimension. In Figure 1, the 
voltage intensity varies from zero to a 
maximum and back to zero across the 
wide dimension, which is one-half wave-
length. Across the narrow dimension 
there is no variation in voltage intensity. 
Thus, in the transverse electric mode 
(TE) the subscripts 1 and O are added. 
The TE,,„ mode is the dominant mode 
in a rectangular waveguide. Other sub-
scripts designate higher order modes. 
Many higher order modes other than 

the dominant mode can exist in a wave-
guide. But the common practice is to 
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design the waveguide to propagate the 
dominant mode and suppress all others. 
The width of the usual rectangular 
waveguide is greater than one-half 
wavelength but less than one wave-
length of the operating frequency. The 
height of the waveguide is then made 
about one-half the width. These di-
mensions are small enough to prevent 
higher order modes from forming, and— 
give a cutoff frequency which is suf-
ficiently below the operating frequency. 
The dominant mode is more com-

monly used because it is an exclusive 
mode and, in its frequency range, pre-
vents other higher order modes from 
forming, and because it gives the lowest 
cutoff frequency for a particular wave-
guide. Also, it provides low power 
dissipation, and requires smaller and 
less expensive waveguiding structures. 
Further, it gives the simplest field pat-
tern, and is not as susceptible to im-
pedance mismatches and reflections as 
the more complex higher order modes. 

Characteristic Impedance 
The waveguide has a characteristic 

impedance that is similar to the char-
acteristic impedance of a two-wire trans-
mission line. Therefore, the waveguide 
must be terminated by an impedance 

OPERATING 
RANGE 

.1000 
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5000 • 000 7000 

FREQUENCY - MC 

8000 

Figure 2. Attenuation 
versus frequency 
characteristics for a 
typical rectangular 

waveguide. 
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Figure 3. Two types of 90 0 bends for rectangular waveguide. Because the bend 
of waveguide A is in the plane of the electric field. it is referred to as an E bend. 
Waveguide B is referred to as an H bend because the bend is in the plane of the 

magnetic field. 

equal to its characteristic impedance to 
prevent reflected waves. In a two-wire 
transmission line, the characteristic im-
pedance is determined by the structure 
of the line and is relatively insensitive 
to frequency over a wide range. In con-
trast, the waveguide impedance is a di-
rect function of frequency. The wave 
impedance of a rectangular waveguide 
in the dominant mode is given by the 
equation: 

where 

1207r 
  ohms 

- (ITc1y 

fe= cutoff frequency, and 

f =. operating frequency. 

As can be seen from the equation, 
when the operating frequency is equal 
to the cutoff frequency, the waveguide 
impedance in infinite. Only by having 
the operating frequency greater than 

the cutoff frequency does the waveguide 
impedance achieve a finite value. 
One method of achieving a good 

match between the waveguide and the 
load is, of course, to design the wave-
guide so that the load impedance com-
pletely absorbs all of the energy in the 
forward or incident wave. Another ap-
proach, however, is to set up a wave 
near the load that is equal in magnitude 
but opposite in phase from the wave 
reflected by the load. In this way, the 
injected wave and the wave reflected 
from the load cancel each other. This 
can be done only over a relatively nar-
row band of frequencies. 
The voltage standing wave ratio 

(vswr) is an important parameter to 
consider when dealing with waveguides. 
The value of vswr determines whether 
or not the waveguide is correctly termi-
nated in its characteristic impedance. 
As with a two-wire transmission line, 
the optimum vswr is 1:1 and this occurs 
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when the load completely absorbs all 
the energy in the incident wave. 

Losses 
The propagation of energy through 

a waveguide is accompanied by a certain 
amount of attenuation as a result of the 
current induced in the walls of the 
waveguide. The resistivity that the in-
duced current encounters is the result 
of the skin effect losses in the wave - 
guide, and is proportional to frequency 
and the resistance of the waveguide 
material. 
The energy loss is conveniently ex-

pressed in decibels of attenuation per 
unit length. Figure 2 shows the attenua-
tion versus frequency characteristics of 
a typical waveguide. A standard size 
waveguide for 6000 to 8000 mc micro-
wave systems has a loss of approxi-
mately 2V, db per hundred feet. 
To minimize resistivity, the inner 

walls of the waveguide can be plated 
with a layer of silver. Because of skin 
effect, most of the energy flows near the 
surface of the waveguide walls, and 
only a very thin plating is needed to 
reduce the resistance of the waveguide 
walls. 

Physical Characteristics 
The dimensions of a waveguide are 

inversely proportional to the lowest fre-
quency which it can propagate. The 
larger the waveguide, the lower the 
cutoff frequency and, conversely, the 
higher the frequency, the smaller the 
waveguide. 

For a rectangular waveguide, the 
maximum wavelength of a transmitted 
wave is equal to twice the width of the 
waveguide. To transmit energy through 
a waveguide at 1000 mc, the width must 
be about 6 inches. It is only at frequen-
cies higher than this that the required 
dimensions become small enough to 
make the use of waveguides practicable. 

Because of the possibility of un-
wanted higher order modes appearing, 
it is common practice to operate wave-
guides over a relatively narrow fre-
quency range. By properly selecting the 
frequency range, it is possible to operate 
far enough from the cutoff frequency, 
but within the frequency region where 
modes other than the dominant mode 
can be prevented. 

In rectangular waveguides, higher 
order mode suppression is most effective 
when the ratio of width to height is 
2 to 1. In contrast, if the waveguide 
were square there would be no fre-
quency range over which only a single 
mode could propagate. The 2 to 1 ratio 
gives the best mode separation of all 
possible physical proportions. 
The table on page 7 lists the char-

acteristics of standard rectangular wave-
guide types used between 1700 and 
15000 megacycles. The values given are 
for the dominant ( or TE, (,) mode. The 
Radio- Electronics Television Manufac-
turers Association ( RETMA) and Army-
Navy designations are also given, since 
they are the common means used to 
identify particular rectangular wave-
guides which have become standard. 

At frequencies below about 3000 mc, 
the size of the waveguide has to be so 
large to propagate the dominant mode 
that weight and costs become excessive. 
Consequently, coaxial transmission lines 
are more often used in the microwave 
region below 3000 mc. Above 3000 mc 
the desirable dimensions of the wave-
guide become sufficiently small—and 
the losses of a coaxial line become ex-
tremely high— so that the waveguide is 
more practical and economical to use. 

Most waveguides are constructed 
from oxygen- free high-conductivity cop-
per, because this material has excellent 
inherent electrical characteristics. In 
some cases, brass is used for unusual 
waveguide shapes, because machining 
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TABLE OF STANDARD RECTANGJLAR WAVEGUIDES 
11700 TO 15000 MCI 

Fr.equency Range 
(megacycles) 

' 7C0-2600 
,?200-3300 
2600-3950 
3300-4900 
3950-5850 
4000-7050 
5850-8200 
7050-10000 
8200-12400 
10000-15000 

Cutoff Frequency 
(megacycles) 

1375 
1735 
2080 
2590 
3160 
3710 
4290 
5260 
6560 
7880 

Outside Dimensions %A 
(inches) 

4.460 x 2.310 
3.560 X 1.860 
3.000 X 1.500 
2.418 x 1.273 
2.000 x 1.000 
1.718 x 0.923 
1.500 X 0.750 
1.250 X0.625 
1.000 X 0.500 
0.850 X 0.475 

and fabrication are much easier to ac-
complish with this material. 

The Waveguide Run 

The physical path of the waveguide 
run between the radio equipment and 
the microwave antenna cannot always be 
a straight line, but is usually made up of 
a combination of straight, curved, and 
flexible sections of waveguide. Two 
typical 90° curved sections of wave-
guide are shown in Figure 3. Curved 
sections tend to introduce reflections and 
contribute power loss, but these can be 
kept to a minimum if the radius of the 
curved section is never less than two 
wavelengths of the transmitted signal. 

Other losses can be attributed to a 
number of factors. Size differences, mis-
alignment, twists or bows, dents, and 
scratches all contribute losses and reflec-
tions. Since the flanges of adjoining 
waveguide sections are difficult to keep 
smooth and square with the waveguide 
axis, extreme judgment and care must 
be exercised in establishing a waveguide 

all Thickness RETMA Army-Navy 
(inches) Destgnation Type No. 

0.080 WR430 RG-104/U 
0.080 WR340 - - - 
0.080 WR284 RG-48/U 
0 064 WR229 - - - 
0.064 WR187 RG-49/U 
0 064 WR159 - - - 
0.064 WR137 RG-50/U 
0.064 WR112 RG-51/U 
0.050 WR90 RG-52/U 
0.050 WR75 - - - 

system so that a minimum number of 
sections are used. 

Residual moisture appearing on the 
inside walls of a waveguide causes cor-
rosion and increases attenuation. There-
fore, an outdoor waveguide run is nor-
mally pressurized with dry air or nitro-
gen to eliminate this problem. 

Conclusion 

This article has covered some of the 
advantages of waveguides over other 
types of transmission lines. To sum up, 
the waveguide is capable of transmitting 
much higher powers than other types of 
transmission lines and at higher fre-
quencies. 

In waveguides of the types commonly 
employed, and for ordinary runs, at-
tenuation is negligible. Waveguides 
with extremely low losses and reflec-
tions are produced by modern manu-
facturing processes, and with careful 
installation excellent performance can 
be achieved. 
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Over the past years there has been an 

increasing demand for wideband communica-
tions services, such as video and high-speed data, 
using microwave radio facilities. Early microwave am-
plifiers, however, were not capable of providing bandwidths 

greater than about 1 percent of the operating or center fre-
quency. A broadband high-gain microwave amplifier, therefore, 
was seriously needed. To fulfill this need, a microwave tube was 
developed that provided high gain over bandwidths greater than 
10 percent of the operating frequency. This remarkable device 
became known as the traveling wave tube. 

This article briefly describes how a traveling wave tube works 
and discusses some of its important operating characteristics. 
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Figure 1. Construction of a typical traveling wave tube, showing the electron gun, 
the helix, and the collector. 

The ever - increasing demand for 
more and more communications 

services soon crowds the available radio 
frequency bands. To acquire more radio 

channels, it has been necessary over the 
years to develop communications equip-
ment capable of operating at higher and 
higher frequencies. Such progress up-
wards within the radio frequency spec-
trum was carried out successfully using 
so-called conventional electron devices 
— until the microwave region was 
reached. Here, things changed. 

Conventional electron tubes, for ex-
ample, cannot operate satisfactorily at 
frequencies above a few hundred mega-
cycles. The most serious limitation of 

these tubes at higher frequencies is 
caused by a phenomenon known as the 
transit time effect. This phenomenon 
occurs when the period of one cycle of 
a signal applied to the control grid of 
such a tube is less than the time it takes 
an electron to travel from the cathode to 
the plate. When this happens, the volt-
age of the alternating signal applied to 
the control grid may completely re-
verse itself before the electrons in transit 
have had time to reach the plate. As a 
result, these electrons are not able to 
follow the signal variations exactly. 
This, of course, distorts the signal at the 
output of the tube, and also decreases 
gain. 
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Some method of controlling the flow 
of electrons had to be devised that could 
overcome the transit time limitation of 
ordinary electron tubes. Oddly enough, 
the first electron tubes that were devel-
oped to generate and handle microwave 
frequencies actually made use of the 
transit time effect. These tubes, known 
as klystrons, became quite successful 
primarily as oscillators, but are also cap-
able of providing considerable gain at 
microwave frequencies. Unfortunately 
klystrons are inherently narrow-hand 
resonant devices having a useful band-
width of only tens of megacycles. How-
ever, they were the beginning of a fam-
ily of microwave electron tubes which 
also includes the magnetron. Lattr, a 
very useful device known as the travel-
ing wave tube (TWT) was added to 
this family. Traveling wave tubes are 
non-resonant devices and proved to be 
capable of amplifying microwave sig-
nals with enormous bandwidths. 
The traveling wave tube was in-

vented in England in 1943 and first 
used in a television relay link which 
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began operating in March,1952. Since 
then, it has found wide application in 
communications systems, primarily be-
cause of its broad bandwidth capability. 

Description 

The construction of a traveling wave 
tube is relatively simple. It consists 
essentially of an electron gun, a wire 
helix, usually encased in a glass envel-
ope, and a collector, as shown in Figure 
1. The electron gun, attached to one 
end of the helix, produces a focused 
beam of electrons which are directed 
through the center of the helix. The 
helix is simply a wire conductor that 
has been formed into a uniform spiral 
in order to slow down the forward 
progress of an RF signal fed into the 
tube for amplification. The collector, 
attached to the opposite end of the 
helix, is an electrode which receives 
the spent electrons that have traveled 
through the tube. 
The focused electrons emanating 

from the gun are held in a tight beam 
usually by some type of magnetic field 

LOCAL 

OSC 

Figure 2. Circuit di-
agram of a typical 
I-F heterodyne re-
peater using a travel-

ing wave tube. 
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ELECTRON BEAM 

surrounding the helix. There are sev-
eral methods used to prevent the beam 
from spreading, such as the electro-
static method, the electromagnetic meth-
od, and the periodic permanent magnet 
method. The periodic permanent mag-
net method is used most commonly in 
traveling wave tubes. In this method, 
permanent magnets are arranged in 
some periodic manner along the length 
of the tube. 

How It Works 

When an electron is in motion, it 
has a certain amount of kinetic energy. 
Increasing the velocity of the electron 
increases its energy, while decreasing its 
velocity decreases its energy. The ener-
gy given up by an electron whose veloc-
ity has been decreased must go some-
where. This basic principle underlies 
the operation of the traveling wave tube 
amplifier. 

Operation of the traveling wave tube 
is similar to other types of microwave 
tubes in that the transfer of power from 

a direct current source to an RF signal 
is accomplished by velocity modulating 
a beam of electrons. This type of modu-
lation causes the electrons in the beam 
to form into periodic groups or bunches. 
To accomplish this bunching, some 
electrons in the beam are accelerated 
while others are slowed down or re-
tarded. If more electrons are retarded 
than are accelerated, the excess kinetic 
energy given up by the retarding elec-
trons is transferred to the modulating 
RF signal. The bunching of the beam 
electrons by the modulating signal and 
the transfer of energy from the retard-
ing electrons to the signal is called in-
teraction. Interaction in a traveling wave 
tube is continuous and cumulative and 
is the basis for amplification. 
The electron beam in a traveling 

wave tube is generated in the same man-
ner as the electron beam in a typical 
cathode ray tube. Electrons are emitted 
from an indirectly heated cathode, con-
trolled and initially focused by a grid, 
and accelerated by the electron gun 
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anode. As they leave the anode, the 
density of the electrons is uniform. The 
beam electrons are accelerated, by a 
positive voltage potential on the helix, 
to a velocity which is proportional 
to the square root of the helix voltage, 
V, as shown in the following equation. 

U„ = 5.93 x 105 Or 
meters/second ( 1) 

This equation assumes that the initial 
electron velocity is zero and the relation-
ship is, therefore, approximate. 
The signal to be amplified by the ti..be 

is coupled into the gun end of the helix. 
This RF signal travels as a surface wave 
around the turns of the helix,. toward 
the collector, at about the velocity of 
light. The forward or axial velocity of 
the signal is slower, of course, because 
of the pitch and diameter of the helix. 
This forward movement of the wave is 
analogous to the travel of a finely 
threaded screw where many turns are 
required to drive it into position. The 
signal wave generates an axiai electric 

field which travels with it along the 
longitudinal axis of the helix. This 
alternating electric field interacts or 
velocity modulates the electrons in the 
beam. 
The relationship between the initial 

velocity of the beam electrons given in 
equation ( I) and the velocity of the 
axial electric field is very important. In 
order to achieve continuous and cumu-
lative interaction, the initial beam ve-
locity must be slightly greater than the 
axial velocity of the alternating electric 
field. 
When the electrons in the beam enter 

the helix they are accelerated or de-
celerate è by the alternating electric field 
associated with the RI' signal wave. 
Electrons acted upon by a positive elec-
tric field take energy from the field, 
and therefore, are accelerated. Electrons 
acted upon by a negative electric field 
give up energy to the field and, there-
fore, are decelerated or retarded. Since 
the initial velocity of the beam electrons 
is slightly greater than the axial velocity 
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RESULTANT 
WAVE (3) Figure 3. As the signal 

wave travels down the tube, 
electron bunches induce a 
second wave on the helix. 
The resultant of the signal 
wave and the growing in-
duced wave increases ex-

ponentially. 
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of the electric field, more electrons are 
retarded than are accelerated. This 
means that more energy is transferred 
to the field than it gives up. Because 
this interaction is continuous and cumu-
lative, the amplitude of the RF signal 
wave grows as it travels down the helix. 

Consider a group of beam electrons 
that have just entered the helix in the 
presence of a signal wave ( 1) as shown 
in Figure 3A. Electrons at the point 
of zero field intensity are neither ac-
celerated nor retarded. However, elec-
trons just to the left of the zero point 
are accelerated by the positive electric 
field and therefore catch up with the 
electrons at the zero point. Electrons 
just beyond the zero point are retarded 
by the negative electric field and are 
overtaken by the electrons nearer the 
zero point. As shown in Figure 3B, this 
action causes the electrons to become 

ELECTRON 
BEAM 

INPUT RF WAVE 

OUTPUT RF WAVE ---Íj 

ATTENUATION 
REGION 

more and more dense at the point of 
zero field strength, as they travel down 
the tube. 
The electrons in this dense bunch 

induce a second wave ( 2) on the helix. 
This second wave produces an associ-
ated axial electric field that lags behind 
the first electric field by a quarter wave-
length. As the electron bunch travels 
down the tube it accumulates more and 
more retarding electrons which are 
giving off energy. As more retarding 
electrons are accumulated, the amount 
of energy transferred to the induced 
wave increases, thereby causing it to 
grow in amplitude. The resultant wave 
(3) caused by the addition of the signal 
wave ( 1) and the growing wave ( 2) 
increases in amplitude exponentially as 
it travels down the helix until it reaches 
the output of the tube, as shown in 
Figure 3C. 

V V 

Figure 4. The growing signal wave is reduced by the attenuator but reappears 
at the output of the attenuator and begins to grow again. 
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The net effect of this cumulative 
interaction is to reduce the artrage ve-
locity of the electrons in the beam. The 
kinetic energy, given up by this reduc-
tion in electron velocity is transferred 

to the signal wave. Thus, amplification 
has occurred through the interchange of 
energy from an electron beam to an 

RF wave. 
It is necessary to attenuate reflected 

waves on the helix to prevent spurious 
oscillations. This is accomplished by 
placing an attenuator between the gun-
end and the collector of the helix. In 
ordinary low-power tubes, the attenu-
ator consists of a resistive material that 
is sprayed around the helix. 
The attenuator reduces the waves on 

the helix to practically zero while the 
electron bunches are essentially unaf-
fected. When the electron bunches 
emerge from the attenuator, the waves 
begin their growing process all over 
again. 

Wave Analysis 

A. mathematical analysis of the wave 
propagation along the helix of a travel-

Figure 5. Power 
output vs. power in-

put. 

ing wave tube results in the following 
equation for the instantaneous axial 
component, E, of the electric field 
strength. 

E,-= E„,„,.(cosie,,)(U„t—z) (2) 

where 

-- the crest value of the wave 
/3p = the axial phase shift 

= the axial wave velocity 
— time in seconds 
= the distance along the helix 

at any instant 

When an electron passes through an 
electric field, a force, F, is exerted on 
the electron that is equal to the electric 
field strength, E, times the electron 
charge, e. 

F = Ee newtons (3) 

The electric field strength exerts a si-

nusoidal force on the electrons within 
the beam. Since the electrons are free 

to respond to this force, their velocity 
will fluctuate sinusoidally. The magni-

tude of this sinusoidal velocity fluctua-
tion, u.:, is 
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V I 1.76 x 101' E  x 1 

pp 

meters/second (4) 

The axial wave velocity, U„, is fixed 
by the helix while the initial beam 
velocity, U„, is proportional to the helix 
voltage as shown in equation ( 1). The 
quantity Uel is a measure of the per-
turbation of the electron velocity by 
the wave and, therefore, gives an indi-
cation of the kinetic energy that is avail-
able for transfer to the signal wave. For 
maximum perturbation, hence maxi-
mum energy available, the average ve-

Figure 6. Gain vs. helix voltage. 

locity of the electrons should be ap-
proximately the same as the axial wave 
velocity, U„. As stated previously, the 
initial velocity, U,,, of the beam elec-

trons must be slightly greater than the 
axial velocity of the wave. This is neces-
sary so that the beam electrons can give 
up more energy than they receive and 
still have an average velocity approxi-

co 
O 

7,c 
O 

ONE THIRD POWER OF 

BEAM CURRENT 

Figure 7. Gain vs. beam current. 

mately the same as the axial wave 
velocity. 

The signal wave will grow expo-
nentially when the traveling wave tube 
is operating in what is known as its 
small signal region. However, a point 

of maximum net energy transfer, called 
saturation, is eventually reached. This 
point is determined essentially by the 
dc operating parameters of the tube. 
Beyond the saturation point, the gain 
of the tube begins to decrease. Here the 
tube is operating in a condition or 
region known as overdrive. The small 
signal region, the saturation point, and 
the overdrive region, representing the 
dynamic characteristics of a traveling 
wave tube, are shown in Figure 5. 
Traveling wave tube amplifiers are op-
erated, of course, somewhere in the 
small signal region. 

Gain and Output Power 

Gain and output power of a travel-
ing wave tube are a function of the 
helix voltage and beam current. A par-
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ticular helix voltage will synchronize 
the electron velocity with the phase 
velocity of the signal wave. During syn-
chronization, interaction efficiency is at 
its highest and maximum gain is ob-
tained. If the helix voltage varies from 
this point of synchronization, the gain 
decreases as shown by the curve in Fig-
ure 6. Operation above synchronous 
voltage extends the small signal region 
and increases the available output power 
at the expense of gain. 
The gain at any frequency is essenti-

ally a function of the one-third power 
of the beam current and decreases as 
beam current is decreased, as shown in 
Figure 7. By operating the grid of a 
traveling wave tube more and more 
negatively with respect to the cathode, 
a point is reached where the gain of 
the tube becomes negative and it acts 
like an attenuator. At higher current 
levels, gain, saturation power, and 
power in overdrive all increase. The 
electrical and thermal characteristics of 
a particular traveling wave tube tend to 
limit the allowable beam current. Like 
any electronic device, traveling wave 
tubes are designed to operate below 
certain limits of input power. Operat-
ing a tube above these limits almost 
always degrades its performance. 

Traveling wave tubes achieve gains 
ranging from 10 to 60 db, with con-
tinuous wave (cw) output powers above 
1 kilowatt using an ordinary helix. 

AM/PM Conversion 

When the RF signal applied to a 
traveling wave tube approaches a high 
value of amplification near the satura-
tion region, the average beam velocity 
decreases making the circuit appear 
longer to the beam electrons. The result 
is that the electrical length of the helix 
becomes proportional to the RF energy 
level and is indicated as a relative phase 

change. The mathematical slope of the 
RF signal level versus relative phase 
shift curve is a parameter called ampli-
tude modulation/phase modulation con-
version, or more commonly, AM/PM 
conversion. AM/PM conversion, ex-
pressed in degrees/db, is an indication 
of the amount of phase modulation of 
the RF signal contributed by the travel-
ing wave tube. The effects of AM/PM 
conversion usually result in a com-
promise between gain, power levels, 
and allowable noise contributions. 
Traveling wave tubes used in communi-
cation systems generally are required to 
exhibit AM/PM conversion figures less 
than 2 degrees/db. 

Bandwidth and Noise 

The useful bandwidth of a traveling 
wave tube is determined by the range 
of frequencies over which the phase 
velocity of the wave is essentially con-
stant. Bandwidth is limited at the low 
frequency end of the band by dispersion 
(change in phase velocity with fre-

5.8 6.2 6.6 7.0 7.4 7.8 8.2 

FREQUENCY — Gc 

Figure 8. Typical gain vs. frequency. 
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quency) and at the upper end by re-
duction of field intensity with an in-
crease in radial distance from axis to 
helix. 
The flattest gain-bandwidth charac-

teristic is obtained when the helix volt-
age optimizes gain at or near the high 
frequency end of the band. Under this 
condition, synchronization with the 
wave at the high end compensates for 
the radial decay of the RF field with 
frequency. At the same time, operation 
away from synchronization at midband 
lowers the maximum gain which occurs 
at the band center. These two effects 
work to minimize gain variation. 
The bandwidth of a traveling wave 

tube is limited more by the input and 
output couplers than by the propagating 
characteristics of the helix itself. How-
ever, bandwidths greater than one oc-
tave have been achieved. 
The types of noise associated with 

traveling wave tubes are thermal noise 

which is caused by random currents ir 
the conductors, shot noise resulting frorr 
the random nature of emission charac-
teristics and electron flow in the beam, 
and partition noise which develops as 
electrons are intercepted at grids and 
on the helix. Thermal noise is a func-
tion of temperature and bandwidth. 
Shot noise can be reduced by designing 
the cathode to operate at the lowest pos-
sible temperature. Partition noise is re-
duced by maintaining the electron beam 
in a tightly focused envelope. 

Uneven emission from cathode sur-
faces can increase noise by producing 
a nonsymmetrical beam. Thus, as a 
traveling wave tube ages, it may become 
noisy unless the emission decreases 
evenly over the entire surface of the 
cathode. Partition noise increases when 
cathode emission becomes non-uniform 
as the tube ages and manifests itself as 
an increase in helix current at rated 
collector current. Normally, the useful 
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Figure 9. RF signal level vs. phase shift. 
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Figure 10. Photograph of typical traveling wave tube used in a microwave hete-
rodyne repeater system. Tube operates in the 6000 megacycle band. 

life of a typical communications travel-
ing wave tube is in excess of 7500 
hours. 

Conclusion 
The traveling wave tube is indeed a 

remarkable device. It overcame the 
bandwidth limitation of other micro-
wave tubes and has proved to be an 
extremely valuable tube in modern com-
munications systems. In fact, traveng 
wave tubes have been launched into 
space aboard certain communications 
satelFtes that are in orbit today 

Before the traveling wave tube was 
developed, microwave amplifiers were 
limited to bandwidths of about one per-

cent of the center frequency. Traveling 
wave tubes have achieved bandwidths 
greater than 10 percent of the center 
frequency because of the cumulative 
nonresonant interaction between the 
electron beam and the RF signal. 

This tremendous broadband feature 
has made the traveling wave tube espe-
cially useful in the development of 
heturod)ne or non-demodulating re-
peaters for use in wideband trans-
mission systems. With the expanding 
need for more and more wideband com-
munications services such as high speed 
data and video or television, the travel-
ing wave tube will certainly provide a 
significant contribut ion 
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The Very Important 

Klystron 

Almost single-handedly, the klystron has revolutionized much of the 
technology and even the economics of communication. By expanding the 
usable radio frequency spectrum hundreds of times beyond its previous 
maximum limits, the klystron has proved to be one of the most important 
inventions since DeForest invented the vacuum tube amplifier. This 
article traces some of the progress made in klystron technology since the 
device was first conceived 22 years ago. 

The klystron, like many other devel-
opments that have become important to 

our economy and way of life, resulted 
not from "practical" research, nor from 

the search for a good commercial prod-
uct, but as a by-product of pure academ-
ic research into the nature of matter. 

In 1933, Professors Russell Varian 
and W. W. Hansen of Stanford Uni-

versity were seeking economical ways 

of obtaining higher energy X-rays to 
support work in nuclear physics. The 

large high - voltage "atom - smashers" 

which were the subject of so many jokes 

and cartoons at that time, were not 

available, primarily due to budget limi-

tations. Very high voltages were re-
quired to produce X-rays of the desired 

energy, but the means of achieving these 
voltages were too expensive. 

Dr. Hansen believed that the desired 
high voltages might be achieved in a 
resonant circuit if the efficiency of the 
resonator could be improved sufficiently. 

About this same time, Sigurd Varan, 

an airline pilot and brother of Russell 
Varian, was concerned about the alarm-

ing growth of Hitler's air force, and 

felt that electronics might provide a 

suitable defense against the growing 
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threat. Other researchers had reported 

being able to detect the presence of 
ships offshore, using radio waves at a 
frequency of about 60 megacycles. After 
studying the problem, the Varians con-
cluded that frequencies higher than any 
then possible would be required — pri-
marily because frequencies large enough 
to concentrate low frequency radio ener-
gy into useful beams would require an-
tennas of an impractical size. 

By 1937, Dr. Hansen had developed 
the cavity resonator or "rhumbatron" 
and had gone on to prove mathemati-
cally that it could be far more efficient 

than any other resonant devices then 
known. The cavity resonator was the 
perfect starting point from which to 
begin a search for a new high frequency 
oscillator. Accordingly, the Varian 
brothers and Dr. Hansen teamed up to 

develop such a device. 

In the conventional vacuum tubes of 
the day, the top limit of operating fre-
quency was set by the time required for 
electrons to travel from the tube's cath-

ode to its anode or plate. The tube could 

no longer amplify or oscillate at fre-
quencies where one cycle required less 

time than required by electrons to go 
from cathode to plate. Accelerating the 
electrons by increasing the voltage on 

the plate interfered with the tube's 

functioning. Narrowing the distance be-
tween tube elements increased capaci-
tance — also interfering with the tube's 

high-frequency performance. Further-
more, reducing the tube's physical size 

was limited by the difficulty of manu-
facturing the microscopic structures 
that would be required. 

Obviously, some method of control-

ling the flow of electrons had to be 

devised that would not be penalized by 

the relatively long transit time of the 
electrons between tube elements. 

The solution to the problem occurred 
to Dr. Varian while he was attempting 

to systematically classify all known 
methods of controlling electrons. His 

solution was to allow the characteristics 
of the cavity resonator itself to control 
the electrons as they flowed toward the 
tube anode. He reasoned that an alter-
nating field on a short portion of the 

electron stream would retard some elec-
trons and accelerate others. The differ-
ent electron velocities would cause the 
electrons to gather in groups or "bunch-
es." The speed of the electron stream 

and the time interval between bunches 
would determine the frequency of oscil-
lation. Instead of requiring ever-shorter 

transit times between cathode and anode 
for higher frequencies, this scheme actu-
ally worked better if the transit time 
was increased! 

The team's first design consisted of 
two resonators linked by a "drift" tube, 
and suitably equipped with an electron 

gun and grids for forming a beam. The 
"drift" tube was to allow sufficient time 

for electrons to group in bunches. 

Before the researchers could be sure 
that their device worked, they had to 
solve the basic problem of detecting the 

high-frequency oscillations. No detec-
tor known at the time would be able 
to function at microwave frequencies. 
Without a detector it was very unlikely 
that anyone would know if the machine 

operated successfully. This problem was 

solved by providing a small hole in the 
last resonator so that during oscillation, 
a portion of the electron beam used to 
drive the klystron would be deflected 

through the hole and hit a fluorescent 
screen. If oscillations were produced, 
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the screen would glow. This detection 
method was easy to incorporate in tie 
experimental model because the entire 
device was operated in an evacuated 
bell jar. The third model constructed, 

4C010w.. lIk•ONATORV...”.4.0010 UNIVP•11, 

Fig. 1. First successful klystron pro-
duced microwave oscillations at about 
2300 megacycles. Device incorporated 
water cooling and an ingenious fluo-
rescent radio frequency detector. 
Shafts on front are micrometer controls 
for adjusting resonator positions and 
coupling between resonators during 

operation. 

shown in Figure I, provided reproduc-
ible oscillations at a frequency of about 

2300 megacycles. 

Wartime Urgency 
The growing power of the German 

Luftwaffe, and the beginning of the 
European war in 1939, stimulated ur-
gent research on the klystron in Ameri-
ca, Britain, and France. Working under 
wartime pressure, the Bell Telephone 
Laboratories developed a line of kly-

strons which included prototypes of 
some still used today. The famous type 

2K25 solved the problem of tuning the 
device over a wide frequency range. 
Tuning had become a serious prob-

lem. Electrical tuning was possible by 

varying the voltage on tube elements. 

However, this permitted tuning ranges 
of only a few megacycles. Slight varia-
tions in the size of the resonator gap 

produced large changes in frequency, 
but were very difficult to control. Fre-
quency changed 200 megacycles for 
every thousandth of an inch change in 

spacing between cavity grids. Since it 
was necessary to adjust frequency to 
within a megacycle, the tuning mecha-
nism had to be able to position the 
grids accurately within five-millionths 
of an inch! 
The Bell design is shown in Figure 

2. Changes in gap spacing and cavity 
dimensions were made possible by a 
flexible diaphragm. This diaphragm, 
functioning like a bellows, permitted 

the upper portion of the tube to be 
moved in relation to the main body. 

The tuning device consisted of a fixed 
strut on one side of the tube, and an 
adjustable tuning bow on the other. 
The fixed strut provided enough hinge 
action to allow the diaphragm to flex, 
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and the tuning bow provided tension. 

When the two members of the tuning 
bow were spread, the bow was short-
ened, thus reducing the gap between 
the cavity grids. This arrangement pro-
vided the very high leverage required 
to hold the grids to the desired spacing, 
and permitted slow motion tuning. 
The design was easy to produce, and 

by the end of the war, thousands of 

klystrons of this type were in use all 
over the world. Even today, some tubes 

of this type are still in use — a tribute 
to the excellence of the wartime engi-
neering effort. 

After the war, a new type of com-
munication came into being. Point-to-
point microwave circuits, using klystron 
oscillators as transmitting tubes, per-

TUNING 
BOW 

CAVITY 
GRIDS 

CAVITY 
RESONATOR 

CATHODE 

FIXED 
STRUT 

$$$$$$ 

FLEXIBLE 
DIAPHRAGM 

Fig. 2. Cross-section view of successful 
wartime reflex klystron design. Flexible dia-
phragm permitted output frequency to be 
tuned over wide range. Tension or compres-
sion by tuning bow on upper portion of 
tube changed cavity grid spacing and reson-
ator dimensions. Photograph on right shows 
external tuning mechanism. Threaded screw 

spreads bow, thus compressing tube. 

mitted interference-free radio circuits 

with enough bandwidth to carry hun-

dreds of telephone channels. The high 
frequencies opened up by the klystron 

increased the efficiency of antennas to 
such a degree that transmitter powers 
of only a watt, or even less, could 
provide reliable communication across 

many miles. 
Under the seemingly hum - drum 

peacetime conditions, certain character-

istics of the wartime klystron became 
evident that hadn't mattered too much 
in the military applications where life 
expectancy of the equipment was short 
and maintenance was plentiful. 

Small factors, such as temperature 
change, affected frequency stability. Be-
cause of the flexible diaphragm in the 
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gap-tuned klystron, even changes in 
barometric pressure tended to shift 
operating frequency. Stresses on the 
diaphragm resulted in metal fatigue 
and "creep," thus producing a gradual 
shift in operating frequency which re-
quired periodic readjusting. 
The biggest problem, however, 

proved to be temperature compensation. 

In this type of tube, cavity dimensions 
and gap spacing have a profound efiect 
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CAVITY 
GRIDS 

INTERNAL 

CAVITY 
RESONATOR 

CATHODE 

on operating frequency. Both the cavity 
itself and the externai tuning mecha-

nism require very careful temperature 
compensation. Since they are physically 
separated, long warm-up periods are 
required to stabilize operating fre-
quency. Legal and practical require-
ments for frequency stability make it 
essential that this type of klystron be 

operated in some sort of temperature-
controlled chamber or "oven." Al-
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, COUPLING 
ADJUST 

- 

EXTERNAL 

CAVITY 

MODE 

ADJUST 

WAVEGUIDE 
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temelào• ne.›.1•Vef 

Fig. 3. Cross-section view of external-cavity reflex klystron. Internal resonator 
cavity is shaped at time of manufacture, has no moving parts within vacuum. 
Over-coupling between internal and external cavities permits tuning output fre-
quency by simple mechanical screws in outer cavity. Waveguide output is under-
coupled to load, preventing frequency "pulling" by changing load impedance. 
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though this helps the situation consid-

erably, even a brief loss of power, or 
a malfunction of the thermostat ox 

heater will throw the klystron off fre-
quency for a considerable time. 
To cope with these and other prob-

lems, many new types of klystrons have 
been devised. One type finding wide 

acceptance in microwave communica-
tions is shown in cut-away form in 
Figure 3. This tube avoids the troubles 
of the older design by having no vari-

able or moving parts within the vacu-
um. Unlike the gap-tuned klystron, the 

shape and dimensions of the internal 
cavity are fixed at the time of manu-
facture and are not changed. 

Tuning is provided by an external 
cavity electrically coupled to the inter-
nal cavity by means of an iris or win-
dow between the two. A vacuum seal 
of ceramic or mica preserves the vacuum 

in the inner cavity. The two cavities are 
strongly over-coupled so that changes 

in the electrical characteristics of the 
outer cavity will affect the fields set up 

in the internal resonator, thus permit-
ting the tube to be tuned. Simple me-

chanical screws entering the outer cavity 
permit adjustment of coupling, fre-

quency, and mode selection. 

The output aperture for this type of 
ldystron is designed to under-couple 
the tube to its waveguide load in order 
to prevent differences in load impedance 
from affecting the output frequency. 
This feature provides the additional 
benefit of holding output power con-
stant in the face of reduced cathode 
emission as the tube ages. The "reserve 
against age" thus obtained reduces the 
amount of maintenance required, a val-
uable consideration in microwave com-
munications systems where some sta-
tions are rather inaccessible. 

..... CC, 

Fig. 4. Ballistic missile early warning 
radar at the Lincoln Laboratory of 
M.I.T. Using the klystron shown in 
Figure 5, this installation made radar 

contact with planet Venus. 

Temperature compensation is 

achieved by a proper choice of mate-

rials used in the internal cavity. Because 
of the proximity of the cavity to the 
electron gun and the stream of elec-

trons, this type of klystron achieves its 
final operating frequency only a few 
seconds after the filament reaches oper. 

ating temperature and oscillation be-
gins. Since a temperature-compensated 

oven is not required, the tube operates 
at lower temperatures, thus increasing 
life expectancy. 
Not only is this new-found frequency 

stability useful in the communications 

industry, but it has permitted the kly-
stron to enjoy greater usefulness in the 
missile and space development field. 
The external-cavity klystron has proved 

especially valuable where high levels of 
vibration and rapidly changing pressure 
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Fig. 5. World's largest electron tube, this amplifier klystron was 
designed for ballistic missile early warning radar. Shown here 
without external resonators and focusing coils, this tube provides 

11/4 million watts peak output power. 

au, 

make the gap-tuned klystron undesir-

able or unsuitable. 

In the early days of radar, the kly-

stron was overshadowed by the magne-

tron as a source of high power radar 
energy. The klystron was relegated to 

use as the local oscillator in the radar 

receiver. At that time, frequency sta-
bility and the ability to amplify were 

not as desirable as high-efficiency and 

extreme compactness. 
In recent years, the klystron has be-

gun to displace the magnetron. Modern 

radar systems obtain considerable infor-

mation from the phase characteristics 

of the returning echo, but require accu-

rate phase control of the outgoing pulse. 

The magnetron, which is only an oscil-

lator and cannot amplify, is generally 

unable to satisfy this criterion. The kly-
stron, which can amplify, has no such 

limitation. Modern high-power klystron 

amplifiers are even approaching the 
magnetron in efficiency, often achieving 

40 to 45% efficiency. 
The klystron amplifier shown in Fig-

ure 5 is believed to be the world's larg-

est electron tube. This tube was devel-

oped for use in a large early warning 
radar to detect ballistic missiles, and 

can deliver a peak power output of 11/4  

million watts, or sustain a continuous 

power output of 100 kilowatts! 

Impressive as these figures are, other 

klystrons have been developed which 
can deliver even greater peak power. 

At Stanford University, where the kly-
stron was invented as a tool to help 

explore the atom, 21 extremely high 
power klystrons are used in the world's 

largest linear accelerator. These kly-

strons, each having a peak power capa-

bility of 30 million watts, provide the 

power for accelerating particles to 

speeds very close to the speed of light. 

Particles achieve energy levels approach-
ing a billion electrun volts, and reach 

velocities so close to the speed of light 

that their mass increases 2,000 times! 

It is very fitting that the klystron has 

contributed so well to the basic research 

for which it was invented. Not only 
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Fig. 6. World's most powerful electron tube. Twenty-
one of these klystrons are used in the Stanford linear 
accelerator. Researchers say that although tubes are 
each capable of 30 million watts peak power, they are 
usually operated at "only 20 million watts." Micro-
wave energy from klystrons is used to accelerate 
particles in evacuated tube on left to speeds approach-
ing that of light. Screened area in background con-
tains pulse network for one klystron. 

has it fulfilled its original purpose, but 
has produced tremendous social and 

economic benefits as well. Large kly-
strons make possible tropospheric "scat-

ter" communication sytsems which link 
remote communities, which never knew 
a telephone, to the rest of the world. 

Similar facilities enable early warning 
radar stations (which also depend on 

the klystron) to maintain constant com-

munication with control centers in cen-
tral locations. Tomorrow, a klystron 

may be the means of talking back to 
earth from outer space or the planets! 
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INFORMATION THEORY 

and CODING 

Part 1 

Information theory began as an academic mathematical inquiry into 
factors which limit communication. The fantastic growth of man's ability 
to communicate in the past several decades has confirmed the importance 
of the inquiry and added to pressures of many important practical prob-
lems. Billions of dollars have been spent on communications in recent 
years and will be spent again to keep up with public demand. Improving 
the efficiency of communication facilities could channel these funds into 
providing even greater advances. This article is the first of two which 
discuss some of the highlights of information theory and how it is used 
to improve communications. 

Transmitting information by vari-
ous communications techniques is 

an important part of everyday life. 
Certainly everyone has used the phrase 
"a lot of information," but few people 
regard the fact that it is possible to 
measure information quantitatively. 
However, information has been given 
a numerical value that is very useful in 
the study of communications. 
What is the importance of informa-

tion theory to a communications engi-
neer? It seems quite reasonable that 

an engineer who is responsible for 
selecting solid-state radio equipment for 
a communications system should have 
a knowledge of the theory of transis-
tors. It is very unlikely that such an 
engineer will have anything to do with 
the design of transistors, but a knowl-
edge of basic transistor theory is never-
theless required for the engineer to be 
adequately qualified to do his job. In 
other words, a great deal of funda-
mentai background knowledge is neces-
sary for the broad understanding re-
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quired by a competent engineer. For 
the communications engineers, informa-
tion theory is becoming an increasingly 
important part of this background 
knowledge. 
The accelerating growth of data 

transmission creates an obvious require-
ment for a broader understanding of 
information theory. In addition to other 
uses, information theory provides the 
fundamental principle for analyzing 
and comparing existing and future data 
transmission systems. 

Unfortunately, many of the improve-
ments in communications systems sug-
gested by information theory are rather 
complicated and expensive, thus pre-
venting them from being readily put 
into use. Nevertheless, as technology 
progresses, cheaper means of perform-
ing the complicated operations sug-
gested by the theory will undoubtedly 
be found and information theory can 
be expected to play a more important 
role in practical communication sys-
tems of the future. 

Meaning of Information 

Information can perhaps be ex-
plained as choice or uncertainty. The 
effect of the information in a message 
is to change the probability concerning 
a situation, as far as the receiver of the 
message is concerned, from its value 
before the message is received to what 
is usually a larger value after the mes-
sage is received. If an event is certain 
to occur, the mathematical probability 
of its occurrence is, by definition, one. 
If the event is certain not to occur, the 
mathematical probability is zero. The 
mathematical probability of the occur-
rence of any event whose occurrence or 
nonoccurrence cannot be predicted with 
certainty lies somewhere between zero 
and one. 
One of the first steps in determining 

the exact nature of information was the 

selection of a unit, or yardstick, by 
which information could be measured. 
This unit had to be such that it could 
easily be determined and did not de-
pend upon the importance of the mes-
sage, since a message's importance is 
difficult to evaluate mathematically. 

It turned out that the simplest and 
most basic unit was the amount of in-
formation necessary for a receiver ( per-
son or machine) to make the correct 
choice between two equally possible 
messages. This choice may be between 
the messages yes-or-no, on-or-off, A-or-
B, 0-or- 1, black-or-white, and so on. 
Since the two possible messages corre-
spond to the two symbols in the binary 
number system, a unit of information 
based on two symbols (messages) came 
to be called a binary digit and was ab-
breviated bit. 
A message consisting of one simple 

electrical pulse has the informational 
value of one bit because the presence or 
absence of the pulse permits the re-
ceiver to choose the correct message 
from a set of two. As shown in Figure 
1, transmitting two pulses permits the 
receiver to select the correct message 
from four equally possible messages. 
Three pulses, or bits, will enable the 
correct selection from a set of eight. 
This selection process gives the average 
amount of information which must be 
transmitted to specify a message from 
a set of equal possibilities. 

For instance, suppose a message is 
to be sent indicating a choice in an 
election among eight candidates. In the 
form of communication, the sender has 
a certain definite limited choice as to 
what message to send. The receiver of 
the message will have some uncertainty 
as to what it will say but he knows that 
there are only eight possible choices. 
In order for the sender to indicate to 
the receiver which candidate he has 
chosen, he must use some sort of signal. 
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Figure 1. Amount of information required to specify a message from a set of equal 
possibilities. 

One form of signal might be a series of 
pulses or absence of pulses ( for con-
venience, a one can be used to repre-
sent a pulse and a zero to represent the 
absence of a pulse). Since there are 
eIght unique series of three pulses or 
no-pulses possible, any one of the mes-
sages can be designated by one series 
of three pulses or no-pulses. For the 
receiver, three elementary decisions de-
cide which message among eight was 
intended. 
The information content of a mes-

sage, expressed in bits, is determined 
by the formula: 

H = log.m 

where 

H = number of bits of information 
m = number of equally likely choices 

If m is 8, the first bit corresponds 
to a choice of which half of the 8 possi-
bilities is chosen, the second bit to a 

choice between the first and second pair 
of the selected half, and the last bit to 
a choice between the first or second 
member of the chosen pair. Thus 3 
(or log,8) bits of information de-
termine the selection, and this is the 
amount of information acquired b} the 
receiver. 

In the example cited, each pulse pro-
vides one bit of information. In binary 
code each code element may be either 
of two distinct kinds of values: for ex-
ample, the presence or absence of a 
pulse. In a ternary or three level code, 
each code element may be any of three 
distinct kinds or values; in an N'ary 
code, each code element may be any 
one of N distinct kinds or values. 

With a simple Nary code, if all 
values are equally probable and the 
probability of any code element is inde-
pendent of preceding code elements, 
the amount of information (H) is pro-
portional to the number of code ele-

357 



ments ( n) comprising the message 
multiplied by the logarithm of N. 

H = n log:N 

The average information per symbol 
in any of the commonly used sets of 
symbols or in any language is always 
considerably less than its maximum pos-
sible value. In effect, this means that 
parts of messages usually tell things 
which are already partly known. Thus 
the intersymbol influences ( including 
interword influences) can predict the 
nearby succeeding parts of a message 
to a considerable extent. The actual re-
ception of the message then gives partly 
a verification or correction of the pre-
diction in addition to completely new 
ideas. This partial or complete repeti-
tion of message content which occurs in 
languages is called redundancy. How-
ever, despite the fact that it causes a 
loss in the rate of transmitting informa-
tion, redundancy is a very useful prop-
erty of languages, for it allows indi-
vidual errors in the transmission of 
messages to be recognized easily and 
corrected. 

Message Sources 

In information theory, message 
sources are classified as either discrete 
or non-discrete. A speaker is an example 
of a non-discrete message source since 
the values of a speech wave are drawn 
from a continuum of possibilities. Such 
non-discrete sources are very difficult 
to evaluate mathematically. For this 
reason, the application of information 
theory to communications systems is 
concerned mainly with so-called discrete 
sources. A discrete source produces 
messages which are sequences of sym-
bols, the symbols being drawn from 
some finite list. The most familiar ex-
ample of such messages is printed Eng-
lish text. The sequence of telegrams 
passed to the telegrapher for trans-

mission can be thought of as such a 
source of English text. Other examples 
of discrete information sources are the 
input tape to a large computer or the 
string of symbols printed on a stock 
exchange ticker-tape. 

In analogy with English, the different 
symbols of a message from any discrete 
source can be called letters, and the 
finite list of letters from which mes-
sages are composed are called the source 
alphabet. The number of letters in the 
source alphabet represent the size of 
the alphabet. The occurrence of a letter 
in a message is called a character re-
gardless of what letter it is. For tic-
ample, the word Mississippi contains 
eleven characters but only four different 
letters. 
The first step in describing a given 

information source is to list its alphabet. 
This is far from a complete description 
of the source, however, for the mes-
sages produced by most sources have an 
elaborate statistical structure. The char-
acter being printed now is not inde-
pendent of characters just produced by 
the source, but depends upon them in a 
complicated way. What the next char-
acter produced by a source will be is 
not certain. A good guess as to the next 
character, however, depends strongly 
on how much of the past message has 
already been received. If the source is 
a telegraph and the message "General 
Eisenho" is observed, then it is quite 
certain what letter the next character 
will be. If, however, only the last letter 
of the message, "o", is observed, what 
will follow is not so clear. 
The statistical structure of the mes-

sages produced by a given source can 
be described mathematically by associat-
ing with the source a long list of proba-
bilities. The first probabilities on this 
list are quantities pi— the probability 
that the source will produce the ith 
letter of the source alphabet. These 
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Figure 2. Generalized communications system used in the study of information 
theory. 

quantities reflect the best guess as to 
what letter the source will produce 
when the text already produced has not 
been seen. The next set of characteriz-
ing numbers for the source are quanti-
ties p1,—the conditional probability 
that the source will next produce the jth 
letter of the alphabet when it is known 
to have just produced the ith letter. 
Next are the quantities puk—the prob-
ability that the source will next produce 
the kth letter of the alphabet when it 
is known that the source has just pro-
duced the ith letter followed by the jth 
letter. Listing such probabilities in this 
manner can continue indefinitely, each 
set giving more information about the 
long range structure of the messages. 
In the mathematical model of a message 
source used in information theory, this 
list of probabilities, along with the 
source alphabet, characterizes a particu-
lar information source. 

In actual sources the infinitely re-
mote past of a message certainly exerts 
no influence on characters being printed 
now. In fact, in many sources correla-
tion between characters does not extend 

very far into the past at all. Sources 
may he classified then according to the 
number of past characters that exert an 
influence on the character being pro-
duced by the source at the present 
moment. A source in which the past 
characters exert no influence on the 
present character is called a monogram 
source; one in which only the last char-
acter produced influences the choice of 
the present character is called a digram 
source, and so on. 

Informotion Content of 

English Text 

As pn.:\ iously stated, information can 
be measured in terms of bits or in-
formative yes's or no's, and an element 
of a binary code contains one bit of 
information. For the more complex or 
non-binary codes the information con-
tent of each code element increases. If 
there is an equal possibility of any code 
element appearing ir. a sequence, the 
information value of each code element 
is equal to the logarithm to the base 
two of the possible number of code 
elements. 

359 



In written English, there is a finite 
set composed of 27 symbols, the 26 
letters of the alphabet and a word space. 
If the next letter in a written message 
appeared at random with a probability 
of 1/27 for each letter, then the in-
formation content of a message ex-
pressed in bits would merely be equal 
to the number of symbols multiplied by 
log.,27, using the formula previously 
given. 

However, when the information in 
a message is in the form of a language, 
occurrence of the various symbols which 
comprise the language's alphabet is 
never completely random. Thus, the 
appearance of a given letter or a given 
word in English is subject to "con-
straints" which act to modify an other-
wise completely random probability of 
occurrence. 

In setting up his dot-dash code, 
Morse made one of the first applica-
tions of statistics to a communication 
problem. On the basis of type counts 
made in a printing shop, Morse as-
signed a short code to the most fre-
quently used letters and longer codes 
to the less frequent. Thus, he could 
transmit E, the most frequent, by simply 
sending a dot, but for V, one of the 
least frequent, he had to send dot dot 
dot dash. 

Thus, Morse would have expected to 
use more time transmitting letters of 
gibberish, which might use V as fre-
quently as E, than sensible English in 
which letters appeared with their fa-
miliar frequency. 
To get the most possible combina-

tions from its alphabet, a language 
should allow its letters to fall with uni-
form probability. Constraints on where 
the letters fall serve to introduce sub-
stantial redundancy in the transmission 
of information. 

As an example, consider the number 
of bits of information that are con-

A 

D 

E 

G 

H 

N 

o 

U 

V 

V1/ 

X 

Y 

MORSE 

CODE 

Figure 3. The familiar Morse code was 
one of the first applications of statistics 

to a communications problem. 
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tamed in a letter of the English alpha-
bet. If any letter of a 27 letter alphabet 
were equally probable, the information 
in one letter would be the logarithm to 
the base of 2 of 27 or 4.76 bits. Actu-
ally, since all letters are not equally 
probable, when the known probabili-
ties are applied for each letter, it de-
velops that, on the average, each letter 
probably contains less than two bits. 
Putting it another way, an 18 letter 
alphabet of uniform probability could 
do the same job as our less efficient 27 
letter alphabet. However, the redun-
dancy of the English language permits 
great liberties in transmitting written 
messages. For example, the telegraph 
message 

PLLESE SXND MON-IEZ 

can easily be interpreted as 

PLEASE SEND MONEY 

Transmitting Information 

If there were no noise to degrade 
transmission, there would be no limit 
to information transmission. By trans-
mitting a perfectly measured voltage to 
represent information, for example, any 
desired rate of communication could be 
achieved. In reality, noise masks signals 
transmitted over communication cir-
cuits and introduces uncertainty as to 
their exact value. Signals tend to be 
converted into noise by a process of 
degradation and distortion. In trans-
mitting many channels of information 
over a multiplex system, each channel 
requires a certain bandwidth in order 
to distinguish the signal from random 
noise. Thus, the greater the number of 
channels, the greater the bandwidth re-
quired. However, as the number of 
channels increases, each channel signal 
represents a smaller and smaller portion 
of the total band. As this occurs, it 
becomes increasingly difficult to dis-
tinguish the signals from background 

noise unless transmission power is in-
creased. 

Information theory studies have re-
vealed the exact relationship between 
information capacity, signal power, 
noise, and bandwidth. While these 
studies have generally confirmed knowl-
edge acquired on an experimental basis, 
a number of possibilities were revealed 
that had not been self-evident. It was 
well known that a smaller signal-to-
noise ratio would be acceptable in com-
munications if greater bandwidth were 
employed, as in FM. It was surprising, 
however, to discover that in principle, 
bandwidth could be reduced by increas-
ing signal-to-noise ratio. Heretofore, it 
was firmly believed that channel band-
width could never be less than the 
bandwidth of the original message. 

H. Nyquist, a mathematician at the 
Bell Telephone Laboratories, proved 
mathematically that the required band-
width for a communications channel is 
directly proportional to signaling speed, 
and that the minimum bandwidth re-
quired for transmission of a signal is 
essentially equal to half the number of 
binary pulses per second. 

Nyquist showed that although there 
was a limit to the number of pulses per 
second that could be transmitted over 
a given communications channel, each 
pulse might have several distinguish-
able states or conditions, each of which 
could carry information. Thus, if ampli-
tude were the variable conveying the 
information, and each pulse had four 
possible amplitudes, twice as much in-
formation could be transmitted as in a 
system where pulses had only two pos-
sible values. 

Nyquist showed that the limit to the 
number of information-carrying states 
was related to the noise in the circuit. 
As stated previously, without noise, 
there would be no limit to the rate at 
which information could be transmit-
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ted. In the presence of noise, however, 
the difference in value between two 
levels or states must be at least twice 
the value of peak noise. Otherwise, 
there will be uncertainty as to the value 
of the pulse. 
The same limitation applies to con-

tinuous waveforms as well as pulse sig-
nals. Actually, there is no real difference 
between the two. Although a continu-
ous wave may contain an infinite num-
ber of points which define its shape, it 
does not contain an infinite number of 
information-carrying values. In fact, 
periodic samples of the waveform can 
be used to reconstruct or define the 
waveform perfectly if they are taken 
often enough. The waveform doesn't 
have to be sampled very often to make 
a perfect reconstruction—sampling at 
twice the highest useful frequency in 
the signal will do. Thus, if 3000 cps 
is the highest useful frequency in a 
telephone channel, a series of brief 
samples taken at the rate of 6000 
per second will precisely and exactly 
duplicate the telephone conversation! 
The samples can be as brief as desired, 
in fact, the shorter the better. Thus, a 
series of pulses can serve in lieu of 
a continuous waveform, with no loss 
whatsoever. 
The 3000 cps telephone circuit is a 

universal communications channel, 
available almost anywhere in the world. 
Almost all general purpose communica-
tions facilities are designed to accom-
modate voice signals. Accordingly, this 
bandwidth has been taken into consid-
eration in designing equipment used to 
transmit telegraph and data signals and 
other forms of information. 

According to Nyquist's formula for 
maximum signaling speed, a 3000 cycle 
channel should be capable of carrying 
6000 binary pulses per second. Trans-
lated to words per minute, and using 
the standard Baudot or teletypewriter 

code, this is approximately 8000 words 
per minute. Furthermore, the informa-
tion capacity is considerably higher if 
codes other than binary are used. The 
relationship between bandwidth, signal 
power, and noise is complex and de-
pends upon many factors such as the 
kind of noise present in the channel, 
the nature of the power limitation, the 
type of modulation used, and the 
method of encoding the information. 
In 1948, C. E. Shannon, also of the 
Bell Telephone Laboratories, devised a 
mathematical formula which defined 
the rapacity of a communications chan-
nel or the maximum transmission rate. 
This formula, which relates informa-
tion rate to the bandwidth and the 
amount of interfering noise in the sys-
tem, is shown graphically in Figure 4. 

Using Shannon's formula, a channel 
of 3000 cycles bandwidth and a signal-
to-noise ratio ( signal power/noise 
power) of 30 db has a capacity (C) 
of about 30,000 bits per second: 

S  C W log: (1  ) 
N 

=3000 log 1001 

=3000 (9.96) 

=29.880 bits per second 

Of course, this is ideal, non-surpass-
able performance, and achievable only 
by the most elaborate coding. Practical 
communications systems cannot begin 
to approach that rate of transmission. 
To achieve such a rate, three conditions 
would have to be met. First, the trans-
mission medium must be distortionless. 
Second, the noise power in the channel 
must be equal throughout the frequency 
band. Third, the method used to en-
code the signals must be so complex 
that no possible combination of noise 
impulses will ever cause errors to occur 
during transmission. None of these 
conditions can be met or even closely 
achieved with present-day techniques. 
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WHERE: 

C IS CAPACITY IN B TS PER SECOND 

W IS BANDWIDTH IN CYCLES PER SECOND 
S IS SIGNAL POWER 
N IS NOISE POWER 

Figure 4. Graph of Shannon's formula which relates information rate to the band-
width and the interfering noise in a communications system. 

Such performance would require whole 
buildings- full of equipment to encode 
and decode the message. In addition, 
the time required for encoding and de-
coding messages would be far too great 
for practical needs. 

Information theory studies have indi-
cated the existence of ideal codes for 
transmission over the noisiest channel 
at rates up to the theoretical limit, and 
permitting as low a probability of trans-
mission error as required. Redundancy 

or repetition reduces error probability. 
By introducing a controlled amount of 
redundancy in proportion to the chan-
nel noise, the desired transmission re-
liability can be maintained under the 
worst conditions, at the cost cf reduced 
transmission rate. If reduced trans-
rnission rate cannot be tolerated, more 
complicated coding can theoretically be 
employed to keep down the probability 
of error. The subject of coding and 
error control is discussed in Part 2. 
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INFORMATION THEORY 
and CODING 

Part 2 

There is a never-ending need to overcome the various kinds of inter-
ference inherent in today's communications systems, so that information 
can be transmitted faster and with fewer errors. One way of providing 
improvements is to design special coding schemes which better organize 
the messages sent over communications systems. This article discusses 
some of the considerations in coding and decoding messages and the 
methods of detecting and correcting transmission errors. 

CommuNicATioN requires that in-
formation be transported from 

one place to another and, for this pur-
pose, must be converted into a form 
suitable for handling. Electrical com-
munication requires additional conver-
sions to prepare the words or other 
symbols for transmission. Sound waves 
are converted to a variable voltage; elec-
trical pulses, like drum beats or smoke 
signals, provide the means for transmit-
ting letters and numerical data over 
today's modern communications sys-
tems. 

Regardless of the exact means of 
t:ansmission, some form of symbolic 
language or code must always be used 
to carry information from its source to 
its destination, and most of these codes 
and languages are inherently wasteful. 
In language, some words are used more 
than others and letters occur in pre-
dictable patterns. This predictability 
and pattern in sounds, letters, and 
words make it possible to receive the 
meaning of a spoken or written mes-
sage, even when some part of it is 
altered or deleted in transmission. A 
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reader's familiarity with the words and 
syntax of a language allow him to sup-
ply missing or incorrect letters and 
words in the text. The prolonged sounds 
of speech, and their inflection and pat-
tern preserve the intelligibility of speech 
except in the presence of extreme inter-
ference. 
A simple experiment will confirm 

how predictable language actually is. A 
short passage of written prose is se-
lected, and someone is asked to guess 
the characters ( including spaces and 
punctuation) one at a time. The subject 
continues guessing until he names each 
character correctly. As each character is 
guessed, it is written down as an aid in 
predicting the next character. The re-
sults of such an experiment are shown 
in Figure 1. The numerals show the 
number of guesses required for each 
character. Of the 109 symbols in the 
text, the subject guessed correctly on his 
first try 79 times, and was able to identi-
fy all 109 characters in 235 attempts. 
This is an average of only about two 
guesses ( or information "bits") per 
character. Further experiments have in-
dicated that long passages of English 
text have an information content of 
only about one bit per letter. This means 
that, theoretically, it should be possible 

Figure I. Predictabil-
ity of language is indi-
cated by large number 
of characters correctly 
guessed on first try. 
Numerals indicate num-
ber of guesses required 
to identify each charac-

ter. 

to transmit text by pulses no more nu-
merous than the letters thernselves, thus 
enabling 24 of the 26 letters to be dis-
carded without loss of communication. 
Although this ideal cannot be achieved, 
it provides a goal to be approached in 
the design of coding techniques. 

Transmission codes can be made 
more efficient by designing them to fit 
the statistics of the language. Thus, 
letters which occur most frequently— 
E, T, and A, for instance—are repre-
sented by the shortest code symbols, 
while the least probable characters have 
longer symbols. Figure 2 shows such a 
code which has an average information 
content of about 4 bits per character. By 
contrast, the standard teletypewriter 
code employs 5 bits per character, not 
counting synchronizing pulses. 

Although the additional redundant 
symbols and pattern in language may 
help overcome errors, unsplematic re-
dundancy is wasteful, and merely lowers 
the rate of communication. It follows 
logically that the more redundancy re-
moved, the more efficient the communi-
cations channel, but the greater the like-
lihood of error due to interference. 
Since interference is always present to 
some degree, a very efficient communi-
cations system would use a code in 
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2 1 1 11111 1 1 1 1 2 I 1 2 2 I 1 I I 

REALIZING— THAT— I— W AS 
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Figure 2. Efficient binary code for English requires average of only 4 bits per 
character by taking advantage of language statistics. 

which all message redundancy was elim-
inated to obtain maximum information 
rate; then, just enough redundancy 
would be re-inserted to overcome the 
interference present in the transmission 
path. 

Unlike the redundancy ir. spoken and 
written languages, data-type messages 
have no inherent redundancy. Machine-
generated characters occur without pat-
tern, and errors cannot be detected by 
inspection, as in the case of text. To 
complicate matters, data errors cannot 
be tolerated to the same extent as errors 
in text, because control operations or 
machine calculations may be completely 
ruined by a single error. Yet the high 
speed with which data is generated and 
transmitted makes the occurrence of 
errors more likely. 

One way of overcoming errors in 
handling and transmitting high-spied 
data is to design codes which, by their 
very construction and organization, are 
able to detect or even correct errors 
automatically. Unfortunately, most such 
codes cannot be created without adding 
redundancy. The problem then becomes 
one of finding a coding method that 
provides maximum error- free transmis-
sion with the least possible redundancy. 

Error Probability 

The information capacity of a com-
munications system with a finite band-
width depends primarily upon the ef-
fective signal-to-noise ratio at the de-
tector or receiver. Noise power in the 
system is generally- considered to be 
completely random and adds to or sub. 
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tracts from the signal power. The addi-
tion of this noise to digital signals 
makes it difficult for a detector to always 
make a correct decision, thus causing 
errors. 

In a typical binary system, for ex-
ample, the digital codes I and 0 are 
represented by different amplitudes as 
shown in Figure 4. The detector must 
determine whether a signal pulse is a 
I or 0 by its amplitude at the time of 
sampling. ( Signals are usually sampled 
at the center of the pulse.) If the signal 
amplitude at the time of sampling ex-
ceeds a set level, called the decision 
threshold or slicing level, a binary I 
will be indicated. If the signal ampli-
tude is less than the slicing level at the 
time of sampling, a binary 0 will be in-
dicated. 
The amplitude of the pulse at the 

sampling time is proportional to the 
vector sum of the signal power and the 
noise power. If the signal at the detec-
tor is a binary 0, then the noise power 
would have to be of such amplitude 
and phase that it would ;wile the ampli-
tude of the pulse above the slicing level 
to produce an error. Conversely, if the 
signal is a binary I, the noise power 
would have to be of such amplitude and 
phase that it would lower the amplitude 
of the pulse below the slicing level to 
produce an error. 

In Figure 4, the slicing level is set 
at half the peak signal amplitude. This 
means that whenever the amplitude of 
a signal pulse at the sampling time is 
distorted by an amount equal to half 
the peak amplitude, an error will occur 
because the detector will indicate the 
wrong binary symbol. If random noise 
is considered to be the only cause of 
signal distortion, then the chance of 
error is related to the probability of the 
noise power becoming greater than half 
the peak amplitude set for the signal 

pulse. This implies, of course, that the 
greater the signal-to-noise ratio, the less 
chance there is for error. Therefore, 
given the signal-to-noise ratio, the prob-
ability of random noise peaks causing 
errors can be estimated by using the 
mathematics of statistics and the so-
called normal or gausian distribution 
values which have been well tabulated. 
The error rates established by this sta-

00 01 I 0 I I 

a 

110 

Figure 3. Two methods of coding in-
formation. In (a), characters are equal-
ly probable and two bits are required 
for each. In (b), characters known to 
appear more frequently are assigned 
a shorter code thus reducing the total 

number of bits required. 

368 



ORIGINAL BINARY SIGNAL 

1.0 

0. 5 — 

0, 5 — 

O 0 0 o 
RECEIVED BINARY SIGNAL 

SAMPLING 

INSTANTS 
TIME 

tistical method provide an excellent 
measure of performance that is esne-
daily useful in rating digital communi-
cations systems. The error rate perform-
ance of today's communications systems 
ranges from one bit in 100,000 to over 
one bit in 1,000,000. Figure 5 shows 
curves of error probability versus signal-
to-noise ratio ( in decibels) for three 
types of digital systems. 

It is important to note that in com-
paring multilevel codes, such as ternary 
and quaternary, with a binary code, the 
probability of error increases when the 
peak-to-peak signal range is the same. 
As shown in Figure 6, two slicing levels 
are required for a ternary signal and 
three slicing levels are required for a 
quaternary signal. Although these addi-
tional levels increase the information 
capacity of the signal. when compared 
to a binary signal, the margin against 
noise is reduced by a factor of 1/(n-1.) 

-r 

o 

O 

ERROR 

Figure 4. In a binary 
system, digital codes 
and o are represented 

by different amplitude 
levels. When a pulse is 
sampled at the detector, 
its amplitude is propor-
tional to the vector sum 
of the signal power and 
the noise power. The ad-
dition of this noise may 
distort the signal to such 
a degree that the detec-
tor will indicate the 
wrong code at the time 

of sampling. 

where n equals the number of levels. 
Thus, for a quaternary signal, where n 
equals 4, the margin against noise is 
reduced by one-third 

Error Control 

Error control has become an essential 
part of pulse or data transmission sys-
tems since it is not practical to make 
circuits perfectly error free. The meth-
od adopted depends on whether or not 
the circuit provides one-way or two-way 
transmission and its error performance 
---that is, the type and distribution of 
errors. The use of error detecting and 
error correcting techniques can increase 
the overall accuracy of the transmission 
within the capacity of the channel to 
any accuracy required bur at the expense 
of equipment complexity. 

Shannon's formula described in Part 
I, arrives at the remarkable conclusion 
that even a noisy channei has a definite 
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errorless capacity. No matter how low 
the error rate must be, it can be achieved 
while still transmitting a signal over the 
channel at the desired rate provided 
that the rate of information does not 
exceed the channel capacity. However, 
as the error requirements become more 
stringent, it becomes more difficult to 
transmit the signal but only because the 

10-

10 -7 
9 11 13 15 17 19 21 

SIGNAL TO NOISE RATIO — DB 

N 
.\ OPTIMIZED 

QUATERNARY 
150 BITS/ 
SECOND 

BINARY 
75 BITS/SECOND 

DUOBINARY 
150 BITS/SECOND 

23 

Figure 5. Error rates versus signal-to-
noise ratio for three different types of 

digital systems. 

encoding becomes very complex and 
imposes a long transmission delay in 
coding and decoding. Practical consid-
erations necessitate using a simple en-
coding alphabet, thus wasting a good 
fraction of a channel's capacity. Shan-
non showed that the information capac-
ity of a channel expressed in bits per 
second is: 

C = W logs (1 —s ) 
N 

where 

W = Bandwidth in cycles 
per second 

S = Average signal power 

N = rms noise power in a 
one cycle band 

Take for example a typical telephone-
type voice channel: 

W = 3000 cps 

= 20 db (signal S at — 15 dbm0 
N and noise N at —35 dbm0) 

C = 20,000 bits per second 

In existing systems only a small fraction 
of this maximum possible channel ca-
pacity is obtained. Indeed the equation 
gives no indication of how such ideal 
encoding of the message may be rea-
lized. In any practical system yet pro-
posed there will be a finite probability 
of error for a finite transmission rate. 
The sophistication needed to reach the 
channel capacity of Shannon's formula 
would result in an extremely complex 
system. 

Error control systems today are either 
error detecting or error correcting. One 
of the simplest methods of reducing 
errors is to repeat the message several 
times. A more elaborate approach is to 
use some form of coding which enables 
a block of characters to be tested for 
errors. If no errors are found, a feed-
back signal is sent which acknowledges 
receipt of the block and asks for the 
next block to be transmitted. If no ac-
knowledgment is received, the original 
block is retransmitted. These systems 
achieve more accuracy at the price of a 
slower rate. The transmission efficiency 
of this type of system can be expressed 
as the number of information bits per 
block divided by the sum of the in-
formation bits plus the redundancy bits, 
plus the number of bits that could have 
been sent in the waiting time for an-
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swer.back signals together with the 
average additional time for repeated 
transmission. 

Thus: 

where: 

E = 

Bi = 

Bh 

Bw 

E Bi  _ . 
Bt Bh Bw 

Transmission efficiency 

Information bits per block 

Redundant bits per block 

Waiting bits per block 

Figure 7 shows how waiting time 
effects the transmission efficency of the 
system. It also indicates that adding re-
dundant bits seriously limits the over-
all rate of transmission. 

It is interesting to note that the cod-
ing system based on the Lenkurt devel-
oped duobinary technique ( described 
in the February 1963 DEMODULATOR) 
gives a degree of error detection with-
out adding redundant digits. This ca-
pability is achieved by increasing the 
amount of information per digit. The 

BINA, 

SLICING 
LEVEL 

duobinary code is a more powerful 
error detection system than the simple 
parity check and has the additional ad-
vantage that the data does not have to 
be processed before the error becomes 
apparent. 

Parity Checks 
A widely used error detection scheme 

is the so-called parity check. An extra 
digit is added to the regular binary code 
group so that there will always be an 
even (or odd) number of l's in each 
group. A single error will cause an odd 
number of l's to appear at the receiver, 
indicating an error. A single parity 
check will detect all odd numbers of 
errors, but will not detect double errors 
or other even-count errors, since the 
count of Is will still provide the re-
quired even number. By adding an ad-
ditional parity check for every other 
digit, all odd numbers of errors and 
about half the even number of errors 
can be detected. A third parity check 
added for the remaining digits will 
further reduce the undetectable errors. 

TERNARY 

---
--

QUATERNARY 

2 3 

SLICING 
1 

LEVELS 

--- --

Figure 6. Multilevel codes such as ternary and quaternary increase the informa-
tion capacity of the signal. However, when the peak-to-peak amplitude is the same 

as for a binary signal the margin against noise is reduced. 
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Figure 7. eject of waiting time on transmission efficiency for one type of error-
control system where a block of characters are tested for errors. Curves show that 

adding redundant bits limits the overall rate of transmission. 

Parity checks provide some protec-
tion against errors, but like all redun-
dancy, they slow down the transmission 
of the message. If a single parity check 
is used with each five-digit code group, 
as shown in Figure 8, the message will 
contain about 16% redundancy. This 
can be reduced by increasing the num-
ber of information digits for each check 
digit, but this increases the probability 
of undetectable errors occurring. 
Many types of parity check systems 

exist. Where parallel transmission is 
used ( tape-to-tape computer data, for 
instance), parity checks may be used in 
both the horizontal and vertical direc-

dons, in order to reduce the chance of 
data errors going undetected. 
A related approach to error detection 

uses a fixed ratio of marks and spaces 
for all code characters. When designed 
to reduce the likelihood of compensat-
ing errors, this code can be very effec-
tive in detecting most errors. 

Essentially, error detection coding 
and retransmission make an excellent 
system for reliable communication if 
the transmission channel introduces 
only a few scattered errors, and if a 
high quality return channel is available. 
The system deteriorates rapidly as the 
error rate increases. 
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SERIAL TRANSMISSION 

000 I 0 I 0000 I I I I 00 I 

PARALLEL TRANSMISSION 

I 1 1 0 1 0 1 0 I 1 1 1 1 1 0 1 

01 0 0 0 0 I I 0 I 1 I 0 I I 10 

0 0 I 1 0 0 0 0 1 I 0 0 0 0 0 1 I 

I 0 0 0 0 II 0 III 1 011 1 

I 1 1 00 I I 0 100 0 1 1011 

I r 1 I 1 0 0 0 0 0 I I 0 0 0 I 

`T' 

HORIZONTAL VERTICAL 

PARITY CHECK PARITY CHECK 

Figure 8. Typical parity checks for 
serial and parallel transmission. Check 
digit is chosen so that sum of marks in 
each block is always even (or odd) — 

wrong count reveals error. 
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The fraction of errors actually de-
tected in transmission will depend on 
the characteristics of channel noise. 
Adding more parity bits will increase 
the protection afforded by the code. If 
a block of bits of arbitrary length in-
cludes parity bits, the number of un-
detected errors will amount to the frac-
tion I/2p of all possible errors if the 
error detecting code is efficient. 

Thus: 

1 
d = (1 — 2—) X 100 

p 

where 

p Number of parity bits 

d = Percent of errors detected. 

Figure 9 illustrates the dependency 
of detection efficiency on the number of 
parity bits. 
When properly arranged, parity 

checking by block is a very powerful 

2 3 4 5 

NUMBER OF PARITY BITS 

6 7 

Figure 9. Efficiency of parity check error correction system depends on the 
number of parity bits. 
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Figure 10. The efficiency and certain other characteristics of complicated codes 
are analyzed easily by mathematicians through the use of solid geometry. Simple 
3-digit code shown in the example requires three-dimensional figure. Each vertex 

represents a code combination assignable to characters or errors. 

device. Consider, for example, a block 
of 80 6-bit characters used to transmit 
the information contained on a stand-
ard 80-column punched card. A single 
parity check on each character is only 
50 per cent efficient and requires 80 
parity bits to a card. By contrast in a 
block detection system, 9 parity bits 
could be 99.8 per cent efficient and de-
tect any burst of errors up to 8 bits 
long. The redundancy will be less than 
2 per cent. 

Error Correction 

It is not enough merely to identify 
the existence of errors. Some means of 
correcting the message is required in 
order to complete the transmission or 
control function. One basic form of 
error correction is to transmit the mes-
sage several times in the hope that 
errors will not destroy identical por-
tions of each mesage. A similar ap-

proach would be to transmit each digit 
several times and count the bits re-
ceived. A majority count would pre-
sumably reveal the correct digit. Obvi-
ously, this method fails if more than 
half the digits are in errors 

Error-correcting codes which do not 
require retransmission have been de-
vised, using principles similar to those 
used in the code of Figure 1. Error cor-
rection is obtained by adding additional 
redundant digits so that an erroneous 
code group still most nearly resembles 
the intended group, despite changes 
occurring in one (or more) binary 
digits. Obviously, the redundancy is 
greatly increased. 

Mathematicians specializing in in-
formation theory and advanced coding 
techniques find it useful to describe 
codes in terms of geometry, so that each 
character in the code is located at a 
"corner" or vertex of a geometrical 
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figure. Thus, a code having 2 digits 
could be described by a square with all 
four combinations located at the four 
corners. A code with three digits would 
require a three-dimensional figure for 
the eight possible combinations, and a 
four-digit code requires a solid having 
four dimensions to adequately describe 
its properties. Although it is difficult or 
impossible to diagram multi-dimen-
sional figures accurately on paper, they 
are relatively easy to handle mathemat-

ically. 
Since each code combination, wheth-

er an error or a correct symbol, lies at 
a vertex of the solid figure, a change in 
one digit represents the difference be-
tween one vertex and an adjacent one. 
Two changes move it two places, and 
so forth. The ideal code, then, will use 
the least possible number of code com-
binations, but separates all valid (non-
error) code groups by as many locations 
as possible. The less the "distance" be-
tween correct symbols, the lower the 
redundancy. If additional "distance" is 
placed between valid characters, the 
code can either detect multiple errors 
or correct single errors, depending on 
how the code is set up. Figure 10 dia-
grams how a geometric figure can be 
used to express "distance" between sym-

bols, and shows how efficiency or in-
formation capacity can be traded for 
error correction or detection capability. 

Conclusion 

Information theory has provided the 
designers of communications systems 
with new insight into the intangible 
commodity with which they work. By 
providing engineers with a specific 
measuring stick, information theory en-
ables them to measure the efficiency of 
their communications apparatus and 
make improvements. The theory is im-
portant not only to conventional com-
munications media, but it has important 
implications in computers, control sys-
tems, and data systems where machines 
communicate directly with machines. 

Information theory studies have re-
vealed two basic approaches to improv-
ing communications. One is based on 
improved coding of the signal to be 
transmitted, the other stems from new 
knowledge of the relationship between 
signal power, noise, and bandwidth. 
There are indications that both ap-
proaches lead to a common goal; the 
most efficient coding method will pos-
sibly be the most efficient way of com-
pressing bandwidth and overcoming 
noise in a transmission channel. 
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Methods for 

TRANSMITTING DATA FASTER 

Increased use of data transmission between distant business machines, 
computers, and other information-handling devices is focusing attention 
on the need for reliable data transmission at higher speeds. This article 

discusses some of the methods being developed to increase the speed of 
reliable data transmission over telephone circuits. 

High speed data transmission pre-
sents no problem if there are no restric-
tions on the cost of the system or the 
kind of transmission to be used. The 
great bandwidth of microwave radio 
links, for instance, permits millions of 
bits per second to be transmitted. Such 
means of transmission may be relatively 
expensive, however. 

Although many special applications 
require high-capacity data transmission 
channels, most needs may be satisfied 
by systems operating within the ca-
pacity of a standard telephone voice 
circuit. These telephone circuits are 

a‘ailable throughout the inhabited 
world. Standard communications facili-
ties are usually divided into such chan-
nels, and these channels almost always 
have a useful bandwidth of 3000 cycles 
or more. In some cases, inductive load-
ing or other physical characteristics of 
the transmission line may reduce its 
ability to handle high speed data, but 
this quality of circuit is becoming more 
the exception than the rule. 

It is only logical, therefore, that com-
munications engineers have concen-
trated on data transmission systems 
designed for voice circuits. The prob-
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lem is to make the most efficient use 
of existing facilities. 

Transmission Methods 

Information has to be converted into 
some sort of code or set of symbols for 
transmission. These may be letters, 
words, or numbers — or they may be 
the dots which make up a television or 
facsimile image. The symbols must 
undergo further transformation in the 
form of modulation to adapt them to 
the transmission medium. For instance, 
a tone or a direct current may be keyed 
to convey code symbols; a subcarrier 
frequency may be shifted in phase or 
frequency in a systematic manner. The 
choice of modulation method is very 
important in determining the actual 
performance of a high speed transmis-
sion system. There are advantages and 
disadvantages to nearly all the methods 
now being used or seriously considered. 

Amplitude Modulation 

Amplitude modulation ( AM) meth-
ods are historically related to direct-
current telegraphy. In d-c telegraphy, a 
battery or other source of direct current 
is keyed on and off. At the receiving 
end, the signals are detected by some 
sort of magnetic receiving device. In 
AM telegraphy, the process is similar. 
Instead of direct current, a tone or sub-
carrier is keyed, so that the two binary 
states, "mark" and "space", are indi-
cated by the presence or absence of the 
tone. 

This method has several disadvan-
tages: it does not use bandwidth effi-
ciently, since two sidebands of the 
carrier are produced. Unlike single-
sideband voice communications meth-
ods, the carrier and one sideband can 
not be completely eliminated and still 
do a satisfactory job. 

Sidebands are produced when the 
modulating wave causes the carrier to 

change from one value or state t. 
another. In the case of voice communi 
cations, the modulating waveform i 
continuous, thus causing modulatiot 
products (sidebands) to be formec 
continuously. If the carrier and on, 
sideband are eliminated, the other side 
band remains to convey the modulatin¡ 
intelligence. 

In the case of telegraphy, where on 
off pulses are the modulating signal 
modulation products are formed only 
during the transition from "on" tc 
"off", and from "off" to "on." Thesc 
modulation products are transient5 
whose bandwidth is a function of thc 
keying or switching rate. Except when 
a pulse is started or ended, no modu-
lation products can appear in the trans-

SLOW 

PULSE 

RATE 

CARRIER I  Ir SIDEBAND 

FASTER 
RATE 

Figure 1. Sidebands are farther from 
carrier at high keying rates. Round-
cornered pulses require less bandwidth 

than square-cornered pulses. 

mission path. Thus, it would be impos-
sible to continuously transmit a steady 
mark or space. It is possible to design 
a system with "memory" so that only 
changes are transmitted. In such a sys-
tem, after receiving a mark, the receiver 
holds a marking condition until a signal 
is received indicating a space. Such 
systems usually must be quite complex 
to offset the problems of ambiguity and 
errors due to interference. 
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The information-carrying character-
istic of an AM signal is its amplitude. 
For this reason, AM is particularly vul-
nerable to impulse noise and changes 
in transmission level. Impulse noise is 
particularly disturbing. Noise pulses 
caused by electrical storms, switching 
transients, and similar disturbances, 
may equal or exceed the information 
pulses in amplitude and duration. 
Under severe conditions, impulse noise 
may completely obliterate an AM in-
formation pulse. 

Vestigial Sideband 

Transmission 
Vestigial sideband systems result 

from an effort to reduce the bandwidth 
requirements of AM transmission. As 
we saw above, it isn't practical to eli-
minate one entire sideband from a tele-
graph or data transmission channel, 
despite the reduction in bandwidth. In-
stead, one entire sideband and only a 
vestige ( 10% to 15%) of the other 
sideband are transmitted. This is done 
by filtering the telegraph channel so 
that the output signal barely includes 
the edge of the sideband to be reduced, 
as shown in Figure 2. Although this 
reduces the total bandwidth to be trans-
mitted, another difficulty appears im-
mediately. Because of the lack of 
symmetry of the signal obtained from 
the filter, a quadrature component — 
a wave component 90° out of phase 
with the basic signal — is produced and 
combined with the signal. This distorts 
the pulse, making it more difficult to 
identify or reconstruct at the receiving 
end, if normal envelope detection is 
used. This difficulty adds to the inher-
ent AM vulnerability to changes in 
level, and makes such a system even 
more sensitive to interference. 
To reduce quadrature component ef-

fects, the transmitting modulation in-
dex is reduced. The amplitude of the 

"space" may be increased from the 
normal value of zero to 30% or 40% 
of the amplitude of the "mark." In 
other words, the difference in ampli-
tude between the mark and the space is 
reduced, thus making vestigial sideband 
transmission even more sensitive to 
noise. 
The sensitivity cf vestigial sideband 

transmission to noise has been con-
firmed by extensive experience in the 
SAGE data systems. Since most SAGE 

FILTER ATTENUATION 
CHARACTERISTIC - 
6 DB PER OCTAVE 

TRANSMITTED 
SIDEBAND 

• 

VESTIGE OF 
UPPER SIDEBAND 

Figure 2. Vestigial Sideband is pro-
duced by special filter which attenuates 
carrier and second sideband at 6 db-

per-octave rate. 

channels are operated through regular 
telephone offices, impulse noise caused 
by dialing pulses and other switching 
transients normally found on telephone 
circuits are present in large amounts. 
All of these types of impulse noise re-
duce the accuracy or reliability of ves-
tigial sideband transmission. In addi-
tion, vestigial sideband is so sensitive 
to disturbance that in SAGE systems 
many errors occur which have no read-
ily apparent cause. The actual cause is 
probably a combination of minor line 
disturbances, each of which is too small 
to be very noticeable. 
On the good side, vestigial sideband 

methods are believed to require less 
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correction for delay distortion than 
most other approaches to high speed 
transmission. Also, it is relatively un-
complicated and easy to maintain. 

Phase Modulation Methods 
From a theoretical viewpoint, phase 

modulation (PM) is perhaps the most 
attractive approach to higher speed 
data transmission. In this method, the 
phase of a carrier is shifted a certain 
number of degrees ahead of or behind 
the normal sine wave of the carrier. 

For instance, "mark" might be signi-
fied by momentarily advancing the 
phase of the carrier by 90° or 180°. A 
"space" might be represented by re-
tarding the carrier phase a like amount. 

In practical PM systems, as much 
phase difference as possible is used be-
tween channels (or between mark and 
space conditions of one channel) by 
employing as few phases of a single 
carrier as possible. The most rudimen-
tary form of phase modulation uses 

the unmodulated carrier to signify a 
space, and reverses the phase of the 
carrier (shifts it 180°) to signify each 
mark. Thus, a series of consecutive 
marks would be indicated by continuous 
phase reversals, such as shown in Fig-
ure 4. 

Figure 3. Phase Modulation systems 
are based on shifting the phase of a 
carrier from the normal or "zero" 
phase. Red waveform is shown ad-

vanced 90° in phase. 

Phase modulation has the advantage 
of being insensitive to level variations, 
and being able to transmit low modu-
lating frequencies, including zero fre-

quency (a continuous steady-state con-
dition). Theoretically, PM makes the 
best use of bandwidth for a given trans-
mission speed. 

INARK 

SPACE 
IBM MIMI BIM  

Figure 4. Phase reversal indicates 
marking condition. Red waveform 

indicates zero phase. 

On the negative side, phase modula-
tion methods have very great difficulty 
achieving or approaching their theore. 
tical superiority over other methods ex-
cept at the cost of extremely complex 
and sophisticated methods. Since the 
information-bearing characteristic of 
the received signal is its phase, the 
quality of any phase-modulated trans-
mission depends on the accuracy with 
which the phase shift of the transmis-
sion path is stabilized. All actual com-
munications paths show some phase 

drift. This is caused by temperature 

changes in cable or wire, atmospheric 
effects on radio paths, momentary var-
iations in transmission equipment per-
formance, and so forth. 
Another major problem of phase 

modulation methods is phase ambig-
uity. Actual transmission paths are sub-
ject to many kinds of disturbance, both 
major and minor. Impulse noise may 
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occur because of man-made distur-
bances, or because of electrical storms. 
If the signal is momentarily interrupted 
by any cause, the receiver has no way 
of knowing whether the first data pulse 
received after the interruption is the 
reference ( or zero) phase, or whether it 
represents a mark or a space. If the re-
ceiver makes the wrong decision, a mark 
or space might be interpreted as the 
reference phase. All other signals trans-
mitted after the interruption would then 
be misinterpreted, resulting in a thor-
oughly garbled message. 
Most approaches to solving this am-

biguity problem require the transmis-
sion of a pilot tone or other signal 
which carriers no message information. 
Some systems transmit timing pulses 
in addition to the pilot tone, to make 
sure that there is no ambiguity. Such 
techniques, while quite necessary for 
reliable performance, reduce the effi-
ciency of the system. Although the ideal 
phase modulation system should enjoy 
about a 2-db advantage over FM, 7 db 
over AM, and 16 db over vestigial 
sideband transmission, much of the 
advantage is lost in preventing phase 
ambiguity. Like vestigial sideband 
transmission (which reduces modula-
tion index to minimize quadrature com-
ponent distortion of the transmitted 
wave), phase modulation methods sac-
rifice some of their basic advantage in 
solving related problems. 
Any data transmission system that 

achieves the full theoretical advantage 
offered by phase modulation must do 

so at the cost of extreme complexity — 
with attendant high cost and difficulty 
of maintenance and adjustment — un-
less the signal path is very short or the 
signal power is unusually high. 

Frequency Modulation 

Frequency modulation, sometimes 
called frequency shift keying when ap-

plied to telegraphy or data transmis-
sion, has long been used for transmis-
sion of telegraph signals by radio or 
carrier systems. Like phase modulation, 
FM is insensitive to variations in level, 
and has a six-to-sixteen db signal to-
noise advantage over amplitude modu-
lation methods. Because of the way in 
which FM trades bandwidth for free-
dom from interference, it doesn't enjoy 
as much freedom from noise interfer-
ence as PM, for the same bandwidth. 

In normal practice, binary signals are 
transmitted by allowing one frequency 
within the transmission passband to 

CHANNEL FILTER 

CHARACTERISTIC 

Figure 5. Single oscillator alternates 
between two frequencies to indicate 
binary mark and space in FM data 
system. Sidebands occupy remaining 

bandwidth. 

represent mark and another frequency 
to represent the space. Since the mark 
and space signals are represented by 
different frequencies of equal strength, 
amplitude variations have no effect on 
the signal unless the signal has the same 

or less amplitude than the noise. This 
contrasts strongly with amplitude mod-
ulation where a mark is represented by 
the presence of carrier and a space is 
indicated by a lack of carrier. Level 
changes due to fading, noise, and other 
interference have a strong effect on AM 
signals. FM systems can tolerate level 
changes of about 40 to 50 db, and are 
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about 12 db less sensitive to impulse 
noise than AM systems. 

Conventional FM telegraphy is ac-
complished by alternately transmitting 
two frequencies representing mark and 
space. A diode keyer in the tank circuit 
of an oscillator changes the tank cir-
cuit so as to shift the tone back and 
forth between the two frequencies. 
Such frequency shifting does not occur 
instantaneously, however. The inherent 
resonance of the tank circuit causes the 
resulting waveform to change smoothly 
from one frequency to the other. 

In an FM system, information is con-
veyed by the instantaneous frequency of 
the waveform. This instantaneous fre-
quency determines the exact time at 
which the waveform crosses zero. The 
shorter the time, the higher the fre-
quency. The only way that impulse 
noise or interference can affect an FM 
transmission is to change the instantan-
eous frequency. The random pulses of 
energy which comprise impulse noise 

have relatively little effect on an FM 
signal except when they occur near a 

ZERO CROSSING 
SHIFTED THIS 

MUCH 

NOISE ) 
IMPULSE 

Figure 6. Impulse noise distorts re-
ceived FM pulse only by speeding or 
delaying zero crossing of waveform. 

MARA SPACE MARK SPACE 

CHANNEL 

PASSBAND 

Figure 7. Four tones in channel band-
width permit information rate to be 

doubled. 

zero crossing. Where noise impulses 
combine with the signal to hasten or 
retard a zero crossing, pulse distortion 
results. This may or may not produce 
an error, depending on how much the 
pulse was distorted. 

Band Compression 

Phase modulation systems can trans-
mit more information in a given band 
of frequencies by displacing a carrier 
fewer and fewer degrees of phase be-
tween channels. A similar increase in 
information rate can be obtained in AM 
systems by transmitting more levels. 
This is undesirable because noise sensi-
tivity — which is already great — be-
comes much worse. An equivalent 
method of band compression is avail-
able to FM, based on the manner in 
which the modulating signal is encoded. 
To make the comparison clearer, let us 
first review the operations involved in 
phase modulation. 

In a system where binary mark and 
space are indicated by 180 degrees 
phase separation, the voltage appears 
as "on" and "off." If an additional 
channel is obtained by displacing the 
mark and space conditions 90 degrees 
instead of 180 degrees, the phase de-

tector output will consist of four dif-
ferent voltage levels — two for each 
channel. Since the amplitude difference 
between mark and space has been re-

382 



iuced to half its previous value, the 
>ystem is 6 db more sensitive to noise 
interference. 

In FM systems, the same type of 
band compression may be obtained by 
using an increased number of signi-
ficant frequencies to obtain additional 
channels. To obtain two channels, four 
instead of two frequencies might be 
employed. A single oscillator could be 
deviated to one frequency to indicate 
a mark, and to another frequency to 
indicate a space. The remaining two 
frequencies could represent the mark 
and space of the other channel. If 
bandwidth were increased to keep the 
same frequency spacing as in ordinary 
binary telegraphy, there would be no 
noise disadvantage. Where bandwidth 
is limited, however, the frequencies 
must be more closely spaced. This is 
analogous to the more closely spaced 
phases used in the phase modulation 
method. 

SIGNAL INFORMATION BITS VOLTAGE 
MARI< ME 

SPACE 

P3V 

FR 2V 
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A Practical System 
An interesting variation of this band 

compressed FM system was recently in-
stalled at Cape Canaveral to transmit 
data between a tracking radar and a 
computer at Patrick Air Force Base. 
The radar set transmits data concerning 
the position, velocity, and heading of 
missiles, to an impact prediction com-
puter at the launching site. The com-
puter constantly analyzes the data and 
predicts the point where the missile 
would land if thrust were cut off at any 
given instant. The radar information 
requires a transmission rate of 6720 bits 
per second. This is transmitted to the 
computer over two cable channels. 

Each channel is supplied data at the 
rate of 3360 bits per second. Because 
the FM system is necessarily double 
sideband, a quaternary or four-tone sys-
tem is used to double the information 
rate without requiring more bandwidth. 

Four frequencies within the voice 

„III III I 
TYPICAL BINARY CODE MESSAGE 

QUATERNARY CODE FOR ABOVE MESSAGE. PULSE RATE IS ONE-HALF THAT OF BINARY 
Figure 8. Quaternary (four-level) code adapts binary information for trans-
mission by four tone system shown in Figure 7. Each pair of information bits is 
represented by one tone or level. System requires transmission system with good 

tolerance to noise and level changes. 
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band are used to convey the informa-
tion. Instead of using two of the 
four tones for mark and two for space, 
thus yielding two channels, the data 

signal is encoded so that each trans-
mitted pulse carries two bits of infor-
mation. Since there are four possible 
combinations of mark and space taken 
two at a time, one tone is assigned to 
each of these combinations. Figure 8 
shows the encoding scheme by which 
information rate is doubled. The actual 
transmitted pulse rate is 1680 pulses 
per second, and the information rate is 
3360 bits per second. At the receiver, 
the tones representing the four combi-
nations appear at the discriminator as 
four voltage levels — the same as in 
the phase modulation method. This 
straight-forward approach avoids many 
of the problems of complexity inherent 
in the more elaborate phase modulation 
methods. 

Synchronization 
Frequency modulation does not re-

quire synchronization, unlike phase 
modulation systems. In phase modula-
tion, failure to maintain perfect syn-
chronization between the two ends of 
a transmission path results in failure of 
the system, since information is carried 
only by the phase of the transmitted 
wave. 
FM systems can achieve additional 

signal-to-noise advantage if they are 
operated synchronously. This makes it 
possible to mute the receiver until the 
exact moment when a signal pulse is 
strongest. Instead of receiving every-
thing that comes over the line, includ-
ing noise, the receiver samples the in-
coming signal at the optimum moment. 
Figure 9 shows a simplified block dia-
gram of a typical synchronous detector 
which yields. about 4 db signal-to-noise 
advantage, compared to non-synchron-
ous detection. 

Pulse Integration 
A useful technique for obtaining 

even more signal-to-noise advantage is 

to integrate the received signal over a 
short period of time. Since background 
noise is perfectly random, there is no 
coherence to the integrated noise. Posi-
tive and negative pulses tend to offset 
each other on a statistical basis. Signal 
pulses, on the other hand, are coherent, 
and tend to build up by integration. 

Extreme examples of this principle 
are the historic radar contacts made 
with the planet Venus in 1958, and 
with the Sun in 1959. In the case of 
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Figure 9. Block diagram of typical 
synchronous or homodyne detector. 
This is mandatory for PM, optional 

for FM. 

the Venus contact, the planet was about 
28 million miles away, requiring a 
round trip of about five minutes for 
the radar signals. The radar transmis-
sion consisted of a series of 2-millisec-
ond pulses transmitted every 33.3 milli-
seconds. The transmitter was operated 
for about 41/2 minutes, turned off, and 
the return signal was recorded on mag-
netic tape for five minutes. The esti-
mated signal-to-noise ratio was - 10 db. 
That is, background noise was 10 db 
greater than the radar echo. 
The recorded signal was passed 

through a shaping filter and quantized 
to 64 values of amplitude. A digital 
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Figure 10. Use of pulse integration and statistical correlation techniques made 
possible radar contact with planet Venus and Sun. Similar technique can be used 

to improve high speed data transmission, particularly with longer pulses. 

computer integrated each one- millisec-
ond period of signal over a time span 
equal to several thousand pulses, in an 
attempt to obtain correlation between 
the transmitted pulses and the received 
signal. Figure 10 compares the cross-
correlation that would be expected in 
the absence of noise, and that wh'ch 
was actually obtained. 

In data transmission, each pulse may 
be integrated over its own length, and 
the integrated value sampled at the end 

NON-INTEGRATED 
PULSE 

NOISE 

SAMPLING 
MOMENT 

INTEGRATED 
PULSE 

Figure 11. Bit integration builds up 
pulse amplitude. Noise fails to build 
up because of statistical cancellation of 

individual noise pulses. 

of each pulse. This will normally yield 
about six db additional freedom from 
noise interference, but will also require 
synchronous operation. While such 
techniques are not mandatory in FM 
data systems, they are available when 
circuit conditions are noisy, or reliabil-
ity requirements are so stringent as to 
justify the additional complexity and 
expense. 

At the present state of the art, how 
close a system comes to ideal perfor-
mance seems to depend on how much 
the budget can stand. In practical terms, 
a very few decibels of signal-to-noise 
tolerance may cost a surprisingly large 
number of dollars. A review of various 
available methods of high speed data 
transmission would indicate that the 
cost of one terminal capable of trans-
mitting 3000 bits per second in a 3000-
cycle channel goes up at a rate which 
rapidly exceeds $ 1,000 for each db drop 
in signal-to-noise ratio! The choice of 
the methods available for higher trans-
mission speeds might very well be 
decided cm the basis of the quality of 
circuits available. s 
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FEBRJARY, 1964 

Demodulator 

DATA TIMING 
For HF Radio Transmission 

Data transmission, by its very nature, involves a compromise between 
speed and error rate. Higher speed demands a shorter time interval for 

each information bit; and reduced bit length usually means more errors, 
particularly in high-frequency radio transmission, where path conditions 
may vary from moment to moment. This article discusses some of the 
problems inherent in the transmission of data over HF (3 to 30 Mc) 

radio, and describes how high transmission speed can be attained while 
maintaining the relatively long bit length necessary for a low error rate. 

The transmission of information in 
digital form has grown tremendously in 
recent years, due in large part to the 
increased use of computers, but also 
stimulated by the increase in communi-
cations between people. Part of this 
additional communication goes over 
telephone circuits as analog signals; hut 
a large portion is transmitted in digital 
form. This includes various types of 
printed messages, as well as facsimile. 
Furthermore, digital voice transmiss;on 
is being used more widely, particularly 

for -secure" communications, where 
privacy is vital. 
The result is increased demand for 

t:ansmission facilities for long-distance 
digital data communication. For over-
land links, there is likely to be a variety 
of facilities available, but when an ocean 
must be spanned the present choice is 
either submarine cable or HF radio. Sub-
marine cables are usually both crowded 
and expensive, but often their biggest 
disadvantage is that they don't go where 
the prospective user needs them. If no 

387 



transmission facilities exist between the 
points to be linked, and new ones must 
be installed, radio is almost certain to be 
the choice, whether it is judged by cost 
or by installation time. Thus, radio is 
quite attractive. 

Historically, data transmission on HF 
radio has been either slow or unreliable. 
Often it has been both. Recent efforts 
aimed at increasing both the speed and 
reliability of HF data transmission have 
shown considerable success, but many 
problems which are unique to HF radio 
have been encountered. 

The HF Transmission Problem 

For distances longer than about a 
hundred miles, HF radio transmission 
depends entirely upon the ionosphere, a 
region of charged particles high in the 
earth's atmosphere. Unless the radio 
beam is refracted ( bent) by the iono-
sphere, little or no propagation path 
exists beyond the earth's curvature and 
the signal will not reach a distant re-
ceiver. For this reason, the quality of HF 
radio transmission is intimately involved 
with the behavior of the ionosphere. 
The ability of the ionosphere to re-

fract or absorb radio waves is directly 
dependent on the density of the nega-
tively charged particles, the free elec-
trons. The free electron density is con-
trolled by several factors, but by far the 
most important is solar activity. In fact, 
the action of the sunlight in ionizing the 
rarified air is primarily responsible for 
the existence of the ionosphere. Hence, 
the free electron density is much greater 
during daylight than it is at night. 

Although the return of radio energy 
to the earth by the ionosphere is com-
monly called "reflection," it is actually 
a form of refraction which is controlled 
by both the frequency of the signal and 
the density of the electrons. At higher 

frequencies the radio wave is refracted 
less than at lower frequencies. For any 
given frequency, the greater the electron 
density the greater the refraction or 
bending of the wave. In other words, the 
index of refraction of the ionized medi-
um, which determines the amount of de-
flection of the ray, is a function of both 
the electron density and the operating 
frequency. The operating frequency is 
important because if the frequency is 
too high, the radiated energy goes right 
on through the ionosphere. Conversely, 
if the frequency is too low, the beam is 
effectively absorbed by the ionized layer, 
and little or no energy reaches the re-
ceiver. 
One of the main complications in 

using the ionosphere for radio transmis-
sion is the fact that it is nonhomogene-
ous. In some places the electrons are 
grouped together in bunches, while in 
other places there are "holes" in the 
ionosphere. The effect is much like a 
layer of broken or scattered clouds. To 
further complicate matters, the whole 
ionosphere is constantly shifting. Thus, 
where at one moment the free electron 
density is high in a given spot, at the 
next moment the density may be so low 
that a radio signal can pass straight 
through and be lost in space. 

This erratic behavior of the iono-
sphere has several important effects on 
HF radio transmission. One of the 
more important of these is called the 
"multipath effect." Multipath effects oc-
cur when two transmitted signals take 
a slightly different path from the trans-
mitter to the receiver. The result, of 
course, is that the two signals arrive 
at the receiver in a slightly different time 
relationship, due to the different lengths 
of their propagation paths. One of the 
most common ways for this to happen 
is for one signal to take a "one-hop" 
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Figure 1. Multipath effect occurs when signals take different paths from trans-
mitter to receiver, arriving in a different time relationship. 

path while the other signal takes a "two-
hop path" as illustrated in Figure 1. 

This simply means that one signal is 
deflected only once by the ionosphere 
while the other signal is deflected three 
times—twice by the ionosphere and once 
by the earth. In the illustration, pulse 
two is transmitted after pulse one, but 
because of the difference in path length, 
pulse two arrives before pulse one. Or, 
if the difference in transmission time is 
not so great, the two pulses may arrive 
simultaneously. When this effect occurs 
in a high-speed data stream, several 
pulses may be overlapped or "smeared." 
The same effect may occur when the 
same pulse takes both paths simultane-
ously. The difference in propagation 
time makes the receiver see two pulses, 
often overlapped. This smearing effect 
is what limits the minimum acceptable 
pulse length for data transmission on 
HF radio. 

Solving the Bit-Length Problem 
From a qualitative viewpoint, reduc-

ing the speed of data transmission can 
be likened to introducing redundancy. 
Holding a mark or a space for a longer 
period of time has somewhat the same 
effect as sending the same information 
bit more than once. In either case there 

a better chance that it will be correctly 
identified. 
To avoid the garbling caused by the 

smearing which occurs in the HF path, 
however, it is often necessary to use such 
a long bit length that transmission speed 
is severely restricted. For example, con-
sider an HF path of 4,000 miles, with 
a propagation time of about 22 millisec-
onds. A bit length of perhaps 2 to 4 
milliseconds would be required to coun-
teract the multipath effects. Thus, the 
oata transmission speed over a single 
channel is limited to 250 to 500 bits 
per second, regardless of the bandwidth 
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of the channel. The same channel on 
cable (assuming a 3-kc voice channel) 
would have a data capacity of perhaps 
2,000 to 3,000 bps (probably 2,400 bps, 
a common data-transmission speed over 
a 3-kc channel). 
One solution to this problem is to 

divide the single serial data stream into 
several parallel streams which together 
provide the same total transmission ca-
pacity. This way, bit length can be in-
creased without reducing speed or using 
more bandwidth. For example, suppose 
that a standard 3-kc HF radio channel 
is available for the transmission of 2,400 
bits per second. The bit length at this 

speed is 0.42 millisecond. If, however, 
the 2,400-bps serial stream is split into 
16 150-bps channels, the bit length in 
each of these slower channels is 6.67 
milliseconds — 16 times as long as it 
would be in the single channel. Since 
these 16 channels operate at much lower 
speeds, they require less bandwidth, and 
can be frequency-division multiplexed 
into the single 3-kc voice channel. 

This arrangement effectively solves 
the bit-length problem, but it introduces 

another complication. In order to recon-
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struct the 2,400-bps serial data stream, 
the 16 parallel channels must be recom-
bined at the receiver. If the information 
bits which make up a single word are 
distributed among several channels, it is 

apparent that they must be rearranged in 
the same order at the receiving end. 

But because of the nature of HF radio 
transmission, each of the sixteen chan-
nels is likely to have a slightly different 
propagation path. The channels are also 
likely to have different fading character-
istics because they are at slightly differ-
ent frequencies, and are not affected 
identically by the ionosphere. The usual 
practice in HF radio is to use space-
diversity reception to counteract fading. 
In such a diversity arrangement, two re-
ceivers are used with antennas separated 
by several wavelengths. This minimizes 
the possibility that the signals received 
by the two receivers will fade simultane-
ously. The signals from the two receivers 
are put together in a combiner. 

Because the sixteen channels are all 
at different frequencies and have differ-
ent fading characteristics, it is entirely 
possible that at a single instant somé 
channels will be stronger at receiver A, 

j 
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16 

Figure 2. Use of 16 
150-bps channels ra-
ther than one 2400-
bps channel permits 
bit length 16 times as 
long while requiring 
no more bandwidth. 
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while the other channels will produce a 
stronger signal at receiver B. This fur-
ther complicates the recombination be-
cause the filters used in the two receivers 
may have different delay characteristics. 
This delay variation, added to the differ-
ence in propagation time between the 
various channels, produces a real timing 

6.67 MS 
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PULSE 
READ 

PULSE 

Figure 3. Optional synchronizer has 
6.67 -millisecond storage capacity. Read-
out rate is fixed, while storage is con-
trolled by phase-corrected pulses from 

phase resolver. 

problem at the receiving end. The chan-
nels cannot simply be brought together 
and combined into a serial stream, be-
cause it is likely that the information 
from one channel would be placed "on 
top of" the information from another 
channel. In effect, this would be multi-
path smearing again. 

Furthermore, because of rapid shifts 
in the ionosphere, the total path length 
changes with time. The result is that the 
number of information bits " in the air" 
at any instant varies. In other words, 

even though the data is being transmit-
ted at a constant rate, it is received in 
bunches or groups of information bits. 
The long-term output rate is equal to the 
transmisison rate, but the short-term out-
put rate varies. For some purposes, this 
non-uniform data stream is perfectly ac-
ceptable, while for other uses it must be 
retimed. For example, if the equipment 
is being used with vocoders for digital 
voice transmission, the non-uniformity 
of the data stream will probably have 
little effect. On the other hand, for some 
computer applications the data stream 
must be phase locked to a highly stable 
clock. 

Retiming 
A good example of how the serial 

stream may be reconstructed is provided 
by Lenkurt's Type 27A Data Terminal. 
Since the 27A uses Lenkurt's Duobinary 
Coding technique ( see THE LENKURT 
DEMODULATOR, February, 1963), 
which effectively halves the required 
bandwidth for a partfcular bit rate, its 
operation at 2,400 bps is much like that 
of conventional binary equipment oper-
ating at 1,200 bps. The retiming prob-
lems, however, are similar regardless of 
the coding techniques used. 
The receive timing system of the 27A 

has two automatic adjustments. One fol-
lows the short-term ( fractions of a sec-
ond) phase variations between the 16 
channes to provide a single sampling 
instant for all channels. The other varies 
the long-term (several minutes) data 
read-out rate to match the transmission 
rate. 

Figure 4 is a simplified block dia-
gram of the data timing system used in 
the 27A receiver. An adjustable crystal 
oscillator generates a timing signal at 
the same frequency ( nominally 2400 
cps) as the data-transmission rate. This 
"clock" signal is fed tc a phase resolver 
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which adjusts the phase of the clock sig-
nal to follow the short-term phase vari-
ations in the received data. The phase-
corrected output from the phase resolver 
goes to the sampling circuits for the 16 
150-bps channels ( after being counted 
down to 150 cps), causing them all to 
sample their incoming signals at the 
same instant. 

This phase-corrected signal also goes 
to the phase detector, where it is com-
pared to a composite signal from the 16 
incoming channels. This composite sig-
nal indicates the mean phase of the chan-
nels, thus providing a reference for cor-
recting the clock signal. The phase de-
tector produces an output which is pro-
portional to the phase difference be-
tween the corrected clock signal and the 
composite received-data signal. The 
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error signal goes to a servo which re-
duces the error signal to zero by adjust-
ing the phase resolver. 
The servo is also connected to the 

crystal oscillator. The oscillator, how-
ever, has a long response time, and is 
unaffected by rapid fluctuations. Its func-
tion is to adjust slowly to long-term vari-
ations in the transmitted data rate. 
The oscillator output may also be used 

to control the read-out rate from an op-
tional synchronizer, which provides a 
completely uniform data stream for 
some applications. The synchronization 
is accomplished by a "buffer" shift regis-
ter in each of the 16 channels. Its pur-
pose is to store extra data when the input 
is temporarily too fast, and to provide a 
"reservoir" for the read-out to draw on 
when the input is temporarily too slow. 

PHASE- CORRECTED 
CLOCK OUTPUT TO 

16 SAMPLING CIRCUITS 
(AND BUFFER STORAGE) 

CRYSTAL 

OSCILLATOR 

SERVO 

FROM 16 

SEPARATE 
CHANNELS 

DETECTOR 

PHASE 

Figure 4. Simplified block diagram of timing system used in Lenkurt's Type 27A 
Data Terminal. Dotted lines indicate mechanical links from servo to phase resolver 

and oscillator. 
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The shift register has a storage capacity 
of one bit length — 6.67 milliseconds. 
(The same effect could be obtained by 
putting a shift register with a 16-bit ca-
pacity in the serial stream. Again, the 
storage capacity would be 6.67 milli-
seconds.) 

Figure 3 illustrates the operation of 
the synchronizer. The read-out rate is 
fixed, controlled by regular pulses from 
the oscillator. However, the input rate to 
the shift register is controlled by a 
non-uniform series of phase-corrected 
-store" pulses from the phase resolver. 
The nominal read-out point is the center 
of the pulse, but it can vary across the 
whole width of the pulse. This provides 
a tolerance of plus or minus 3.33 milli-
seconds to allow for rapid variations in 
path length, and hence in propagation 
time. In the highly unlikely event that 
the read-out were to 'run e the end," 
it is automatically reset to the center 
with a loss of only 8 serial bits. 

Figure 5. Mechani-
cal action in 27A 
timing system is pro-
vided by motor (left) 
which drives phase 
resolver and variable 
capacitor. Phase re-
solver follows short-
term variations in 
data rate, while ca-
pacitor permits oscil-
lator frequency ad-
justment up to plus 
or minus 20 parts per 

million. 

Conclusion 
The problems posed by the transmis-

sion of data over HF radio are some-
what different from those encountered 
in transmitting voice over similar facili-
ties. One of the main differences is the 
lack of redundancy in data, whereas 
speech may include 75 percent redun-
dant information. When a bit is lost 
from a data stream, an error results. But 
when a portion of a word is lost from a 
sentence, the meaning is usually clear 
from the context. This is one reason why 
data transmission puts more severe re-
quirements on HF radio than does voice 
transmission. 

One of the more pressing of the prob-
lems has been that of timing the data 
to achieve both speed and reliability. The 
solution has not been simple, but it has 
proven practical. The result is that HF 
radio is now taking its place as a reli-
able, as well as economical, medium for 
high-speed data transmission. • 
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Major Breakthrough in 
Data Transmission ... 

"DUOB1NARY CODING" 
An ingenious method of encoding digital signals has overcome a 

theoretical limit to the maximum rate at which signals can be transmitted 
through a communications channel. This technique, called "Duobinary 
Coding," doubles the speed of transmission through ordinary binary 
channels, but at a far lower cost, in terms of vulnerability to interference 
and equipment complexity, than conventional multi-phase or multi-level 
transmission systems. As a sort of "bonus," Duobinary Coding permits 
automatic detection of most transmission errors, although no redundant 
information is added to the transmitted data. This article reviews some 
of the laws that restrict the transmission of information, and how Duo-
binary Coding helps bypass them. 

Almost immediately after the first 
electrical telegraph circuits were put in 
service a century or more ago, tele-
graphers discovered a very real limit 
to the rate at which telegraph symbols 
could be transmitted. The symbols 
tended to spread out and "melt down" 
in transit, but still could be recovered 
and identified if they were not too 
close together. As the transmission rate 
increased, however, the telegraph 
pulses necessarily fell closer and closer 
together; above a certain rate, they 
would interfere with each other so 
badly that they became garbled and 
unidentifiable. 

This situation still prevails, of 
course. However, the concept of cir-
cuit bandwidth and now it determines 
the maximum rate of transmission is 
now well understood. We know how 
to create circuits of enormous band-
width, capable of handling vast 
amounts of information. Knowing 
how is one thing, but doing, another. 

In most applications, bandwidth 
must be limited, either because of its 
high cost or because of the practical 
need to be compatible with other por-
tions of a wide-spread network. Most 
of the world's communication facilities 
consist of telephone channels limited 
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to about 3000 cycles of bandwidth. 
Because this type of facility is so uni-
versal, most data communications 
equipment is designed to operate over 
such voice channels, even though other 
types might be preferred. The trans-
mission of digital data and other pulse 
signals is growing very rapidly, thus 
forcing system designers to seek ways 
of increasing the capacity of these ill-
suited standard channels which go 
nearly everywhere. 

Theoretical Limits 

In two classic studies of the ultimate 
capacity of a communication channel, 
Harry Nyquist, a Bell Laboratories 
scientist, showed that no more than 
2B binary pulses per second can be 
sent through a channel having a 
bandwidth of B cycles per second. 
Thus, in a 3000-cycle channel, up to 
6000 binary pulses per second theo-
retically can be transmitted. In order 
to achieve this ideal performance, how-
ever, some rather stringent ( and un-
attainable) conditions would have to 
be met. The channel would have to 
have the characteristics of an ideal low-
pass filter, transmitting all frequencies 
between zero ( direct current) and the 
cutoff frequency, B, equally well. This 
requirement is necessary in order to 
avoid the waste of two sidebands, as 
would usually be the case in a channel 
having band-pass characteristics; i. e., 
not transmitting direct current. In ad-
dition, our ideal channel would have 
to have perfect phase linearity so as 
not to introduce any distortion. 

Although the term bit (for binary 
digit), meaning a fundamental, irre-
ducible unit of information, had not 
been invented when Nyquist made his 
studies, he recognized that each pulse 
or signal element could be made to 
carry additional information if one or 
more of its characteristics such as am-
plitude or phase were varied in a pre-

scribed manner. Thus, not only the 
presence or absence of a pulse, but also 
its level, could be made to carry infor-
mation. It should be understood that 
all references to signal -levels" apply 
equally to modulation or transmission 
methods in which phase, frequency, 
or amplitude of the signal may be 
varied. By increasing the number of 
signal levels, the information capacity 
of the signal could thus be enlarged 
indefinitely. 

Nyquist showed that the number of 
bits that can be transmitted through a 
channel in a given time is proportional 
to the logarithm of the number of 
levels that the signal can assume. Since 
the binary digit has only two values, 
being either present or absent, on or off, 
the logarithm necessarily must be to the 
base 2. Thus, according to Nyquist, 
the maximum amount of informa-
tion, C (or bits per second), that can 
be transmitted through his ideal chan-
nel is C = 2B 10&m, where B is band-
width in cycles per second and m is 
the number of levels. In a binary sys-
tem, log..2 = 1 and C = 2B. In a four-
level or quaternary system, log.,4 = 2, 
and C = 4B. 

Practical Limits 

The trouble with any such multi-
level system is that as the number of 
signal levels increases, it becomes 
harder and harder to distinguish be-
tween and accurately identify each level 
or phase value in the presence of noise 
or distortion. In order to avoid errors 
caused by noise peaks, the difference 
in value between each signal level must 
be at least twice as great as noise peaks, 
as shown in Figure 1. 
An even greater impairment is the 

obscuring effect caused by intersymbol 
interference, an often overlooked fac-
tor. As the signals travel through the 
system, various types of distortion 
cause some of the signal energy to be 
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SLIC!NG 
LEVEL 

SLICING 
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Figure 1. Additional "levels" (which may be phase, frequency, or amplitude) 
increases information capacity of signal, but reduces tolerance to interference. 
Peak noise must not exceed "slicing" or decision level (half the distance be-

tween signal levels). 

displaced in time or frequency so that 

it is no longer associated with its own 
signal element. Delay distortion, for 
instance, slows some frequency com-
ponents of a signal pulse more than 
others. The delayed portions of the 
signal may be overtaken by the leading 
portions of the following pulse, thus 
changing the value of both. The un-
certainty that results makes the pulse 
even more vulnerable to noise, and 
tends to increase transmission errors. 

Delay distortion is a particularly 
great problem when transmitting data 
through telephone channels designed 
primarily for speech. Although a chan-
nel may occupy a bandwidth of 3000 
cycles, the effective bandwidth is always 
much less. 

Although it is possible to partially 
correct or equalize the delay charac-
teristics of channels, this is expensive 
and rarely practicable for channels in 
the dial telephone network. Even when 
channels are carefully equalized, only 
about 2000 cycles of bandwidth can 
be used. This, plus the general use of 
double-sideband transmission ( which 
"wastes" half the available bandwidth) 

always restricts actual transmission rates 
to a value much lower than allowed 
by theory. 

Although most calculations of the 
interfering effect of noise are based on 
random thermal noise, pulse or data 

transmission systems are more vulner-
able to various types of impulse noise, 
particularly those created by telephone-
type switching. Switching impulses are 
much more likely than thermal noise 
to cause errors, providing a reasonable 
signal-to-noise ratio is maintained. 
Voltage "spikes" or transients may 
have a much greater amplitude than 
the signal, thus making them difficult 
to cope with. As a result, data trans-
mission through dial-up or switched 
networks usually requires binary signals 
and relatively low speeds in order to 
minimize errors. 

Unfavorable Trade 

A multi-level signal experiences a 
very unfavorable trade between infor-
mation capacity and freedom from in-
terference. Each time the number of 
levels is doubled, the signal-to-noise 
ratio must be increased 20 log,„(m-1) 
db in order to maintain a given free-
dom from error. Thus, a 64-level sys-
tem could transmit information six 
times as fast (64=2") as a binary 
system, but would require a signal-to-
noise ratio 36 db higher in order to 
maintain the same error rate. In other 
words, to increase information capacity 

six-fold would require that transmitter 
power be increased 4000 times. Actual-
ly, more than 36 db improvement in 
signal-to-noise ratio would be required, 
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since intersymbol interference becomes 
much greater as the number of signal 
levels is increased. 

This is an expensive way of increas-
ing capacity and is the main reason 
why few systems use more than four 
levels in signaling over commercial 
communications circuits. Most data 
transmission systems now used over 
"switched" telephone circuits employ 
binary transmission, and are limited 
to about 1200 bits per second. Where 
better circuits are available, a quatern-
ary or four-level transmission method 
is often used, thus permitting data 
transmission speeds up to about 2400 
bits per second with reasonable error 
rates (one error in 105 bits, on the 
average). Higher speeds are possible 
in a given channel, but only at the 
cost of rapidly increasing error rates. 
Transmission speed and accuracy are 
strongly related. Speed alone provides 
no basis for judging or rating a trans-
mission method—the error rate must 
also be shown. 

Another characteristic of multi- level 
transmission systems is the inherent 
delay that is introduced by the encoding 
and decoding processes as the number 
of levels is increased. For instance, in 
a quaternary system, each signal element 
must represent two information bits. 
The encoder must wait until it has 
received both before it can determine 
the value of the signal element to be 
transmitted. At the receiver, a similar 
delay is encountered as the decoder 
interprets the received signal and then 
produces the information bits in their 
original sequence. As the number of 
signal levels is increased, encoding 
delay goes UD accordingly. 

Signaling at the Nyquist 

Rate— and faster 

Nyquist showed that 2B signal ele-
ments were the most that could be sent 
through an ideal low-pass transmission 

PRR = F 
`"... 

PP R 

PRR = F 

CUT-OFF 
-• FREQUENCY 

GREATER 
THAN F 

CUT-OFF 
FREQUENCY 
EQUALS F 

CUT-OFF 
FREQUENCY 
LESS THAN F 

Figure 2. Square-wave pulses are al-
ways rounded somewhat by band-pass 
filter. When filter cut-off frequency 
equals pulse repetition rate, only sine 
wave component can pass. When pulse 
rate exceeds filter cut-off frequency, 

no energy passes. 

path of bandwidth B, and still be re-
covered intact at the receiver. Signals 
transmitted at a higher rate would be 
hopelessly garbled. In other words, the 
criterion for "signaling" is the ability 
to decode and recover the original data 
at the receiver. Nyquist thus implied 
that a channel cannot possibly accom-
modate more than 2B bits of informa-
tion except by paying the price of 
signal delay and a very rapid increase 
in vulnerability to interference. 
An exception to these requirements 

has been recently developed at Lenkurt. 
The new technique, called "Duobinary 
Coding," consists of systematically en-
coding the data stream in a specific 
way to achieve a "compression" of the 
bandwidth required for transmission, 
thereby increasing the permissible 
transmission rate. Unlike conventional 
multi-level techniques, there is no in-
herent encoding and decoding delay, 
nor is the information content restrict-
ed only to the log of the number of 
levels, as in the Nyquist rule. The 
encoding method changes the pattern 
of the data stream and "redesigns" the 
signal so that it can pass through the 
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channel at twice the maximum binary 
rate without loss of information. 

Filter Response 

Communications channels behave like 
filters, and therefore can be analyzed 
and discussed as though they were 
filters. When a square-wave pulse is 
passed through a filter ( or channel), 
it is altered or distorted by the filter's 
limited bandwidth. Square waves can 
be shown to consist of a very large 
number of sine wave components. If, 
for instance, the signal pulses are re-
peated 1000 times a second, the signal 
spectrum will consist of a 1000 cps 
sine wave and an infinite number of 
odd harmonics: 3rd, 5th, 7th, and so 

Figure 3. When an abrupt voltage 
"step" is applied to a low-pass filter, 
output voltage response assumes form 
of a sine wave of the filter cut-off fre-

quency. 

on. When bandwidth is restricted, the 
higher harmonics are attenuated, with 
the result that the pulse is no longer per-
fectly square, but somewhat rounded. 
As bandwidth is further reduced, the 
signal pulse becomes more and more 
rounded. When the filter bandwidth 
just equals the pulse frequency, only 
the sine wave 1000 cps fundamental 
frequency can pass. 

If the bandwidth of the filter is less 
than the pulse frequency, no energy 
at all passes through the filter ( assum-
ing that it is an idea! filter). Practical 
filters do not achieve this, Kit attenuate 

out- of-band frequency components 
greatly. For simplicity, the discussion 
and most illustrations in this article 
will assume ideal filter characteristics. 

If a positive or negative voltage is 
suddenly applied to such a filter, its 
output will respond gradually, as 
though it were part of a sine wave of 
the filter cut-off frequency. When the 
voltage is removed, the output voltage 
drops off at the same sine-wave rate, 
as indicated in Figure 3. It is this 
inability of the wave to change value 
at a faster rate which limits its infor-
mation content in a purely binary sys-
tem. Since only two variables remain 
in each cycle—a positive and a negative 
half-cycle, additional information can 
be carried by the wave only by vary-
ing phase, frequency, or amplitude. 

Duobinary Coding 
The Duobinary Coding technique is 

believed to be the first method for 
transmitting more information through 
a given channel than specified by the 
Nyquist relationship. Figure 4 shows 
one of the ways by which it can be 
achieved. Binary data pulses are ap-
plied to one input of a simple AND 
gate, and a stream of binary "clock" 
pulses of the same repetition rate as 
the data pulses is applied to the other 
input. Whenever a data space occurs, 
the AND gate yields an output pulse 
which is applied to a "flip-flop" circuit 
or bi-stable multivibrator. The multi-
vibrator has the characteristic of chang-
ing its output voltage from zero to 
plus or plus to zero, whenever it is 
triggered by the AND gate. Thus, for 
every data space, the output of the 
flip-flop changes state. Whenever a 
data mark is received, no change oc-
curs. 
The binary waveform from the flip-

flop could be amplified and applied 
directly to the line for transmission, 
but this would merely waste some of 
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Figure 4. One form of Duobinary encoder and its resulting waveforms. Coin-
cidence of "clock" pulse and data space causes bi-stable multivibrator ("flip-
flop") to change state. When passed through transmitter wave-shaping filter, 

the three-level Duobinary wave results. 

the transmission power and increase 
crossfire into other circuits. Instead, it 
is normally passed through a low-pass 
shaping filter. It should be noted that 
the output signal from the flip-flop is 
a binary waveform which, although of 
a different pattern, has a direct correla-
tion with the original data, and from 
which the original data can be re-
covered. 

Because of the encoding process, the 
signal now has several unique proper-
ties. As it passes through the channel 
or shaping filter (which must have a 
cut-off frequency 1/4 the data rate), the 
waveform is altered so that it tends to 
occupy three amplitude levels. Super-
ficially, this three-level signal resembles 
a so-called "ternary" ( three-level) sig-
nal or a bipolar signal, both of which 

have been used in telegraphy for many 
years. However, there are significant 
differences: Ternary and other conven-
tional multi-level signals must be able 
to go from any given level to any other 
level in order to transmit information 
at a rate faster than binary systems. By 
contrast, the Duobinary signal has the 
effect of forbidding the signal from 
going directly from one extreme level 
to the opposite extreme within one bit-

intAer val.continuous series of input data 

spaces causes the flip-flop to change 
state repeatedly, thus creating a series of 
binary pulses at the data rate. This is 
too fast to pass through the filter, and 
a "zero" level signal results. A con-
tinuous series of marks results in the 
flip-flop remaining in whichever state 
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it was in at the beginning of the 
sequence. The single voltage, tone, or 
phase by which this marking condition 
is transmitted will pass through the 
channel or filter. Since either plus or 
minus represents mark, the signal will 
not change for consecutive marks, but 
only when a space follows a mark. A 
second space holds the output in the 
zero condition, but a mark following 

DUOBINARY 

SIGNAL 

MARK 

SPACE 

FULL-WAVE 

RECTIFIER 

the space returns the signal to a mark 
condition, as shown in Figure 4. 

At the receiver, the data stream is 
particularly easy to decode and recover. 
Marks are represented by either of the 
two extreme values— positive or nega-
tive—that the signal can assume. A 
simple full-wave rectifier will re-
assemble the marks and spaces in their 
correct sequence, as shown in Figure 5. 

METHOD 1 

PULSE 

REGENERATOR 
BINARY 

OUTPUT 

H UPPER   
SLICER 

_el LOWER SLICER 

MARK 

AND 

CL DCK 

MARK 

BINARY OUT^UT DATA 

P A C 1 

METHOD 2 

RESET 

AND 

CLOCK 

Bi-STABLE 

FLIP-FLOP OUTPUT DATA 

SET 

BINARY 

SLICING LEVEL 

\- SLICING LEVEL 

Figure 5. Two forms of Duobinary decoders. Simplest and most versatile con-
sists only of full-wave rectifier and pulse regenerator. Pulse retiming is optional. 
More elaborate version below use "slicers" to determine whether Duobinary 

wave is in "mark" or "space" condition at sampling instant. 
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Figure 6. Typical "eye" patterns of Duobinary, quaternary, and noisy Duo-
binary signals. Notice how noise tends to close in the eyes of the Duobinary 
signal. Duobinary signal with noise (SIN = 16 db) still has clearer eye than 

optimized quaternary signal. 

Synchronization of receiver and trans-
mitter, an absolute necessity in multi-
phase transmission methods, may be 
used but is not required. 

Another method of decoding Duo-
binary signals uses a synchronized 
"clock" signa: at the receiver to sample 
the waveform at the center of each bit 
interval, thus reducing the likelihood 
of noise impulses causing transmission 
errors. Two binary "slicers" determine 
at the sampling moment, whether the 
signal is in the central or "neutral" 
region, thus indicating a space, or 
whether it is outside the central region 
in either the positive or negative 
region, thus indicating a mark. 

Performance 
An effective way of evaluating the 

performance of a data transmission 
system is by displaying so-called wave-
form "eye patterns" on an oscilloscope. 
The eye pattern is formed by applying 
random data signals to the vertical de-
flection plates and triggering the hori-
zontal sweep at the data bit rate. The 
resulting pattern graphically demon-
strates the relative vulnerability of 
the signal to the effects of noise, en-
velope delay, and "timing jitter." 
Figure 6 shows typical eye patterns 

for binary, quaternary, and Duobinary 
signals. The "eye" is the dark area be-
tween the levels; the larger this area, 
the easier it is to distinguish between 
levels and to transmit without error. 

DUO.-

BINARY 

WAVE 

TERNARY 

WAVE 

Figure 7. Comparison of conven-
tional ternary signal (red) and Duo-
binary signal. Red-tinted area repre-
sents the eye area lost by the need 
for the ternary signal to go from any 
level to any other. Lost area increases 
inter-symbol interference, thus mak-
ing signal more vulnerable to noise 

and increasing error rate. 
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Noise, timing jitter, and various forms 
of distortion tend to fill in the eye, 
thus reducing the ability of the receiver 
to distinguish between levels. In Figure 
6, note that the eyes of the Duobinary 
signal to which noise has been added 
are still larger and more open than a 
noise-free quaternary signal of the 
same data capacity. 

Figure 7 compares the eye patterns 
of a ternary signal and a Duobinary 
signal. Since the ternary signal may go 
from the lowest level to the highest 
value, or vice versa, the required path 
cuts across the eye, reducing its area 
and making the ternary transmission 
much more vulnerable to intersymbol 
interference than a Duobinary signal. 

Error Detection 
An outstanding feature of the Duo-

binary technique is its ability to pro-
vide "free" error detection; that is, 
error detection which is not dependent 
on the addition of redundant bits or 

DECODED A 
BINARY 0  
DATA 

data code symbols to the transmitted 
data. Error detection is very important 
in most digital data transmissions be-
cause the message may frequently con-
sist of unrelated numbers or characters 
suitable for direct use by business 
machines or computers. Single errors 
may have the effect of invalidating or 
"spoiling" a much larger block of in-
formation. A good example of this 
might be in the transmission of infor-
mation from punched cards. The in-
formation in such transmission has little 
or no inherent redundancy which might 
help reveal errors. By contrast, written 
text or spoken words are very redun-
dant; occasional errors are usually very 
conspicuous and thus easily corrected 
by the recipient. 

Heretofore, all digital transmission 
methods have been able to achieve error 
detection by the deliberate addition of 
redundant symbols to the transmitted 
information, thus "diluting" it and 
lowering the effective transmission rate. 
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Figure 8. One form of automatic error detector. In absence of transmission 
errors, proper polarity of data marks is determined by the number of intervening 
spaces. The flip-flop acts as memory for polarity of preceding mark and counts 
intervening spaces. Points C and D should have opposite polarity, causing 
output at E, only during data spaces. If output at E coincides with mark at 
point A, an error has occured, causing indication at point Y. Error signal resets 

flip-flop to "correct" polarity to avoid subsequent false error indications. 
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(For a fuller discussion of conven-
tional error detection techniques, see 
DEMODULATOR, June, 1961.) Duo-
binary Coding permits error detection 
without redundancy because the en-
coding process follows a systematic 
pattern which can be constantly moni-
tored by error detecting circuits. Any 
violation of the pattern results in an 
error indication. This pattern can be 
summarized as follows: 

Space is always represented by " zero" 
or neutral. 
Mark is represented by either 

+ or —, depending on the number of 
spaces between marks. 
The polarity of a mark remains the 

same as the previous mark if the num-
ber of intervening spaces is even, but 
is reversed if the number of interven-
ing spaces is odd. 

Since any single error changes the 
number of spaces between marks, the 
encoding plan would be violated, and 
the error can be detected automatically. 
The error detector diagrammed in Fig-
ure 8 follows the pattern of the received 
signal and indicates any violation of 
the encoding rules. As a result, all 
single errors, all odd numbers of errors, 
and those even numbers of errors 
which also result in a violation of the 
encoding rules can be detected without 
the addition of redundancy. In order 
to achieve this same capability with 
conventional parity-check methods, 
a large portion of the transmitted data 
would have to consist of redundant 
check bits. 

Transmission Method 
Duobinary Coding can be used with 

any type of modulation—FM, AM, 
vestigal sideband, phase-shift keying, 
or others. This permits selection of the 
best method for any given application. 
One of the best for use over HF ("high 
frequency") radio circuits, which are 
notoriously subject to multi-path fad-
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Figure 9. Comparison of error rates 
versus signal-to-noise ratio. Difference 
between binary and Duobinary be-
comes about 3 db when transmission 
speed is put on same basis ("nor-

malized"). 

ing and phase instabilities, is frequency 
shift-keying, a form of FM. Unlike the 
phase-shift methods which are often 
used for high speed transmission, 
neither synchronization between trans-
mitter and receiver nor between the data 
digits and the modulated carrier is man-
datory. The FM receiver is little affected 
by the phase instability of HF transmis-
sion or by fading or other amplitude 
disturbances which may be disastrous to 
AM or vestigial sideband transmissions. 
The additional signaling speed made 
possible by Duobinary Coding matches 
or exceeds that available with these 
more vulnerable modulation methods. 

Duobinary Coding has been tested 
over actual HF radio circuits between 
Europe and the United States with 
very satisfactory results. A conventional 
binary system and a Duobinary system 
operating at twice the speed of the 
binary system were operated side by 
side and transmitted over the same 
radio circuit. The relative error rates 
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of the binary and Duobinary system 
were as predicted by theory. 
One of the applications to which the 

Duobinary Coding technique is par-
ticularly well suited by virtue of its 
lack of complexity and freedom from 
the need for synchronization between 
data bits and carrier is in the transmis-
sion of several parallel data streams 
over a single narrow radio channel. 
These data signals might consist of a 
number of teletypewriter channels or 

voice signals which have been converted 
to digital form for encrypting. 

Summary 

Duobinary Coding is, strictly speak-
ing a three-level code, and therefore 
must pay the price of increased vulner-
ability to noise, although this price is 
much less than that paid by quaternary 
systems of the same capacity. In 
general, the Duobinary system has the 
same sensitivity to noise as a ternary 
system, and the same susceptibility to 
intersymbol interference as a binary 
system. 

Figure 9 shows a typical compari-
son of noise performance, based on 
experimental data. Duobinary Coding 

is about 4 db less sensitive to noise 
than a quaternary system of the same 
capacity, and less than 3 db more sensi-

tive than a binary system. Although the 
chart shows a 6 db difference, this is 
based on a binary system of only half 
the capacity of the Duobinary. When 

this difference is eliminated, a differen-
tial of less than 3 db remains. In order 
to transmit at the same rate as the 
Duobinary system, however, the binary 
system must use twice the bandwidth 
as the price for its noise advantage. 

In addition to providing obvious im-
pro‘ements in the speed and efficiency 
of many types of data and other digital 
communication methods, the Duobin-
ary coding technique has an exciting 
future in a complete new range of other 
applications which will prove to be of 
substantial value in both commercial 
and military communications. • 

A rigorous and more detailed treat-
ment of the Duobinary technique is out-
side the format and intended scope of 
the DEMODULATOR. However, Lenkurt 

Monograph No. 181 is being prepared 
for readers who wish such a definitive 
treatment. The Monograph is a reprint 
of the paper on the Duobinary Coding 
Technique presented by Mr. Adam 
Lender, inventor of Duobinary Cod-
ing, before the Institute of Electrical 
and Electronic Engineers on February 
1, 1963 in Neu, York. Mr. Lender is 
a Senior Staff Engineer in Lenkurt's 
Advanced Development Group. Copies 
of the Monograph are available on re-
quest from EDITOR. THE LENKURT 
DEMODULATOR, in care of Lenkurt or 
any Lenkurt Field Office. 
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Data transmission has become one of the most dynamic efforts in the 
field of telecommunications. Because of growing industrial and military 
requirements, each month sees the introduction of new equipment for 
transmitting and handling data. Yet, the needs and new applications con-
tinue to grow at such a pace that even the equipment manufacturers are 
sometimes taken aback at the diverse uses to which their products are put. 
While much publicity has been given the new, special-purpose systems, 
little mention izas been made of the ingenious ways in which similar needs 
have been satisfied by more conventional data systems. This article 
describes some of these new uses for standard telegraph carrier. 

There is a growing tendency to iden-
tify data transmission almost exclusively 

with information for business machines 
and computers. However, data transmis-

sion takes in a much broader spectrum 
which includes telemetry and remote 
control, as well as digital data for busi-

ness machines. 
Telemetry enables a train dispatcher 

to "observe" the location of distant 
trains; it reports on the electrical load 

at an outlying power substation; it may 

state the pressure de‘eloped by a re-
mote pump or monitor the viscosity of 

the fluid being pumped. 
Remote control adds a new dimen-

sion by allowing a central operator to 

alter the distant conditions reported by 

telemetry. When telemetry and remote 
control are used together, complex "or-
ganisms" of vast efficiency can be cre-
ated. The central control point becomes 

the "brain" of the organism, receiving 
reports from the telemetry " senses" and 
performing distant operations with the 
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remote control "muscles." The essential 

key to such an industrial organism is 

found in the nerves which link central 

brain with distant limbs — the data 

communication system. 

Tremendous efficiency can be gained 

by such an operation. Centralized con-

trol provides superior coordination, and 

decision-making is speeded. It becomes 

possible to harness the speed and accu-

racy of electronic computers to achieve 

a quality of management not previously 

available. 

In many industries, such centralized 

control must be approached in gradual 

steps. Although the concept is old, the 
means for accomplishing it are new and 

change rapidly as refinements upon re-

finements appear. By planning carefully 
and using familiar, proven equipment, 

many such systems have been started, 

modestly at first, then expanded as bet-

ter techniques and equipment prove 

themselves particularly suitable. 

Figure I. Typical 
hot- box detectors 
alongside railroad 
track. Separate units 
are required on each 
side. Detectors are 
sensitive enough to 
detect glowing ciga-
rette several yards 

away. 

This philosophy is particularly valid 

in the field of data transmission itself. 

Many industries making heavy use of 

data processing in their normal opera-

tions are meeting their transmission re-

quirements adequately and economically 

with conventional telegraph systems. By 

planning their operations carefully, they 

have avoided the need for expensive, 

highly- specialized transmission equip-

ment. 

This is less surprising than it might 

seem. From a transmission viewpoint 

there is no difference between telegraph 
signals and the digital data generated 

by computers and punched card ma-

chines. Although the new machines 
operate at high speeds within them-

selves, they don't have to be supplied 

with data at these speeds. Most indus-

trial operations do not require high 
speed or " real time" handling of data 

as in some military systems— air de-

fense, for instance -- in which large 
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quantities of data must be transmitted 

and processed very quickly before they 

become obsolete. Most of the data han-

dled by industrial systems— payroll, in-
ventories, and similar statistics— do not 

ENGINE 

vides several excellent examples of its 

versatility in satisfying communications 

needs quite different from those for 

which it was designed. One of the 
important industries in which 23A sys-

ROLLER BEARING CAR 

il  fif (lit till :alf1 LII iii. 1111 àtt 11t1 

HOT BOX 

Figure 2. Typical hot-box detector transmission. Each pip shown represents a 
single wheel. Two recordings are made simultaneously, one for each side. Engine 
driver wheels, shown at left, and roller bearings always operate at higher tempera-

tures than ordinary solid or plug-bearing journals. Note hot-box indication. 

change very rapidly. The same is true 

of operating functions which may be 
monitored and controlled over data 

links. Almost all of these are adaptable 
to the 50-75 bits- per-second rate of 

ordinary telegraph transmission. 
Lenkurt's basic telegraph carrier 

equipment, the 23A Datatel system, pro-

tems have demonstrated remarkable ver-

satility is the railroad industry. Modern 

railroads use the full spectrum of indus-

trial communications facilities: teleme-

try, remote control, conventional voice 

circuits, facsimile, business machine 

data, and even closed circuit television. 
Confronted by stiff competition and ris-
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ing costs, railroads have had to exercise 
extreme diligence in making the most of 
existing facilities. 

Hot-box Detection 
One of the persistent problems of 

railroading is the detection of so-called 
-hot boxes". On cars equipped with 
solid bearings, overheated wheel jour-

nals can cause derailment by shearing 
an axle or locking the wheels of a car. 
If a wheel bearing becomes seriously 
overheated, the lint packing in a journal 
box will ignite, causing smoke to issue 
from the overheated journal box. Be-

fore the advent of automatic detection 
systems, the detection of hot boxes was 
the responsibility of train crews and per-

sonnel along the track. But visual spot-
ting, with its universal signal of thumb 
and forefinger clasped over the nose, 
poses many problems. Considerable 
damage is done to the bearing before 
the journal box begins to smoke. On 
some lines with many twists and curves, 

the train crew is limited in the number 
of times that they can see the full length 

of a long train, and hot boxes may go 

undetected even after the journal box 
has begun to smoke. 

In the past few years, efficient in-

frared detectors have been developed 
which can sense the heat radiated by 
the passing journal boxes. When these 

are installed along the track, they can 
detect hotter-than-average journal boxes 
and signal an alarm before the journal 
reaches damaging temperature. With 

the development of these systems has 
come the need to transmit their data 
somehow to the train engineer. Since 

various factors such as train speed, type 

of bearings, or air temperature do affect 

the temperature of the journals, in many 
systems the information is sent to a cen-

tral location for evaluation. If a hot box 
is indicated, the train is halted. 

At least one railroad uses 23A Data-
tel to carry the digital output of hot box 
detectors. Since the 23A system is re-
stricted to handling binary information, 

only two conditions can be transmitted. 
In this case, the tone representing 
"hot" is transmitted only when an arbi-

trary temperature threshold has been 
exceeded. 

Another system, which has so far only 
been proposed, would dispense with 
transmission to a central point, but 

broadcast directly to the train crew by 

VHF radio. In this case, the detector 
would be connected to a logic network 
which would count the number of 

wheels ( and thus the cars) following 
a hotbox, and on the basis of count, 
would select a suitable pre-recorded 
message for the engineer, telling him 
the exact location of the hot box. Since 
the broadcast message would be made 
up of several portions, code signals at 

the beginning and end of each would 
identify individual portions, and these 

would be matched with the combination 
ordered by the logic circuit. The identi-
fication codes would be detected by a 

23A receiver and passed on to the logic 

circuit. In this case, the railroad already 
uses 23A for conventional communi-

cations, and by using it for this applica-

tion, would not have to maintain a new 
type of equipment. 

Centralized Traffic Control 

Centralized Traffic Control, or CTC. 

is the most important control function 

in railroad data transmission systems. 
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An eastbound passenger train (A) and a westbound freight train (B) ap-
proach each other on a single-track main line. The CTC dispatcher must 
set up a meeting of the two trains and route one of them to the passing track. 

The CTC dispatcher throws the east switch of the passing track from the 
central control board. The new switch positions are indicated to the train 
crews by the track signals. This step permits the westbound freight train 

(B) to enter the passing track without stopping. 

The westbound freight train (B) has entered the switch and proceeds on 
the passing track. The eastbound passenger train (A) proceeds on the 
main line without stopping. Trackside telemetry, such as relays, display 
the positions of the two trains on the control board. Based upon this infor-
mation, the CTC dispatcher throws the east switch back to its mainline 

position to permit. the eastbound passenger train (A) to proceed. 
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The CTC dispatcher throws the west switch of the passing track to permit 
the freight train (B) to re-enter the main line and proceed. When the 
freight train clears the switch, the dispatcher will re-set it to main line 

position. Both trains have met and passed without stopping. 

Figure 3. The use of Centralized Traffic Control has enabled railroads to achieve 
great economies by better coordination af all traffic from a central point. A typical 

train "meet" controlled from distant CTC board is shown here. 
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From a central control panel, a CTC 
dispatcher can throw switches at remote 
points along the line, re-set signals, if 
needed, follow the movement of trains 
across his district, and monitor the re-

sults of his actions. The steps of a CTC 

"meet" are illustrated and described in 
Figure 3. CTC has become one of the 
most important tools used by the rail-
roads to cut operating costs and improve 
service and safety. 
CTC systems require rather extensive 

communication facilities. Coded control 
signals for throwing switches and set-
ting signals must be transmitted from 
the control board to points along the 
line. When these actions are performed, 
centralized traffic control "telemetry" 
signals a verification to the control 
board that the function was actually 
performed. This same telemetry reports 
on the location and movement of trains 
over the line. 

Datatel systems are used by a num-
ber of railroads in their CTC opera-
tions. The application made by one large 
railroad is typical of the use of carrier 
telegraph to consolidate data and con-

trol functions. A 600-mile mainline 

section of this railroad was operated 
with CTC dispatching. As in most of 
the earlier CTC systems, the 600-mile 
dispatching zone was broken down into 
five CTC districts, each having a con-
trol panel within its boundaries. Each 
CTC district was, in effect, a large num-

ber of d-c loops closed at the control 
board, and with data transmitted as 
coded direct-current pulses. For most 
of the earlier systems, the poor trans-

mission qualities of on-off d-c pulses 
and the required high safety factors 
limited the length of a single CTC dis-

trict to approximately 100 miles of line. 
A few years ago, as the railroad's 

requirements for data transmission grew 
with the installation of business ma-
chine and car reporting centers, Datatel 

channels were added to its communica-
tions plant to provide increased capac-

ity. A number of factors, among which 
were long-distance transmission relia-
bility, ease of adding channels and com-
pact terminal equipment, led to testing 
the Datatel channels for long-distance 
transmission of CTC data. 

In the testing program, a single CTC 
district served in much the same fashion 
as a number of d-c teleprinter loops. 
From a control point located outside 
the district, frequency-shift tone signals 
were translated to d-c pulses and trans-
mitted over the signaling circuits of the 
test district. 
The tests proved successful. Subse-

quently, all CTC dispatching over the 
600-mile section was consolidated in 
a central dispatching office affording 

greater speed, safety and economy of 
operations. A CTC dispatcher can estab-

lish a train meet and perform all control 
functions at sidings more than 500 

miles away. Data requirements for this 
particular railroad have continued to 
grow. Telegraph channels at any one 

point in the system may carry a broad 
range of information including teleme-
try and control functions of CTC, data 
for business machines and computers 
and hot box alarm telemetry. 

Pipeline Communications 

Pipeline transmission systems are 
called upon to handle massive amounts 
of data because of extensive use of auto-
mation and remote control. Illustrating 
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the industrial trend toward long-dis-

tance remote contro!, pipeline automa-

tion has developed from control of 

nearby " satellite' pump stations and 

tank farms, to centralized remote con-

trol of points hundreds of miles away. 

The dispatcher's control panel of a 

modern pipeline is almost identical to 

the CTC board of a modern railroad. 

( 
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OUTGOING PRESSURE 

P2 
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Unlike railroads, the " freight trains" 

of the pipelines are not under the im-

mediate control of a crew. For this 

reason, pipelines were among the first. 

industries to make extensive use of 

telemetry, even in short-distance "satel-

lite" operations. Effective remote con-
trol of a booster pumping station, for 
example, requires knowing the suction, 
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Figure 4. Oil and gas producing units and pipelines have long used relatively 
short-range direct-current telemetry to monitor and control satellite operations. 
Direct current transmission impairs accuracy of telemetry beyond a few miles. 
Judicious use of analog-to digital converters and modern telegraph carrier per-
mits centralized control over far greater distances without obsoleting existing 

short-range equipment. 
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outgoing, and differential line pressures, 
the most critical of these being differen-

tial pressure. The conversion to auto-
mation and long-distance remote control 
calls for a greater amount of telemetry, 
and places an even greater reliance upon 
the accuracy of telemetering systems. 

In changing to centralized control, 
pipelines have been faced with the prob-
lem of using analog telemetering sys-
tems which are adequate for satellite 
operations, but not so suitable for long-

distance transmission. The analog 
equipment frequently represented a sub-
stantial capital outlay in its own right. 
The problem has been solved by using 
analog-to-digital converters and pulse-
duration translators, thus permitting 

binary transmission via Datatel chan-
nels. Thus, pipelines have achieved 

centralized control without having to 

discard existing telemetering equip-
ment. 

In one particular example, a satellite 
booster pump station was controlled and 
monitored by analog teiemetry from a 
tank farm office three miles away. With 

conversion to centralized control, it was 
necessary to transmit pump station te-
lemetry over Datatel channels in the 
company microwave system to a control 
point 155 miles distant. A number of 
channel drops were installed for this 
purpose in a repeater terminal at the 

pump station. 
With the short-haul satellite opera-

tion, pressure data were supplied by an 
analog telemetering system ( Figure 4) 
consisting of two pressure transducers 

mounted in the pipe on either side of 

Figure 5. A typical centralized control station for a pipeline. From this location 
are monitored such operational details as flow rate, pump pressure and suction, 
fluid viscosity, and the like. Distant operations can be adjusted in response to 
changing loads and other variables. Panels in background show profile of terrain 
which pipeline traverses, and which has important bearing on operating para-

meters. Centralization is made possible by efficient digital transmission. 
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the pump; two potentiometer amplifiers 
to raise the output current of the trans-

ducers; display equipment at the control 
point; and two physical circuits. One 
transducer indicated suction pressure 
and the other outgoing line pressure. 
The operator at the control point ob-

tained the differential pressure by read-
Mg the difference between the two. 
The continuously variable voltage 

signals of the analog system could not 
be transmitted over suitable long-dis-
tance channels and the factor of distance 

in centralized control placed a premium 
on the accuracy of the information. Yet, 

this problem was solved with :naximum 
use of existing equipment in a manner 

that provided improved accuracy of in-
formation, as shown in Figure 4. 
The signal leads from the two pres-

sure transducers were coupled to a slow-
speed stepping ( or sampling) switch, 
the output of which is fed to an ampli-

fier for transmission over a short physi-
cal circuit to the tank farm repeater 

station. At this point, voltage signals 
are translated into coded pulses by an 
analog-to-digital converter, and the dig-
ital output of the converter is trans-
mitted to the control center over a 
Datatel channel. At the control center, 
the digital signals are restored to analog 
form and connected to suitable meters 
which show the suction, outgoing, and 
differential pressures. 

Similar arrangements, using existing 

analog equipment at other booster sta-
tions, have yielded substantial savings 

in new telemetering equipment. The ac-
curacy of the telemetry was improved. 

The effects of calibration drift on the 
critical differential pressure were mini-

mized with the use of the common cir-

cuits, amplifiers, coding and read-out 
equipment. Other Datatel channels on 
the pipeline carry the necessary control 

signals for centralized operation. 

TASI Signaling 
The telecommunications industry it-

self provides an interesting example of 
how telegraph carrier equipment can be 
adapted to still another type of control 
function. In this application, the 23A 

equipment is used to provide dialing 

and supervision for the voice circuits 
handled by the TASI systems in the 

California- Hawaii and Florida- Puerto 
Rico submarine cables. Here, the cost 

of the cable- 9637 million in the case 
of the Hawaiian cable— is so high, that 
even very expensive means of increasing 

circuit capacity provide great savings. 
In the TASI system ( which means 

"Time Assignment Speech Interpola-
tion"), extra channel capacity is ob-

tained by using the idle time present 

in the speech messages transmitted over 

the cable. All telephone conversations 
have pauses, listening periods and the 
like, and in ordinary practice this trans-

mission time is wasted. By salvaging 
these silent periods and using them to 
transmit additional conversations— 

which have their own idle periods— 
twice as many conversations can be ac-
commodated as there are carrier chan-

nels to transmit them. 
To accomplish this remarkable jug-

gling feat, TASI monitors each carrier 

channel to determine when it is active 

or idle. When an "excess" circuit is 
connected to the system, it is instantly 
switched to a cable channel which is idle 

at that moment. When the displaced 
circuit becomes active, it is, in turn, 
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Figure 6. California end of Hawaii-mainland submarine cable. In background 
are some of the racks for TASI system which squeezes waste time out of conversa-

tions to obtain additional voice circuits from the limited cable bandwidth. In left 
foreground is the Lenkurt 23A Telegraph Carrier system which provides signal-
ing and supervision for the TASI voice circuits. The 120-cycle channel filters per-

mit 22 to 26 signaling channels or 100-speed telegraph channels to be sent through 
each voice channel. 
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connected to another channel which has 

become idle. 

Obviously, if this were attempted 

with only a few circuits, there would 

be many moments of conflict in which 
all circuits would be active simultane-

ously, leaving no room for an additional 

circuit. When several dozens of con-

versations are used, however, the prob-
ability becomes quite high that some 

circuit will be idle at any given instant. 
Although the high-speed switching 

and monitoring equipment required for 

this job is complicated and expensive, 

the extra circuits obtained in this way 

cost less than additional channels ob-

tained without TASI. 

Because TASI depends on inter-

ruptions or pauses in the individual 

messages, the presently-used single- fre-

quency signaling tones cannot be trans-
mitted with the individual circuits in 

the normal way. Since the signaling lone 

is present on the line when there is no 

connection or during dialing, TASI 

would interpret this idle-condition tone 

as -activity- and would connect it to 

the first available cable channel. This, 

of course, would result in idle circuits 

competing with the active circuits for 

the limited number of cable channels. 

To get around this difficulty, signal-

ing and supervision is separated from 

the message circuits and transmitted 

through non-TAS/ channels, using 23A 

telegraph carrier. In order to make the 

fullest use of the limited bandwidth 

available, 120-cycle spacing is used, thus 

permitting 23 or more telegraph ( or 

signaling) channels to be sent over a 

single 3-kc voice channel, instead of 
the 16 possible with the more common-

ly-used 170-cycle spacing. This saves 

one of the expensive cable channels, 

since the cable has a capacity of only 

48 three-kc channels at this time, and 

some of these must be reserved for 

data transmission, private-wire service, 

and the signaling channels for TASI. 

Conclusions 
Many of the uses made of carrier 

telegraph equipmer.t have taken it far 

afield cif the application envisioned by 

its designers. For Datatel systems in par-

ticular, one of the newest applications 

suggested involves parallel transmission 

with a number of channels for increased 

speed and direct read-out to and from 

the parallel characters of tape. 

A review of the applications made 

or proposed for various types of carrier 

telegraph equipment suggests that users, 

rather than manufacturers are contribut-
ing the greater amount of imaginative 

applications engineering. • 
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Within the last decade, high-speed data transmission has become 
one of the most vital services provided by the great communications 
networks. The explosive growth of electronic data processing and the 
construction of elaborate defense data communications networks from 
existing telephone facilities has placed new importance on some rather 
old transmission problems. One of the most important of these is delay 
distortion. This article reviews some of the more important aspects of 
delay distortion— why it occurs and how it may be overcome. 

F
OR many years, the quality of a 
communications channel has been 

judged by its ability to reproduce the 
moment-to-moment level or amplitude 
of the original signal. In judging the 
ability of voice communications systems 
to satisfy the listener, amplitude re-
sponse has proved to be a good measure 
of performance. About 1930, when pic-
tures were first transmitted by wire, it 
was discovered that a channel haying 
excellent amplitude response might be 
quite unsatisfactory for picture transmis-
sion. The harmful effect, originally 
called phase distortion, and now more 
correctly called delay distortion, resulted 
from the phase-shift characteristics of 
the transmission path, and had little re-
lation to the amplitude response or 

fidelity of the transmission path. Since 
then, other communications services 
have sprung up which are equally vul-
nerable to this type of distortion — 
facsimile, television, and high-speed 
data transmission are typical. 

About this artide 
This article is a revision of the 
July, 1960 issue of The Lenkurt 
Demodulator. Because of the 
interest in this subject, resulting 
especially from the increase in 
the amount or data transmitted 
over telephone transmission sys-
tems, the original article has 
been modified slightly and issued 
again for the benefit of our 
present readers. 
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What Is Delay Distortion? 
Electromagnetic waves travel 186,000 

miles per second in free space. Electri-
cal signals, however, do not travel this 
fast through communications channels. 
In fact, signals may travel over certain 
types of circuits as slowly as 15,000 
miles per second, and will rarely travel 
faster than about 100,000 miles per sec-
ond over a microwave radio path. These 
lower velocities result from the nature 
of the communications equipment or 
the transmission path. 
A telephone line behaves like a low 

pass filter, particularly if inductive 
loading is used to reduce attenuation. 
Multiplex systems use very sharp filters 
to separate one channel from another, 
and the tuned circuits in a radio receiver 
serve the same purpose. All these filters 
and filter-like elements introduce delay. 
The slowing down of a signal in its 

passage through a communications 
channel is of little importance. Delay 
becomes a problem only when it inter-
feres with the ability of the receiver to 
understand the message. In the case of 
speech, delay distortion causes little in-
terference since the ear is relatively in-
sensitive to phase variations. Thus, it 
has not been necessary to correct for 
delay distortion in telephone systems. 
Facsimile, telegraph, and data signals, 
however, are quite vulnerable to delay 
distortion. 

For example, if two tones, such as 
1200 and 2200 cycles per second, are 
used to transmit binary data (shifting 
from one frequency to the other), it is 
important that these two tones experi-
ence approximately the same transmis-
sion delay in going from one end of 
the circuit to the other. If the data is 
being transmitted at 1000 bits per sec-
ond, each bit will be one millisecond 
long. If these transmissions consist of 
alternate l's and O's, the signal will be 
alternately shifting between 1200 and 
2200 cps. The transmission propaga-

tion time for these two tones between 
the two ends of a given circuit can vary 
considerably. For example, 60 miles of 
loaded telephone cable may introduce 
a delay to the 2200 cycle tone of 6.1 
milliseconds as compared to the 5.1 
milliseconds for the 1200 cycle tone, a 
difference of 1 millisecond. If the 2200 
cycle tone is transmitted first followed 
by the 1200 cycle tone ( each transmit-
ted for 1 millisecond), it can be seen 
that they will both be received at the 
same time, rather than one following 
the other. In 120 miles they would be 
received in the reverse order! 

In high-speed data transmission, the 
problem of delay distortion becomes 
more and more serious and troublesome 
as the transmission rate increases. Data 
bits usually originate as rectangular-
shaped pulses which are used to modu-
late a carrier at a particular keying rate 
for transmission over a communications 
circuit. The pulses resulting from this 

Figure 1. As shown in diagram A, the 
normal vectorial addition of the energy 
at the fundamental and third harmonic 
frequencies produces a slightly rec-
tangular-shaped pulse. If the third har-
monic is delayed by one-half cycle 
relative to the fundamental, as shown 
in diagram B, the pulse envelope be-

comes seriously distorted. 
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modulation process are composed of 
many frequencies whose amplitudes and 
phases have a fixed relationship in time. 
The envelope of these pulses results 
from the energy at the fundamental and 
harmonic frequencies adding together 
vectorally. If the pulses are processed 
through circuit components with very 
non-linear phase characteristics, such as 
multiplex channel filters, the pulse 
shape can become seriously distorted. 
As shown in Figure 1 if the third har-
monic is delayed by one-half cycle rela-
tive to the fundamental, the pulse shape 
is severely distorted. 

Higher data speeds are achieved by 
increasing the rate at which the carrier 
is keyed, thereby shortening the width 
(or duration) of the signal pulses. Be-
cause of the shorter pulses, slight shifts 
in time or phase of the component fre-
quencies have a greater effect in dis-
torting the signal, with a corresponding 
increase in error rate. 

Also, the higher the data speed, the 
greater the channel bandwidth required 
for successful transmission. The reason 
for the increased bandwidth lies in the 
nature of a high-speed pulse. When the 
pulse begins or ends, the rapid change 
causes signal energy to be distributed 
over a wide band of frequencies on 

Figure 2. Compari-
son of the envelope 
delay in typical voice 
communications 
channels. Curves I 
and 3 represent the 
delay in several 
thousand miles of a 
toll-quality carrier 
system. Curve 2 
shows the delay pro-
duced by 100 miles of 
lightly loaded cable; 
curve 4 shows the 
delay in 200 miles ot 
heavily loaded cable. 

either side of the pulse frequency. The 
exact amount of energy appearing at 
each frequency on either side of the 
pulse frequency depends on the nature 
of the pulse — its shape, rise-time, and 
so on. If, for any reason, some of the 
energy from either sideband is displaced 
in time or amplitude from the original 
value, the pulse will be distorted when 
it is reconstructed by the receiver. If the 
delay is great enough, some of the en-
ergy from a signal pulse may actually 
be delayed enough to interfere with the 
following pulse, thus destroying infor-
mation carried by both pulses. It is evi-
dent, therefore, that delay introduces 
distortion only when various frequen-
cies in a communications channel are 
delayed by different amounts of time. 

Phase Shift 

The phase and frequency of a signal 
are, by definition, inseparable. In fact, 
a good definition of frequency is the 
rate of change of phase with respect to 
time, or do/dt, where (l) is the phase 
shift ( usually in radians — 7r radians 
equal 180°, 2 r radians equal one cycle) 
and t is time in seconds. Thus, it fol-
lows that the more the phase of a signal 
is shifted in passing through a channel, 
the more time is required for it to get 
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Figure 3. Phase shift characteristic of 
a high-quality 100-mile carrier tele-

phone circuit. 

through the channel. Where phase shift 
is known, the phase delay of a single 
frequency is 

ti = phase shift (radians)   me  
frequency (radians per sec.) 

This is usually expressed 

t = . 

It is important to note that in practical 
systems, phase delay, as expressed above, 
is applicable only to single, steady-state 
frequencies. 

In an ideal system, phase shift is di-
rectly proportional to frequency. All 
signals passing through such a system 
would be delayed equal amounts, re-
gardless of their frequency. Unfortu-
nately, phase shift in a communication 
channel is never linear. In a high-quality 
system, the overall phase shift charac-
teristic may look like that shown in 
Figure 3. 

Envelope Delay 

Whenever a complex signal ( such as 
a modulated or keyed carrier frequen-
cy) is transmitted, the relationship 
given above for phase delay no longer 
holds true, unless the system is perfect-
ly distortion- free. Since phase shift is 

always non-linear in actual systems, 
some of the component frequencies 
undergo more phase shift than they 
would in a linear system. As a result, 
they travel through the system slightly 
slower than some of the other fre-
quency components. 

For simplicity, assume that the com-
plex signal consists of only two com-
ponent frequencies. Added together, 
the two frequencies form a beat-fre-
quency or modulation envelope. Since 
the two component frequencies travel 
at different velocities through the chan-
nel ( because of non-linear phase elift), 
the relationship between them constant-
ly changes, and the modulation envelope 
travels through the channel at a third 
velocity. If phase shift were linear, 
both component frequencies would 
travel at the same velocity, and there 
would be no displacement of one fre-
quency with respect to the other, and 
no independent delay of the modula-
tion envelope or envelope delay. 
The more non-linear the phase shift, 

the greater the envelope delay. In other 
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Figure 4. Weighting factor for the 
phase shift near the resonant or cutoff 
frequency of a network or line. Phase 
shift is very high at resonance. but falls 
off rapidly at higher and lower fre-

quencies. 
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words, the greater the rate of change 
of phase shift, the more envelope delay 
will result. The delay in seconds can be 
calculated by differentiating phase shift 
with respect to frequency: 

envelope delay = 11).. 
d 

Since virtually all forms of electrical 
communication employ signals which 
require a band of frequencies for suc-
cessful transmission, envelope delay is 
the form of delay of greatest general 
importance. In this article, further 
reference to "delay" will mean enve-
lope delay unless other indicated. 

Usually, only relative delay — the 
maximum range or difference in delay 
values in a channel — is of importance, 
since only the delay difference causes 
distortion in the received signal. Abso-
lute delay— the total delay experienced 
by signal elements — is usually not im-
portant except where signals or parts of 
a signal are transmitted from one point 
to another over different routes and 
must arrive at the same time. 

Delay Equalizers 

Where amplitude response of a cir-
cuit is unsatisfactory, an equalizer is 
used to introduce a controlled amount 
of loss at certain frequencies to obtain 

100 

Figure 5. Fictitious 
amplitude character-
istic of a network 
and the phase shift 
that would result. 
The smooth phase 
shift curve shows the 
weighting effect dia-
grammed in Figure 4. 

the desired performance. In the case of 
excessive relative delay, a network 
which would correct the phase shift 
characteristics of the communications 
channel might very well neutralize the 
desired attenuation of the filters re-
sponsible for the delay. Special delay 
equalizers are required to overcome 
this problem. Ideally, a delay equalizer 
is a network which introduces a con-
trolled amount of phase shift at various 
frequencies, but causes no signal loss 
at all. Practical delay equalizers, how-
ever, cannot avoid affecting amplitude 
response to some degree. 

Although it is possible to design fil-
ters which will reduce or postpone the 
appearance of delay distortion ( by add-
ing special kinds of filter sections), the 
more common practice is to add a so-
called "all-pass" network which adds 
delay at selected frequencies, but which 
adds negligible attenuation at any fre-
quency-. 

In a carrier system, the channel band-
pass filters which isolate individual 
channels from each other are the prin-
cipal sources of delay distortion. These 
filters should have uniform amplitude 
response within a desired band of fre-
quencies, but must exhibit a very rapid 
attenuation of all frequencies outside 
the desired band. Unfortunately, such 
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rapid change in the attenuation char-
acteristic of a filter is also accompanied 
by rapid changes in the phase shift, as 
indicated in Figure 5. As a rule, phase 
shift is maximum at the cutoff fre-
quency or resonant point of a circuit, 
but declining at other frequencies, as 
shown in the weighting curve, Figure 4. 
Thus, a circuit having flat attenuation 
characteristics would still have non-
linear phase shift and would introduce 
envelope delay distortion. 

Figure 6 shows a typical all-pass net-
work and some of the delay character-
istics that may be obtained with such 
a network. The different delay charac-
teristics are obtained by changing the 
values of components. Since the net-
work impedance and the frequency at 
which the delay is obtained are also af-

fected by component values, design of 
such equalizers is a complex art. 
A typical equalizer will have several 

sections, each of which may have a 
different reference frequency (fe) and 
a different "width factor" ( B). Such 
equalizers may be custom designed to 
correct the delay characteristics of a 
certain type of equipment or communi-
cations path or may be continuously 
adjustable for universal application. 
Figure 7 compares the envelope delay 
characteristics of a carrier system chan-
nel without equalization, the amplitude 
response of an experimental 3-section 
equalizer, and the delay characteristics 
of the equalized channel. Note that 
there are three "humps" or ripples in 
the equalized delay characteristics—one 
for each section in the equalizer. 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 

F/Fc 

Figure 6. Two typical all-pass network configurations and a family of envelope 
delay curves which they might produce. Width factor (B) and critical frequency 
(fe) are controlled by the values of the network components. Typical delay equal-
izer will consist of several sections, each designed to add a carefully-determined 

amount of delay to a small portion of the channel passband. 
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Figure 7. Center panel shows the en-
velope delay characteristic of a typical 
carrier system voice channel before 
equalization. Addition of a 3-section 
equalizer reduces relative envelope de-

lay to ±- 75 microseconds over a large 
portion of the bandwidth, as shown in 
top panel. 
amplitude 
varies less 

Bottom panel shows that 
response of the equalizer 
than 1 db despite effect on 
envelope delay. 

The more sections that are used in a 
phase equalizer, the finer the ripple in 
the delay characteristic. The residual 
delay causes distortion in the form of 
echoes. Where the ripples are coarse, as 
when few equalizer sections are used, 
the echoes are separated very little from 

the signal and may have only the effect 
of changing the amplitude of the signal. 
Where the ripples are fine, the echoes 
are delayed more. It has been shown 
that a system is considerably less toler-
ant of noise interference as the time 
separation between signal pulse and 
echo is increased. Thus, the fewer equal-
izer sections required to achieve a given 
relative delay tolerance, the less sus-
ceptible the system is to interference. 
This sensitivity does not increase, how-
ever, after the echo is delayed more 
than one pulsewidth for data, or about 
60 picture elements in the case of fac-
simile. 

Future Needs 

The long-range trend in the com-
munications industry is toward more 
and more pulse transmission, both for 
data and for speech. It is primarily pulse 
transmission that is vulnerable to delay 
distortion. In modern systems, a mes-
sage may be transmitted from one point 
to another over one of several possible 
routes which may differ greatly from 
one another in their phase response. To 
make better use of the existing com-
munications networks, it will be neces-
sary to obtain uniform delay character-
istics, regardless of the routes. Tech-
niques for automatically equalizing the 
phase response of an entire circuit after 
a connection has been obtained, regard-
less of circuit length or the nature of 
the means of transmission, are now be-
ing developed. Although these tech-
niques are now rather expensive, they 
will undoubtedly play an important 
role in the development and growth of 
future data transmission systems. 
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Modern communications networks are becoming 
more and more efficient and reliable, despite the fact 
that they are continually becoming more complex. 
These improvements undoubtedly are a result, not 
only of advanced engineering techniques, but more 
importantly, of effective planning. However, many 
people in the communications industry seldom become 
directly involved in the intricate planning that goes 
into developing an efficient and reliable system. 

This article discusses some of the many considera-
tions involved in the planning of multichannel trans-
mission systems for a communications network. 
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er he coordinated efforts of a number 

of specialized engineering func-
tions are needed to plan and build a 
communications system. The size and 
number of such functions depend, of 
course, on the type of system proposed 
and its complexity. Certain of these 
functions, however, usually play an 
integral part in the development of all 
types of systems. Most significant 
among these is systems engineering — 
that function which has the overall re-

sponsibility for directing and coordi-
nating the efforts of the others. These 
other functions include such activities 

as traffic engineering, plant engineering, 
transmission engineering, and equip-
ment engineering. All of these func-
tions are usually active during various 
stages of planning, engineering, and 
installation of a multichannel transmis-
sion system. 
The term communications system is 

very broad. It may mean anything from 
a huge global complex, with thousands 
of miles of transmission facilities and 
many subscribers, down to a walkie-
talkie carried by a soldier. A typical 

telephone communications system con-

sists of user or subscriber equipment 
such as telephones, teletypewriters, and 
business or data processing machines 
which are connected by wire lines to a 

switching center. The switching center 
permits each subscriber line to connect 

with other lines of the same network. 
To communicate outside of the local 
network, however, common-use or 

trunk circuits must be established from 
the switching center to other switching 
centers. Such common-use circuits are 
typically multichannel transmission sys-

tems consisting of voice multiplex 

equipment and open-wire, cable, or 

broadband radio facilities with inter-

mediate repeaters, as required. 

Technical Requirements 

When the need for a communications 

transmission system is firmly estab-

lished, the technical and operational re-
quirements that will satisfy the need 
must then be planned in detail. There 
is usually a choice of different operating 
arrangements and types of equipment, 
any of which might provide good serv-
ice. The principal objectives are that the 
system be simple and reliable, and be 
practical and economical to operate. It 
should also be suitable for future ex-
pansion—which is almost always neces-
sary. Accurately defining the system re-
quirements early in the planning stage 
will certainly result in better overall 
economy and greater satisfaction in the 
communications services provided. 
The amount of terminal equipment 

and the number of trunk circuits or 
channels required for the transmission 
system are determined by the intended 
number of users; the possible number, 

kind, and duration of messages sent 
by each of these users; and by the de-
sired quality of service. The first task 
in planning the system, therefore, is to 

determine the volume and types of 
traffic that it will be expected to handle. 

This is usually done by a traffic engi-
neer, whose traffic study provides the 

basis for estimating immediate require-
ments and also the nature and extent of 
future needs. The traffic study is es-
sentially an analysis of the amount and 
type of use the proposed system will 
receive—in other words, the characteris-

tic behavior of the users. 
A typical transmission system must 

be able to handle various types of traffic, 
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such as speech with signaling, tele-
graph, high-speed data, and graphics. 
Because each type of signal imposes a 
different load on the system equipment, 
it is also necessary to determine the dis-
tribution of each possible type of traffic. 

if the proposed system is simply an 
expansion or an improvement of an 

Figure 1. Example of two types of 
routing used in communications trans-
mission systems. Diagram A shows six 
stations interconnected by direct and 
alternate routes. Diagram B shows the 
same six stations interconnected 

through a central switching center. 

already existing communications net-
work, a traffic study of the intended 

users can be made directly. However, in 
planning new systems there is, of 
course, no way to examine the behavior 

of the intended users. In this case, it is 
necessary to extrapolate information 
from existing systems where the re-
quirements very nearly match those of 

the proposed system. Such an indirect 
study can be made from the substantial 

amount of existing traffic data, collected 
by various agencies, that is applicable to 
the design of most communications 

systems. 
After establishing the types and dis-

tribution of traffic and the number of 

channels required for the new system, 
the technical quality and the desired 
operating characteristics of the circuits 
must be determined. The facilities that 

may be used to furnish transmission 
circuits differ great!), in such things as 

net loss, bandwidth, distortion, noise 

and load-handling capacity. To meet the 
specific transmission requirements, fa-
cilities must be selected that are suit-

able for each type of service, particular-
ly in cases where special or unusual 
capabilities are needed. 
When a message first enters a trans-

mission system, it is converted into a 
signal whose electrical characteristics 
vary depending upon the particular 
treatment and processing it receives in 

the system. As the message travels 

through the system, its electrical char-
acteristics are changing continuously. 

All along the circuit, it is being attenu-
ated, amplified and re-amplified, shifted 
in frequency and phase, and even dis-
torted, before reaching the output of the 
receiving terminal. So long as the signal 
is confined to one system its characteris-
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tics are limited to the requirements of 
that system. 

However, before a signal can be 
transferred from one system to another, 
its characteristics must be suitable to the 
technical requirements of the next sys-
tem. It is desirable, of course, to be able 
to transfer the signal to the next system 
in an economical and efficient manner— 

that is, without the need for compli-

cated interface equipment. This is 
especially true in public or common-
carrier systems where long-distance di-
rect-dialing telephone communications 
depend upon the cooperation and co-

ordination of hundreds of different 
systems. In the United States alone, 
there are more than 2500 independent 

telephone systems, in addition to the 
Bell System, that must interconnect to 
provide complete nation-wide communi-
cations. 

Standards and Practices 

Inherent in the development of most 

transmission systems is the need to 
recognize and accept existing operating 

practices and performance standards to 

promote a uniform system of communi-
cations networks. This need has fostered 

the development of numerous written 
standards and practices covering almost 
every significant aspect of electrical 
communications. These standards pro-

vide the basis for establishing the per-
formance criteria of transmission sys-
tems. The use of these standards, of 

course, is not obligatory, but because of 
the benefits to be derived, they are often 

accepted by general or implied consent. 
The standard practices for inter-

connecting transmission systems in 
North America have been developed 
largely by the Bell System and generally 

accepted by the rest of the telephone 

industry. To help establish international 
communications, many countries, espe-

cially in Europe, use the recommenda-

tions of the CCITT (International 
Telegraph and Telephone Consultative 

Committee) and the CCIR (Interna-
tional Radio Consultative Committee). 

These two committees, which are 

agencies of the United Nations Inter-
national Telecommunications Union, 

have been effective in assuring that the 
communications practices and perform-
ance standards of various nations are 
compatible. 

In establishing the performance re-

quirements of many types of special 
purpose communications systems, it is 
not always practical to use the universal 
standards developed for common-carrier 
networks. This is especially true in 
certain private or industrial systems and 
in various military systems which are 
not necessarily expected to interface 

with common-carrier networks. Often, 
these systems must be specially designed 
to meet unusual or higher-than-normal 

performance requirements. In these 
cases, relying upon universal standards 

and practices to establish system per-
formance criteria may not provide ade-

quate operational capabilities. In fact, 
the use of such broad standards might 

impose objectionable restraints on the 
capabilities of these systems, resulting 

in poor or inadequate performance. 

The need for unusual performance 
capabilities is especially evident in many 

military communications systems. In 

common-carrier communications sys-
tems, new services requiring unusual 
performance capabilities can be added 
in a deliberate, carefully-planned man-

ner. However, military needs are apt 
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to change radically and quickly, and 
often under the worst possible circum-

stances. 

Because the circumstances under 

which a military system may be used 

are often unpredictable, it must be as-

sumed that the traffic load will be 

severe. Military systems can expect to 

handle proportionately more facsimile, 

digital data, and other non-voice traffic 

than commercial systems. Digital trans-

mission provides the speed required 

by modern military operations and, con-

sequently, its use has become increas-

ingly important in the central control 

of complex tactical, strategic, and air 

defense weapon systems, and in trans-

mitting detailed intelligence reports, 

weather reports, and world-wide logis-

tics information. 

Such digital traffic imposes a much 

heavier load on a transmission system 

than ordinary voice traffic. For this rea-

son, military systems must be capable 

of handling much greater average input 

signal powers than required for com-

parable commercial systems. In addi-

tion, tactical military communications 

equipment must be ruggedly built to 

withstand severe mechanical shock and 

vibration encountered in typical military 

exercises. Also, the equipment must be 

extremely reliable and easy to maintain, 

since well-trained personnel may not 

always be available to keep the system 

operating properly during emergency 

conditions. 

Today's military communications sys-

tems range from small portable or mo-

bile systems used in combat areas to 

support tactical operations, to the im-

mense, highly complex Defense Com-

munications Systems ( DCS) which 

interconnects U.S. military and govern-

ment installations located all over the 

world. The DCS is directed by the De-

48 CHANNELS 

Figure 2. Possible routing for 12 channels between stations X and Y and 48 
channels between stations X and Z. 
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fense Communications Agency ( DCA) 
which issues DCS Engineering-Installa-
tions Standards to establish uniform 
performance criteria for each compon-
ent of the system. 

After selecting the performance cri-
teria, the next step in planning a trans-
mission system is to prepare the sped-
fications that will guide its engineering 

and development. These specifications 
are more effective when manufacturers 
are able to bid the particular features 
of their equipment which will best 

satisfy the technical and operational re-
quirements of the proposed system. For 

instance, the operating company might 
prescribe in its specifications that the 
transmission system connect several 

points by direct and alternate routes, as 
shown in Figure 1A. However, a manu-
facturer, bidding on the job, might de-

[LE 

RADIO 

termine that central switching (shown 
in Figure 1B), rather than direct or 
alternate routing, provides the most 

economy and the best service for his 
particular equipment. In other words, 

the system planners should take ad-

vantage of the manufacturers knowl-

edge of the use of their products and 
of their experiences in systems engi-
neering. 

Planning Ahead 
The system planners must also re-

member that one of the criteria by 
which the proposed system will be 
judged will be the specific plans for 
expansion to meet future growth needs. 
Nearly any system can be expanded— 

with enough money and effort. The 
competent engineer, however, plans for 

orderly and economical growth and de-
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Figure 3. Typical communications network with a multichannel transmission 
system containing multiplex equipment, microwave radio terminals, and inter-

mediate repeater station. 

tails in his plans how it will be done 

and estimates how much it should cost. 
When accepting bids from a com-

munications equipment manufacturer, 

it is important to consider not only the 
initial cost, but the possible long-term 

costs. Under the usual pressures of 
doing business, it may be tempting to 
accept the lowest bid, while overlook-

ing the potential limitations and costs 
to operate the transmission system for 

a long period of time. Although the 
initial cost of a more reliable, efficient, 
and capable system may seem high, it 
usually proves to be a real bargain when 

compared to the excessive costs and 

work required to repair and maintain 
an inferior system. It may also be costly 

later to improve the performance cap-

abilities of a low-cost system to make it 

suitable for the expected increase in 
newer types of traffic, such as data and 
graphics. 

The load-handling capabilities and 
noise performance of most of today's 
transmission systems are based primari-

ly on voice traffic with allowance for 
the usual pilots, signaling tones, carrier 

leak, and a small amount of telegraph 
traffic. So long as these systems handle 
mostly voice traffic, they should certain-
ly perform their job satisfactorily. 
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However, will such systems be able 
to handle the large amount of data 
traffic that is predicted for the future? 

This is a very important question that 

must be carefully considered when de-
veloping a system that is expected to 

operate economically and efficiently 
throughout its lifetime. 

Data signals are presently transmitted 

over voice channels at a level some-
where between -5dbm0 and - 15dbm0. 
It is desirable, of course, to transmit 
data signals at the highest possible level 

to prevent impulse noise from causing 
too many errors. Dial-operated data 
service, provided by the telephone in-
dustry, as well as other similar data 
services, presently operates at a level 
of -8dbm0. The signals from data 

equipment impose a much greater load 

on multichannel transmission systems 
than do ordinary voice signals. Because 

of this heavier loading, data service can-
not be simply added later without first 

considering its effect on the load hand-
ling capacity and noise performance of 

the transmission system ( see The Len-
hurt Demodulator, March 1965). 

For example, consider a typical 600-
channel transmission system designed 
to perform in accordance with today's 

CCITT voice loading recommenda-
tions. If data service at -8dbm0 is later 

assigned to 120 of the 600 voice chan-
nels, then the remaining 480 channels 
must be removed from service to ac-
commodate the data load. Even if only 
60 of the 600 channels are used for 
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Figure 4. Functional diagram of typical one-for-three broadband radio path 
protection system. 
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data, 300 of the remaining 540 chan-

nels must be removed, leaving only 140 
channels available for voice traffic. 

It may be possible to lower the level 
of the data signals to keep more chan-
nels active, but this will drastically raise 
the data transmission error rate. Theo-
retically, the error rate in a typical bin-
ary system may increase by a factor of 
10 for every db that the signal level is 
decreased— due to the resulting lower 
signal-to-noise ratio. This means that if 

the level of the data signals were 
lowered from, say -8dbm0 to - 13dbm0, 
the error rate may increase one hundred 

thousand times. 
But what about the id!e channels? 

Since they can no longer be used, but 
were part of the original system cost, 
they represent wasted investment and, 
even worse, are no longer able to pro-
duce revenue. Adding data service later 
to a transmission system designed pri-
mariiy for voice traffic, therefore, may 
seriously decrease the efficiency of the 
system. To prevent such waste or to 
avoid having the system become quickly 

outmoded, particular attention must be 
paid to the traffic growth and to the 
load-handling requirements of the pro-

posed system. In this regard. future 
traffic requirements must be carefully 
considered, especially for data where 
such things as signal levels, frequency 
stability, impulse noise, delay distor-
tion, and intermodulation distortion are 
much more critical than for ordinary 
voice traffic. 

Satisfying the Requirements 

After specifying the technical re-
quirements of the system it is then 
necessary to determine what type of 
equipment will be necessary to meet the 

initial requirements while providing for 

economical expansion to meet future 
growth. Of course, if the project is an 
addition to an existing system, or if it 
must tie into another system, the new 
equipment must be compatible with that 
already installed. 

Before selecting the equipment, a 
number of specific technical questions 
must be considered For example, 
should points A and B be connected by 
microwave or by cable? What is the 
distance involved, and what terrain 
problems are likely to be encountered? 

Would it be better to route the com-

munications between X and Z via point 
Y? What about the accessibility of re-
peater sites, and which route will pro-

vide the necessary path reliability at the 
lowest cost ? 

For example, suppose two outlying 
points, Y and Z are to be connected to 
a central point X, as shown in Figure 
2. Twelve voice channels are required 

between X and Y, while 48 channels 
must be provided between X and Z. No 
direct communication is necessary be-

tween Y and Z. After careful analysis 
it may be decided to run 60 channels 

on microwave radio from X to Y, drop 
12 of them there, and run the remaining 
48 channels to Z, since it is a simple 
matter to bridge off a 12-channel group 
without demodulating the entire 60 
channels. Although the total length of 
the system connecting X and Z is some-
what greater this way, less equipment 
is required. 

If a microwave system is considered 
to be the best way to satisfy the require-

ments, then a radio path survey must 

be accomplished. Profile maps, avail-
able for most areas, are helpful in per-

forming such surveys. In many cases, 
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however, a transmission engineer must 

go out and make a direct path survey of 

all the proposed routes. He may also 
have to consult meteorological records 

to determine what effect the climate of 
the area will have on path reliability. 

On the basis of the path surveys, it 
might be decided to use frequency-
diversity operation to achieve the de-

sired path reliability. If a fading prob-
lem exists, but dual-frequency operation 

cannot be authorized for this particular 
type of service, space-diversity opera-

tion (which provides two paths using 
the same frequency but with different 
fading characteristics) may be the 
answer. 

Antenna sizes and heights must also 
be established as well as a system fre-
quency plan which will make efficient 
use of the spectrum available while 
minimizing interference with other sys-
tems or other hops of the same system. 

Suppose the system planners are 
faced with the problem of providing a 

microwave system for a route with 
growing requirements for traffic ca-

pacity. Initially, one broadband micro-

wave channel is enough, but the need 
for a second is foreseen—and event-
ually even a third channel may be re-

quired. Furthermore, the necessary sys-
tem reliability demands that each 
channel be protected with an alternate 
path. 

For the initial installation, two chan-
nels operating in a frequency diversity 
arrangement will satisfy the traffic-

handling requirements and provide the 
necessary reliability. But what of the 
future? One possible solution might be 

a one-for-three protection system, as 
illustrated in Figure 4. Such a system 

permits a single channel (channel B) to 

provide back-up protection for three 
working channels. Under normal con-
ditions, however, this protection chan-

nel does not stand idle. Instead, it 
operates in a frequency-diversity ar-

rangement with one of the working 
channels (channel A), as shown, to 
make the most effective use of the fre-
quency spectrum when carrying message 
traffic. 

It is not necessary initially to install 

all four channels. A common procedure 

is to install first only channels A and 
B. Later, as more channels are needed, 
channels C and D can be added (one 

Figure 5. Diagram A shows trunk 
facilities interconnecting three stations 
without alternate routing. Diagram B 
shows trunk facilities interconnecting 
the same three terminals, but with a 
direct channel established between sta-
tions A and C. The additional channel 
between stations A and C provides an 
alternate route between each station in 

the system. 
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at a time or together). When this is 
done, channel B continues to operate in 

frequency diversity with channel A. 
However, if either channel Cor channel 
D fails ( because of either propagation 
or equipment problems), the baseband 
switching equipment disconnects chan-

nel B from the frequency- diversity ar-
rangement and connects the traffic on 
the failed channel to channel B. Thus, 
a little foresight has provid,d a system 
with built-in expansion capability. 

Another important consideration is 
the routing of traffic between the vari-
ous terminal sites of the proposed sys-
tem. For instance, consider a proposal 
for a communications system that inter-
connects three stations, A, B, and C, as 
shown in Figure 5A. In this system, 

traffic between stations A and C is 
routed through station B. If an outage 

occurs between B and C, there can be no 
communications to C from either A or 
B. The same problem arises if an outage 
occurs between A and B. However, if 

a direct link is installed between sites 
A and C, as shown in Figure 5B, an 
alternate route for traffic is immediately 
established between all stations. The ef-
fective use of alternate routing in a 

system containing more than two term-
inal sites, therefore, can result in a more 
reliable system, in addition to provid:ng 
better service. 

Planning a complex multichannel 

transmission system involves examining 
various equipment arrangements in 

order to achieve the best results. The 
system planners put together various 

combinations of "building blocks" and 
then analyze the results to see if they 

meet the specifications. They do this 
because their job is not merely to de-
velop an adequate system, but to con-
ceive the best possible system at the 

lowest cost. 
Thus, practical economics play a 

large part in systems planning—where 
there is no substitute for experience. 

There is certainly no "guidebook" 
which details all shortcuts which can 
save money without degrading per-
formance. 

Conclusion 

Developing a multichannel transmis-
sion system for a communications net-
work is not a simple and easy task. 
There are many things to consider and 

many decisions to make before such a 

system can even begin to take form. 

Today's transmission system must be 
capable of handling many types of mes-
sage signals, each having a different ef-
fect upon the performance criteria of 

the system. Early systems handled only 
telephone and telegraph signals, while 
most modern systems must handle not 
only these, but possibly low-speed data, 
high-speed data, telephoto, and tele-
vision signals as well. 
The ever-increasing demand for these 

new communications services has 
brought about the development of new 
engineering techniques and equipment 
with extraordinary capabilities. How-

ever, new equipment and techniques 
alone do not make a reliable and effici-
ent communications transmission sys-

tem. Effective planning and a good 
experienced engineering team are surely 
just as important. 
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Basic Concepts of 

ENGINEERING RELIABILITY 

There are many basic factors which must be considered in the de-

sign and development of communications and electronics equipment. 

Among them is the subject of reliability which has, in recent years, 
acquired a very distinct meaning. Indeed, reliability has grown into a 

full-fledged engineering discipline, complete with. mathematics and its 

own special jargon. Its aim is to assure the success of a product through 

a scientific program of performance evaluation, statistical analysis and 
prediction. This article discusses some ot the fundamental aspects 

of reliability, including such related subjects as quality control and 

human engineering. 

The demand for high quality and 
reliable products has always been an 
important consideration in the develop-
ment of communications systems. To 
meet this demand, most commercial 
manufacturers have, over the years, de-

veloped very stringent engineering 
standards and quality control proce-
dures to assure reliable products. Shortly 
after 1950, however, the subject of re-
liability began to receil e separate atten-
tion, especially in the aerospace indus-
try. Since that time, the word reliability 

has acquired a very specialized meaning 
in respect to the quality of manufac-

tured products. 
The rapid development of highly 

sophisticated missile systems and 

manned space vehicles created some 

special problems for the design engi-
neer. The failure of one essential elec-

tronic component in a manned space 
vehicle, for example, could result in a 
catastrophic failure of its mission and 
the loss of life and millions of dollars. 
Consequently, an unusually high degree 
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of reliability had to be achieved, gen-

erally within a very short development 
period. The need arose, therefore, for 

a means of measuring the reliability 
achieved in the design of these vital 
aerospace systems and predicting the 

mathematical odds of their success. 
It became evident, with the growing 

use of computers and data processing 
equipment, that such a need could be 

partly fulfilled through statistical anal-
ysis. Emphasis was placed on compiling 
data relating to the causes of electronic 

component and system failures. Such 
data can be used to determine the mean 
life of components, to reveal the most 

prevalent causes and modes of failure, 

and to expose substandard parts and 
circuits. 

This new technology, therefore, has 

added a statistical approach to the time-
proven methods of achieving reliability, 
and has also given rise to a highly useful 
reliability rating system. 

Evaluation and Prediction 

What is considered satisfactory reli-
ability? The reliability of a product is 
measured in relation to the mission that 

it is designed to accomplish. It would 
be ideal, of course, to accomplish this 
mission 100 percent of the time. Unfor-
tunately, from a practical standpoint, 

the ideal is rarely possible to achieve. 
This can be attributed to many factors, 
such as design errors, material deficien-

cies, or cost limitations. In any event, 
the most important reason for consid-
ering reliability is to assure, with a 

measurable degree of confidence, that 

a product can accomplish its mission. 
Therefore, it is absolutely necessary to 
describe the mission clearly so that there 
is no doubt as to what must be achieved 

in the design of a product. Such a de-

scription must also include the toler-
ances which are to be allowed before 

the mission is considered a failure. 
When this is done, the design engineer 
can specify the degree of reliability in 

terms of the operational conditions in-
volved. 

It is significant to note the difference 

between evaluating the reliability of 
equipment and systems that have al-

ready been developed, and predicting 
the inherent reliability of a proposed 
new design. Evaluating reliability in-

volves measuring the past performance 

of a product or component to determine 

what degree of reliability has been 
achieved. This is accomplished by sub-
jecting the product to a variety of tests 
and by acquiring accurate reports of 
failures occurring during actual field 

use. Such information is of considerable 
value in evaluating the product's per-

formance under typical operating con-
ditions. The ultimate reason for accu-
mulating failure reports from the field, 

of course, is to effect product improve-

ment. This is usually done by analyzing 
the failure reports to determine the 
nature of the failures, and then taking 

steps to prevent them from occurring 
in the future. It is important, therefore, 

that these field reports be accurate so 
that a high degree of confidence may 

be placed on any conclusions derived 
from them. 

Reliability prediction, on the other 
hand, involves the extrapolation and 
interpolation of statistical data to esti-

mate the inherent reliability of a prod-
uct design, before the product is ap-

proved for manufacture. This is done by 
carefully examining all pertinent engi-

neering data and documentation, espe-
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Figure 1. Quality assurance engineers perform complete system performance 
test on Type 46A carrier equipment, before shipment to customer. 

cially the reliability ratings of all recom-
mended components and parts, and then 

calculating the overall reliability of the 
proposed design using the mathematics 
of probability. By using such statistical 
techniques, designers are able to dis-
close design deficiencies or potential 

problems such as marginal circuits and 
misapplication of parts. 

Measuring Reliability 

How is reliability measured ? Present-
ly, there are a number of ways to meas-

ure reliability, many involving complex 
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statistical analyses which are beyond 

the scope of this article. If not properly 

understood, however, mathematical ex-
pressions that purport to measure re-

liability can be easily misleading. It is 
helpful, therefore, to understand some 
of the more prevalent mathematical ex-
pressions linked with reliability. 
The three most popular expressions 

of reliability are the probability func-
tion, the failure rate, and the mean-time-
between-failure or MTBF. (For prod-

ucts that are not repairable, the latter 
expression is referred to as the mean-

Figure 2. Type LN 2 cable carrier equipment undergoes extensive temperature 
testing to assure reliable operation under a variety of environmental conditions. 

time-to-failure). Each of these expres-

sions can be applied to a part, com-

ponent, assembly, or to an entire sys-

tem, depending on the particular needs. 
The probability function is expressed 
as a decimal or a percentage and is 

an estimate of what the chances are 

that a particular device will perform its 
mission. The failure rate is ordinarily 
expressed in terms of the number of 

failures per unit of time, usually 1 
hour, 100 hours, or 1000 hours, or as 
a percentage of failures per 1000 hours. 

The MTBF is expressed in hours and 
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is the ratio of the total test time (or 
operating time) of a device to the total 
number of failures that occur during the 
test period. 
The probability function P can be 

expressed mathematically as: 

= a 
a+ b 

where 
a = number of successes 
b = number of failures 

To illustrate how this expression is ap-
plied, consider the following example. 
If 100 components were tested for 1000 
hours and there were no failures during 
the test period, the probability function 
would be 1.0 or 100 percent. 

100  
P = — 1 0 

100 + 

If, however, 10 components failed dur-
ing the test, the probability function 

would be 0.9 or 90 percent. 

90 
P = 90 ± 10 = 0.9 

Thus, stating that a product is 90 
percent reliable does not mean that it 

will probably operate only 90 percent 
of the time, but that there is a 90 percent 
chance that it will successfully complete 
its mission. It is important to note that 
the probability function must be quali-
fied in order to be meaningful. Express-
ing reliability in terms of an abstract 
number is meaningless unless the physi-
cal conditions that prevailed when the 

reliability was assessed are included. It 
is also important to know the size of 
the sampling used to determine the 
probability function. In the previous 
example, it can be seen that 10 failures 
represented a 10 percent decrease in 

reliability. If the 100 components were 

taken from a production run of 5000, 

then the sampling may not be large 
enough to accurately predict the per-
formance of the entire run. 
The second expression is the failure 

rate f, which can be expressed mathe-

matically as: 

; _ a 
b 

Where 
a = number of failures 
b = duration of test, in hours 

As an example, if 100 components are 

tested for 1000 hours, and ten of them 
fail during the test, then the failure rate 
is: 

f 10 
id-OÓ = 0.01 per hour 

When calculating the failure rate, it 
is important to consider the age of the 

product. Failure rates of new electronic 
products are apt to be high because of 
such factors as production errors, de-
fective parts, faulty installation, and im-
proper alignment. After a normal 

break-in period, however, failures be-
come less frequent and failure rates 
tend to remain relatively constant dur-
ing the useful life of the equipment. 
When the product begins to wear out, 
the failure rate may begin to increase 
steadily. A typical curve of electronic 
equipment failure rate versus age is 
shown in Figure 3. 

Closely associated with the failure 
rate is the mean-time-between-failure 

(MTBF). This expression is merely the 
average time between failures and is 
the reciprocal of the failure rate. Using 
the previous example, the MTBF would 
be expressed as: 

MTBF —1 0.01 = 100 hours 
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Figure 3. Curve show-
ing typical failure pat-
tern of electronic equip-

ment. 
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Therefore, the larger the value of 
MTBF the greater the reliability and, 
inversely, the smaller the value of the 

failure rate, the greater the reliability. 
Users of communications equipment 

are more concerned generally with sys-

tem or equipment reliability. However, 
the reliability of parts, components, and 
circuit design provide the basis for 
measuring the overall reliability of com-
munications equipment or systems. Per-
haps the most important factor affecting 
overall reliability is the increasing num-

ber of components required in single 
systems. Since most system failures are 
actually caused by the failure of a single 

component, the reliability of such com-
ponents must be considerably better 

than the required overall system relia-
bility. This fact becomes quite evident 
when considering how the overall sys-
tem reliability is measured. 

If all the components of a system are 
considered to be functionally in series, 
and if the failure of any component 
results in a system failure, then the over-
all system reliability R is: 

R -= r" 
Where 

r = mean reliability (prob-
ability function) of each 
component 

n = number of components 
in series 

The formula for calculating the over-
all system reliability produces some 

rather interesting results as seen in the 
following table. 

10 
100 
200 
500 
1000 

0.99 
0.99 
0.99 
0.999 
0.999 

0.90 
0.40 
0.19 
0.60 
0.37 

One means of improving reliability 
when designing a product is through 
simple redundancy — that is by provid-
ing an alternate means of accomplishing 
a given function. The probability func-
tion for redundant electronic circuits, 
arranged in parallel, is expressed as: 

where 
R r, — r, X 

R = Overall reliability 

r,= Reliability of circuit 1 

= Reliability of circuit 2 

As an example of how redundancy 

works, consider the following circuit 
containing three components, A, B, and 
C, each connected in series. 

INPUT --11141141111-111>OUTPUT 
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If the reliability of each component is 
0.95, then the overall reliability for the 

series circuit is: 

R = 0.95 X 0.95 X 0.95 
R = 0.86 

When a redundant circuit is added in 
parallel, as shown in the following dia-
gram, the overall reliability increases. 

CIRCUIT 1 

INPUT OUTPUT 

CIRCUIT 2 

Using the formula for computing the 
probability function of a parallel ( re-
dundant) circuit, the overall reliability 

becomes: 

R =-- 0.86 ± 0.86 — 0.86 X 0.86 
R = 0.98 

Thus, there was a 14 percent gain in 

the overall reliability as a result of add-
ing the redundant circuit. However, re-

Figure 4. An example 
of redundancy without 
a switching circuit is 

INPUT 

exhibited by this ampli- SIGNAL 

fier circuit used in 
the AN/FCC-17 multi-
plexer set. In this cir-
cuit, there is a 120° 
phase difference between the output signals of the two am-
plifiers. Thus, the combined output level is equal to the 
output level of each amplifier. If one amplifier should fail, 
the final output level will remain constant because of the 
120° phase difference. (In the vector diagram, line OX will 
shift toward the vector point, A or B. representing the out-

put level of the amplifier with the higher gain.) 

dundancy often requires the use of addi-
tional components, such as a switching 
circuit, which may lower the overall 

system reliability. 

Testing and Quality Control 

Two very important practices which 
affect the reliability of a product, after 
it is designed, are testing and quality 
control. The major function of quality 
control is to inspect the workmanship 
of a product to determine if it meets 

the level of quality proposed in the de-
sign. A good quality-control effort can 

detect design and manufacturing errors 
which otherwise might have shortened 

the life of a product and adversely 
affected its reliability. It is far better 
to correct errors during the manufactur-
ing process than to make corrections 

later on the basis of failures that occur 
during actual field operation. 

Electronic components must be capa-
ble of operating satisfactorily, not only 
under the conditions required of the 
equipment or system of which they are 
a part, but more importantly, in the 
electrical environment in which they 

OUTPUT 

SIGNAL 

X 
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operate. To determine if any deleterious 
effects may occur during sustained oper-

ation of an electronic device, it must be 
subjected to many tests and field trials 
before being declared operationally suit-
able. The main purpose of such tests is 

to determine whether or not the device 
meets the acceptance criteria, and to pro-
vide concrete evidence of its perform-
ance capability. These tests range from 

environmental and temperature tests of 

individual components to burn- in tests 
and field trials of entire systems. In 
addition to testing the usual electrical 

characteristics of an electronic device, it 
should be subjected to a variety of phys-

ical or environmental tests. These may 
include such things as temperature tests, 
vibration tests, corrosion or salt spray 
tests, fungus-resistance tests, sand and 

dust tests, and shock tests. Failure data 
gathered from these tests are used to 

analyze component reliability as well as 
the overall reliability of the product or 
system. 

Human-Factors Engineering 

Any reliability effort would not be 
complete without considering the 
people who must operate and maintain 
the equipment. Because the perform-
ance of a communications system is de-
termined by the human operator as well 
as by equipment reliability, it will cer-
tainly be improved if the mechanical 
component is designed to fit the human 
component. Such a design must consider 

the capabilities and limitations of the 
human operator and, where possible, re-
lieve him of purely mechanical tasks. 

The art or science that deals with such 
problems is known as human-factors 
engineering. 

A good example of human-factors 
engineering occurred in the develop-

ment of the modern telephone. In 

earlier telephones, the letters and num-
bers were placed inside the dialing 
holes. This had the disadvantage of 
covering up the letter or number as the 
user placed his finger in the hole. This 

seemingly unimportant factor not only 

annoyed the user, but also contributed 
to dialing errors. To overcome this, the 
letters and numbers were placed outside 

the dialing holes. This appeared to be 
a fine idea, but it resulted in an in-
creased number of dialing errors. A 

human-factors investigation showed 
that the letters and numbers, while in-
side the holes, had provided a natural 
target by which the user could aim his 
finger. By removing the letters and 

numbers from inside the holes, the so-
called target had also been removed. 
By putting a mark inside each hole, 
however, the target was replaced, and 
dialing errors decreased. 

Some Practical Considerations 

The fact that aerospace companies 

have been more aggressive in develop-
ing formal reliability programs is not 

difficult to understand. Most aerospace 

contracts require that the contractor de-
velop and build exotic and sophisticated 
missiles or space vehicles that have little 
or no precedent in their design and 
mission. The advanced electronic and 
communications equipment that sup-
ports these rather complex systems is 

equally as unprecedented. In addition, 
there is seldom enough time for these 

systems to mature, as they are being 
continually modified to take advantage 

of new techniques — and are soon re-
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placed to make way for superior or 
more advanced systems. The relatively 

short life and the vital mission of these 
aerospace systems, therefore, does not 
permit reliability to be increased 
through a routine course of product 

improvement. 
Under such irregular and accelerated 

conditions, it has become absolutely 
essential to be able to measure the re-
liability of a product and to predict its 
probable success before placing it into 

an operational environment. Thus, in 
the aerospace industry, reliability is 

recognized as a design parameter. 
Unlike aerospace or military equip-

ment, commercial communications 
products do not undergo radical changes 
arid are seldom replaced simply because 

a newer design is on the market. This 
is especially true in the telephone busi-
ness where equipment is generally re-
tained as long as it performs its job. 
Usually, new equipment introduced into 
the communications industry must be 
compatible with existing equipment to 
the extent that a complete departure 
from earlier designs seldom occurs. This 
allows commercial manufacturers, who 
have done business with the communi-
cations industry for many years, to de-
velop mature products and to acquire 

a skilled and experienced organization 
in which to produce reliable systems. 

Most manufacturers of commercial 
communications equipment take special 
care in selecting parts and designing cir-
cuits that provide optimum reliability 

Figure 5. Transistors 
that fail during opera-
tion are examined and 
tested in Lenkurt's Ma-
terial Evaluation Lab-
oratory. If electrical 
tests do not reveal the 
cause and mode of fail-
ure, the transistor is cut 
open, potted, and then 
slowly abraded and pol-
ished until the physical 
defect can be seen 
under a microscope. 
Cause of failure can 
usually be determined 
by viewing the damaged 
area of the transistor. 
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for their equipment. Usually, this equip-
ment is expected to operate for a useful 
life period of at least twenty years. Un-
fortunately, parts of a given type made 
by different manufacturers may have the 

same initial characteristics, but may 
change in different directions and de-
gree with time and environment; usu-
ally as a result of different manufactur-

ing processes. Because of this, only high 
quality parts should be selected, and 
used so that stress levels are safely below 
the manufacturer's recommended rating. 

Lenkurt manufactures many of its 
own parts, such as quartz crystals, toroid 
coils, transformers, and capacitors, to 

assure a high degree of product and 
system reliability. In addition, all prod-
ucts are guaranteed for one year against 

Figure 6. Transistors 
used in Lenkurt prod-
ucts are life- tested to 
determine their quality 
and operating charac-
teristics. At certain in-
tervals the essential 
parameters of each 
transistor are measured 
and recorded. Photo-
graph shows 20 tran-
sistors being checked 
automatically. Analog 
measurements are fed 
into analog- to- digital 
converter and then into 
a keypunch machine 
which punches the data 
into a card for future 
processing. Punched 
cards are used in com-
puter programs to pre-
dict transistor failure 
rates or MTBF, and 

end-of-life. 

faulty components and workmanship, 
which more than covers the break-in 
period shown in Figure 3. Records are 
maintained of all equipment and com-
ponents that are returned to the factory 
for replacement during this warranty 

period. If any particular type exhibits 
an excessive number of failures, it then 
becomes the subject of a special investi-
gation. The purpose of such an investi-
gation is, of course, to determine the 

causes of the excessive failures so that 
steps can be taken to increase the overall 
reliability of the product. Accurate rec-
ords are also kept of all costs incurred 
in support of this warranty. Such costs 

provide a good yardstick for measuring 
the quality achieved in the design and 
manufacture of each product. 

450 



Conclusions 

Historical data and extrapolation 
form the basis for predicting the re-

liability of a product. The concept of 
predicting reliability by purely statistical 
means is new to engineering, and it has 
yet to gain the respect and understand-
ing enjoyed by certain older engineering 
concepts. Many view it suspiciously as 
an abstract numbers game that is of 
value and interest only to the statis-
tician. This lack of respect may be 

caused, in part, by its misuse in applica-
tions ill-suited to promote its real value. 
Unfortunately, until such a new disci-

pline reaches maturity, its concepts, 

theories, and applied methods are apt to 
be disorderly and easily misunderstood. 
Consequently, a large amount of money 
spent for reliability programs has un-
doubtedly been wasted — because users 

have misinterpreted the statistical data, 
or have compiled such data without an 
effective plan for its use. 

Most of the present statistical con-
cepts of reliability have been developed 
and put into formal practice by the aero-
space industry and related government 
agencies. These practices have proven 

to be effective in guiding the develop-
ment and assuring the reliability of 

highly sophisticated systems, especially 
where precedent and other engineering 
guidelines are lacking. In commercial 
practice, however, it has not yet become 

necessary or economical to employ elab-
orate statistical methods to achieve re-
liability This is due to the regular man-
ner in which the needs of commercial 
industry evolve. Manufacturers of com-
mercial communications equipment, for 

example, are able to concentrate on a 
particular line of long-life products and 

develop highly dependable equipment 
through tradition and experience. 

The government has had to pay a 
high price to advance this new concept 

of reliability to assure the success of 

vital missile systems and manned space 
vehicles. Such costs, of course, are a real 
bargain if these advanced systems suc-
cessfully perform their mission, espe-
cially where human lives are at stake. 
In time, the statistical approach to 
achieving reliability may also prove to 
be an effective tool in advancing the 

technical excellence of commercial 
products. • 
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DC POWER PLANTS 
For Communications Systems 

Electric power is basic to the operation of 
modern communications systems. So basic, in 
fact, that its production and distribution un-
doubtedly receives far less attention than the 
more interesting and sophisticated communica-
tions systems that it serves. Today's modern 
automatic power plant performs its vital though 
undramatic role in such an efficient and hum-
drum manner that it is easily taken for granted 
— except by those directly concerned with its 
operation. However, there are many technical 
and economic factors associated with supplying 
electric power to communications systems that 
make the subject important. This article de-
scribes a typical communications system power 
plant, including the functions of such devices 
as power rectifiers, generators, and storage 
batteries. 
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A source of reliable and continuous 
electric power is required to operate the 
many communications systems which 
serve our ever-growing and dynamic 
society. The vital function performed 
by these systems cannot tolerate even a 
momentary interruption in the supply 
of electric power. Such an interruption 
in a large telephone plant, for example, 
would cause important circuit elements, 
such as relays, to de-energize, affecting 
perhaps thousands of important mes-
sages and long-distance circuits. 

The main source of electric power for 
most communications systems is the 
commercial or public utility company 
serving the area in which the system is 
located. In the United States, electric 
power distributed by these companies is 
alternating current at 60 cycles per sec-
ond, usually 230 volts three-phase and 
115 volts single-phase. 

A communications system requires dc 
power to operate most of its compo-
nents such as electron tubes, transistors, 
telephones, and switching apparatus. 
Therefore, commercial or public ac 
power must be rectified to various dc 
voltages before it can be used. Certain 
types of communications equipment, 
such as radio and multiplex terminals 
and repeaters, employ built-in or op-
tional power supplies which convert 60 
cps power to the dc voltages required by 
the various circuit elements. To obtain 
power in such cases, it is necessary only 
to insert the respective power plug into 
an ordinary ac outlet. 

In most large communications sys-
tems, however, it is not always economi-
cal or practical to use separate power 
supplies for each piece of equipment. 
Typically, a central power plant located 
at the central switching office is used to 
supply all the electric power required 
for the particular system. 

Although the electric power supplied 
by most public and commercial utility 

companies is usually very reliable, it is 
subject to interruptions. Transmission 
lines may be damaged by storms, light-
ning may strike transformers, and 
switches and insulators may deteriorate 
and become faulty. It is necessary, there-
fore, to have an auxiliary source of elec-
tric power, ready to assume the load in 
the event of a primary power failure. 

Emergency power is normally pro-
vided by prime mover generators, stor-
age batteries, or both. Since an engine-
driven generator requires time to start 
and warmup, there is unavoidable delay 
before it can assume the load after a 
failure occurs. Since even a momentary 
delay cannot be tolerated, some means 
of providing power instantly must be 
available. The usual practice is to use 
storage batteries, keeping them fully 
charged from the primary power source 
during normal operation. When a pri-
mary power failure occurs, the batteries 
assume the load instantly with no in-
terruption in service. 

Unfortunately, batteries do not have 
the capacity to supply power for long 
periods of time. For this reason, they 
are used only to assume the power load 
at the instant of a primary power fail-
ure, and for a short period afterwards. 
Because of the vital function of com-
munications systems, they must also be 
protected against the possibility of long 
interruptions in the supply of primary 
power. For full protection, therefore, 
it is necessary to have available some 
type of prime mover generator in addi-
tion to the storage batteries. 

Typical DC Power Plant 

The ordinary dc voltages used in 
most communications systems today 
were determined by the original needs 
of the telephone industry. Early manual 
exchanges used dc power at 24 volts to 
operate the various telephone apparatus, 
while telegraph equipment required dc 
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power at 130 volts. Dial telephone ex-
changes were designed to operate with 
dc power at 48 volts, thus establishing 
three dc voltages which have become 
standard throughout the communica-
tions industry. 

Since new equipment introduced into 
the communications industry has to be 
compatible with existing equipment, it 
must be designed to operate from the 
standard dc voltages. Electron tubes 
employed in most communications 
equipment, therefore, use + 130 volts 
as the plate voltage, while transistorized 
equipment is designed to use 24 or 48 
volts. 

A typical dc power plant for a com-
munications system uses commercial or 
public ac power and converts it to the 
standard dc voltages required by the 
various equipment. As previously men-
tioned, it must also be capable of con-
tinuous operation in the event of a pri-
mary power failure. To accomplish this, 
such a power plant is ordinarily 
equipped with an engine-driven gener-
ator and storage batteries for use during 
emergencies. 

Power plants for large telephone 
communications systems, for example, 
usually have a separate power system 
for each of the required major voltages. 
Figure 2 illustrates the arrangement of 
a typical dc power plant containing a 
24-volt system, a 48-volt system, and a 
130-volt system. 

As shown in the diagram, 60-cps 
power from the commercial or public 
utility company is fed into the power 
plant through a meter which measures 
and registers the amount of power used. 
A main entrance switch is normally pro-
vided to turn the power on or off. From 
the switch the power is fed to a distri-
bution panel where it is divided and 
routed to the separate power systems. 

Each of the three power systems con-
tains a power rectifier, a power board, 

and a storage battery. The rectifier per-
forms essentially two functions. Its 
main function is, of course, to convert 
the primary ac power to dc power at 
one of the standard voltages. In addi-
tion, the rectifier supplies energy to the 
battery so that it remains in a fully-
charged condition during normal oper-
ation. This action is called floating, and 
is accomplished by connecting the bat-
tery in parallel with the output circuit 
of the rectifier. 

Since the rectifier is also used to 
charge the battery, it is often called a 
battery charger. However, the name is 
slightly misleading in this application 
as it identifies only a secondary al-
though important function. This mis-
nomer also tends to create the erroneous 
impression that the main task of the 
rectifier is to charge the battery which, 
in turn, supplies the dc power for the 
communications equipment. This is not 
exactly true. During normal operation, 
substantially all of the power for the 
communications equipment is supplied 
from the commercial or public utility 
company through the rectifier. Electric 
energy is not obtained from a storage 
battery unless it is discharging; there-
fore, it does not supply power unless 
the rectifier power drops below a cer-
tain level or after a primary power fail-
ure. The storage battery does help to 
offset voltage variations in the public 
or commercial power and to filter out 
the ripples and line noises from the 
rectifier output, however, and so does 
perform an active function during nor-
mal operating periods. 

When the battery does assume the 
load during emergencies, it begins to 
slowly discharge, causing the voltage in 
each cell to drop. To offset the effect of 
this dropping voltage, emergency or 
end cells are normally employed in a 
typical battery system. These end cells 
are arranged so that they can be 
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Figure 1. When the primary source of power for a communications system is 
interrupted, emergency de power may be supplied by large battery cells, such 

as those shown in photograph. 

switched into the regular battery circuit, 
one cell at a time, when needed to raise 
the battery voltage to a proper level. 
The dc output from each rectifier is 

fed into a power board which functions 
as the nerve center for the particular 
power system. The power board con-
tains various switches, meters, fuses, 
circuit breakers, and other devices 
needed to control and monitor the oper-
ation of the power system. For example, 
if the primary power drops below a 
specified safe level or fails, sensing de-
vices in the power board automatically 
switch in the emergency battery system 
and, if necessary, start up the auxiliary 
generator and switch it into service 
when needed. The power board also 
switches in the end cells, one at a time, 
when the emergency battery voltage 

drops below a prescribed level. After 
regular service is resumed, the power 
board restores all circuits to normal and 
provides extra power to recharge the 
battery as quickly as possible. 

In addition, the power board controls 
the amount of float charge necessary to 
keep the battery in a fully-charged con-
dition. The power board may also in-
clude various audible and visible alarm 
devices which alert operating person-
nel of any abnormal conditions or fail-
ure in the power plant. 
The main power output from the 

power board is fed through protective 
fuses to a system of large, usually cop-
per or aluminum, busbars which are 
normally located overhead in the power 
plant room. The power input circuits of 
the various communications equipment 
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are connected, through cables, to the 
necessary busbars. 

Emergency Generators 

The emergency motor-driven gener-
ator remains idle during normal opera-
tion of the power plant and also during 
short interruptions in the primary 
power supply when the batteries assume 
the load. However, when the duration 
of a primary power failure extends be-
yond the time limits of the emergency 
battery system, the auxiliary generator 
is put into use. 

In addition to supplying emergency 
power for the communications system, 
the generator also must be capable of 
supplying power to lights and other 
electric appliances such as air condition-
ing or heating equipment located at the 
power plant. 

The size and capacity of these engine-
driven generators depends, of course, 
on the emergency power requirements 
of the particular system. Many types of 
generators are used, ranging from small 
portable gasoline engines, to large sta-
tionary diesel engines permanently in-
stalled in the power plant. 

Diesel engines are usually more reli-
able, durable and economical to operate 
than gasoline engines and are generally 
preferred, especially where the power 
requirements are relatively large. The 
speed at which these engines operate de-
termines the characteristics of the out-
put power of the generator and must 
be closely controlled. Such control is 
normally accomplished by a governor 
which regulates the amount of fuel sup-
plied to the engine. Usually, emergency 
generators are equipped with automatic 
starting and stopping switches that are 
actuated by- circuits in the emergency 
detection system of the power plant. 

Gasoline engines have certain advan-
tages over diesel engines, such as lighter 
weight, easier starting, availability of 

fuel, and lower initial cost. However, 
they are not as reliable or efficient as 
diesel engines and gasoline is more dan-
gerous to handle and store than diesel 
fuel. For these reasons, gasoline engines 
are not ordinarily used except where 
weight and size are critical and the 
power requirements are relatively small. 

Power Rectifiers 

Rectifiers are devices that convert al-
ternating current to direct current and, 
as already explained, play an important 
role in the typical communications sys-
tem power plant. There are essentially 
three classes of rectifiers in general use 
today: gas tube rectifiers, metallic rec-
tifiers, and solid-state rectifiers. 

Gas tubes are limited to power re-
quirements of less than about 50 am-
peres. The most common type of gas 
tube is the Tun gar which consists of a 
glass bulb filled with argon gas, a tung-
sten filament, and a single carbon plate 
or anode. The operation of these tubes 
is essentially the same as for all other 
electron tubes. 

Metallic rectifiers are widely used in 
telephone power plants, and are of two 
general types—copper oxide and seleni-
um disk. The copper-oxide rectifier con-
sists of a copper disk covered with a 
layer of copper oxide. This combination 
offers a low resistance to current flowing 
from the copper oxide to the copper, 
and a high resistance to current flowing 
from the copper to the copper oxide. 

The selenium-disk rectifier consists of 
a steel or aluminum plate ( electrode) 
coated with a thin layer of metallic se-
lenium. This plate is in contact with a 
second plate ( counter electrode) of con-
ducting metal. Current flows with little 
resistance from the second plate to the 
plate coated with metallic selenium, 
while a high resistance to current flow 
exists in the opposite direction. A com-
plete selenium-disk rectifier consists of 
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a number of plates fastened together 
to form a stack. 

Solid-state rectifiers are superior to 
the gas tube and metallic rectifiers and 
are replacing them in all modern power 
plants. They are more efficient, have a 
longer life, and are much more econom-
ical than the older types of rectifiers. 
Solid-state rectifiers are usually made of 
germanium or silicon diodes. 
The most promising solid-state recti-

fier in use today is the silicon-controlled 
rectifier ( SCR). Its PNPN semiconduc-
tor rectifying element consists of a tiny 
wafer of silicon with a small amount of 
impurity diffused into a thin layer of 
its surface. The junction between this 
doped layer and the pure silicon forms 
the rectifying barrier. 

Batteries 

A battery is an assembly of cells 
which convert chemical energy into elec-
tric energy. Each cell consists of a posi-
tive electrode and a negative electrode 
submerged in a liquid or paste- like elec-
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trolyte. There are two general classes 
of batteries: primary batteries and sec-
ondary batteries. 
The chemical action that generates 

electric energy in a primary battery can-
not be reversed and, therefore, once the 
chemical energy is expended the battery 
can no longer be used. For this reason, 
they are often referred to as one-shot 
batteries. An example of a primary bat-
tery is the ordinary single-cell flashlight 
battery which is discarded after use. ( A 
single cell is also referred to as a bat-
tery.) Such batteries are seldom used in 
large or fixed communications plants, 
but are widely used in portable com-
munications equipment. 
A secondary battery is different from 

a primary battery in that the chemical 
process can be reversed by passing an 
electric current, from an external 
source, through each cell. This reverse 
action restores the chemical energy to 
the battery allowing it to be reused. 

There are two classes of secondary 
batteries: those with arid electrolyte 
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Figure 3. Life performance of lead-calcium and lead-antimony cells. 
(Courtesy The Warren Manufacturing Co.) 
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Figure 4. Voltage of lead-acid cells under various operating conditions. 
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(lead-acid batteries) and those with 
alkaline electrolyte ( silver-zinc, nickel-
iron, nickel-cadmium, and silver-cadmi-
um batteries). The most prominent type 
of battery found in the communications 
industry is the lead-acid type which has 
a long service life, relatively high volt-
age per cell, and generally costs less 
than the other types of secondary bat-
teries. 
A fully-charged lead-acid cell has a 

positive electrode ( or plate) made of 
lead peroxide (Pb0.,) and a negative 
electrode made of spongy lead (Pb), 
both submerged in an electrolyte of 
dilute sulfuric acid (H2S0, + 
When a lead-acid cell ( or battery) 

is discharging, current passes from the 
positive plate, through the external cir-
cuit ( load), to the negative plate, and 
returns to the positive plate through 
the electrolyte. Electrolysis occurs in the 

cell as a result of the electric current 
passing through it. During this process, 
the spongy lead of the negative plate is 
combining with the positively charged 
component (SO4) of the electrolyte, 
forming lead sulphate (PbSO4) and 
losing its negative charge. At the same 
time, the oxygen of the lead peroxide 
of the positive plate is combining with 
a part of the hydrogen in the electro-
lyte, forming water ( H,0), and also 
reducing the positive plate to pure lead 
(Pb). In addition, electrolysis is taking 
place at the positive plate, forming 
more water and converting some of the 
lead into lead sulphate. 
When a lead-acid cell is charging, 

the chemical action is reversed, thus re-
storing the chemical energy released 
during discharge. The chemical action 
in a iead battery is expressed by the 
formula: 

Discharge 
Pba+ Pb ± 21-10SO4 2PbS0,-E 21110 

Charge 
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Lead used to construct the plates in 
a lead-acid cell is relatively soft and 
does not possess much structural 
strength. For this reason, alloys of lead 
are used to provide the necessary me-
chanical strength. The most prevalent 
type of alloy in lead-acid batteries used 
today is lead-antimony. 

Recently, another type of alloy, lead-
calcium, has proven to be an excellent 
material for constructing cell plates. 
Lead-calcium batteries have a much 
longer expected operating life than 
lead-antimony batteries—about 40 per-
cent—and require less maintenance. 
However, they are more expensive and 
not necessarily the most economical bat-
tery in all applications. Since they re-
quire less maintenance and attention 
than the lead-antimony battery, they are 
very useful at remote, unattended sta-
tions. 

A lead-acid battery can be maintained 
at full charge by placing its terminals 
across a dc power source. This is called 
floating. The open circuit voltage of a 
typical lead- acid cell that is fully 
charged is about 2.05 volts. To float a 
battery and maintain it in a fully 
charged condition, it is necessary to 
raise the float voltage above 2.05 volts 
to overcome the cell resistance. Under 
normal temperature conditions, the av-
erage voltage of the float charge is 
about 2.17 volts per cell. 

A second type of charge, the equaliz-
ing charge, is a special charge given a 
battery to raise all of its cells to a uni-
form, equal voltage and specific gravity. 
Each cell in a battery has its own indi-
vidual characteristics such as rate of 
local action ( self-discharge), rate of 
charge, and capacity. Although differ-
ences between cells are usually very 
small, over a long period of time it is 
possible for an imbalance in cell volt-
ages and the specific gravity of the 
electrolyte to become quite pronounced. 

The equalizing voltage is usually about 
2.30 volts per cell. Equalizing charges 
are also used to recharge a battery after 
it has been discharged during emer-
gency use. 

Future Developments 

With the advent of transistors, and 
more recently of microelectronics, the 
amount of power required to operate 
modern communications equipment is 
being reduced more and more. This fact 
has been an enormous help to the com-
munication industry, especially in re-
gards to supplying power to remote 
radio repeater sites. 

Radio repeaters, for example, are 
often located at mountain-top sites 
where commercial power is not avail-
able. Conventionally, the equipment at 
these sites has been operated from 
prime mover generators and storage bat-
teries which require frequent attention 
and maintenance to provide satisfactory 
service. 
The development of missile systems 

and space vehicles has fostered a great 
deal of research into so-called uncon-
ventional methods of providing electric 
power. Among these are solar cells, 
chemical fuel cells, nuclear cells, and 
thermoelectric converters. 

It is not yet practical to use these de-
vices where much more than about 500 
watts of power are required. However, 
they are expected to be of tremendous 
value in supplying power to such things 
as solid-state repeaters located in remote 
unattended sites where conventional 
methods of supplying electric power 
have, heretofore, been rather costly. 

These new devices operate without 
moving parts, do not require frequent 
maintenance or attention, and generally 
provide uniform efficiencies over a wide 
range of power outputs at extremely 
low operating costs. Presently the most 
promising of these unconventional 
power sources, at least for the communi-
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Figure 5. Often, microwave radio stations are located in isolated areas where 
public or commercial power is not available. 

cations industry, appears to be the ther-
moelectric converter or generator. 

Thermoelectric generators convert 
the heat from the flameless combustion 
of propane gas directly into electricity. 
They are capable of operating unattend-
ed for as long as the supply of propane 
fuel lasts, and in all types of weather 
extremes. 

In the future, when these power 
sources prove to be technically and eco-
nomically practicable, they should be an 
enormous aid to the communications in-
dustry. 

Conclusion 

The power equipment described in 
this article is typical of that used in 
many types of communications systems. 
It should be emphasized, however, that 
there are many different arrangements 
for communications power plants, each 

designed to meet the special needs of 
the particular system. For example, dc 
to dc converters are sometimes used to 
supply 24-volt power from the 48-volt 
power system, rather than from a sep-
arate system. or ac to dc converters 
might be used instead of rectifiers. 

Regardless of the particular arrange-
ment, however, each dc power system 
must meet certain common technical re-
quirements. They must meet the re-
quirements for voltage and current-
carrying capacity and also the require-
ments for stability and regulation. Prob-
ably the most important of all require-
ments, however, are reliability and con-
tinuity. The system must be capable of 
supplying electric power continuously 
so that the vital mission of the com-
munication system will not be vulner-
able to disastrous and costly interrup. 
tions. 
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HF RADIO TRANSMISSION 

Reliable global communication is increasing in importance as jets 
and rockets shrink the earth, and international commerce and traffic 
grow. The major burden of long distance communication falls on "high-
frequency" radio, a method fraught with difficulties and irregularities. 
This article reviews the nature of HF transmission and some techniques 
for improving its quality and reliability. 

With the exception of artificial earth 
satellites, which are still highly experi-
mental, long distance radio communi-
cation around the perimeter of the earth 
has been practical only in the so-called 
high frequency band lying in the range 
of approximately two to thirty mega-
cycles. Other frequencies have also been 
used, but are usually very limited. For 
instance, global transmission at very low 
frequencies is possible, but requires ex-
tremely high power and is limited to 
relatively slow transmission rates. 
Transmission at near-microwave fre-
quencies requires extremely large an-
tennas and expensive radio equipment, 
and even then the distance which can 
be spanned is sharply limited. 

All of these techniques are made pos-
sible by accumulations of ions and elec-

trons in the earth's upper atmosphere. 
At altitudes above about forty miles, the 
atmosphere is very rarified. Radiation 
and high energy particles from the sun 
constantly disassociate some of the gas 
molecules into free electrons and posi-
tive ions. These charged particles, 
which may have a relatively short life, 
have a pronounced effect on radio waves 
passing through the area, and the mag-
nitude of the effect is directly related 
to the density of the electrons. 
One way of regarding this effect is to 

assume that each electron acts as a small 
antenna that extracts energy from the 
radio wave and then reradiates the en-
ergy. As the radio wave passes through 
the ionized region, the electrons are dis-
placed or moved by the interaction of 
the electron's charge and the energy of 
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the passing wave. Because of the "drag" 
resulting from the electron's mass and 
the influence of the earth's magnetic 
field, the reradiated energy is slightly 
out of phase with the transmitted wave. 
This has the effect of changing the 
velocity of propagation of the wave as 
it passes through the medium, and thus 
alters its direction. Ions have a similar 
effect, but because of their larger mass 
respond more sluggishly and thus in-
fluence the radio wave less. 
As altitude increases the atmosphere 

becomes more and more rarified. At the 
same time, the effect of solar radiation 
is greater since there is less absorption 
and shielding by the atmosphere itself. 
Because of these two factors and the 
fact that the atmosphere has slightly 
different composition at various alti-
tudes, ionization tends to occur in strati-
fied layers which vary somewhat accord-
ing to the season, the degree of solar 

activity, and whether it is day or night. 
The "lifetime" of the free electrons is 
determined by the rarefaction of the 
atmosphere; random collisions between 
free electrons and positive ions cause 
them to recombine and become neutral. 
Where the air is dense these collisions 
are very frequent, whereas at higher 
altitudes recombination is much less 
likely. For this reason, the lower layers 
illustrated in Figure 1 may vanish at 
night. The F layer ( or layers) is able to 
persist through the night, although the 
number of free electrons decreases from 
about 10" electrons per cubic centimeter 
to about 105. In the lower E region, 
electron density is typically about 105 
electrons per cc, largely disappearing at 
night. These E and F layers make pos-
sible virtually all radio propagation be-
yond the horizon. 

Although the return of radio energy 
to the earth by these layers is commonly 

Figure 1. Intense solar radiation disassociates some gas molecules and atoms 
into ions and free electrons. The free electrons bend HF radio waves back to 
earth, permitting radio communication around the curvature of the earth. Strati-
fication into layers results from varying composition of atmosphere at high alti-
tudes. At night, recombination lowers electron density, causes lower layers to 

disappear. 
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called " reflection", it is actually a form 
of refraction which is controlled by 
both the frequency of the signal and the 
density of the electrons. At high fre-
quencies the radio wave is less strongly 
affected than at lower frequencies. For 
a given frequency, the greater the elec-
tron density the greater the refraction 
or bending of the wave. In other words, 
the index of refraction of the ionized 
medium, which determines the amount 
of deflection of the ray, is a function 
of both the electron density and the 
operating frequency. 

If the ray enters the ionized medium 
vertically, it will penetrate the medium 
only if it is above a certain so-called 
critical frequency. Frequencies higher 
than this frequency will penetrate the 
layer, while all lower frequencies will 
be returned to earth, as if by reflection. 
Frequencies higher than the critical fre-
quency may return to earth if they enter 
the ionized layer at such a shallow angle 
that only a little deflection is necessary 
to direct them back toward the earth. 
The critical frequency can be calculated 
from the relationship P 2 => 81N. where 
N is the number of electrons per cubic 
centimeter and F is the frequency in 
kilocycles. Thus, the higher the electron 
density, the higher the critical frequency. 

Figure 4 illustrates how a radio sig-
nal may be propagated from one point 
to another using ionospheric refraction. 
Radio energy enters the ionosphere at 
several angles. Note that as the angle 
of incidence becomes more nearly ver-
tical, the radio waves are not returned 
to earth but are merely deflected as they 
penetrate the ionized layers. As the 
angle of incidence becomes greater some 
rays are deflected just parallel to the 
ionized layer. At a slightly lower angle 
radio energy is returned to earth. Thus, 
this minimum angle at which reflection 
can occur determines the "skip distance" 
which must be exceeded before reflected 

signals can be received. Beyond the 
skip distance, radio waves may be able 
to reach the receiver by several different 
paths. 
One of the natural results of this is 

multipath fading, in which signals 
which have traveled slightly different 
routes arrive slightly out of phase with 
each other, thus causing cancellation. 
Complete cancellation of the signal 
occurs when two components of equal 
strength arrive exactly 180° out of 
phase. At a frequency of four mega-
cycles this will occur if the two trans-
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Figure 2. The E layer is lowest "full-
time" ion belt. During peak sunlight 
hours F layer divides into two well-
separated regions called Fl and F2. 
Not shown are D and "sporadic E" 
layers, both of which occur randomly. 

mission paths differ by some multiple 
of about 125 feet; at thirty megacycles 
a path length difference of about 40 
feet will produce the same cancellation. 
As the length of one or more paths 

change, due to turbulence or changes in 
electron density, the frequency at which 
complete cancellation occurs shifts. A 
channel will often suffer severe fading 
at discrete frequencies within the chan-
nel, but not at others. As the multipath 
characteristics change, a fade may 
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Figure 3. Free elec-
trons alter direction of 
radio waves by a re-
fraction-like process. 
Amount of bending is 
proportional to electron 
density and inversely 
proportional to radio 
frequency. At some 
lower frequency, the 
wave would not pene-
trate, but would be "re-

flected" to earth. 

"drift" from one end of the channel 
passband to the other, perhaps attenu-
ating low frequencies at one moment 
and higher frequencies the next. 

This is a major reason why double-
sideband amplitude modulation is no 
longer used for HF transmission. When 
both sidebands are transmitted, a carrier 
frequency having an explicit phase re-
lationship with both of the two side-
bands is required. Although the carrier 
may be suppressed in order to save 
power, it must be accurately reinserted 
at the receiver. If the reinserted carrier 
is as much as 90° ( 1/4 cycle) out of 
phase with the original carrier fre-
quency the transmission is completely 
garbled. In the case of double sideband 
transmission over HF circuits, selective 
fading may remove the carrier. The two 
sidebands then attempt to demodulate 
each other and the signal is destroyed. 

This can be avoided by eliminating 
one of the two sidebands. Now, the 
phase relationship between the two 
sidebands is no longer a factor and the 
reinserted carrier need only be held to 
within a few cycles of the transmitter 
carrier frequency. Selective fading with-
in the single transmitted sideband may 
be virtually unnoticeable. In addition to 
reducing the effects of selective fading, 
single-sideband transmission requires 

only about one-eighth the power of a 
double-sideband signal for comparable 
quality, and results in much greater 
transmission reliability. 

Propagation Reliability 
It is important to note that the 

ionosphere is not homogeneous or 
"smooth." The atmosphere is subject 
to winds, turbulence and irregularities. 
Solar activity has several effects: solar 
storms and eruptions cause upper at-
mosphere ionization to increase very 
greatly. At such times, the atmosphere 
literally "swells", reaching farther into 
space than during periods of lower solar 
activity times. On a smaller scale, hour 
to hour variations occur so that the iono-
sphere behaves as though it consisted of 
numerous separate reflecting surfaces, 
all shifting and changing indepen-
dently. The received signal seems to 
"twinkle," suffering continuous phase 
irregularities and disturbances. Al-
though this has little effect on voice sig-
nals, certain types of data transmission 
are strongly disturbed. 

Since the ability to send a signal 
around the curvature of the earth de-
pends on a so-called reflection from the 
ionosphere, the natural changes in the 
atmosphere may rapidly alter the suit-
ability of a given frequency for trans-
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mission between two points. For in-
stance, it may be possible, because of 
strong solar activity, to transmit 30-mc 
signals across an ocean. As solar activity 
abates or as darkness nears, electron 
concentration may drop to a value 
which no longer reflects the 30-mc sg-
nal back to earth. Alternatively, the 
signal may not be deflected back to the 
particular spot where the desired re-
ceiver is located, but may instead reach 
the earth at a greater distance. In either 
case, transmission fails at 30 mc, but 
may be possible at some lower fre-
quency. 

Improving HF Reliability 
It is difficult to overstate the value of 

reliable communications in either war 
or commerce. A superior method of 
communicating was worth untold mil-
lions to Lord Rothschild in his stock 
market dealings during the battle of 

Waterloo. Over a century later, an ur-
gent message from General George C. 
Marshall to the commanding officer at 
Hawaii warning of the possibility of 
impending attack was blocked by failure 
of the military HF circuits. The mes-
sage, which would have been received 
one-half hour before the Japanese raid 
on Pearl Harbor, was re-routed over a 
commercial submarine cable and was 
delivered about eight hours after the 
attack. 

An effective way of minimizing the 
vagaries of HI? propagation is the use 
of ionospheric sounding. In one version 
an HF transmitter sends a series of 
pulses which sweep across the entire 
HF band At the far end, a synchro-
nized receiver records the reception of 
each of the transmitted pulses which 
get through. This technique reveals the 
presence of multipath distortion at each 
frequency and shows which frequen-

Figure 4. Typical HF propagation. Note that rays which enter ionosphere nearly 
vertically are only slightly deflected and penetrate the layer. As angle of incidence 
increases, rays are deflected into layer or refracted back to earth. ''Skip distance" 
is the nearest distance at which radio waves return to earth. At greater distances, 

signal may arrive by several routes and thus suffer multipath distortion. 
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Figure 5. Vast solar 
flares flood space with 
high-energy particles 
and intense radiation, 
causing earthly auroras 
and magnetic storms. 
These have an impor-
tant effect on almost all 
terrestrial long-distance 
communications. Solar 
activity follows an 11-
year cycle, reaching a 
minimum next year 

(1964). 

RADIO ASTRONOMY LAB. UNIVERSITY OF CA.-IFORNIA 

cies are most suitable for transmission. 
Reception characteristics can be dis-
played on a tube or printed on a strip 
of paper. 

Figure 6 shows a series of ionographs 
made in this fashion. The horizontal 
marks in each of the three transmissions 
represent reception at Palo Alto, Cali-
fornia of a signal transmitted from Ha-
waii. Note that in the first trace the 
maximum usable frequency on this par-
ticular path was approximately 10 mc. 
At another hour ( shown in the second 
trace) maximum usable frequency had 
risen to 20 mc. In the last trace adequate 
signals were received at 28 mc. These 
ionograms also reveal multipath recep-
tion in the lower frequency portions of 
the band. Obviously, such a technique 
may occasionally reveal that no assigned 
frequencies are suitable. However, 
trends in propagation characteristics 
can be revealed so that communications 

may be resumed as soon as possible 
when a usable frequency appears. 
A similar technique called "backscat-

ter sounding" may be thought of as a 
sort of HF "radar." In this technique 
only a single station is required. As in 
synchronized sounding, pulses are trans-
mitted at many frequencies across the 
band. Where they come to earth some 
of the energy is scattered or reflected 
back over the transmission path. By re-
cording the time required for each fre-
quency to return, it is possible to calcu-
late the distance traveled and therefore 
the location of distant points at which 
reception is possible. Where multiple 
reflections are involved each will tend 
to return a signal, thus revealing the 
number of skips. 

Figure 7 shows a typical recording 
of a backscatter sounding. Between 16 
and 32 mc it is possible to transmit 
more than 4500 kilometers using two 
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low-angle hops. Note that although 
each frequency appears to be limited to 
certain specific distances, this is for 
optimum communication. Successful 
transmission is usually possible at fre-
quencies lower than those indicated in 
the display. By using backscatter sound-
ing it becomes possible to select the op-
timum frequency for a particular desti-

FREQUENCY—MEGACYCLES 

nation. Had such a technique been avail-
able on -Pearl Harbor Day," the loss of 
eight battleships, hundreds of aircraft 
and thousands of lives might have been 

avoided. 

Transmission of Digital Signals 
More and more communications are 

transmitted in the form of digital sig-

a 

1 I 

Figure 6. Typical ionograms obtained by oblique ionospheric sounding between 
Hawaii and California. The vertical streaks are radio transmissions. Horizontal 
lines represent 1 millisecond relative time. Note multipath reception between 4 
and 7 mc. Maximum usable frequency increased from about 10 nie (top) to about 

30 mc in the bottom record. Periodic soundings reveal propagation trends, permit 
optimum use of transmitting time. 
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nais. The digital signal form of infor-
mation can be handled and transmitted 
more efficiently than such other forms 
as speech. It can be recorded in the 
form of punched tape or cards for trans-
mission at any rate which the handling 
equipment and transmission medium 
will allow. For one reason or another, 
it is often desirable to transmit even 
speech in digital form. In the telephone 
network, pulse code modulation affords 
the possibility of improving signal qual-
ity when transmitting over great dis-
tances, and provides compatibility with 
electronic switching techniques which 
will probably dominate future tele-
phone networks. 

Another approach for transmitting 
digital speech has the advantage of 
reducing bandwidth considerably. So 
called "Vocoders" analyze speech 

sounds and generate digital code signals 
which represent the average energy 
level in various portions of the sound 
spectrum. At the receiving end a syn-
thesizer interprets the codes and regen-
erates the speech. In this way it has been 
possible to reduce the bandwidth re-
quired for intelligible speech from 
about 3000 cycles to about 300 cycles 
while maintaining a surprisingly high 
degree of intelligibility and quality. 

This technique lends itself admirably 
to the transmission of "secure" speech, 
that is, voice transmissions which can-
not be understood if intercepted. This 
is useful in military and government 
operations where privacy of communi-
cation is essential. This type of security 
can be obtained by taking the digital 
signals from a Vocoder and scrambling 
them into an unpredictable code pattern 
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Figure 7. Backscatter 
sounding is made from 
a single location, reveals 
distances at which re-
ception is optimum. 
Gain of receiver is set 
to reveal best transmis-
sion, usually at or near 
maximum usable fre-
quency. Good reception 
is also usually possible 
at frequencies lower 
than those shown in 

ionogram. 
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which only the intended receiver can in-
terpret correctly. 

Although digital transmission is effi-
cient and useful, it encounters a num-
ber of problems when going through 
HF circuits. HF circuits are crowded, 
noisy and erratic. Although these char-
acteristics have little effect on voice or 
other analog signals, they tend to cause 
transmission errors in digital signals. 
This can be very serious because of the 
inherent lack of redundant information 

nre,e1GEF •SSOCIATES 

Figure 8. Typical receiver for iono-
spheric sounder. Heart of device is a 
precision time standard to sweep re-
ceiving frequency across band in pre-

cise step with transmitter. 

in most digital signals. Noise bursts 
which produce only "static" in a voice 
transmission could destroy or alter digi-
tal characters or the larger b!ocks of in-
formation contained on a punched card. 
Although the error rate can be reduced 
by using more transmission bandwidth, 
this is generally impracticable in HF 
radio due to spectrum crowding. 
Most approaches for obtaining better 

transmission have been based on im-
proving the modulation technique. The 

earliest systems used on-off keying of 
the radio carrier. This was disadvan-
tageous on two counts: average trans-
mitted power was only half the average 
capability of the transmitter, since en-
ergy was radiated only during "marks." 
Thus, at the receiver a space was indi-
cated only by background noise. If the 
circuit were marginal or if the carrier 
frequency suffered a momentary fade. 
communication would almost certainly 
be lost. 
To overcome this, frequency-shift-

keying (FSK) was introduced. Two ad-
jacent alternate frequencies represent 
either mark or space. Since the trans-
mitter is sending either the mark or the 
space frequency at all times, the full 
average power rating of the transmitter 
is attained. Furthermore, FSK provides 
greater protection against fading, since 
the receiver detector can respond to sig-
nals that are almost lost in the back-
ground noise. By contrast, the envelope 
detector used in the on-off keyed trans-
mission required that the signal clearly 
exceed a higher arbitrary power thres-
hold. 

Although FSK transmission greatly 
improves the reliability of digital trans-
mission over HF channels, it is con-
sidered to be wasteful of bandwidth; 
the two sidebands seem to cost too much 
transmitter power and frequency spec-
trum. In a further effort to reduce the 
bandwidth required for digital trans-
mission over HF channels, various 
methods of phase-shift-keying (PSK) 
have been introduced within the last 
decade. In this method, a single carrier 
frequency is transmitted. At appropri-
ate instants, the carrier is shifted 1800 
in phase to signify mark or space for 
binary transmission. Higher informa-
tion rates can be transmitted by shifting 
the carrier between 00, + 90°, — 90°, 
and 1800, which is the equivalent of a 
quaternary or four-level system. PSK 
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reduces the bandwidth requirements for 
transmission and thus provides a theore-
tical improvement in the vulnerability 
to noise, since the receiver bandwidth 
can also be reduced. 

Since all the information transmitted 
in this fashion is conveyed by the phase 
shift of the carrier, it is important that 
the carrier be extremely stable. Success-
ful operation requires that the transmit-
ter and receiver not depart from perfect 
synchronization more than a very few 
degrees of phase. Because of the strin-
gency of this requirement, PSK trans-
mission may be very difficult over HF 
radio. 
The main difficulty stems from the 

inherent phase instability of HF radio. 
Random phase variations of the signal 
occur in transmission. The receiver can 
only interpret phase shifts as informa-
tion bearing signals. It would appear, 
therefore, that such transmission chan-
nels would be unsuitable for PSK 
modulation. This is not quite true, since 
the rate of the phase change is usually 
not very great. One system takes ad-
vantage of this to establish a phase 
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Figure 9. Phase shift keying (PSK) 
alters the phase of a stable carrier 
-± 180° to achieve binary transmission. 
Use of four phases doubles information 
rate but also increases errors caused by 

phase changes in FIF medium. 

reference at the receiver, based on com-
parison of each received signal pulse 
with the preceding pulse. In effect, 
phase shifts introduced by the transmis-
sion medium are "averaged out." For 
such a "differentially coherent" PSK 
system to be successful, the bit rate must 
be substantially faster than the random 
phase variations introduced in the chan-
nel. This approach is, in fact, a com-
promise between an ideal phase coher-

DIFFERENTIALLY COHERENT PSK 

NONCOHERENT FSK 

GAL, SIAN SIGINAI- SPECTRUM. RAY1,-EISH FADING 

NORMALIEE0 S/N RATIO = 0 OS 

1 0 20 30 40 

FADING RATE RELATIVE TO BIT LENGTH 

Figure 10. PSK signals 
are very vulnerable to 
fading and phase shifts 
in transmission medium. 
PSK systems have lower 
probability of error 
than FSK systems only 
when fading rate is very 
slow. As the fading rate 
increases, PSK error 
probability becomes 
many times that of 

FSK signals. 



ent system and FSK systems, which are 
essentially phase insensitive but require 
neatly twice the bandwidth of PSK for 
a given information capacity. Even un-
der the most favorable conditions, the 
averaging technique degrades perfor-
mance enough that twice as much signal 
power is needed than would be the case 
with an ideal PSK system. Averaging 
of pulses over longer periods ( in an at-
tempt to obtain a more stable phase 
reference) tends to degrade system per-
formance even more. Actually, the pri-
mary advantage of PSK systems has 
been in the conservation of bandwidth. 
Although this leads to improved per-
formance under very noisy conditions. 
PSK systems are particularly vulnerable 
to fading, whereas FSK systems are t he 
least vulnerable to fading and to phase 
discontinuities, as shown in Figure 9. 
Furthermore, PSK transmission shows 
less improvement in error rate when 
transmission is very good and the s;g-
nal-to-noise ratio becomes large. 

Coding to the Rescue 
The bandwidth conservation that 

PSK provides can be likened to single-
sideband transmission, and this is ts 
principal advantage. FSK suffers the 
disadvantage of inherently requiring 
more bandwidth than PSK, but is less 
vulnerable to transmission disturbances. 

Lenkurt's recently discovered Duo-

binary Coding technique ( described in 
the February 1963 DEMODULATOR) has 
tipped the balance definitely in favor of 
FSK transmission by doubling the in-
formation capacity of the channel for a 
given signal bandwidth. In effect, this is 
the same as reducing the bandwidth re-
quired by FSK systems without giving 
up any of the advantages. 

This new performance capability has 
been implemented in Lenkurt's Type 
27A Data Transmission System which 
permits 2400 bits per second to be sent 
over a 3-kc voice channel. Future de-
velopment will permit the operation of 
thirty-two 100-words- per-minute chan-
nels over the 16 basic 150-baud chan-
nels. Because of the inherent simplicity 
of the Duobinary Coding technique, 
the 27A system is far less complex than 
a differentially coherent PSK system of 
the same capacity, while providing far 
better performance over HF radio chan-
nels. 

Although new types of submarine 
cable are being laid which have much 
greater channel capacity than the old, 
and communications satellite experi-
ments are very successful, HF radio will 
have to continue bearing the major bur-
den of global communications for many 
years. By effectively doubling the capac-
ity of these circuits, the Duobinary 
Coding technique has, in effect, doubled 
the availabe frequency spectrum. • 
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EARTH SATELLITE 

COMMUNICATIONS 

A giant step forward in the art of telecommunication is now in the 
making. Unlike such advances in the past, this one results not so much 
from new discoveries in electronics or communications technique, but from 
man's rapidly increasing ability to overcome the raw forces of nature. 

Artificial earth satellites are the most recent benefit from this growing 
power, and now enable man to place television weather eyes," radio re-
peater stations—and even communications switching centers—high above 
the earth where they can serve very large areas. This article surveys some 
of the fundamentals of earth satellites and how they can be used for tele-
communications. 

In the year 1267, Roger Bacon sug-
gested that distant communication by 
magnetic means might be possible. By 
1746, the deed had been accomplished 
over two miles of wire. Shortly after 
Samuel F. B. Morse's successful demon-
stration of his code in 1844, telegraphic 
communication spread swiftly through-
out the world. The subsequent inven-
tion of telephony and radio, then 
microwave and television, helped push 
our global civilization to new heights. 

Despite the tremendous improve-
ments made possible by new techniques, 
communication has never been really 
cheap. The physical plant required— 
the miles of wire or cable, the radio re-

peaters, the complex terminal equip-
ment all have placed a price on com-
munication that has sharply limited it 
to areas where demand is sufficient to 
justify the cost. Thus, while an under-
seas cable able to carry a few dozen 
channels of voice and telegraph might 
be justifiable, nobody has been able to 
afford a cable that could carry a tele-
vision transmission across the oceans. 
Similarly, where traffic is lighter, per-
haps no cable at all is economically 
feasible. In such areas, the burden of 
communications has fallen on fairly 
dependable " high- frequency" radio 
communications. Even this is fairly ex-
pensive in terms of communications 
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Figure 1. Atlas rocket carrying Agena 
satellite roars into sky. Hundreds of 
tons of fuel are required to place even 
small objects in orbit. Once difficult to 
achieve, the control and reliability nec-
essary for successful orbiting is now 
routine. 

capacity, since only single channels are 
usually practicable; available bandwidth 
and the propagation characteristics may 
not permit more. 

Communication satellites appear able 
to provide a very efficient solution to 
this problem. Circling the earth beyond 
its atmosphere, satellites can provide a 
direct link between many distant points 
below. 

Why Satellites? 

Actually, there is very little novel or 
revolutionary about satellite communi-
cations except the ability to place the 
required equipment in orbit. Certainly, 
the satellite-borne equipment must be 
specially designed to fit the needs of the 
application, but no new or novel basic 
principles are required. 
Many technical factors favor satellites 

for communication. Microwave frequen-
cies, with their tremendous bandwidth 
and information capacity, are the nat-
ural choice for this service. Signals be-
tween one and ten gigacycles (thousand 
megacycles) pass through the atmos-
phere with relatively little attenuation. 
Below this range, radio energy is scat-
tered by the ionosphere, and atmospheric 
noise smothers the signal; at higher fre-
quencies, atmospheric oxygen and water 
vapor rapidly absorb the transmission. 

This microwave "window in the at-
mosphere" makes it possible to transmit 
television signals or hundreds of voice 
channels up to a satellite for relay to 
points thousands of miles away. This is 
in contrast to conventional methods 
which may require hundreds of repeat-
ers to transmit the signal between two 
points. The satellite's biggest advantage 
is that it has a direct radio "view" of 
x•ery large areas of the earth, and can 
provide a common link between all the 
distant points in sight. This single fact 
makes it feasible to establish truly glo-
bal communications on a scale never 
before possible. In addition, the ability 
to span thousands of miles using only a 
single repeater promises communica-
tions of a quality not possible with con-
ventional techniques. 

How to Orbit 
Artificial satellites are now possible 

because we have learned how to produce 
and control the huge amounts of energy 
that are necessary to place even small 
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objects in orbit. All objects on or near 
the earth are drawn toward it by a re-
lentless gravitational force that is pro-
portional to their combined mass, but 
inversely proportional to the square of 
their distance from the earth's center of 
gravity. Thus, the farther away an object 
is from the earth, the less it "weighs," 
and the weaker the pull of gravity upon 
it. 

In order for an artificial satellite to 
achieve orbit, it must be lifted above 
the atmosphere and started MON ing 
around the earth at the exact speed 
required to produce a centrifugal force 
just equal and opposite to gravitational 
force at that altitude. In effect, the satel-
lite is falling freely toward the earth, 
but because of its tangential or sideward 
velocity ( which would carry it away 
from the earth in the absence of gray-
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ity), it remains at the same altitude, as 
diagrammed in Figure 3. If the tangen-
tial velocity is greater than required to 
just balance the pull of gravity, the 
object tends to fly off into space. If the 
satellite is slowed down — by atmos-
pheric drag, for instance— it is pulled 
back to earth by gravity. 

Since the earth's gravitational attrac-
tion becomes weaker at greater altitudes, 
high-altitude satellites do not need to 
circle the earth as rapidly as low satel-
lites to overcome gravity. Thus, the 
period required for each orbit becomes 
a function of the satellite's altitude. 
Actually, the period should vary with 
the mass of the satellite, since gravita-
tional force is proportional to the prod-
uct of the masses of the earth and the 
satellite. However, since the satellite's 
mass is so very tiny compared to that 
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Figure 2. Atmospheric 
noise increases sharply 
above ten gigacycles (kmc), 
particularly when antenna 
angle with horizon is small. 
Increase in noise corre-
sponds to attenuation by 
oxygen and water in at-
mosphere. Galactic noise 
from stars and interstellar 
gases increases rapidly at 
frequencies lower than one 
gigacycle. 
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of the earth, its effect is negligible. Only 
when the satellite approaches the size 
of the moon—which has a mass about 
17 that of the earth— does its mass 
have a noticeable effect on orbital pe-
riod. 

The period of an artificial satellite in 
circular orbit can be easily calculated 
when altitude is known, by using the 
relationship 

t2 - a3 
- h 

where a is altitude or distance from the 
eadh's center of gravity (not the sur-
face), and h is a constant. For conveni-
ence, assume that the radius of the earth 
is 4000 miles. Then k = 8.9 x 10, when 
altitude a is given in statute miles, and 
the period or time t is in minutes. Due 
to the rounding of actual values, the 
period determined in this way is only 
approximate, but is still accurate to 
within a few seconds of the true value. 
We find that a satellite 100 miles 
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Figure 3. Tangential velocity of satel-
lite keeps it clear of earth, although it 
is constantly "falling" freely. When ve-
locity, direction and gravitational field 
just balance, satellite "falls" in circular 
orbit. Because of small errors of speed 
or direction, most orbits are eliptical 
rather than circular. 

above the surface circles the earth in 
about 87.5 minutes, while a satellite 
600 miles up requires 104 minutes. At 
an altitude of a thousand miles, a satel-
lite completes its orbit in 118 minutes. 
As the altitude becomes still greater, 
the orbital period becomes longer, until 
at an altitude of 22,270 miles, a satellite 
orbits the earth in exactly the same 
period of time as the earth's rotation— 
just under 24 hours. Such a satellite is 
called a synchronous satellite because its 
orbit is synchronized with the rotation 
of the earth. When a synchronous satel-
lite travels eastward directly over the 
equator, it appears from the surface 
to be stationary in the sky ( if it could 
be seen), and is sometimes referred to 
as a "stationary" satellite. 

Passive versus Active Satellites 

Any communication satellite system 
will require compromises between many 
design factors which tend to conflict 
with each other. Some of these factors 

are quality ( a function of the signal-to-
noise ratio), cost, reliability, and cover-
age. One basic decision is whether to 
use "active" or "passiNe" satellites. 
A passive satellite is one used merely 

as a reflector of signals transmitted 
from the earth. An active satellite is one 
which carries radio equipment for re-
ceiving and re-transmitting the signal. 
The passive satellite has the tremen-

dous advantage of economy, simplicity, 
and reliability. With no functions to 
perform except "to be there," and with 
nothing to fail or get out of adjustment, 
the passive satellite may be able to last 
indefinitely. Such a communications 
satellite has already been tried success-
fully. Echo I. the first experimental pas-
sive communications satellite, was 
placed in a 1000-mile orbit in August, 
1960. Echo, shown in Figure 5, is a 
metal-covered balloon 100 feet in diam-
eter. Since its launch, Echo has been 
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used to relay voice, music, and even tele-
vision transmissions over great dis-
tances. Although it is still in orbit, it has 
now become wrinkled and distorted so 
that reflected signals now scintillate or 
"twinkle" — varying in strength by a 
factor of about ten to one. 
The main disadvantage of passive 

satellites is the extremely large amounts 
of transmitter power required to obtain 
a useful signal at the receiver. 

Disregarding antenna sizes and op-
erating frequency, the transmitter power 
required to obtain an adequate signal is 
proportional to the fourth power of the 
distance to the satellite, and inversely 
proportional to the square of its diam-

eter: 

Transmitting power _  altitude ,  
Received power - diameter2. 

This indicates that if, for instance, 10,-
000 watts of transmitter power are re-
quired ( as in the case of Echo I) to 
return a barely adequate, narrow-band 

signal from a 100- foot satellite orbiting 
1000 miles above the earth, effective 
transmitter power would have to he 
increased to 810,000 watts if the satel-
lite altitude were increased to 3000 
miles. Alternatively, the same results 
would be obtained if the diameter of 
the satellite were increased to 900 feet. 
If the satellite were located 5000 miles 
above the surface, six million watts of 
transmitter power would be required or 
the satellite would have to be nearly 
21/2 miles in diameter. 

Since the satellite itself is a passive 
reflector, it imposes no important re-
strictions on bandwidth, but increased 
bandwidth requires a proportionate in-
crease in transmitter power, thus further 
restricting the type of transmission that 
could be handled economically. 

Even if extremely large amounts of 
transmitter power should prove to be 
economical, a very difficult problem of 
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Figure 4. Gravitational force decreases 
with increased altitude, requiring lower 
velocity to maintain orbit. Some typi-
cal velocities and periods for earth 
satellites of different altitudes are 
shown. Although less velocity is re-
quired at high altitudes, much more 
energy must be expended in reaching it. 

interference with other communications 
would very likely result. Even when 
extremely good antennas are used, an-
tenna side lobes, and energy dispersed 
and reflected in the atmosphere could 
interfere with other services in the same 
frequency band over great distances. 

If we seek to reduce power or in-
crease bandwidth by lowering satellite 
altitude, we encounter other problems. 
Below about 250 miles, the life of the 
sate:lite will be shortened by drag from 
the outer fringes of the atmosphere. 
More important, however, the area that 
can be covered by a low-altitude satellite 
is greatly reduced. The low-altitude sat-
ellite crosses the sky very rapidly, mak-
ing it difficult to locate and track, and 
leaving little time during which it can 
be shared or viewed by both terminals. 
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By contrast, the active communica-
tions satellite is freed of the altitude 
limitations of the passive satellite. It 
has many unique problems of its own, 
however, the most pressing being that 
of reliability. An active satellite consists 
of one or more radio transmitters and 
receivers, and a suitable source of power. 
This equipment must he rocketed into 
orbit and then operate properly for years 
without any possibility of receiving rou-

tine maintenance and occasional adjust-
ment or repair. 
The environment beyond the atmos-

phere is incredibly harsh. Floods of 
radiation and ultra-high energy particles 
from the sun erode the proper function 

of components, and sap the ability of 
silicon solar cells to continue providing 
vital electric power. Microscopic meteor-
ites travelling many times the speed of a 
riffle bullet riddle the satellite, giving 
it a sort of cosmic sandblasting, occa-
sionally hitting some vital element and 
putting the satellite permanently out of 
service. 

Figure 5. First passive 
communications satellite, 
Echo I, during trial infla-
tion before launch. Al-
though 100 feet in diam-
eter, Echo weighs only 130 
pounds. Satellite is a bal-
loon of strong Mylar plas-
tic covered with thin film 
of aluminum. Launched in-
to nearly perfect circular 
orbit on August 12, 1960, 
Echo still orbits. Pressure 
of sunlight has caused 
shape of orbit to change 
with time. 

However, the tremendous signal 
power advantage of an active satellite 
makes this approach worth a serious 
effort. A very small satellite transmitter 
returns a much greater signal to earth 
than would be reflected even from large, 
low passive satellites. It has been calcu-
lated that an output power of only two 
watts will suffice for transmitting broad-
band signals from a satellite closer than 
three thousand miles, even if the trans-
mitting antenna radiates equally in all 
directions. Of course, this requires 
rather large receiving antennas at the 
ground stations. No matter how far out 
the satellite is located, however, the 
two-watt signal will stil be sufficient 
if the transmitted energy is directed into 
a beam which just covers the disk of the 
earth. Thus, the farther the satellite is 
from earth, the narrower the transmitted 
beam must be. At the synchronous sat-
ellite altitude of 22,300 miles, antenna 
beamwidth should be about 17.5°. 
The need for directive antennas in-

troduces a new problem: that of keeping 
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Figure 6. A major difficulty of low-altitude satellites is their rapid transit time 
and limited coverage. For communication, satellite must be within view of two 
stations simultaneously. Experimental low-level satellite soon to be launched will 
he placed in highly eliptical orbit designed to increase its time over northern 
hemisphere at expense of southern hemisphere. 

the antenna pointed toward the earth. 
For a satellite in orbit there is no "up" 
or "down". Since gravity and centri-
fugal force exactly offset each other, the 
satellite is weightless, and gravity can-
not practicably be used as a reference 
in aiming the antenna. Some satellites 
have been oriented by sighting the 
earth's horizon in several directions. 
then altering the attitude of the satellite 
by small jets of compressed gas, or by 
rotating small flywheels in the appropri-
ate direction, thus moving the satellite 
in the opposite direction by reaction. 

If some sort of stored propellant such 
as compressed gas or hydrogen peroxide 
is carried aloft with the satellite to keep 
it oriented, the useful life of the satellite 
will end shortly after the propellant is 
exhausted. A system using electrically-
driven flywheels might last much longer. 
In this method, a flywheel ( which might 
be the motor itself) is spun in the oppo-

site direction to that ciesi red of the satel-
lite. Since nothing impedes the move-
ment of the satellite, it would rotate 
until stopped by a brief reversal of the 
flywheel. However, this technique ap-
pears to be suitable only for overcoming 
small oscillatory or irregular forces act-
ing on the satellite, and must be supple-
mented by some other method of attitude 
control when some constant force or 
torque actirt.t.; on the satellite must be 
overcome. 

Another possible orientation method 
which has been suggested is to use suit-
ably placed coils aboard the satellite, 
which would be energized as required to 
work against the earth's magnetic field. 
in much the same fashion as an electric 
motor operates. The magnetic field is 
weak at high altitudes, and the resulting 
torque would be small. However, only 
a little force is required in the friction-
free vacuum of space. Regardless of the 
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method or combination of methods used 
for directing satellite antennas toward 
the earth, and keeping the panels of 
solar cells pointed toward the sun, it 
is imperative that they continue to work 
reliably— or the satellite dies. 

High or Low? 

Although communications satellites 
are still highly experimental, intense 
planning is going into the configuration 
of the future systems. One of the most 
important considerations is the orbital 
altitude of the satellites, for altitude has 
a profound effect on the cost and func-
tion of the system. Many space scientists 
believe that the ultimate system will use 
synchronous satellites located 22,300 
miles above the equator. Because a sig-
nal relayed through a satellite requires 
about 0.3 second to travel from one 
terminal to the other, some have feared 

I ,/ 

Figure 7. Time during which commu-
nication is possibe between stations will 
vary with location of orbit relative to 
stations. This will change with each 
pass. Tinted area shows coverage of 
each station and where they overlap. 
Communication between the two is pos-
sible only in overlap area. 

that the resulting 0.6-second delay be-
fore a reply could return would be too 
objectionable in two-party conversa-
tions. However, tests indicate that talk-
ers adjust rapidly to this delay. 

All so-called two-wire talking circuits 
experience "echoes" due to unavoidable 
characteristics of the telephone equip-
ment, but these echoes usually return to 
the speaker so fast that they are masked 
by some of the original sounds them-
selves. The long delay imposed by a 
high-altitude satellite relay allows the 
echo to be heard, however. The effect 
is extremely distracting and may even 
be intolerable to the talkers. It was once 
feared that this problem was so formid-
able that synchronous satellites would 
necessarily be limited to such one-way 
services as relaying television or busi-
ness data. However, a new type of echo 
suppressor developed by the General 
Telephone Laboratories appears to have 
overcome this problem quite satisfac-
torily. 

A more important consideration is 
the effect of satellite altitude on system 
cost. A synchronous satellite appears to 
hang nearly motionless in the sky. At 
somewhat lower altitudes, the satellite 
travels slowly across the sky, while at 
low altitudes, it races from horizon to 
horizon very swiftly. For instance, a 
satellite 250 miles high and passing 
directly overhead is in view less than 
81/2 minutes. At best, only about 61/2 
minutes of this would be suitable for 
communications, since signal quality is 
poor when the tracking antennas are 
within 10° of the horizon. Below 10°, 
noise from the earth and its atmosphere 
degrade and mask the signal. The prob-
lems of anticipating, locating, and 
tracking a satellite at this altitude are 
formidable and their solution very 
costly. 

At greater altitudes, the problem be-
comes progressively easier; a thousand-
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mile satellite (which passes overhead) 
remains in view about 20 minutes.* 
However, only about half of this time 
is useful for communications, since the 
satellite must be tracked by two stations 
located far apart. Thus, in the simplest 
case, a 1000-mile satellite could be 
tracked simultaneously by two stations 
1950 miles apart for only about ten 
minutes before it would be lost by one. 
A 3000-mile satel!ite could be tracked 
for 24 minutes by stations located ; 100 
miles apart, providing the satellite 
passes directly over both stations. 

In a system using relatively low alti-
tude satellites— that is, lower than syn-
chronous altitude, many satellites will 
be required to assure that at least one 
will be in view of a pair of terminal 
stations most of the time. Multiple ac-
cess to the satellite system—i.e., use of 
the system by several pairs of terminals 

The earth's rotation will increase these fig-
ures somewhat, depending on the direction 
travelled by the satellite, and its period. 
These examples disregard this factor. 

Figure 8. Fifty or more 
low- or medium-altitude 
satellites in random orbits 
will be required to assure 
continuous communication 
between any two stations. 
Number must be even 
larger to allow communi-
cation with other stations. 
Although numerous, these 
satellites can be relatively 
cheap. Terminal costs are 
high, due to finding and 
tracking difficulties. 

in the same part of the world-- is pos-
sible only by increasing the number of 
satellites visible at one time. 

Each terminal will require at least 
two tracking antennas; while one tracks, 
the other searches for the succeeding 
satellite A computer will be required 
to store information about the orbits of 
all the satellites, and to point the an-
tennas at the proper point in space at 
the right instant. In such a system, the 
necessary ability to follow a satellite 
across the sky limits the size of the an-
tenna and therefore its performance. 
However, large, expensive tracking fa-
cilities might be easily justified for link-
ing points which share very heavy traffic. 
if the satellite orbits are low enough to 
avoid the need for aiming satellite an-
tennas downward, the satellites them-
selves can be relatively cheap. 

Syrc4ronous Satellites 

The synchronous satellite system has 
an entirely different set of conditions. 
The satellites themselves are relatively 
expensive, while the ground stations are 
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cheap. The greatest expense is getting 
the satellites into orbit. In addition to 
the much more expensive rocket boost-
ers needed to achieve the desired alti-
tude, a very "sophisticated" procedure 
is required to alter and adjust the direc-
tion of the satellite in order to orbit it 
in the equatorial plane at the correct 
distance from the earth. 
The synchronous satellite provides 

multiple access by many terminals. Cov-
erage is so great that three satellites can 
cover the entire earth—excluding only 
the polar regions. Even a single satellite 
located over the equator at longitude 
25° W will be able to provide service 
to more than 100 nations, as shown in 
Figure 9. This includes all of Central 
and South America, Africa, western 

Figure 9. Single "synchro-
nous" satellite above equa-
tor at about longitude 25* 
W. can provide communi-
cation between any of 
more than 100 nations 
which have nearly 92% of 
world's telephones. Televi-
sion broadcasts could be re-
layed to all stations simul-
taneously without tracking 
interruptions. 

Europe, and eastern Mexico and North 
America. 

Simultaneous multiple access would 
require that each terminal maintain ex-
tremely high precision and stability of 
transmitting frequencies— on the order 
of 1 part in 10'°. ( See DEMODULATOR, 
January, 1962 for a discussion of how 
this may be done.) 

However, terminal requirements are 
still greatly simplified. Since the satellite 
always occupies the same region of the 
sky, there is no need for a second track-
ing antenna and a computer with which 
to "acquire" successive satellites. Al-
though there are a number of forces 
which may "perturb" the orbit of a 
synchronous satellite, causing it to drift 
from its original position, these are 
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quite small, and may permit large an-
tennas to be constructed which have 
only a limited tracking capability, thus 
reducing their cost very greatly. Al-
ready several experimental antennas of 
this type have been built, and which 
are able to track objects in the sky by 
moving the "feed" or focal point of 
the antenna, rather than the large reflec-
tor itself. Other antennas have been 
designed which are able to track moving 
objects electronically by changing the 
phase relationships between elements of 
large antenna arrays. 

Thus, the most expensive elements of 
a terminal station are eliminated in a 
synchronous system. Since economics 
largely determines the availability of 
communications to areas of light traffic, 
the synchronous satellite with its much 
lower terminal costs promises to extend 
wide-band transmission and communi-
cation to many areas of the world that 
otherwise could not support the more 
elaborate facilities required for low-
altitude satellites. Of course, such a sys-
tem will have to be compatible with 
existing world-wide communications 
networks. 

Despite the desirability of synchron-
ous satellites for certain types of service, 
many problems must still be solved be-
fore they can become more than an 
experiment. Although we have now 

achieved a fairly high degree of reliable 
capability in placing various objects in 
low orbits, this has not yet been achieved 
for synchronous altitudes. In addition 
to requiring much more powerful rock-
ets than we now have available, these 
launching systems will have to be able 
to make major course deviations, and 
well-controlled fine adjustments of or-
bital speed in order to achieve the de-
sired ultimate orbit. Even after achieving 
a perfect orbit, minor corrections will 
have to be made from time to time in 
order to minimize the tracking require-
ment at the terminals. This will require 
operational reliability of a sort still rare. 

"Orbiter Dictum" 

Accomplishment of a truly global 
communications system capable of ex-
changing television and other cultural 
information between the people of 
many lands will have profound benefits 
for all. We are now on the threshold 
of this achievement. Although there 
were many bitter disappointments in 
early attempts to place objects in orbit, 
this has now become quite routine. Sim-
ilarly, early failures may be expected 
in the more advanced communications 
satellite experiments now impending. 
However, even if these failures occur, 
they will be stepping stones leading to 
eventual success. • 
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PROTECTIVE RELAYING 

Vital Communications for Power Transmission 

The transmission of electric power, the "lifeblood" of modern 
civilization, demands reliability of a magnitude almost unmatched else-
where in our complicated society. Like so many things, power distri-
bution is growing more complex, and modern life is becoming more 
dependent on it. Very effective techniques have been developd by 
power transmission engineers to assure continuous day-and-night serv-
ice. Certain special types of communication play a vital role in main-
taining this reliability. One of the more important is called "protective 
relaying" — the subject of this article. 

The unique nature of power trans-
mission introduces communication 
problems not found in telephony and 
similar industrial communications. 
-Faults" or outages in a telephone net-
work interrupt valuable and important 
communications, but neither the users 
nor the communications network are 
otherwise affected; the loss of com-
munication and information is the 
greatest harm that results. 

In power transmission, however, a 
different type of commodity must be 
moved — raw power, electrical energy 
which may achieve an incredible mag-
nitude When power fails, almost every-
thing around is affected. A breakdown 

in the power distribution system can 
literally paralyze any part of the coun-
try that is deprived of electricity. 
No less important is the effect of a 

transmission breakdown on the gener-
ation and distribution network itself. 
Modern power transmission is a finely 
balanced operation in which great 
amounts of energy are transformed by 
generators into electricity and moved 
efficiently through distribution net-
works to the consumers. The power that 
is generated and transmitted is carefully 
matched to consumer demand and the 
capacity of the transmission network 
Faults upset this balance, possibly re-
leasing the load from a generator with-
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out warning, or maybe doubling it, in 
the case of short-circuited lines. Such 
faults can suddenly release millions of 
watts of power which, if unchecked, 
could severely damage or destroy gen-
erating and transmitting equipment 
worth hundreds of millions of dollars. 

Because of the extreme importance 
of protecting equipment and maintain-
ing service despite the almost inevitable 
occurrence of faults, many techniques 
have been developed for minimizing 
the effects of such occurrences. The 
most important of these is the organiza-
tion of power "grids" or multi-terminal 
transmission networks which link many 
power sources and load centers. Suc-
cessful operation of the power grid re-
quires a rather elaborate combination 
of sensing relays on each transmission 
line for detecting the presence of a fault 

Figure 1. High-voltage 
transmission lines sweep 
across country, bringing 
cheaper power for in-
dustry and home use 
than could be possible 
in most locations if 
power had to be pro-
duced near the con-
sumer. Like most long 
lines, these carry power 
at a potential of 230,000 
volts in order to lower 
transmission losses due 
to high current flow. 

on the line and swiftly triggering circuit 
breakers to isolate the fault before seri-
ous damage can occur. 

The Power Grid 
In the earliest days of electric power, 

transmission was necessarily local. Gen-
erating stations were located close to 
the consumer, direct-current power was 
used, and voltage was low. Because of 
the low available voltage, current had 
to be high for a given amount of power. 
This limited the distance over which 
power could be transmitted, since trans-
mission loss is proportional to PR, 
(where I is current and R is line resist-
ance). 

With power distribution restricted 
to short distances, standby generators 
capable of meeting peak load were re-
quired to permit routine maintenance 
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Figure 2. By linking distant load centers and generating sites together by long 
transmission lines, it becomes possible to equalize demand and generating capacity. 
Reduction of standby generating capacity at each load center reduces cost of power. 

and to protect against failures. Natur-
ally, this was very expensive. 

Since then, the practice has changed. 
Alternating current permits trans-
formers to be used to step the voltage 
up to very high values for transmission. 
By raising the voltage and lowering 
current, transmission loss is reduced, 
thus permitting power to be transmitted 
efficiently over great distances. 

It soon became evident that widely 
spaced generators, each serving its own 
area, could be connected together to 
pmvide "mutual aid." If one generator 
or transmission line should fail, another 
could take on its load, thus maintaining 
service. As long-distance transmission 
became more efficient, it became pos-
sible to connect a greater number of 
widely separated power plants together 
in the network. 

Obviously, power grids are more effi-
cient and beneficial to all parties as they 
are increased in size and area. It be-

comes possible to adjust generating ca-
pacity to load changes more smoothly, 
since periods of peak demand in various 
parts of the grid may no longer coin-
cide. For instance, daily peak load often 
comes at nightfall. This will obviously 
occur at different times in cities which 
are w dely separated in iongitude. Simi-
larly, there may be a considerable sea-
sonal load difference between cities of 
the far north where winter daylight 
hours are few, and in the far south 
where electricity is used in large quan-
tities for summer air conditioning. The 
ability of each area to help the other 
meet its peak loads permits more mod-
est in,estment in generating plant. 
A catastrophic fault in large power 

grids, however, can affect far more con-
sumen and more actual power than in 
simpler systems. For instance, without 
some means of rapidly isolating a seri-
ous fault, literally hundreds of millions 
of watts from the grid could be released, 
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causing serious damage to the trans-
mitting and generating equipment. 
Even individual generating sites may 
have a tremendous power capability. 
For instance, some large generating 
plants are able to produce currents as 
high as 40,000 amperes at 230,000 
volts if the main bus is short-circuited 
to ground. In this case, more than nine 
billion watts would be dissipated in the 
fault and equipment. At this rate, 
enough power would be liberated in 
one second to supply all the power re-
quirements for 500 average American 
homes for a year (assuming 5000 kilo-
watt-hours (kwh) per home per year) ! 
A sudden shock of this much power 
may seriously damage tranformers, gen-
erators, or transmission lines, if un-
checked. 
To guard against such damage, fast-

acting circuit breakers must be used to 
disconnect a "faulted" circuit as rapidly 
as possible. Speed of operation is very 
important in minimizing or preventing 
damage. Typically, modern high-pow-
ered circuit breakers are built to break 
the flow of current within three cycles 
(1/20th second) of the occurrence of 
the fault. Even at this speed, a major 
fault of the size mentioned above would 

Figure 3. High trans-
mission voltage may 
subject equipment to 
severe strain. Fault may 
cause substantial dam-
age. Shown here is one 
section of a multi-sec-
tion insulator which 
succumbed. Powerful 
arc chipped surface and 
edge, then burned its 
way through metal and 
thick porcelain (in 

circle.) 

still dissipate 130,000 kwh before the 
circuit could be broken. 

Even where less power is involved, 
speed is very important in isolating a 
fault. This presents a problem, since 
accurate discrimination between true 
faults and such natural occurrences as 
switching transients requires time. For 
instance, switching transients or mo-
mentary heavy loads which are within 
the capacity of the system should not 
cause circuit breakers to trip as if a 
fault were present. However, actual 
faults must be promptly recognized and 
isolated swiftly. 

Protective Relaying 
To reduce uncertainty as much as 

possible, many special fault-sensing 
arrangements have been developed, 
usually employing specialized sensitive 
relays which are able to distinguish be-
tween "normal" conditions and faults. 
One of the most basic types of protec-
tive relay is called an "overcurrent" 
relay, which protects against loads 
which are beyond the ability of the 
equipment to accommodate safely. Such 
loads may occur because of unusual 
peak demand, faults, or a combination 
of these. The overcurrent type of relay 

492 



Figure 4. Typical switch yard, showing large circuit breakers for high-voltage 
line. Massive contacts are actuated by hydraulic force, and are usually immersed 
in oil bath to quench arc. The tremendous forces which must be arrested usually 

limit the life of high-voltage circuit breakers. 

does not discriminate between faults 
and heavy demand. 
One of the basic types of protective 

relay which can distinguish between 
faults and normal overload is the so-
called "distance" relay. These devices 
independently monitor both the voltage 
and the current on the line. Under 
normal conditions, increased voltage 
will result in increased current. In some 
fault conditions, however, (such as a 
ground fault or transmission line short-
circuited to ground), line voltage will 
drop and current increase. The relay is 
sensitive to the relative values of cur-
rent and voltage, and to the resulting 
impedance that is established. When a 
fault occurs, line impedance will change 
in a characteristic way and the relay will 
trip if not prevented from doing so by 
other relays which guard against false 
trips. Because the transmission line is 
reactive, the impedance change varies 
with the distance from the fault. It thus 

becomes possible to adjust the relay to 
respond to faults which occur within a 
certain distance, but ignore those be-
yond. 

Another way of sensing line faults is 
to compare the phase of the current at 
one end of the line with the phase at 
the other. Under normal conditions, the 
two ends will be essentially in phase. If 
the line is short-circuited or grounded, 
however, the phase at one end will re-
verse with respect to the other. The 
phase reversal will be detected and 
cause circuit breakers at both ends of 
the line to trip. 

In order to achieve reliable tripping, 
yet avoid false trips, conventional relay 
arrangements may be quite elaborate. 
Often two or three back-up relay ar-
rangements are employed to provide 
high speed and supplementary protec-
tion and to prevent false tripping for 
faults in adjacent transmission sec-
tions. Many different relaying methods 
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Figure 5. Schematic representation of a typical transmission line. Distance relays 
must be adjusted to respond only to faults in "first zone," thus avoiding false trips 
due to ordinary switching transients in far-end switch yard. Different type of 
sensing arrangement is used to detect faults in second zone. Second zone includes 

portion of adjacent section, third zone includes everything beyond. 

may be used, according to circumstances 
and line characteristics. A typical basic 
arrangement for a two-terminal trans-
mission section is diagrammed in Fig-
ure 5. High speed distance relays are 
used at each end of the line to provide 
fast "first zone" protection. The relays 
are adjusted to respond to faults oc-
curring within 90% of the distance to 
the far end of the transmission line. 
It is necessary to adjust the relay for 
less than the full length of the line to 
avoid responding to momentary trans-
ients and surges caused by normal 
switching at the distant switchyard. At 
the distant end, a similar arrangement 
is used. Thus, faults occurring within 
the center 80% of the line will be de-
tected at each end and quickly isolated 
by tripping the breakers at both ends. 

If a fault occurs within the far 10% 
of the line, the distant breaker will im-
mediately trip, thus disconnecting its 
end of the line. However, because the 
fault is beyond the reach of the near-
end relay, it cannot respond, thus leav-
ing the generator at the near end still 
feeding power to the fault. To prevent 
this from continuing, an "overreach" 
relay is used. This is a sensitive distance 

relay that is adjusted to respond to 
faults occurring not only on the pro-
tected transmission section, but also in 
the first 20% of the adjacent section. 

In order to prevent this relay from 
tripping the near-end circuit breakers 
for faults in the next section, a blocking 
signal is transmitted, which, in effect, 
identifies the fault as lying in the next 
section and prevents breakers in the 
local section from operating. In order 
to allow the blocking signals "first 
priority," the overreach relay is norm-
ally made slightly slower acting than 
the first zone relays and the blocking 
signals. This time delay also may tend 
to prevent tripping in response to rou-
tine switching transients occurring at 
the far end. 

Obviously, some sort of independent 
communications channel or so-called 
"pilot" circuit is required to link each 
end of a transmission line in order 
to trip the breakers at both ends of the 
line in case of a fault. Traditionally, 
these pilot channels have taken the 
form of wire or cable physical circuits, 
"power line carrier" channels, or chan-
nels transmitted by microwave. Each 
of these methods has its own advan-
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tages and disadvantages. Physical cir-
cuits are generally limited to short dis-
tances, usually 10 or 15 miles, mostly 
because the shunt capacitance and series 
resistance of the line alter the currents 
which are put on the line to detect 
faults, and this effect becomes excessive 
as distance increases. 

Power line carrier is widely used for 
protective relaying, but is gradually giv-
ing way to microwave because of its 
limited information capacity, relatively 
high cost, and dubious reliability at the 
moment it is needed most — during a 
fault. Power line carrier systems trans-
mit tones in the frequency range 30 to 
200 kc directly over the power lines 
themselves. Normally, the carrier trans-
mitter and receiver are coupled to one 
phase wire of a three-phase transmis-
sion line. If the fault occurs on the par-
ticular line carrying the signal, there 
is some chance that thc signal may still 
be able to get through the fault by in-
ductive and capacitive coupling to the 
adjacent phase wires. 

During a fault (which may consist 
of a short circuit between phases or 
between one or more phases and 
ground), noise is extremely high, and 
this may obscure communication even 
if the phase wire carrying the signal is 
not involved. Because of these possible 
hazards to communication, many pro-

tective relaying arrangements which use 
power line carrier are arranged to pre-
vent or block the tripping of a circuit 
breaker. Thus, it is not necessary to 
transmit through a fault. If a blocking 
signal continues to be received, it tends 
to confirm that the fault lies in another 
transmission section. Of course, many 
other blocking arrangements may be 
used to prevent a circuit breaker from 
tripping in error. These blocking ar-
rangements are effective and depend-
able but are generally most suitable for 
simple two-terminal transmission lines. 

As power grids grow more complex, 
there is greater use of multi-terminal 
transmission sections, that is, sections 
which have one or more branches. A 
fault in such a section is much harder 
to detert accurately than in a two ter-
minal network since it may occur in a 
branch carrying some fraction of the 
energy appearing at the other terminals. 
Such fault detecting techniques as phase 
reversal are particularly difficult due to 
a substantial loss of sensitivity to the 
fault condition. 

Multi-terminal sections also greatly 
increase the communication problem 
because it is necessary that each terminal 
be able to signal directly to each of the 
others. In the case of power line carrier, 
this uses up the limited signal band-
width very rapidly. For example, a two-

BLOCKING SIGNAL FROM ADJACENT SECTION 

PROTECTED SECTION 

DELAY OVERREACH WITH DELAY 

BUS 

Figure 6. Typical "overreach" arrangement with third zone blocking. High speed 
distance relays at both ends detect first zone faults. Sensitive overreach relay 
detects second zone faults, but is blocked by signal from far end which indicates 
when the fault comes from the adjacent section. A slight delay is built into the 
overreach circuit to allow the blocking signal to have "first priority" in acting. 
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terminal line would require only two 
frequencies, one for each direction. A 
three terminal line requires six frequen-
cies, while a four-terminal line must 
employ 12 frequencies. Once used, 
these frequencies should not be used 
again in nearby sections of the grid 
because of the difficulty of removing 
them from the power lines. Although 
frequency traps such as shown in Fig-
ure 8 are customarily used, these are 
necessarily simple devices ( since they 
must operate at hundreds of thousands 
of volts), and are thus not completely 
effective in blocking these carrier fre-
quencies. Since most carrier tones are 
used as blocking signals, undesired 
tones from a distant transmission sec-
tion, even though attenuated, might 
prevent a breaker from tripping during 
a fault. As a result, limited bandwidth 
available on power lines limits the use 
of power line carrier in large or com-
plicated power grids. 

Transferred Trip 
One solution to these problems is the 

use of remote tripping or transferred 
trip, as it is often called. The principle 
of transferred trip is directly opposite to 
that of conventional blocking schemes 
in which a transmission prevents a cir-
cuit breaker from tripping. With trans-
fer trip, distant breakers are tripped on 
command of a signal from a terminal 
where a fault has been identified. Thus, 
all breakers in a section — even where 

Figure 7. Three- ter-
minal lines seriously 
complicate fault detec-
tion. Phase comparison 
methods are particu-
larly handicapped be-
cause flow of current 
from other legs of line 
reduce ability of relay 

to identify faults. 

there are several branches — may be 
tripped rapidly to isolate the fault. It is 
necessary to arrange the fault detecting 
relays to overlap their areas of sensi-
tivity so that a fault anywhere in the 
line will cause at least one terminal to 
trip and transmit a signal to the other 
terminals. Naturally, each terminal is 
still free to trip at high speed if the 
fault is detected by that terminal's high 
speed relays. 
Some principal objections to trans-

ferred trip operation are that it lacks 
security — that is, may produce false 
trips as a result of noise or other inter-
ference — and that it is not "fail safe." 
In the event that the communications 
channel over which the trip signal is 
sent should fail, the protection of the 
grid would be reduced. 

Offsetting these arguments are the 
inherent simplicity and adaptability of 
the transferred trip method, and the 
fact that it provides 100% backup for 
the relaying methods on the transmis-
sion line itself, thus improving overall 
reliability. 

Security, Speed, and Reliability 
Most faults consist of a short circuit 

between phases of the transmission line 
or between one or more phases and 
ground, and these will almost inevitably 
result in an arc. At such a time, electri-
cal noise may be tremendous. This, of 
course, is the basic reason that many 
conventional protection methods use the 
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Figure 8. Very elaborate cou-
pling capacitor (right) and fre-
quency trap (above) is required 
for power lines. Cost may exceed 
that of a high capacity micro-
wave terminal, particularly on 

very high voltage lines. 

transmitted signals to block the tripping 
of breakers, since a power line carrier 
channel must be assumed to be unre-
liable at the time of a fault. 
Modern microwave systems provide 

relief from this problem by establishing 
reliable communication channels that 
are not associated with the line, and 
which are therefore free from the inter-
ference caused by line faults. In the 
past, microwave has seemed too costly 
and relatively unreliable. Two factors 
are changing this, however. Modern 
solid-state microwave systems are now 
able to operate directly from batteries, 
thus eliminating outages due to power 
failures. In addition, substantial im-
provements in equipment reliability 
have been achieved by increased use of 
transistors and by effective techniques 
for switching to standby equipment 
very rapidly in case of equipment fail-
ure. Furthermore, the cost of the cou-
pling and frequency trapping equip-
ment required for power line carrier has 
tended to increase greatly as higher and 
higher transmission voltages are used, 
and this increased cost has in no way 

relieved the shortage of carrier frequen-
cies or increased information capacity. 

Although microwave provides com-
munication channels that can be used 
for any of the conventional relaying 
methods which normally use a pilot 
wire or power line carrier, it also pro-
vides the major advantage of being suit-
able for remote tripping. Accordingly, 
its use in power transmission is growing 
very rapidly. 
With higher transmission voltages, a 

transmission line carries much more 
power than formerly. This makes it 
especially important to react to a fault 
with utmost speed. Modern relaying 
equipment and circuit breakers are able 
to isolate a line within about three 
cycles after a fault occurs, but addi-
tional time delay in responding to a 
fault may be introduced by the com-
munications equipment and additional 
relays which may be used to trip the 
circuit breaker. Relays are often used 
in tone equipment of older design to 
control the fairly large amount of cur-
rent required to trip the circuit breaker. 
However, with almost no exception, 
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Figure 9. Lenkurt Type 937A achieves very high security against false trips due 
to noise by using overlapping and interlocking circuits which distinguish between 
noise and desired signals. Special care is devoted to time constant of filters used 

to separate noise and signals. Interposing relays are eliminated by SCR's. 

they contribute more delay and more 
unreliability than any other component 
in the systems. In protective relaying 
the equipment may not be actuated 
even once a year, with the result that 
contacts may oxidize or become dusty, 
and fail to function when energized. 
In addition, relays add as much as 18 
milliseconds further delay to the 
tripping of the breaker. 

Both objections can be overcome by 
using modern solid state components 
such as silicon controlled rectifiers 
(SCR's). These heavy-duty devices have 
no contacts or moving parts, and switch 
within a microsecond after being keyed, 
thus eliminating a major source of 

needless delay. Furthermore, the SCR is 
not subject to chatter or dropout. Once 
triggered, it remains conducting, thus 
assuring that tripping will be completed. 
One of the biggest problems encoun-

tered in transferred trip protection is to 
provide positive tripping on command, 
but avoid false trips caused by noise, 
hum, or other sources of interference 
which may occur in a power switching 
yard. This is essentially a communica-
tions problem which yields readily to 
techniques developed for multichannel 
carrier equipment. 
The highly successful approach taken 

in the Lenkurt Type 937A protective 
Telaying equipment is diagrammed in 

498 



simplified form in Figure 9. One of 
the unique features of this equipment 
is the careful attention given to the 
absolute time delay required for elec-
trical energy to get through the various 
electrical filters used. The time delay 
imposed on a signal by a filter is in-
versely proportional to its bandwidth; 
the narrower the bandwidth of the 
filter, the slower the operation. In the 
937A equipment, noise and signal tones 
follow separate paths having different 
time delays. The noise is given a "fast" 
path to a clamping circuit which over-
rides or blocks a multivibrator trigger 
circuit and prevents a false trip. Simi-
larly, the guard tone filter is designed 
for a faster response time than the trip 
filter. This gives the guard signal "pri-
ority" and thus helps prevent spurious 
tripping. The circuit is arranged so that 
a trip signal can actuate the SCR out-
put devices only if the trip signal is 
applied simultaneously with the re-
moval of the guard tone. Several addi-
tional protective circuits are also in-
corporated to eliminate improper op-
eration under various other conditions 
which could occur in service. 

Total elapsed time between keying 
and the rise of current in the circuit 
breaker trip coil is 8 milliseconds in the 
937A, almost all of it contributed by 
the filters. Although it would be pos-
sible to reduce this delay by increasing 
the bandwidth of filters, this would im-

pair the ability of the equipment to dis-
criminate between noise and authentic 
tripping signals. In actual service, this 
design approach has proved more than 
adequate, transmitting tripping signals 
reliably, yet consistently failing to cause 
false trips even during a major fault in 
an adjacent section which caused in-
tense noise and heavy current surges 
in the switch yard. 

Future Trends 

Higher and higher transmission volt-
ages are being undertaken. Today, 
230,000 volt lines are fairly common, 
but 345, 500, and even 775 kilovolt 
lines are being undertaken. Although 
basic protective relaying practices in 
general will be little different, the very 
high investments in transmission equip-
ment and the much heavier flow of 
power will demand unusual care and 
diligence in obtaining higher tripping 
speeds and greater reliability. 

Already there is a pronounced trend 
toward the greater use of microwave for 
all sorts of power transmission com-
munications. In some cases, microwave 
is being used to free the power line 
carrier circuits for exclusive use in re-
laying. In other cases, microwave chan-
nels themselves serve as reliable pilot 
channels for protective relaying. This 
will undoubtedly increase as microwave 
becomes more widely accepted in the 
power industry. • 
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emodulator 

The Properties and Uses of 

PIEZOELECTRIC QUARTZ CRYSTALS 

The fact that electrical charges can be developed by 
simply applying pressure to a mineral is indeed 
an interesting phenomenon. This effect, called piezo-
electricity, plays an essential role in the communica-
tions industry. Probably the most important piezo-
electric mineral is quartz. Properly shaped, thin 
sections of quartz are used to stabilize the frequency 
of precision oscillators and to produce highly selective 
electrical wave filters. This article discusses the theory 

ezoelectricity, the properties of quartz crystals, 
ch. crystals are made, and some of their uses. 

The demand for precise frequency 
control and frequency discrimination is 
inherent in the field of carrier and radio 
communications. Accordingly, a great 
deal of effort has been spent in develop 
ing highly stable oscillators and ex-
tremely selective electrical wave filters 

In the early days of radio broadcast-
ing, transmitters contained a plate-mod-
ulated oscillator whose frequency tended 
to vary slightly during each modulation 
cycle. This instability in the transmitter 
frequency would, at times, produce a 
rather unintelligible signal in the home 
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receivers. Many radio listeners objected 
to such a condition, and their com-
plaints led to the use of piezoelectric 
quartz crystals to control the frequency 
of these oscillators. These crystals, be-
cause of their highly sensitive frequen-
cy characteristics, provided a remark-
able improvement in the stability of 
broadcast signals. 
The advancement of military radio 

communications greatly increased the 
demand for crystal-controlled oscilla-
tors. The armed services required that 
their radio receivers be almost instantly 
adjustable to several frequencies, thus 
permitting immediate communications 
between battle groups. This vital re-
quirement led to the use of crystal-con-
trolled local oscillators in radio re-
ceivers. 

Piezoelectric crystals are also used to 
construct excellent electrical wave 
filters. Such filters are used in high-fre-
quency transmission systems to separate 
the simultaneous messages that may be 
transmitted over a single wire, cable, 
or radio circuit. In addition, these crys-
tals are used as transducers to convert 
mechanical or sound energy into elec-
trical energy in such things as micro-
phones, phonographs, and in sound and 
vibration detection systems 

Piezoelectricity was first observed in 
1880 when Pierre and Jacques Curie 
put a weight on a quartz crystal and de-
tected a proportional electric charge on 
its surface. A year later the converse 
effect was demonstrated — that is when 
a voltage is applied to a crystal, a dis-
placement occurs which is proportional 
to the voltage. Reversing the polarity of 
the voltage reverses the direction of 
displacement. The term piezoelectricity 
is derived from the Greek word piezein 
meaning to press. Hence, a piezoelectric 
crystal is one capable of producing elec-
tricity when subjected to pressure. 

Figure 1. Atomic lattice of simple 
cubic crystal, showing unit cell 
(shaded) and the crystallographic axes. 

Crystal Structure 

Since all solid matter consists of elec-
trical particles, the piezoelectric phe-
nomenon was not unexpected. In elec-
trically uncharged crystals, the positive 
and negative charges are balanced, and 
no piezoelectric properties are ob-
served. It is necessary, then, to unbal-
ance these charges in order to produce 
piezoelectricity. Only crystals possessing 
certain types of atomic symmetry can 
become electrically unbalanced. 

Crystals form when a gas or liquid 
solidifies into a definite atomic pattern, 
called a lattice. This atomic lattice may 
be symmetrical with respect to a point, 
a line, a plane, or any combination of 

these. Crystal lattices that are symmetri-
cal with respect to a point cannot be 
electrically unbalanced. The atomic lat-
tices of these crystals are said to have a 
center of symmetry. To better under-
stand the nature of crystal symmetry it 
is helpful to consider the crystal classi-
fication system. 
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Crystals are divided into seven crys-
tal systems and 32 crystal classes. The 
lattice of each crystal is composed of 
a series of discrete three-dimensional 
atomic patterns, each forming a six-
sided prism called a unit cell. The unit 
cells ( Figure 1) can be considered as 
the building blocks which form the 
crystal. The edges of the unit cells are 
paralfel to a set of imaginary reference 
lines that intersect at the ideal center 
of the crystal. These reference lines are 
called the crystallographic axes and, in 
piezoelectric crystals, are commonly 
identified as X, Y, and Z. The seven 
crystal systems are determined by the 
directions of these axes, with respect 
to each other, and by the length of the 
unit cell measured along each axis. 
The symmetry exhibited by the sur-

face of a crystal is merely an expression 
of the arrangement of the atoms within 
each unit cell. A total of 32 such ar-
rangements is possible within the seven 
crystal systems. The 32 arrangements, 
or types of symmetry, constitute the 32 
crystal classes. Only 20 of the 32 crys-
tal classes exhibit piezoelectric proper-
ties. 

Theory of Piezoelectricity 
As previously stated, a crystal possess-

ing a center of symmetry cannot be 
piezoelectric. When this type of crystal 
is subjected to pressure the same dis-
placement of positive and negative 
charges occurs in any direction. Hence, 
there is no separation of the centers of 
opposite charges relative to each other. 
A distribution of charges having a cen-
ter of symmetry is shown in Figure 2. 
An example of the distribution of 

charges for a crystal without a center 
of symmetry is shown in Figure 3A 
Note that the lines connecting like 
charges form an equilateral triangle 
and that the geometric centers of the 

two triangles coincide. As long as the 
centers coincide the charges remain neu-
tral. If, however, a so-called longitudi-
nal stress is applied to this crystal in the 
direction of the Y axis, a displacement 
of the charges occurs as shown in Fig-
ure 3B. In this example, the center of 
each set of like charges has shifted in 
opposite directions along the X axis, 
thus creating a dipole. 

Y 

  • 

Y 

Figure 2. A molecular structure that 
has no charge separation when de-
formed. A crystal with this type of 
molecular symmetry has no piezoelec-

tric property. 

If the stress is applied in the direc-
tion of the X axis, as shown in figure 
3C, the charge separation still occurs 
along the X axis, but is of opposite po-
larity. For this reason the X axis is 
called the electrical axis and the Y axis 
is called the mechanical axis. (These 
names are slightly misleading because 
under certain types of stress a displace-
ment of charge centers will occur along 
the Y axis.) Perpendicular to these two 
axes is the Z axis. Because of the optical 
techniques used to locate this axis in a 
raw crystal, it is called the optical axis. 
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Figure 3. A model of one molecule of a quartz crystal showing the 
distribution of charges. When a longitudinal force is applied a charge 
separation occurs along the X axis. The charge appears along the Y 

axis if the crystal is subjected to a shearing force. 

No piezoelectric effect is associated with 
the optical axis. 

Quartz Crystals 
The most commonly used piezoelec-

tric crystal is quartz. Quartz is silicon 
dioxide (Si02) and crystallizes in the 
trigonal trapezohedral class of the tri-
gonal system. This system includes all 
crystals which can be referred to 4 axes 
as shown in Figure 4. The 3 lateral axes 
are always equal and intersect each other 
at 60° angles. The fourth vertical axis 
may be shorter or longer than the lateral 
axes. A drawing of an ideal quartz crys-
tal is shown in Figure 5. In nature, crys-
tals of such perfect symmetry are sel-
dom found and usually only the top 
formations and parts of the prism faces 
are visible. The different faces associ-
ated with quartz crystals are customarily 

designated by the lower-case letters m, 
r, s, x, and z. 

In its original form, a raw quartz 
crystal is not usable in an electronic 
circuit. The quartz crystals found in 
communications equipment have been 
formed into various sizes and shapes, 
called plates, to give them particular 
piezoelectric properties. By slicing a raw 
quartz crystal at various angles with re-
spect to its axes it is possible to obtain 
a variety of plates with different fre-
quency and temperature characteristics. 
Certain plates have become standard and 
are classified into two groups; the X-
Group and the Y-Group. The thickness 
dimension of X-Group plates is parallel 
to the X axis of the raw crystal from 
which it was cut. In Y-Group plates the 
thickness dimension is parallel to the 
Y axis. These standard plates are iden-
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tified by symbols such as AT, BT, CT, 
or 5"X. Figure 6 shows the orientations 
of several commonly used plates. Listed 
in the accompanying table are the prin-
cipal quartz plates of the two groups 
including the frequency ranges in which 
they are ordinarily used. 

Name 

X 
5°X 
—18°X 
MT 
NT 
V 

Name 

Y 
AT 
BT 
CT 
DT 
ET 
FT 
GT 

X-Group 

Frequency Range 
(kilocycles) 

40 to 20,000 
0.9 to 500 
60 to 350 
50 to 100 
4 to 50 
60 to 20,00 

Y -Group 

Frequency Range 
(kilocycles) 

1000 to 20,000 
500 to 100,000 
1000 to 75,000 
300 to 1100 
60 to 500 
600 to 1800 
150 to 1500 
100 to 550 

The resonant frequency of a quartz 
crystal is determined generally by the 
size of the plate combined with the 
mode in which is is vibrated. Resonant 
frequencies achieved in standard quartz 
plates range from about 400 cycles per 
second to about 125 megacycles. The 
lower frequency limit is set by the di-
mensions of the largest usable plates 
obtainable from the raw crystal. The 
upper frequency limit of a quartz plate 
is reached when its size becomes so 
small that it is difficult to handle and 
is apt to shatter when put into use. 
The three basic modes of vibration 

associated with quartz crystals are the 
flexure mode, the extensional ( or longi-

tudinal) mode, and the shear mode. 
Flexure motion is a bending or bowing 
motion, while extensional motion con-
sists of a displacement along the length 
of a plate and away from the center. 
The more complicated shear motion in-
volves sliding two parallel planes of a 
quartz plate in opposite directions with 
both planes remaining parallel. Each 
type of vibration can occur in a funda-
mental mode or in an overtone ( har-

, 

\Me. 

771e)'' 

Figure 4. Crystallographic axes of the 
trigorml crystal system. 

monic) mode. The fundamental vibra-
tion of each mode is illustrated in Fig-
ure 7. The practical frequency ranges 
achieved in vibrating quartz plates in 
the three modes, including overtones, 
are: 

Flexure Mode . . . . 0.4 to 100 kc 
Extensional Mode . 40 to 15,000 kc 
Shear Mode . . . 100 to 125,000 kc 

The excellent electromechanical cou-
pling of quartz plates makes it possible 
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to use them in electronic circuits. in 
addition, quartz plates exhibit an ex-
tremely high quality factor, or Q, which 
makes them highly stable and efficient. 
In general, the Q of a circuit can be 
stated as the ratio of reactance to re-

z• 

t 

Figure 5. Ideal quartz crystal, show-
ing the directions of the crystallo-
graphic axes. The faces of the crystal 
are identified by the lower-case letters. 

sistance. At the resonant frequency of 
a circuit, the capacitive and inductive 
reactances are equal and opposite and 
therefore neutralize each other. This 
leaves only the resistance of the circuit 
to oppose the flow of current. When 
this resistance is high, the Q will be 
low, and more power must be supplied 
to sustain oscillation. This added power 
contributes to instability and drift. 
Thus, the higher the Q, the more stable 
the oscillations and the less the resistive 
losses. 

Most of the losses in electrical reso-
nant circuits are caused by the high re-
sistance of coils. As a result, the Q of 
these circuits is comparatively low, 
ranging from about 10 to 400. The 
losses of a crystal are in its internal 
dissipation, mechanical mounting, and 
the damping of its motion by the sur-
rounding air. The sum of these losses 
is very small when compared to an elec-
trical circuit. Because of this, the Q of 
a crystal is comparatively high and may 
range from ten thousand to over one 
million. 

Crystals possess two resonant fre-
quencies; a series-resonant frequency 
and a parallel-resonant (or anti- reso-
nant) frequency. The series-resonant 
frequency is determined by the distrib-
uted inductance, L„ and the distributed 
capacitance. C„ as shown in Figure 8A. 
The parallel-resonant frequency is de-
termined by these same factors plus the 
parallel capacitance, Co. Figure 8B 
shows the impedance versus frequency 
characteristic of a typical quartz plate. 
Note that the impedance of a crystal is 
lowest at its series-resonant frequency 
and highest at its parallel-resonant fre-
quency. 

Either the series- resonant or the 
parallel-resonant characteristics of a 
crystal may be used in an oscillator cir-
cuit. The mode of operation is deter-
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mined primarily by the impedance of 
the circuit in which the crystal is con-
nected. Figure 9 shows two transistor 
oscillator circuits, each employing a 
quartz crystal plate to control its fre-
quency. The first circuit ( Figure 9A) 
employs a crystal in the series-resonant 
mode. In this circuit the feedback loop 
from collector to base is established 
through transformer Ti and crystal Yl, 
which causes the circuit to oscillate at 
the series-resonant frequency of the 
crystal. Because of the high Q of the 
crystal the oscillator frequencies will be 

extremely stable over a long period of 
time. 
The common-base Pierce oscillator, 

shown in figure 9B, employs a crystal 
;n the parallel-resonant mode. Feedback 
is established from collector to emitter 
through capacitor CI. The frequency of 
this oscillator is controlled by crystal 
Yl and the parallel capacitances of Cl 
and C2. The crystal operates just below 
its parallel-resonant frequency provid-
ing an inductance that resonates with 
the capacitances of Cl and C2. Hence, 
this circuit oscillates at a frequency 

Figure 6. Vino of an 

ideal quartz crystal 
showing the orienta-
tion of several com-
monly used plates. 
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slightly below the crystal's parallel-
resonant frequency. 
Under certain conditions it may be 

desirable to adjust the resonant fre-
quency of a crystal-controlled oscillator. 
Slight adjustments can be made by add-
ing a variable capacitor or inductor in 
series with the crystal in the series-reso-
nant mode and in parallel with the crys-
tal in the parallel-resonant mode. The 
amount of adjustment can only be very 
small, but it does provide a means of 
offsetting frequency drift. 

Because of their extremely high Q 
and stability, quartz crystals are also 

-1=1" 

D 

Figure 7. Fundamental vibrational 
modes associated with quartz crystal 
plates. (A) Flexure, (B) extensional 
(or longitudinal), (C) face shear, and 

(D) thickness shear. 

used to produce very selective filters. 
Crystal filters are widely used in nar-
row-band applications, such as inter-
cepting the pilot frequency in a carrier 
system, or separating the sidebands in 
a single-sideband radio system. Excel-
lent wider band filters have been con-
structed using crystals with inductors 
and capacitors, usually in lattice-type 

— 0 

L, C, R 

co 

A 

L, = 135 h 

C, = 0.024 pf 

R = 75002 

= 3.5 pf 

11.19 

FREQUENCY —I> 

f "A-- 90 KC 

2 IT f L 
Q = • = 1 0, 000 

Figure 8. (A) The equivalent circuit 
and typical values for a 90-kc quartz 
crystal. (B) The impedance-frequency 

characteristic of a quartz crystal. 

networks. Such networks exhibit super-
ior frequency cut-off characteristics 
and, therefore, are used advantageously 
as carrier channel filters to multiplex 
voice frequency signals. The sharp cut-
off feature permits closer spacing of 
carrier channels, thereby providing 
more channels within a given frequen-
cy range. 

Manufacturing a Quartz Crystal 
There are two types of raw quartz 

crystals, natural and cultured. Natural 
quartz occurs in veins and geodes 
(stones) and is mined primarily in 
Brazil. Cultured (or synthetic) quartz 
is grown in a process that is analogous 
to growing the familiar cultured pearls. 
Cultured quartz crystals are usually 
better formed than natural quartz, re-
sulting in a higher yield of quality 
plates per crystal. 
Making a quartz crystal unit begins 

by carefully inspecting the natural or 
cultured crystal for imperfections and 
then by locating its optical (Z) axis. A 
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Figure 9. (A) Transistor oscillator employing a crystal in the series-
resonant mode. (B) Transistor oscillator employing a crystal in the 

parallel-resonant mode. 

face is ground on the raw crystal paral-
lel to the optical axis. Next, the elec-
trical (X) axis is located by an X-ray 
process. The mechanical (Y) axis is 
then known to be perpendicular to the 
X and Z axes. 

After locating the axes, the raw crys-
tal is sawed into sections and then into 
thin wafers along the Z axis so that the 
length of the plate is parallel to either 
the X or Y axis. Each wafer is then 
diced into small sections called blankr. 
These blanks are ground to the desired 
dimensions using a ptecision grinding 
process, known as lapping, and then 
inspected, cleaned, and etched in chemi-
cal solutions. After cleaning and etch-
ing, a spot of silver is applied to two 
opposite sides of each blank where the 
wire leads are to be attached. These 
same sides are then gold plated to form 
the electrodes required to electrically 
connect the crystal to the leads. Next, 
the leads are soldered to the silver spots. 
The crystal can now be frequency cali-
brated and placed into a holder — usu-

ally a vacuum-sealed glass tube or a 
hermetically-sealed metal can. After 
the crystal is mounted in its holder, a 
final frequency check is made. The 
crystal unit is then allowed to age for 
a short period of time, after which it is 
ready for use in an electronic circuit. 

Aging 

It is impossible to construct a crystal 
unit that is completely free of imper-
fections. Consequently, the resonant 
frequency of a crystal may vary slightly 
over a period of time. The degree to 
which the frequency varies depends pri-
marily on the qualiiy achieved in the 
manufacturing process. Poorly con-
structed crystals age faster than those 
made to more exacting standards. Many 
factors contribute to aging, including 
such things as leakage through the con-
tainer, corrosion of the electrodes, mate-
rial fat:gue, frictional wear, presence of 
foreign matter, various thermal effects, 
and surface erosion of the crystal. 

If, however, a crystal is very carefully 
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Figure 10. The various stages in the manufacture of a crystal plate 
installed in a vacuum-sealed glass tube. (A) Raw quartz, (B) sec-
tion sliced into blanks, (C) blanks ground to the desired dimensions, 
(D) blanks gold-plated with leads attached, (E) crystal plate 

mounted in holder, and (F) finished quartz crystal unit. 

constructed it will last a long time be-
fore deteriorating. To produce a high-
quality crystal unit, particular care is 
required in the finishing processes of 
lapping, cleaning, and mounting. For 
these reasons, a few electronic equip-
ment manufacturers, such as Lenkurt, 
develop and build their own crystal 
units to ensure that the crystals used in 
their equipment are of the highest 
standards. 

Conclusion 
Quartz crystals enjoy a very useful 

position in the communications indus-
try and, from all observations, their 
usefulness will continue for some time. 

In the past, several possible substitutes 
for quartz crystals were developed, but 
none were too successful. Prominent 
among these were ammonium dehydro-
gen phosphate (ADP), ethylene dia-
mine tartrate (EDT), and dipotassium 
tartrate (DKT). These so-called syn-
thetic crystals were developed because 
of a shortage of the large size raw 
quartz crystals required for making 
filter crystal plates. When the process 
of growing cultured quartz crystals de-
veloped, these substitutes were no 
longer needed. 

In recent times, a disc-shaped ceramic 
device with piezoelectric properties has 
been designed and used in filter circuits. 
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One advantage of the ceramic disc is 
its characteristic bandwidth, which is 
about 10 times larger than the band-
width of quartz crystals. However, its 
Q is limited to below 2000 and its fre-
quency stability to about 0.1 percent 
variation ( as opposed to about 0.01 

percent for quartz crystals) . It is doubt-
ful, therefore, that these devices will 
compete seriously with quartz crystals 

in filter applications, except in certain 
special cases. 

Quartz crystals possess a fundamental 
quality which has not been practical 
to achieve in electrical resonant circuits. 
Consequently, they have become an in-
tegral part of communications equip-
ment and have played an essential role in 
advancing the development of transmis-
sion systems. • 
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1-11 BRIDS 

Hybrids, used so widely in modern telephone systems, are really a 
'necessary evil." They provide the means for accomplishing a vital com-

promise between the superior performance of four-wire circuits and 
the lower cost of two-wire circuits, but each hybrid introduces some 

transmission impairments. Since hybrids make the transitions from four-

wire to two-wire circuits, a single long-distance call may go through 

several such junctions — and transmission performance suffers by the 

sum of their imperfections. This article discusses the operation and 

limitations of hybrids, how their performance is measured, and the 

effect of Direct Distance Dialing on hybrid performance requirements. 

Although they find many other uses 
now, hybrids were developed primarily 
to allow repeaters to be placed in two-
wire lines. Since most amplifiers can 

operate in only one direction, two am-
plifiers are commonly used at a single 

repeater point — one for each direction 
of transmission. Therefore, when a re-

peater (other than a negative-impe-
dance device) is placed in a two-wire 
line, a hybrid must be used on each 

side of the repeater point to provide 
a short section of four-wire circuitry. 

Today most long circuits operate over 
four-wire carrier facilities for their 

entire length. Such lines do not need 
hybrids at intermediate amplification 

points, but they do need hybrids for 
connection to two-wire drops and 

switching equipment. 
Any device which provides impe-

dance matching between certain circuits 
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and isolation between other circuits 

may be referred to as a "hybrid junc-
tion," or more commonly as a "hybrid." 

It may be a three-winding transformer, 

a resistance bridge, or a waveguide 
device for microwave frequencies. But 
in common telephone usage, the term 
refers to a junction between a balanced 

four-wire circuit and a balanced two-
wire circuit. 

For illustrative purposes, a hybrid 
can be considered as simply a network 
having four arms, or ports, as shown 

in Figure 1. The function of the hybrid 
is to permit signals to pass freely be-
tween adjacent arms of the network, 
but to block signal passage between 

2- WIRE 
LINE 

TRANSMIT 
PAIR 

LOW-LOSS 
TRANSMISSION 

PATHS 

RECEIVE 
PAIR 

opposite arms. Various types of hybrids 
attain this in different ways, but the 
principle is the same. An incoming 

signal is "split" so that part of the 

power is applied to each of the adja-
cent arms. Portions of the signal power 
are then recombined in such a way that 
they "cancel" each other; thus, no net 
power is delivered to the opposite arm. 

In a typical telephone arrangement, 
the transmit and receive branches of 
the four-wire circuit connect to opposite 
sides of the hybrid. One of the other 
connections goes to the two-wire line, 
and the remaining one goes to a bal-
ancing network required in the "can-
celling," or "balancing" process. 

BALANCING 

NETWORK 
'ARTIFICIAL 2-
WIRE TRANS-
MISSION LINE) 

Figure 1. A hybrid may be any network which offers a low-impedance path be-
tween adjacent connections, but a high degree of isolation between opposite con-
nections. In telephone practice, it provides the junction between four-wire and 

two-wire circuits. 
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Ideally, a hybrid would have infinite 
loss between opposite sides, thus pro-
viding complete isolation between the 
two branches of the four-wire circuit. 
At the same time, there would be no 

loss between adjacent arms — a signal 
could go unhindered from the two-wire 
line to the four-wire transmit branch, 
or from the four-wire receive branch to 
the two-wire line. 

Since such performance is never at-
tained in practice, actual hybrids are 
judged by how closely they approach 

the ideal. The isolation between the 
transmit and receive branches of the 

four-wire line is often called transhy-
brid loss. Since high transhybrid loss is 

directly related to the balance achieved 
between opposite legs, transhybrid loss 
is also known as transhybrid balance. 

The undesired loss between the two-
wire line and the four-wire line is 

usually called insertion loss. 

If the transhybrid balance is too low, 
enough of the power from the receive 
branch of the four-wire line " leaks" 
across the hybrid to go out on the 
transmit branch. This power appears at 
the other end of the four-wire line as 
an echo. Figure 2 shows how this 
might occur at a repeater point in a 
two-wire line. If the transhybrid bal-
ance at the east hybrid is too low, a 
portion of the eastbound signai returns 
to the west. If the same thing happens 

at the west hybrid, the echo goes back 
again to the east. If the loss around this 

echo loop is greater than the gain of 
the amplifiers, the echo will die out. 

But if the gain is almost as great as 
the loss, the echo may go around the 
loop several times before vanishing. 
This produces a "ringing" effect which 
may give a talker the impression that 

he is speaking into a rainbarrel, with 
its hollow, cavernous sound. 

If the gain in the loop exceeds the 
loss, the echo does not die, but builds 
up and becomes self-perpetuating. In 
effect, the loop becomes an oscillator 
in the same way that an amplifier can 

be made to oscillate by using positive 
feedback. This condition is known as 
"singing." It creates a howl in the 

subscriber's earpiece, usually making 
the connection unusable. 

2- WIRE 

LINE 
HYBRID HYBRID 

2-WIRE 

LINE 

Figure 2. One of the earliest hybrid 
functions was to provide a short section 
of four-wire circuitry at a repeater 

point, permitting one-way amplifiers to 
be used in a two-wire line. Red line in-
dicates possible "sing path" when some 

power "leaks" across hybrid. 

A hybrid may also produce echoes by 
reflecting power back down the two-
wire line. Such reflections occur at any 
impedance irregularity; that is, if the 

input impedance of the hybrid fails to 
match the characteristic impedance of 
the two-wire line, some power will be 
reflected rather than transferred through 
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the connection. How much power is 
reflected depends primarily on how 
closely the hybrid's balancing network 

matches the impedance of the two-wire 
line. The quality of this match can be 
expressed as return loss, the ratio ( in 
db) between the transmitted power and 

the reflected power. ( The reflected 

power may be the sum of reflections 

from several mismatches plus the 
power which "leaks" across the hybrid 

despite the transhybrid loss.) 

Performance Measurements 
From the telephone subscriber's view-

point, singing and echo are among the 

more annoying telephone transmission 
defects. Furthermore, a singing circuit 

can overload amplifiers or other devices 
common to more than one circuit, thus 
degrading the performance of several 

channels. Singing can also cause cross-
talk in adjacent channels. 

Since hybrids are intimately in-

volved in the problems of echo and 
singing, their transmission performance 

is evaluated in terms of these factors. 
Echo return loss (ERL) refers to an 

average of return loss measurements 

made every 500 cps between 500 and 
2500 cps. Echo is most noticeable to 
the subscriber in this frequency range 

because his telephone receiver is more 

sensitive to these "middle" voice fre-
quencies. Studies of people's tolerance 

to echo indicate that louder echoes can 
be tolerated if they closely follow the 

original signal. However, an echo of a 

given magnitude becomes more notice-
able as the delay between a signal and 

its echo increases. Thus, the echo prob-
lem is compounded on long lines where 
propagation time is greater. There are 
likely to be more impedance irregu-

larities to cause echoes, and because of 

the distance involved the additional 

time delay makes these echoes more 

noticeable. Present minimum ERL ob-
jectives for Direct Distance Dialing 
vary with the type of connection, reach-
ing 27 db for intertoll applications. 

Figure 4 shows a typical test set-up 
for measuring ERL. In this arrange-
ment an oscillator and a voltmeter are 

connected to opposite sides of a test 
hybrid ( Hybrid A) at the four-wire 

BALANCING 
NETWORK 

HYBRID 
2-- WIRE 

LINE 
TERMINATED' 

OSCILLATOR 

Figure 3. Typical test arrangement 
for measuring how much isolation the 
hybrid provides between the branches 
of a four-wire line. Ideally, no oscillator 

power would reach VTVM. 

connections. The distant end of the 
two-wire line is terminated by the hy-

brid under test ( Hybrid B). The four-
wire connections to Hybrid B are ter-
minated in 600 ohms, while each 
balancing network consists of 600 

ohms in series with 2.1 microfarads. 

(This is a typical impedance used to 
simulate the impedance of a two-wire 
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FACIL-
ITIES 
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HYBRID 

600 OHMS 

BALANCING 

NETWORK 
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Figure 4. Typical test arrangement for measuring echo return loss. ERL measure-
ment here depends primarily on the quality of the termination which Hybrid B 

provides for the two-wire line. 

line in an office wWch uses a 600-ohm 
standard impedance.) Under ideal con-

ditions, none of the oscillator output 

would reach the voltmeter. However, 

in any practical situation, some of the 

power does reach the meter. The 

amount of power depends primarily on 
whether the impedance of the Hybrid 

A balancing network is the same as the 

impedance of the two-wire line when 
terminated by Hybrid B. Any impe-

dance mismatch between Hybrid A and 
the terminated line causes power to be 

reflected directly back into the hybrid. 

The tendency of a circuit to sing is 
measured in terms of the singing mar-

gin, the net loss around the "sing 

path." In other words, the singing mar-

gin is the gain which must be added 
to a particular circuit to make it sing. 

The critical frequen:) is the frequency 

of lowest singing margin — the fre-

quency at which singing first occurs 

when gain is added. The critical fre-

quency usually occurs between 250 and 
500 cps or between 2500 and 3400 

cps — within the passband but outside 

the echo range. The critical frequency 

is usually near the "edges" of the voice 

band because the return loss is lower 

there. 

Transformer Hybrids 

The transformer hybrid is one of the 
oldest and most widely used types. Its 

operation can be visualized from the 

diagram of Figure 5. A signal coming 

into the hybrid at the four-wire receive 
terminals produces a current flow 

through the primary winding of trans-

former 1. The current through the two 

halves of this winding induces equal 
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RECEIVE 

BALANCING 
NETWORK 

4-WIRE 
TRANSMIT 

WINDING 1 

TRANSFORMER 2 

2 -WIRE 

LINE 

Figure 5. Two transformers may be connected to form a high-quality hybrid. Red 
arrows show how current flow in four-wire receive branch induces secondary cur-
rent flow in the two-wire line and the balancing network. No current flows in four-
wire transmit branch because opposite potentials are induced in the two halves of 

the winding, cancelling each other. 

currents in secondary windings 2 and 

3, which are connected to the balancing 

network and the two-wire line, respec-

tively. Thus, half the applied power 

goes to the two-wire line and the other 

half is dissipated in the balancing net-

work. Since half the power is wasted, 

the minimum theoretical loss in going 
through the hybrid is 3 db. 

Windings 2 and 3 are connected in 

series to two corresponding secondary 

windings of transformer 2. Thus, the 

current to the balancing network flows 

also through winding 2 of transformer 

2, and the two-wire line current flows 

through winding 3. Both these currents 

cause induced potentials in the halves 

of the transformer 2 primary -- but 

these induced voltages are equal and 

opposite, effectively cancelling each 

other. Thus, no current flows in the 

transmit branch. 

This, of course, is the ideal case, 

which provides complete isolation be-
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tween the two sides of the four- wire 
circuit. In a practical case, several fac-
tors make the ideal unattainable. Both 
transformers must be carefully con-
structed for the voltages involved in 
the final "cancelling operation" to actu-
ally be equal and opposite. A slight 
difference in the windings, for ex-
ample, would result in a net difference 

between the voltages, producing a cur-
rent through the transmitter. 

But such a current could result even 
if the transformer windings were per-

fectly matched — because the impe-

dance of the balancing network must 
also match that of the two-wire line. 
If these two impedances are not the 

same, different currents will flow and 

different voltages will be induced in 
winding 1 of transformer 2, thus pre-
venting full cancellation. The result is 
the same as though the transformer 
windings were not matched. Through 

careful construction of the transformers 
and matching of the balancing network 
to the two-wire line, however, satis-

factory isolation can be obtained be-
tween the sides of the four-wire circuit. 

For transmission in the other direc-

tion, the signal enters the hybrid from 
the two-wire line and is split equally 

between the transmit and receive 

branches. This current flow in the pri-

mary windings of both transformers 
induces voltages in the number 2 sec-
ondary windings of both transformers. 

Figure 6. Two trans-
formers in foreground, 
connected as shown in 
Figure 5, are the heart 
of this four-wire ter-
minating unit. Pencil 
points to balanced at-
tenuator pad (micro-
circuit package) which 
permits loss in both 
transmit and receive 
directions to be ad-
justed by front-panel 

strapping. 
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But these induced voltages are equal 
and opposite, so no power goes to the 

balancing network. Again, the mini-
mum loss is 3 db because half the 
power is wasted in the receive branch. 

In practice, the loss in either direction 
of transmission is likely to be about 
3.5 db because of transformer core 

losses and winding resistance. 

Resistance Hybrids 
A hybrid can also be made of a 

resistance network in the form of a 
Wheatstone bridge. Figure 7 ( A) 
shows a resistance hybrid as usually 
drawn, while in Figure 7 ( B) the same 

hybrid is redrawn to illustrate the 
bridge configuration more clearly. 

Consider a signal applied to the re-
ceive terminals and assume that both 

R, and Ro are equal to the resistances 
of the two-wire line and the balancing 
network — (typically these would all 
be 600 ohms). Signal power is then 

split, with half going to R, and the 
balancing network and the other half 

going to the two-wire line and R.2. 
Points A and B are at the same poten-

tial so no power flows to the transmit 
branch. Furthermore, since the power 
dissipated in the resistors and the bal-

ancing network is wasted, the two-wire 
line receives only 1/4 of the power. 

In other words, the resistance hybrid 
has a minimum loss of 6 db when all 
arms of the "bridge" are equal. 

For transmission in the other direc-
tion, consider a signal applied at the 
terminals of the two-wire line. This 
signal is divided equally among the 

transmit and receive terminals and 
their associated resistors, R, and Ro. 
No power goes to the balancing net-
work because points B and C are at 

the same potential. Since that portion 

of the signal applied to the resistors 
and to the transmit branch is wasted, 
the receive branch gets only 1/4 of the 

power and again the minimum possible 
loss is 6 db. 
The foregoing discussion has as-

sumed that all arms of the bridge have 
equal impedance, but this is not a nec-

essary condition for hybrid balance. 
The requirement for balance is only 
that the product of resistances R, and 
Ro must equal the square of the nomi-

RECEIVE 
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2-WIRE BALANCING 
LINE NETWORK 

TRANSMIT 

BALANCING 

NETWORK 

2- WIRE 
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Figure 7. Resistance hybrid as usually 
drawn (A), and redrawn to illustrate 
bridge configuration (B). Although less 
expensive than transformer type, resis-
tance hybrids introduce more transmis-

sion loss. 

520 



nal hybrid impedance. Stated mathe-
matically, 

R,R,== Z„1. 

This means that if R, is made small 
and K. is made large, loss in one di-

rection of transmission can be made 
smaller than 6 db. But this small loss 
must be paid for by a correspondingly 
larger loss in the other direction. Lower 
loss in one direction can also be ob-

tained in a transformer hybrid, but the 

price is the same — higher loss in the 
other direction. 

Comparison of Hybrid Types 
The decision whether to use a trans-

former or a resistance hybrid may de-
pend on several factors, but in some 
cases there may be literally no choice. 

For example, if the circuit is to be used 
at frequencies much higher than 1 Mc, 

a transformer hybrid is not likely to 

be seriously considered. Such factors 

Figure 8. "Hybrid 
tee," used for micro-

wave frequencies, pro-
vides isolation between 
opposite arms, but 
maintains low- loss 
path between adjacent 
arms. A signal in arm 
4 produces equal and 
opposite signals in 
arms 2 and 3, nothing 
in arm 1. With input 
to arm 1, equal in-
phase signals exist in 
arms 2 and 3, with no 

coupling to arm 4. 

as iron loss in the transformer core and 

interwinding capacitance severely limit 
the high- frequency performance of 
transformer hybrids, while resistance 

hybrids are nearly independent of fre-
quency — at least until the microwave 

region is approached. ( For microwave 

applications, a waveguide device such 
as the "hybrid tee" shown in Figure 8 
would be used). 

On the other hand, if the proposed 
application is, say, a voice- frequency 

repeater connection, the choice will 
probably be a transformer hybrid, sim-
ply because its loss is so much lower 

than that of the resistance hybrid. With 
a hybrid on each side of a repeater in a 

two-wire line, the two resistance hy-
brids would increase the transmission 
loss by 6 db — the equivalent of per-
haps 100 additional miles of open-wire 
line. 

If physical size and weight enter the 
problem, the resistance hybrid has an 
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Figure 9. In a perfectly balanced line, longitudinal currents (red) cancel out in 
transverse circuit, but seek a ground return. Any imbalance converts some longi-

tudinal current to transverse, producing interference. 

advantage over the transformer type. 
Iron-cored transformers are heavy and 
considerably bulkier than resistors. 

Cost is nearly always a factor in the 
choice of a hybrid. A resistance hy-
brid is less expensive than one which 
uses transformers, but the resistance 
type also has inherently more loss. 
Hence, in many cases, the cost of the 

hybrid itself must be balanced against 
the cost of additional gain. 

Longitudinal Balance 

Another factor which should be con-
sidered in choosing a hybrid is " longi-
tudinal balance." In a conventional 

telephone system, speech or carrier sig-

nals are carried on a "balanced" trans-
mission line consisting of two con-
ductors at the same electrical potential 
above ground. Normal signal current 
flows in opposite directions in the two 
conductors, but interference often pro-
duces longitudinal currents which flow 
in the same direction in both conduc-
tors ( as shown in Figure 9). These 
longitudinal currents tend to cancel each 

other, but they seek a path to ground. 

If any imbalance exists, these currents 

do not cancel, and interference with 
the desired signal results. If the ground 
path is through the primary winding of 
a hybrid transformer, imbalance can be 
introduced by any difference between 
the halves of the winding ( for ex-
ample, a different number of turns in 
the two halves). Not only does this 
unbalance the line on the primary side, 
but the interfering currents induced in 
the secondary windings do not cancel 

either. Thus, "longitudinal balance" 
applied to a transformer hybrid is a 
measure of how well the transformer 

resists interference. 

Longitudinal balance is often meas-

ured in db. When, for example, a fig-
ure of 60 db is specified, it means that 
the net interference, ( which is not can-
celled by the transformer balance) is 
60 db below the level of the desired 
signal. The longitudinal balance can 
also be measured in ohms ( called Z„, 
for unbalanced impedance). Here it is 

a direct measure of the impedance im-
balance between the halves of the wind-

ing. A Z,, figure of 0.5 ohm is usually 
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considered good for a 600-ohm im-
pedance. 

If a resistance hybrid is used, any 
unbalance of the two-wire line is pre-
sented to both sides of the four-wire 
circuit. In many cases isolation trans-
formers would be required to correct 
this situation. Therefore, a transformer 
hybrid is often the easier solution. 

Impact of Nationwide Dialing 

The increased incidence of long-

distance calls, particularly with the ad-
vent of Direct Distance Dialing, has 

changed the performance requirements 
for much of the telephone plant. With 
the subscriber dialing his own connec-
tion thousands of miles away, no oper-

ator is present to check the quality of 
the circuit and perhaps use another if 
the first one is bad. This means that all 
possible connections must be good. 

Thus, almost without exception, per-

formance requirements have become 

more stringent. Certainly this is true of 
the requirements for hybrids. 

The system of random interconnec-
tion used in the United States and 

Canada permits as many as seven roll 
links ( eight on calls between the two 
countries) to be connected in tandem 
— in addition to two terminating links 
(tool-connecting trunks). The signifi-
cance of this, in terms of hybrid re-

quirements, is that there are many more 

opportunities for impedance irregulari-
ties to produce echoes, and a multitude 
of -sing paths." Therefore, it becomes 
particularly important to maintain the 
minimum values of echo return loss 
and singing margin for the random-
interconnection system to consistently 
meet the objectives of nationwide dial-
ing. 
The increasing use of four-wire 

transmission facilities means that hy-
brids are no longer used in some of 
their "traditional" applications. Hy-
brids used with repeaters in two-wire 
lines are seldom used now because few 
new long circuits are two-wire, and 
those that are often use negative- im-

pedance repeaters. Most switching facil-
ities, however, are still two-wire — 

simply because of the expense of four-
wire switching. So hybrids must be used 

to connect the four- wire circuits to the 
switching equipment. 
A far-off ideal would be to use four-

wire circuitry exclusively from drop to 

drop. This would eliminate many of 
the transmission problems now en-
countered. But such a system is not in 
the foreseeable future. In the mean-
time, hybrids form a vital and integral 
part of the modern telephone plant, 

and their performance requirements 
are becoming more stringent. • 
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A Review of the LASER 
A Prospect for 

Communications 

The day the hser trill be har-
nessed as a practical c-emmunica-

lions device- may not be so eery far away. 
First reviewed Pr The Ler.kurt Demodulator. 

-July 1961, the laser has experienced phenomenal 
growth in the last few years. More precise methods 

of controlling this unique -.atomic amplifier- have been 
discovered, and the problems 9j developing the thin beam of 
laser light as a uslul carrier of intelligeace may he close to 
being solved. In fact, the field is advancing so rapidly as to 
make it almost impossible to complete a report :ha: is not im-
mediately our of date. 

This artbcle is a discussion of same of :he more recent de-
velopments in the use of the laser, especially as they apply to 
communication. 



Courtesy of Spectra- Physics 

Figure 1. Commercial helium-neon laser receives final inspection from optical 
technician. Sensitive mirror adjustments tune the laser, while output is monitored 

with a photocell power meter. 

The laser is basically an oscillator 
operating at light frequencies. But 
instead of tapping the energy from a 
stream of electrons as in the common 
vacuum tube, the laser stimulates the 
emission of stored energy from the 
atom itself. An acronym for light am-
plification by stimulated emission of 
radiation, the term later is accepted 
throughout most of the world to de-
scribe the action. Practitioners have 
even coined a new verb, to lase. 
Common laser types may be cata-

gorized as crystal, gas, liquid and 
semiconductor, each having properties 
identifying it with certain uses. A 
crystal laser, such as the ruby, can be 
pulse-operated at very high power out-

puts, measured in megawatts. Gas and 
the more recent liquid lasers provide 
less power, 10 to 20 watts, but are 
more suited for continuous operation. 
They also offer the advantage of 
single frequency operation. Semicon-
ductor lasers are very small, operate 
at low power, but boast very high 
efficiency. Crystal and gas lasers may 
currently be purchased as off-the-shelf 
items, and are being pushed into service 
in a variety of fields. 

Referred to by some as "an answer 
looking for a problem," the laser ex-
hibits a number of qualities just now 
finding application in the fields of 
medicine, industry, physics, chemistry, 
optics, and electronics. One of the most 
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pronounced of these qualities is the 
laser's ability to produce coherent light 
—of particular interest to the com-
municator wishing to find a new car-
rier for increasingly huge volumes of 
information. 

Communicating with Light 
The concept of communicating with 

light is certainly not a new one. For 
hundreds, if not thousands of years, 
men have met the need to "talk" over 
long distances by using light. In early 
history a torch served as a very ef-
fective semaphore. Flashing heliograph 
mirrors reflect the sun's brilliance for 
many miles, and the lighthouse cer-
tainly communicates a most urgent 
message. (Paul Revere's "one if by 
land, two if by sea' lantern code, inci-
dentally, was not only an early use of 
light for communication, but illustra-
tive of the binary code in primitive 
form.) 
As early as 1880 Alexander Graham 

Bell transmitted voice by light, but only 
for a short distance. A variation of 
Bell's experiment is often used as a 
demonstration for budding high school 
scientists. Similarly, the sound tracks on 
many motion pictures today are pro-
duced on film by controlling a narrow 
source of light. But one major handi-
cap prevents ordinary light from be-
coming a practical message carrier. It 
is incoherent light! 

Light from common sources is very 
unsystematic, like the waves from a 
handful of pebbles thrown on a pond. 
An ordinary light bulb emits a literal 
jumble of light naves, completely at 
random and at different frequencies 
(or colors). Only the most gross pieces 
of information can be transported by 
these waves. The high school science 
demonstration, for example, does not 
attempt to tamper with the frequency 
of light, but merely varies the intensity 

of the beam proportional to the ampli-
tude of an audio signal such as voice 
or music. 

Coherent Light 
Laser-produced coherent light is ex-

tremely stable and precise in frequency, 
with waves exactly in phase with each 
other. Like the waves from a single 
pebble dropped in the water—or more 
accurately like ranks of marching sol-
diers all in step—these coherent light 
waves are now potential information 
carriers. Just as one soldier out of step 
is immediately obvious among disci-
plined marchers, a laser light wave may 
be disturbed (modulated) and detected 
at another point ( demodulated) in a 
very orderly manner. 

In addition to excellent phase co-
herence, the beam leaves the laser as 
a "wall" or flat plane of light exactly 
parallel to the laser's face. The beam 
will diverge so very slightly that even 
in the earth's thick atmosphere it 
theoretically spreads out only about an 
inch per mile. And in space, where 
there is no dust or water vapor to de-
flect the laser beam, it conceivably 
would reach the surface of the moon, 
over 250,000 miles away, as a circle 
only a half-mile in diameter. 
Of equal if not more interest to the 

communicator is that laser light con-
tains only one frequency—and a very 
high frequency at that. The center of 
the visual spectrum is about 109 mega-
cycles, or about 160,000 times higher 
than the 6 gc microwave band. Since 
available bandwidth increases with fre-
quency, a tremendous bandwidth is 
available at light frequencies. Cur-
rently, laser modulators are being de-
veloped with bandwidth capabilities of 
1 gc and higher. How much more band-
width is possible remains for the ex-
perimenter to find out. But compare 
this with a common microwave system 
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carrying 960 voice channels on a band-
width of 4 mc. Even with current 
techniques, the laser's bandwidth is 250 
times this size. 

Stimulated Atoms 
The inherently unique properties of 

laser light have their origin in basic 
atomic theories governing electrons, 
photons, and their energy levels. The 
same facts apply to the maser, or micro-
wave version of the laser, but for clarity 
only the visible light spectrum will be 
used in this explanation. 
Atoms in nature are usually in a 

relatively undisturbed or ground state. 
The energy of orbiting electrons is bal-
anced with the energy in the nucleus 
of the atom. These electrons occupy 
specific orbits determined by their own 
energy, but when "excited" by an out-
side source of energy, may jump to a 
higher second level raising the total 
energy of the atom (Figure 2). In 
lasers, adding this outside energy is 
known as pumping. 
The excited state for the atom is 

unnatural and it will tend to relax to 
its ground state. As this happens, the 
stored energy is dissipated by emitting 
a photon of radiant energy. The energy 
of the photon is exactly proportional 
to its frequency—the higher the energy, 
the higher the frequency. 
The common neon tube is an ex-

ample of this action. Molecules of gas 
are excited to upper energy states by 
high voltage. As the atoms drop to 
their ground state, they emit light of a 
characteristic color or frequency—vari-
ous gases produce various colors. 

If left uncontrolled, the atom's spon-
taneous relaxation occurs in a random 
manner and results in incoherent light. 
But during the period when the atom 
is still excited, it is possible to stimu-
late the drop to ground level by striking 
the atom with an outside photon of the 

EXCITED OR 
HIGH ENERGY ORBITS 

" NORMAL " OR 
GROUND STATE ORBIT 

Figure 2. Atomic electrons normally 
occupy an orbit around the nucleus, 
representing a certain fixed energy 
level. A stimulated atom acquires en-
ergy as one of its electrons jumps to a 

higher level. 

same energy it would have otherwise 
emitted spontaneously. Relaxation is no 
longer random, and the emitted photons 
leave the system as coherent light. 
Another remarkable feature of laser 

action results when an emitted photon 
strikes another excited atom within the 
laser. As that atom returns to its ground 
state, another photon is added to the 
stream exactly in phase with the first, 
producing amplification. 

Various methods have been dis-
covered to improve the efficiency of the 
lasing action. The three-level method 
pumps atoms not to the second energy 
level, but to a still higher third level 
(Figure 3). The atoms are very un-
stable at this level, and quickly fall 
back to the intermediate, or second 
level. Here, by the nature of the laser 
material, the atoms tend to accumulate 
and are available in greater numbers for 
outside stimulation. Cooling the ma-
terial, say to liquid nitrogen tempera-
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turc ( 70°K), increases the effect. These 
techniques are typical of crystal lasers 
such as ruby. Gas lasers of the helium-
neon type rely on the difference in 
energy levels between the two gases to 
provide for more effective pumping. 

The Wave Grows 
As emitted photons of light travel 

along the laser tube bumping into more 
excited atoms, the light wave continues 
to grow ( Figure 4). These waves are 
reflected back and forth inside the tube 
by mirrors, one of which is slightly 
transparent. Forming a resonant cavity 
at light frequencies, the laser now 

THRD LEVEL 

SECOND LEVEL 

Figure 3. Atoms can be pumped to 
higher third level, allowed to fall back 
and accumulate at second level, then 
controlled in their return to ground 
state. More atoms available at second 

level improves laser action. 

Figure 4. Growing 
photon stream 
bounces back and 
forth, emerging as 
brilliant, coherent 
light. Extraneous 
waves are lost 
through laser walls. 

MIRROR 

WAVE 
LOSS 

builds up standing waves which con-
tinue to multiply on each pass through 
the cavity. When the gain is strong 
enough to overcome the loss in the 
mirrors, an intense beam is emitted 
from the partially transparent mirror. 
As the light bounces back and forth, 
any waves moving at angles to the axis 
between the mirrors will soon leave the 
system through the walls of the tube. 
Therefore, the output beam of the 
laser will be extremely parallel. 

Because of the coherence of laser 
light, it is possible to construct ex-
tremely efficient optical lenses to further 
focus the beam. A laser can be focused 
into a spot no wider than a wavelength 
of light, or about 0.0001 cm. The result 
is intense heat at the focal point, useful 
as a precision cutting tool; for micro-
welding; in delicate surgery, such as 
eye operations; and in chemistry, where 
individual molecules may be subjected 
to the unique radiant energy. The 
laser should also provide an invaluable 
laboratory tool for research in optical 
physics. 

Communications Problems 
The communications industry, faced 

with an already overflowing radio spec-
trum and the ever increasing demand 
for more and more communications 
service, quickly became interested in 
the laser's ultra-high information carry-
ing potential. But engineers found that 
before the laser could compete with 
microwave radio for point-to-point 

PARTIAL 
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communications on earth, many prob-
lems remained to be solved. 
The most serious of these problems 

is finding a suitable transmission path. 
The earth's atmosphere presents many 
natural barriers to light—haze, rain, 
snow—which do not seriously affect 
microwaves. Several studies have been 
undertaken to establish path reliability 
over relatively short ranges. To date, 
television pictures have been transmit-
ted over a few miles without serious 
losses, but any system matching micro-
wave reliability and quality over 25-
mile links seems improbable with cur-
rent techniques. 
A number of covered transmission 

paths have been proposed, including 
the use of fiber optics, shiny hollow 
tubes, and tubes with regularly spaced 
lenses to re-direct the beam around mild 
corners. Among these is a unique sug-
gestion for a continuous gas-lens tube. 
A simplified arrangement ( Figure 5) 
would pump a steady stream of cool gas 
into a warm tube. The heated gas near 
the surface of the tube would be less 
dense than the cooler gas at the center. 
This difference, represented by a vary-
ing refractive index, would be enough 
to produce a positive lens for the laser 
beam. 
The slight divergence of the laser's 

beam—advantageous for keeping energy 
concentrated theoretically over vast dis-
tances—does become a problem in trans-

Figure 5. Cool gas 
forced through a hot 
tube can form a con-
tinuous positive lens, 
suggested as a means 
of "piping" laser 
beams between cities. 

mitter to receiver visual-path align-
ment. Experimenters have plotted the 
expansions and contractions of a build-
ing caused by heat from the sun by 
monitoring changes in signal strength 
between a laser mounted in the build-
ing and a receiver nearby. In the com-
munications field this could be a definite 
problem. But to others this sensitivity 
to angular change makes the laser an 
extremely good device for measuring 
minor physical displacements. For in-
stance, a system using lasers has been 
proposed to record instantaneously the 
land shift around California's infamous 
San Andreas fault. The same capability 
is being used to detect micromovement 
in laboratory experiments. 
The laser's prime contribution to 

communications may come in space, 
where interference from a dirty atmos-
phere ceases to be a problem. Optical 
links from known positions, such as 
earth-orbiting space stations and the 
moon, could carry tremendous quanti-
ties of information on a single laser 
channel. Tracking of vehicles moving 
freely in space could be more of a 
problem for the thin-lined laser beam. 
But techniques developed here could 
also apply to laser radar, producing a 
highly sensitive system with greater 
resolution than ever before possible. 
Military applications now being tested 
include a laser fire control radar system 
to permit low-flying aircraft to see 
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targets normally obscured by ground 
clutter on microwave radar. 
The basic component needs of a laser 

communications system are the same— 
in name at least—as any similar radio 
device. The information to be trans-
mitted must be amplified, modulated, 
demodulated, and recreated in its origi-
nal form. The techniques needed here 
are not all new. For example, earlier 
developed masers operating at micro-
wave frequencies have for some time 
been employed as amplifiers in radio 
astronomy because of their ability to 
provide high gain and very low noise. 

Modulation 
Apart from the extensive pure re-

search being done with lasers, consider-
able effort is being put into finding 
suitable modulators and demodulators. 
Modulation of the relatively new semi-
conductor or injection-type laser is 
easily accomplished by simply con-
trolling the pumping current. However, 
semiconductor lasers, such as gallium 
arsenide (GaAs), have a low output 

LASER TUBE 

power and are not as coherent as other 
sources. Also, the output is a less de-
sirable flat sheet of light as opposed 
to the solid round beam of other lasers. 
For the present, communicators are 
putting more faith in gas and crystal 
lasers for communications purposes, 
with further study being given liquid 
lasers. 
One of the first successful devices 

for amplitude modulating a laser beam 
uses the polarization properties of the 
clear crystal potassium dihydrogen phos-
phate (KDP). As illustrated in Figure 
6, the KDP device amplitude modu-
lates a laser beam projected through it. 
The first polarizer blocks all light wave 
polarizations except, for example, the 
vertical. 
The resulting beam may be thought 

of graphically as a number of ribbons 
of light, all parallel to each other and 
at right angles to the direction of propa-
gation. For simplicity of illustration, 
this example treats the polarized light 
as only one ribbon. It is characteristic 
of the KDP crystal to shift polarization 

FIRST 

POLARIZER 

SECOND 
POLARIZER 

Figure 6. As beam passes through an AM laser modulator, it may be visualized 
as a ribbon of light twisting proportional to a signal applied to the KDP crystal. 

MODULATING 
SIGNAL 

1AM MODULATED 
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Figure 7. Laser modes representing 
the (A) free-running laser, (B) laser 
with FM modulator inside the cavity, 
and (C) super-mode laser, where power 
in the FM sidebanels is combined into 

one output frequency 

in a circular direction proportionate to 
a stimulating voltage. For a higher volt-
age, there will be more circular change 
in polarization. If a signal is applied 
to the KDP crystal and the now 
vertically polarized laser beam shone 
through it, the beam will be what might 
be called polar modulated. In the dia-
gram, the ribbon will be twisted in ac-
cordance with the modulating signal. 
The second polarizer, known as the 
analyzer, will sense this twist as a de-
crease in amplitude. The output in-
tensity will then vary in relation to the 
signal, hence, amplitude modulation. 

Bandwidth in the order of 200 mc 
can be achieved with amplitude modu-
lation, but this by no means takes full 
advantage of the capabilities of coherent 
laser light. On the other hand, fre-
quency and phase modulation methods 
are producing bandwidths of over 1 gc. 
One such device, known as a wideband 
traveling wave phase modulator, con-
sists of two parallel brass rods about 
one meter in length, with an electro-
optical material (such as KDP) sand-
wiched between. A microwave signal 
voltage applied to the device varies the 
velocity of light in the crystal, result-
ing in phase modulation. The length of 
the modulator allows longer interaction 
time between signal and light beam, 
and hence greater depths of modulation. 

Laser Modes 

It should be noted that since the laser 
cavity is thousands of times longer than 
any wavelength at light frequencies, a 

FREE RUNNING 

LASER MODES 

MOOtJ - 
LATION 

A 

number of frequencies will resonate in 
the tube at the same time. This results 
in the laser having in its output a num-
ber of separate and distinct frequencies 
or modes (Figure 7). The separation 
of these modes is determined by the 
mirror placement in the laser, and may 
be calculated by the formula: 

C 
" 2L 

where: 

df = the difference frequency 
between modes 

c = speed of light, and 

L = length between the mirrors. 

Since the obvious desire is to trans-
mit only one frequency, power dis-
tributed in modes other than the one 
to be used is wasted. Likewise, each 
mode acts as a carrier frequency for any 
modulation. As sidebands are added to 
each mode (Figure 7A), it can be seen 
that the bandwidth of modulation on 
any one mode is limited by the dif-
ference in frequency between the modes. 
One solution is the super-mode laser 

(Figure 8). By inserting a phase modu-
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lator inside the laser tube, driven at a 
frequency nearly equal to the difference 
frequency between modes (df), the out-
put is converted to a typical FM con-
figuration with sidebands occupying the 
positions formerly held by the various 
modes ( Figure 7B). By using this 
method, the bandwidth limitation in 
the mode structure has been eliminated. 
Another phase modulator outside the 
tube will additionally affect the beam 
by compressing all the modes together 
into a single frequency. The final out-
put contains most of the power formerly 
held in the many modes, plus the highly 

MIRROR 

LASER 
TUBE 

PARTIAL 
MIRROR 

OSCILLATOR 

(FREQ. = cif 

desirable single frequency (Figure 7C). 
This "super-mode" beam can be suc-
cessfully modulated by any chosen 
method with much superior perfor-
mance. 
A similar means of arriving at the 

same end is found by placing a device 
known as a Fabry-Perot etalon (not 
shown) inside the tube, along with the 
FM modulator. The output frequency is 
determined by the spacing of two highly 
reflective mirrors forming the etalon, 
creating a resonance at the desired fre-
quency. The beam leaving the tube will 
be of single frequency if the etalon is 

SIGNAL 

180 

PHASE 
SHIFTER 

LASER 

BEAM 

Figure 8. Super-
mode laser has single 
frequency output of 
comparatively high 
energy. Oscillator 
frequency is nearly 
equal to the differ-
ence frequency be-
tween free-running 

laser modes. 
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tuned to one of the FM sidebands, and 
will be at the laser's full power. The 
device combines the power of the other 
sidebands into the output. This can be 
done because the FM laser modes are 
sidebands of a single carrier, rather than 
a set of independent oscillations. 

Demodulation 
Demodulation of optical radiation is 

typically accomplished with either a 
photomultiplier tube or a microwave 
phototube, each relying on the second-
ary emission of electrons from a cathode 
when struck by light photons. The 
photomultiplier technique redirects 
emitted electrons onto other secondary. 
emitting surfaces, producing consider-
able amplification. The current is eventu-
ally collected on an output electrode. 
The photomultiplier tube has a range 
from d-c to many megacycles, thereby 
detecting signals directly to baseband 
frequencies. The microwave phototube 
(Figure 9) is designed with a traveling 
wave tube helix output, and is effective 
at the higher microwave frequencies. A 
modification of the microwave photo-

tube, known as the crossed-field electron 
multiplier, amplifies the signal before 
the electrons reach the helix. In both 
cases, since light frequencies are out-
side the bandwidth capabilities of the 
phototubes, the electron stream repre-
sents only the original modulation 
placed on the laser beam. 

Optical heterodyning is also possible 
using the photomultiplier tube, as seen 
in Figure 10. A laser local oscillator 
beam beats with the incoming laser 
signal in the phototube, resulting in an 
IF frequency equal to the difference be-
tween the two light frequencies. This 
IF signal is typically in the microwave 
region and may be amplified and de-
modulated by conventional methods. A 
discriminator supplying a control signal 
to the laser local oscillator maintains 
frequency stability. 

Other Applications 
Interest has been shown in using 

lasers, possibly of the semiconductor 
type, for inter-component communica-
tion in high speed computers. The tech-
nique would eliminate the delay asso-

LASER 

BEAM 

MICROWAVE 
SIGNAL 

,00042_00(>000,4Q_Of000t4004000e#  

Figure 9. The microwave phototube converts laser light to electrons, bunched 
proportionate to the original modulation. The current induced in the helix is then 

processed by usual microwave techniques. 
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dated with placement of components 
and connections, and would offer much 
faster switching speeds than now pos-
sible with ordinary electronic computer 
circuits. 

Closer to the communications field, 
coherent laser light has opened a "magic 
window" to successful wavefront re-
construction photography, known as 
holography. Holograms record both am-
plitude and phase variations of laser 
light reflected from a subject, allowing 
near-perfect three-dimensional repro-
duction. Interference patterns between 
the reflected light and a reference beam 
are recorded on film without the use of 
lenses. Applications of the future may 
include three-dimension color television, 

MICROWAVE 
OUTPUT 

Figure 10. Optical 
heterodyning com-
bines laser signal 
with that of laser 
local oscillator at 
phototube. Micro-
wave output at IF 
frequencies is then 
amplified and de-

modulated. 

and medical or industrial X-ray holo-
grams for studying the interior of an 
obj ect. 

Conclusion 
While the laser is becoming a valu-

able tool in many pure-science areas 
and may have useful military and in-
dustrial applications, its high informa-
tion-carrying potential for communica-
tions seems barely tapped. Techniques 
for the use of the laser in communica-
tions are gaining in sophistication, but 
a great number of obstacles must be 
overcome before a practical system be-
comes feasible. Only a continuing re-
finement of the art will take the laser 
out of the laboratory and into the field. 
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Precise Frequency Control 

Modern communications depend as never before on frequency and 
time standards of remarkable accuracy and stability. Precise time-keeping 
and extremely accurate frequency control are actually the same problem, 
since the accurate measurement of either time or frequency implies exact 
knowledge of the other. Although the basic principle of accurate timekeep-
ing has been known for centuries, modern techniques have improved 
accuracy and stability many thousands of times. This article discusses 
some of these methods and how they are used in modern communications. 

The precision demanded by a civili-
zation or technology in measuring time 
and frequency is a good indicator of its 
state of advancement. Not very long 
ago, when communication as well as 
travel depended on ocean winds or 

beasts of burden, errors of a few min-
utes or even a few hours in a day 
mattered very little. 

As the world and its affairs have 

grown more complicated, our need for 
better timekeeping has become much 
greater. Today our best time and fre-
quency standards appear to vary only 
about one part in 10" per month; if 

this error were to add up steadily in 
one direction ( rather than occasionally 
cancelling), a clock controlled by such 
a standard would show less than one 
second error after more than two and 
a half centuries! More workaday quartz 
crystal oscillators have been built which 

drift less than one part in 109 per month, 
or one second in two and a half years. 

Although such stability seems extra-
ordinary, it is not just precision for the 

sake of precision, or mere technical 
"showmanship:' Many new communi-

cations methods now proposed will re-
quire time standards at least this good 
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in order to function adequately. For 
example, the telephone network of the 
not-too-distant future is envisioned as 
transmitting many thousands of tele-

phone and data channels through wave-
guide and other transmission means, in 

the form of millions—even billions— 
of pulses per second, and using time-
division multiplex to keep track of each 
channel and its information. As the 
number of channels is increased (which 

is economically very desirable), the tiny 
intervals separating the pulses neces-
sarily become shorter and are squeezed 

closer and closer together. Only if both 
the transmitting and receiving terminals 
operate at exactly the same frequency, 
and exhibit essentially no frequency 

drift can the information be recovered 
accurately. For large numbers of chan-
nels or long distances, it is very likely 
that this objective can be realized more 
easily by very stable free- running oscil-
lators than by using the transmitted 
signal for synchronization. 

Another application in which ex-
tremely precise frequency control will 

be required is a new type of interna-

tional communications service using 
earth satellites. Frequency stability on 
the order of two or three parts error in 

109 will be necessary in order to pre-
vent distortion of the single-sideband, 
suppressed microwave carrier transmis-
sions from the ground stations to the 
satellite, and this tolerance would have 
to be met by all the stations communi-
cating through the satellite. This results 

from the fact that the 6000 mc radio 
carrier would not be transmitted, but 

would be reinserted at the satellite, and 
would have to match the carrier fre-

quency of the ground stations within 
a very few cycles in order to avoid ob-

Figure 1. Early "clocks" used steady 
flow of liquid to mark time intervals. 
Device shown is refinement of simple 
graduated vessels from which water 

slowly escaped. 

jectionable distortion. 
This is the counterpart of the prob-

lem in conventional frequency-division 
multiplexing systems which suppress 
the carriers of individual channels and 

groups of channels, but restore them at 
the distant terminals. As in the case 

above, serious distortion may result if 

the carriers provided at transmitter and 
receiver are not within a very few cycles 

of each other. Although this may be 
overcome by synchronizing the system 

with some sort of reference signal or 
pilot, it does not, however, eliminate 
the noise and distortion which results 
if the transmitted channels have drifted 

somewhat and no longer quite match 
the passband of the receiver filters. Fre-
quency drift is more likely to be a prob-

lem in synchronous systems because 
oscillators of relatively low stability can 
be used, since they are easier to "pull" 
into synchronism and because they are 
cheaper. 
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Iarlier Methods 

From the earliest times, man has ap-
>arently been concerned with measur-

ng time and dividing it into intervals 
o help him regulate his activities. 

'rimitive methods of keeping time were 

)ased on the rising and setting of the 
un and moon, and on noting the posi-

ion of shadows of fixed objects. The 
,undial, however, was of very limited 
,alue, since it required sunshine and 
was therefore useless at night and in 
>ad weather. 

Early attempts to bypass this limita-
were always based on the continu-

>us flow of some medium—water or 
and as a rule. Water clocks, or clepsy-

ira as they were called, and the simiiar 
and clocks marked the passage of time 
>y passing the medium from one vessel 

o another in a regular way that could 
>e used to define specific intervals. 
;irnilarly, the rate at which speal 

-andles or tapers burned also provided 
. rough indication of time intervals. 

%igure 2. Other ancient methods of 
reeping time include calibrated candles 
!nd the hour glass, an offshoot of the 
71epsydra or water clock. Neither was 
noted for convenience or accuracy. 

Around the year 1360 A.D. a major 
improvement in the basic design of 

timepieces appeared; the escapement, a 
means of changing a steadily-applied 
force into a reciprocating, periodic mo-
tion, soon became the basis for almost 
all timekeeping devices. These clocks 
were inherently faulty, however, since 
they had no basic time "consciousness." 
The rate at which they operated was 

entirely dependent on how much force 
was applied, the inherent loss or friction 
in the system, and the moment of inertia 
of the parts. Only the last item could 

be depended on to remain constant. In-
creased force would speed up the escape-
ment rate, while bad lubrication would 

slow it down. Despite these shortcom-
ings, however, the escapement was a 

great step forward, laying the ground-

work for further improvements while 
providing better packaging and con-
venience than any of the various forms 
of clepsydra which preceded it. 

The Discovery of 

Resonant Control 
Galileo is said to have noticed that 

a lamp hanging in a church appeared 
to swing at a constant rate, regardless 
of the width of its swing, and suggested 

that this phenomenon might be used to 
measure time. Nearly a century later, 

Christian Huygens produced the first 
pendulum clock, immediately revolu-
tionizing the art of timekeeping. At 

once the error in timekeeping was re-
duced from about 20 minutes a day to 
less than two. 

The secret behind the new timekeep-
ing technique was resonance, which still 
forms the basis of all frequency con-
trol. Resonance occurs in many forms— 
mechanical, electrical, or a combination 
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Figure 3. Several typical examples of resonance, and the basic relationships which 
determine frequency of oscillation. Note that all equations are essentially the same. 
save for the terms used. As long as these basic physical properties remain un-
changed, frequency of oscillation remains constant. External forces and conditions, 

however, usually cause change, and must be overcome in stable oscillators. 
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)f these. In all of them, the resonant 
element must have two essential prop-
erties—mass and elasticity, or their elec-
rical equivalents. When the resonant 
element is deflected from its resting 

:ondition and then released, the elasti-
:ity tends to restore it to its former 
"osition. But when it reaches its resting 
,osition, inertia carries it by until the 
elasticity arrests it and again turns it 
pack toward the resting position. This 
:ontinues until various losses in the sys-
.em finally use up all the energy sup-
plied by the original deflecting force. 

This type of oscillation is very obvi-

XIS in the pendulum, the tuning fork, 
and various mass-and-spring combina-

tions, but is also present in tuned elec-

:rical circuits, piezoelectric materials, 
and even in molecular and atomic pa r-
.icles. Figure 3 diagrams some familiar 

examples of resonance and the basic 
_relationships which control their reso-
nant frequency. In all of these resonant 
systems, it is vital that the "circuit 

:onstants" do not change if the fre-
iuenc-y of oscillation is to remain con-
stant. For this reason, a pendulum will 

:hange its period if either its length or 
the local force of gravity changes. Thus, 
if a pendulum rod is made of a tempera-
ture-sensitive material such as steel or 

copper, the lengthening of the rod with 

higher temperature will slow the pendu-
lum about 1/2 second per day for each 
°C change. Similarly, a pendulum clock 
that keeps accurate time at ground level 

will lose more than a second a day at 
the top of a tall building, due to the 
slight reduction in the force of gravity. 

-In the case of electrical resonance, slight 
changes in either capacitance or induct-
ance will change the resonant frequency. 

These changes might be caused by the 

effect of temperature on the capacitor's 
dielectric constant, or on the magnetic 
permeability of the inductance. 

Effect of Q on Stability 

A very important factor in determin-
ing the accuracy and stability of a 
resonator is its Q or quality factor. In 
general, the Q of a resonator is directly 
proportional to its freedom from loss. 
Thus, the higher the Q, the less power 
that must be supplied to sustain oscil-
lation. When the Q of a device is low, 
more power must be added. This un-

avoidably "smears" the frequency of 
oscillation and contributes to instability 

and drift. Thus, the higher the Q, the 

more stable the resonant frequency. A 

resonator of infinite Q would oscillate 
indefinitely and would exhibit perfect 
frequency stability. 

Due to resistive losses, Q's on the 
order of only 150-200 are typical of 
electrical resonant circuits. Resonant 
cavities and transmission lines normally 
achieve a Q of a few thousand, while 
the Q of a good pendulum will range 

from 10,000 to 100,000. 

Quartz Crystal Resonators 

Amon the best man-made resona-

tors yet developed are plates, bars, or 
other shapes cut from quartz crystals. 

The quartz crystal resonator, developed 
about 1922, has proven to be the most 
versatile and dependable resonating de-
vice yet produced. Carefully prepared 
quartz resonators have demonstrated a 

Q of 5,000,000, although this class of 

performance is available only from cer-
tain special cuts which operate at rela-
tively high frequencies. Only recently 

has the accuracy and stability of the 
best quartz resonators been substantially 
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Figure 4. Modern quartz crys-
tal resonators for multi-chan-
nel carrier systems. Size, 
shape, and proportion deter-
mine resonant frequency and 
other properties. Angle of cut 
relative to crystal structure, is 
also very important in deter-
mining frequency and temper-

ature characteristics. 

exceeded, and then only by so-called 
"atomic clocks", rather complicated de-
vices which use atomic resonance for 
their control element. 

Quartz appears to be very nearly ideal 
for use in resonators. Although almost 
all materials suffer internal losses from 

internal friction or elastic hysteresis, 
most if not all of the loss in good quartz 

crystals appears to be caused by minor 
surface irregularities and the effect of 
mounting. Very tiny amounts of surface 

contamination have been shown to re-
duce quartz crystal Q by one-half! A 
good comparison of the effect of Q on 
resonator performance can be made by 
noting how long the device will vibrate 
when no additional power is supplied. 
Although a good tuning fork vibrating 

in a vacuum can sustain about 2000 
cycles before the amplitude of vibration 
is reduced to half, and a high-Q elec-
trical circuit about 100 cycles, well-

mounted quartz crystals have been able 
to "coast" more than a million vibra-

tions before reaching half amplitude. 

Quartz is unusually stable, mechani 
cally and chemically, so that it i! 
generally unaffected by almost any con-
ditions to which it may be subjected. 
In addition, quartz has a very low tem-

perature coefficient of expansion, thu5 
reducing temperature effects. Strangely 
quartz slabs cut from the crystal at a 
certain angle will exhibit a negative 
temperature coefficient, while slabs cut 

at another angle may have a positive 
coefficient. By carefully choosing the 
angle of cut, it has been possible tc 
produce crystals having essentially a 
zero temperature coefficient over the 
range 0-100° C. Unfortunately, this 
cut ( the "GT") is limited in the fre-
quency range available and is expensive. 
Accordingly, other cuts are more fre-
quently used, according to the mechani-

cal and electrical properties of the 
finished crystal most desired. Figure 4 

shows some of the quartz crystals man-

ufactured at Lenkurt for use in Lenkurt 
carrier equipment. 

Despite the high Q available from 
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quartz units, resonant frequency is sen-

'sitive to crystal current ( a function of 
driving power) as well as temperature. 

Temperature and driving power also 
affect crystal aging, a change in operat-
ing frequency which is relatively great 
when the crystal is new, but which de-
clines with time. Aging is apparently 
caused by local surface imperfections 
introduced during fabrication, migra-
tion of material between electrodes and 
leads, and the -shaking out- of micro-

scopic contaminating substances. Once 

Figure 5. Temperature-versus-
frequency characteristic of 
crystal designed for overtone 
or harmonic oscillation. Irreg-
ularities in left portion of 
curve are spurious modes of 
oscillation. Note "turning 

point" at about 60'C. 

+0.002 

—0 006 

—0.002 

the initial crystal aging period is passed, 
it is important to restrict crystal activity, 

and all precision oscillators use some 

form of current limiting to stabilize 
crystal operation. 

Temperature Control 

Despite the inherently low tempera-
ture coefficient of quartz, the frequency 
stability required may be so great that 
crystal operating temperature must be 
carefully restricted. As shown in Figure 
5, the temperature- frequency charac-

-50 —25 0 +25 +50 +75 +100 

CRYSTAL TEMPERATURE— °C. 
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teristic of crystals is not uniform, but 
changes according to temperature. Note 
that the temperature characteristic re-

verses direction at about 60° C. Over a 
very narrow range of temperature in this 

region, temperature has a minimum ef-

fect on frequency. This point of "zero" 
temperature coefficient is sometimes 

called the "turning point" of the crystal, 

and can be varied by slight changes in 
the angle at which the crystal is cut. 

In order to take advantage of a crys-

tal's zero temperature coefficient, it is 

usually operated within an insulated, 
temperature- controlled " oven." This 
will usually consist of an insulated en-
closure having a high specific heat ( re-

quiring a large number of calories to 

change the temperature a small amount) 

and a temperature-controlled source of 
heat. 

Where stability requirements are not 
very strict, an on-off thermostat may be 
used. Ovens of this type can be designed 
to maintain the temperature constant 

within a few tenths of a degree. This 

Figure 6. Extreme care 
is required in mounting 
crystals. Leads are sol-
dered to gold coating at 
exact nodal point of vi-
bration. Solder beads 
damp vibration in leads, 
should be located an 
odd number of quarter-
wavelengths (at reso-
nant frequency) from 

crystal. 

type of temperature control has the 

merit of simplicity, but permits rela-' 
tively large excursions of temperature, 

since a definite temperature change 
must be detected before heater power 
is turned on or off. Nevertheless, a high 

degree of frequency stability may be 
achieved, depending on the type of 
crystal used. 

Proportional Control 

A more refined technique is the use 
of proportiona/ temperature control. 

Proportional control has been known 
for many years but used very little ex-
cept where utmost temperature stability 

was essential. Its use is now growing 
because reliable transistor circuits make 
it more convenient, and because the 
need for improved frequency stability 

is becoming much greater. 
In this method, instead of turning a 

heater on and off ( so that oven tempera-

ture swings above and below the desired 
temperature), heat is introduced con-

tinuously, but is continuously varied to 
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Figure 7. Simplified schematic diagram of Lenkurt 46A Master Oscillator and pro-
portional temperature control oven. Crystal oscillator is thermistor-limited to main-
tain stable output. Temperature change in copper oven wall is sensed by thermistor 
which continuously varies audio oscillation and the amount of current supplied to 

oven heaters. 

match the heat lost by the oven. 

Figure 7 shows a simplified schematic 

diagram of the master oscillator and its 
proportional temperature control circuit 
used in the Lenkurt Type 46A Carrier 
system. The 128-kc output from this 

oscillator is used to derive all channel, 
group, and supergroup carriers for the 
600-channel system. In order to avoid 
effects of temperature variations on 

transistor performance, the entire oscil-
lator circuit is enclosed within the oven. 
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The thermistor (temperature- sensitive 

resistor) shown in the feedback path 

from Q2 to Q1 acts as a "governor", 
holding oscillator activity and crystal 
current to a very constant value. 

The oven itself is a massive copper 

block into which holes have been drilled 

to hold the oscillator, heating resistors 
and sensing thermistor. The sensing 

thermistor is connected into an audio 
oscillator circuit in such a way that if 
oven temperature drops slightly, oscil-

lator feedback increases, thus driving 
the power amplifier harder and drawing 

more power through the heating resis-
tors which comprise its load. In this 

particular design, crystal temperature is 
maintained within .01° C over a 60-
degree range of ambient temperatures; 
the 128-kc output drifts less than 1/50 

cycle in three months if error adds up 
in the worst way. 

Change-of-State Oven 

A recently- developed crystal oven 
provides what may be the ultimate in 
temperature control — essentially zero 

temperature change. Even excellent pro-
portional control ovens must exhibit 

some temperature differential, since an 
"error signal", no matter how tiny, must 
be present before heater power is al-
tered. In the change-of-state oven, how-
ever, no temperature differential at all 
need exist except for the heat lost 
through the electrical leads to the 
crystal. 

This device takes advantage of the 
fact that the melting and freezing tem-

peratures of crystalline substances are 
identical, and that the change from the 
solid to the molten state is dependent 
on the heat stored in the material, 

rather than its temperature. Water, for 

MICRO-

SWITCH 

HEATER 

CRYSTAL 

CRYSTAL 

LEAD 

BELLOWS 

MOLTEN 
NAPTHALENE 

ICRYSTALLINI II-- NAPTHALENE 
CERAMIC 
INSULATOR 

POINT TO POINT TELITCOPPINNNICNTION.1 

Figure 8. Napthalene in change- of-

state crystal oven is kept in half-mol; 
ten, half-solid state to maintain near-
perfect temperature stability. Bellows 
and microswitch control heat by sens-
ing expansion and contraction of nap-

thalene. 

instance, requires about 80 calories per 

gram to melt. When both physical states 
are present, the temperature remains ex-
actly at the melting point until the ma-

terial is either melted or solidified. If a 
substance is chosen which expands or 
shrinks when going from one state to 
the other, it becomes possible to detect 
changes in the heat content of the sys-

tem before there has been any change 

of temperature. As the substance cools 
and contracts (expands, in the case of 

water) a bellows and switch activates 
the heater, thus restoring some of the 
material to the molten state, still with-

546 



out a change of temperature. 

In one such device, napthalene ( also 
used in "mothballs") was the substance 
chosen. Napthalene melts at 79.5 ° C 

and requires about 36 calories per gram 
for fusion. In this particular oven de-
sign, temperature variation within the 
oven was found to be ± 0.0014° C. 

Atomic Timekeeping 

Until a few years ago, most national 

frequency standards consisted of ex-
tremely stable quartz crystals located in 
temperature- controlled vaults. Today, 

these have been replaced by cesium 

beam "atomic clocks" which maintain 
stability on the order of one part in 10", 
or about two parts in 10' 2 over a few 

hours. These standards use the reson-
ance of cesium 133 atoms in making 
quantum transitions between energy 

states ( see DEMODULATOR, July, 1961 
for a discussion of quantum resonance). 

The cesium resonance frequency in 

these standards is 9,192,631,770.0 

cycles per second. 
Other ultra-stable atomic resonators 

have been developed which are both 

simpler and possibly more stable than 
the cesium beam standard. One such 
development is the rubidium vapor cell, 
which has a Q of 170,000,000, more 
than twice that of the cesium resonance. 
The rubidium cell is not really as suit-

able for an absolute standard of fre-
quency as the cesium beam because the 
resonant frequency can be altered slight-

ly by the way the device is constructed. 
Once built, however, it is fantastically 

stable. Several rubidium gas cells built 

for use in satellites have shown less 
than one part drift in 10" per month 

over a period of a year, about 1/30 that 
of a cesium standard with which they 
had been compared. 

Oscillators capable of accuracies in 

this range are certain to become rela-
tively simple and cheap, thus permitting 
their widespread use in many old and 

new communication applications, par-
ticularly ultra-high-speed data transmis-

sion and satellite communications. The 

stability and cost of conventional com-
munications equipment will benefit and 

its information-handling ability can be 
expected to increase. • 
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emodulator 

the universal 

VOICE CHANNEL 

Most terminal equipment for modern telecommunications service is 
designed to operate over a voice channel, a fraction of a voice channel, 
or several such channels put together. The transmission medium may 
be cable, open wire, or radio, but nevertheless the basic unit for defining 
the facility is usually the voice channel. But the question naturally 
arises, what is a voice channel? This article attempts an answer, which 
necessarily includes discussion of services other than speech transmission. 

If several types of communications 
users, such as a telephone man, an in-
dustrial user, and a military man, were 
asked to define the term "voice chan-
nel" there would be as many different 
definitions as there were types of users. 
This is to be expected, since each one 
puts his definition in terms of his own 
particular needs and applications. 
One man may be concerned only 

with the essential information content 
in speech transmission. Another may be 
concerned with the reactions of paying 
customers to how well the communica-
tions equipment reproduces the quality 
of their friends' voices. Still another 
man may not be concerned with speech 
at all, but rather with the transmission 
of data or some other service over the 
"voice channel." 

But regardless of these diverse needs, 
and of the various qualities of the 
facilities required to fill them, all voice 
channels have a single common de-
nominator. They are designed primari-
ly around the characteristics of the 
human voice and the human ear. 

Speech Characteristics 
From the listener's point of view the 

quality of a voice channel can be meas-
ured in terms of two parameters, in-
telligibility and intensity, which to-
gether determine the quality of recep-
tion of sounds transmitted over the 
channel. Interestingly enough, intelligi-
bility and intensity are virtually inde-
pendent of each other over quite a 
broad frequency range. Most of the 
speech energy, and hence the intensity, 
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is concentrated in the lower frequen-
cies, while the high frequencies con-
tribute most to the intelligibility. If no 
frequencies below 1000 cps were trans-
mitted, articulation would be about 86 
per cent perfect, but the received ener-
gy content would be only about 17 per 
cent of the original energy. On the 
other hand, if only the frequencies 
below 1000 cps were transmitted, artic-
ulation would be reduced to about 42 
per cent, while 83 per cent of the total 
energy would be transmitted ( Figure 
1 illustrates this graphically). This 
means that any voice channel must in-
clude both the low frequencies and the 
high frequencies. Furthermore, some 
compromise is usually necessary because 
available bandwidth is limited. 

Perhaps the most important factor in 
determining bandwidth, however, is the 
reaction of the people using the facili-
ties. Many experiments have been per-
formed to test subjective reaction to 
various transmission impairments, in-
cluding restricted bandwidth. As a re-
sult of such tests, the "standard" voice 
channel bandwidth has come to be ac-
cepted as about 3 kc. Typically, the 
range of transmitted frequencies is 
from about 200 cps to about 3200 cps. 

Another significant characteristic of 
speech is its redundancy. As much as 
75 per cent of the information content 
in normal speech is redundant. If a 
syllable is lost ( or often even a word), 
the listener automatically fills in the 
gap from the context. The result is that 
the requirements for speech transmis-
sion are often much less stringent than 
those for other types of transmission. 

Services Other Than 
Speech Transmission 

Manufacturers of equipment for the 
transmission of telegraph, data, and 
facsimile often find it convenient to 
design their equipment for operation 
over voice channels. The reason is 

simply that voice transmission facilities 
are almost universally available. How-
ever, difficulty may arise because the 
voice channel is designed around the 
peculiarities of speech transmission, 
while these other services may have 
quite different requirements. It then 
becomes necessary to evaluate the qual-
ity of the voice channel in terms of the 
technical factors which are important 
for the other types of transmission. 
One of the first characteristics which 

comes to mind in defining any type of 
communications channel is bandwidth. 
The bandwidth required for voice 
transmission is, of course, determined 
by speech characteristics, as previously 
mentioned. The bandwidth required 
for digital transmission, however, is 
primarily determined by the speed of 
transmission. The higher the speed the 
more bandwidth required. Thus, tele 
graph service with its relatively slow 
speed requires a small fraction of a 
voice channel — typically, 170 cps for 
100 words per minute. Conversely, 
high-speed data transmission, measured 
in kilobits and even megabits per sec-
ond, may require enormous bandwidth, 
equivalent to many voice channels. 
Where a data system operates over a 
voice channel with a nominal 3-kc 
bandwidth, the transmission speed is 
often 1200 or 2400 bits per second. 
One of the items of major concern 

in evaluating any communication chan-
nel is noise. But there are various types 
of noise, and one kind may affect a 
particular type of communications more 
than another kind. For example, white 
noise (background noise) measure-
ments are usually used in evaluating a 
channel for speech purposes because 
the human ear hears this kind of noise 
— white noise tends to mask the de-
sired message. Data, however, is rela-
tively insensitive to white noise. Here 
it is impulse noise which causes the 
most trouble. Impulse noise consists of 
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short "spikes" which may reach quite 
a high amplitude, but which have a 
relatively short duration. The length is 
often measured in tractions of a milli-
second. Even though they have a high 
amplitude, these spikes are often too 
short for the human ear to hear. There-
fore, they cause very little trouble in 
voice transmission. In data transmis-
sion, however, they can easily reach the 
level of the data signal, thereby causing 
an error, as shown in Figure 2. 
White noise has little effect on data 

transmission until the noise reaches a 
very high level because data is not af-
fected until the noise peaks reach the 
detection level of the signal. Thus, 
even though the ear may hear a signifi-
cant amount of white noise, the chances 
are slight that it will have much effect 
on data. 

Attenuation and 

Delay Distortion 
Services other than voice transmis-

sion may be transmitted in three forms. 
They may use a serial digital transmis-
sion arrangement with one information 
bit transmitted after the other; they 
may use a parallel digital transmission 
arrangement where more than one bit 
is transmitted simultaneously; or trans-
mission can be in the form of analog 
signals, without the "quantizing" of di-
gital techniques. But regardless of the 
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Figure 1. Curves 
indicate that speech 
energy is concen-
trated in the lower 
frequencies, while 
the higher frequen-
cies contribute most 

to intelligibility. 

way the information is transmitted, 
there is one thing in common: the 
various frequency components which 
make up the complex signal bear a very 
definite relationship to each other both 
in magnitude and in time. This means 
that all frequencies within the passband 
should suffer the same loss if attenua-
tion distortion is to be avoided. It also 
means that all frequencies within the 
passband should propagate through the 
transmission medium at the same 
speed to avoid delay distortion — an 
altering of the phase relationship be-
tween the frequency components. 

Attenuation distortion is perhaps 
equally important in either speech or 
data transmission. Typically, the higher 
frequencies in the passband are attenu-
ated more than the lower ones. For 
example, on nonloaded wire pairs the 
attenuation is usually proportional to 
the square root of frequency within the 
voice band. Inductance loading is used 
to reduce both attenuation distortion 
and overall loss on most cable pairs 
longer than about three miles. This is 
fine for speech transmission, but it 
makes the line resemble a lowpass filter 
with a cutoff frequency. As this cutoff 
frequency is approached, phase or de-
lay distortion increases rapidly. 

Phase distortion is relatively unim-
portant in voice transmission because 
the components of speech need not 
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Figure 2. Unlike speech transmission, data is relatively unaffected by noise below 
the signal detection level. Thus, errors are quite likely to be caused by impulse 

"spikes," while white noise has little effect on error rate. 

bear an exact time relationship to each 
other for intelligibility. Furthermore, 
the large amount of redundancy in 
normal speech tends to mask the effect 
of any phase distortion. For these rea-
sons phase distortion is rarely con-
sidered ( unless it is extreme) in evalu-
ating a voice channel for speech trans-
mission. 

In a typical channel the frequency of 
minimum delay is approximately 1600 
to 1700 cps. A curve of relative 
delay plotted as a function of frequency 
usually reaches a minimum in this re-
gion and forms a more or less sym-
metrical "U" about the midpoint. The 
two ends of a typical curve reach a 
relative delay of perhaps a millisecond 
or more at about 400-800 cps on the 
low end and at about 2700-2900 cps at 
the high end. Figure 3 shows the 
characteristics of a typical carrier sys-
tem voice channel. The channel shown 
has a "one-millisecond bandwidth" of 
approximately 3000 cps and it has a 
half-millisecond bandwidth of 2500 
cps. A relative delay of one millisec-
ond will have little affect on speech 
transmission, but it may well render a 

voice channel completely unusable for 
data, particularly at higher transmission 
speeds. For this reason data transmis-
sion systems seldom use the entire voice 
frequency bandwidth, but are placed 
near the center of the frequency band 
where distortion is lowest. ( Data is 
often transmitted in the 1000-2600 
cps band). 

Equalization 
A common technique to increase the 

percentage of bandwidth usable for 
data transmission is known as equaliza-
tion. A channel is equalized by intro-
ducing a network which produces 
either attenuation or phase shift char-
acteristics ( or both) opposite to those 
already inherent in the channel. Figure 
3 illustrates how the equalizer charac-
teristics add to the channel characteris-
tics to produce a relatively smooth 
curve. 
Of course it is seldom possible to 

obtain a truly flat curve in this way. 
Equalization is used simply to get the 
attenuation and phase delay within the 
acceptable tolerance for data transmis. 
sion. Ripples in the attenuation and 
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delay characteristics frequently repre-
sent echoes caused by impedance mis-
matches. The edges of the band nor-
mally exhibit more pronounced ripples 
because more discontinuities, and 
hence more reflections, occur here. This 
is one more reason why often only the 
center of the bandwidth is used for 
data transmission. Echoes from "close-
in" discontinuities usually result in 
ripples which can be equalized, where-
as echoes from remote transmission dis-
continuities often cannot be equalized. 
The reason is that an individual trans-
mitted pulse is usually affected primari-
ly by its own echo if the source of the 
echo is close in. Echoes from remote 
discontinuities tend to affect later trans-
mitted pulses. Thus, the effect is ran-
dom for a train of pulses, and equali-
zation is not generally effective. 

Cornpandors and 

Echo Suppressors 
The interfering effects of noise, 

crosstalk, and echo on speech are often 
reduced by the use of compandors and 
echo suppressors. These devices take 
advantage of certain peculiarities of 
human conversation. Unless they are 
removed from the transmission path, 
however, they often render a circuit 
unfit for many types of data transmis-
sion. 

Compandors give an apparent re-
duction in noise on voice circuits by in-
creasing the circuit loss during speech 
pauses — between syllables and words. 
If amplitude-modulated (on-off) type 
data signals are transmitted through a 
compandor, some of the pulses may be 
badly distorted by the varying loss 
characteristic. However, frequency-shift 
data signals are not appreciably dis-
torted by a compandor since their 
power level remains essentially con-
stant. 

Echo suppressors are frequently 
used on long circuits to prevent the 

echo of reflected speech from annoying 
the talker. They are simply devices 
which inhibit the return path when a 
person is talking. Most echo suppres-
sors in use on commercial telephone 
circuits today permit transmission in 
only one direction at a time. During 
data transmission they must be re-
moved from the transmission path or 
they will not permit a data receiver to 
ask for the repeat of a message in 
which an error has been detected. This 
"disabling" of the echo suppressor is 
accomplished by a device which is sen-
sitive to a tone of 2000-2250 cps gen-
erated by the data transmitting equip-
ment. When the disabler receives this 
tone for some specified length of time, 
it holds both directions of transmis-
sion open while data is being trans-
mitted. 
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Figure 3. Top panel shows the en-
velope delay characteristics of a typical 
carrier channel before equalization. 
Addition of a 3-section equalizer re-
duces relative envelope delay to -±75 
microseconds over a large portion of the 

bandwidth. 
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Figure 4. Actual sample of facsimile transmission over a circuit not corrected 
for delay distortion. Note the fine echoes following each transition from black 
to white or white to black. This same effect occurs in high-speed data trans-

mission, causing errors to increase. 

Future Trends 
The history of the communications 

industry is one of increasingly stringent 
performance requirements, with no end 
to this trend in sight. This comes about 
because communications users are de-
manding that their transmitted infor-
mation be reproduced at the receiv 
end with ever-greater fidelity. 

But there is another important factor 
influencing the shift toward "tighter" 
specifications for voice channels. This 
is the changing pattern of communi-
cation. It includes not only the ever-
greater quantities of information being 
transmitted, but also the trend toward 
the transmission of many kinds of in-
formation in digital form. Equipment 
manufacturers today must consider fac-
tors which, in the not-too-far-distant 

past, were only academically related to 
voice channel performance. 

Consider delay distortion for ex-
ample. Serial data at 2400 bits per 
second has a bit length of only 0.417 
millisecond. If the delay distortion is 
several milliseconds, the data will be 
hopelessly garbled because parts of a 
pulse may be delayed enough to over-
lap with the "faster" portions of the 
following pulse. Newer equipment de-
signs recognize this problem and allow 
for it. For example, Lenkurt's long-
haul 46A carrier equipment holds de-
lay distortion to 0.165 millisecond 
(without equalization) for the usual 
data band, 1000 to 2600 cps. 
The 46A is also unique in its data-

handling capabilities. Up to 65 per 
cent of its channels can be loaded with 
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Transmission is greatly improved when the delay distortion present in the trans-
mission medium is corrected by delay equalizer. Lines and other fine detail are 
reproduced much more sharply. The ability to transmit finer detail by equalizing 

delay is similar to higher speed data transmission. 

data at the same time — more than 
any other commercial multiplex equip-
ment. (Older equipment may falter 
under as little as 25 per cent data load-
ing.) In recognition of the fact that 
data-handling capacity is becoming 
more important, the extra power-han-
dling capability necessary to accommo-
date such a load is an integral part of 
the design. 

Thus, it is becoming increasingly ap-
parent that the performance standards 
of the past do not apply to the present, 
much less the future. The direction of 
the trend is clear. A system barely ade-
quate for today's needs may be hope-
lessly obsolete in a few years; whereas 
a system which is "over-designed" by 
present standards will have a working 
life far longer. • 
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emodulator 

Requirements of a HUMAN 

COMMUNICATIONS 

CHANNEL 

The objective of a human 
communications channel is 

to extend our conversational 
range by permitting direct oral 

communication between two or more 
people over some geographic distance. 

Because the success of such a system is 

largely subjective, it is necessary not only to make the service easy to 
use, but to enable the user at each end of the line to communicate in a 
manner approximating as nearly as possible face-to-face discussion. 

With this human factor in mind, it is mandatory that the effects of 
various interfering factors be judged on a personal basis, not easily cor-
related in terms of electronic meter readings. 

In this article, some of the factors which affect communication are 
discussed, and an attempt is made to relate these interfering effects to 
the requirements of a human communications channel. 

About this article 
This article is a revision of the February, 1959 issue of The Len-
kurt Demodulator. It provides a basic introduction to some of the 
problems of human telephone communications, and is being re-
issued for the benefit of our new readers. 
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What we say in face-to-face conversation is emphasized by facial expres-
sions and gestures. In a telephone eonrersation, we depend upon the voice 
alone. 

A human communication channel 
(or system) must offer the user more 
than just a means of transferring in-
formation from one point to another. 
To enjoy wide acceptance as a means of 
communication, it must present to the 
user a good "second best" to direct 
face-to-face conversation, along with 
being convenient and sufficiently eco-
nomical. Otherwise, the use of the 
facility will be restricted to messages 
which are urgent or absolutely necessary 
and cannot wait to be mailed or sent by 
telegraph. 

In voice communication, we are not 
only interested in transmitting informa-
tion—that is, sounds which can be in-
terpreted as words—but we are also 
interested in conveying shades of mean-
ing through variations in voice ampli-
tude and inflection. In effect, we wish 
to capture the feeling of presence that 
is obtained in face-to-face conversation. 
The rather extensive use of the tele-
phone as a means of communication 
indicates to a high degree that this 
objective has been achieved. 

In direct conversation, communica-
tion is emphasized in a number of ways: 
variations in speech amplitude, inflec-
tion, facial expressions, and gestures. In 
a telephone conversation the visual com-
munication is, of course, missing. The 
listener is forced to rely on word con-
text and voice inflection for the transfer 
of meaning. 

Admittedly, the intelligence alone 
can be transmitted through a communi-
cations system with a minimum of vari-
ation in amplitude and in the presence 
of high noise levels. But while it is 
possible to get oral information through 
such a system, this type of low quality 
communications circuit would certainly 
not find the wide acceptance that to-
day's telephone industry enjoys. 
What then is necessary for a success-

ful human communications channel? 
To answer this question, let's consider 
some of the things affecting the trans-
mission of voice over a telephone. 

In direct face-to-face conversation, 
the sound intensity (amplitude) and 
the frequency ( pitch) of the sound 
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waves may vary over wide limits. Sound 
intensities may range from the thresh-
old of hearing ( a whisper) to very 
he levels. However, in a normal con-
versation the variation is between 30 
to 40 db for the usual talker. 

But since many different people use 
the telephone channel, the relationship 
between the sound intensity ranges of 
different talkers must be considered. 
Studies have shown that the intensity 
range between the weakest syllable of 
a soft talker and the loudest syllable of 
a loud talker ( that is, the two extremes) 
is in the order of 70 db. Under the 
same conversational conditions, the fre-
quency range of sound can vary from 
about 50 cps to about 10 kc depending 
on the individual. 

Within this scope, it would be diffi-
cult to construct a multichannel trans-
mission system that could include all 
ranges of sound intensity and frequency 

Restricting the conversational fre-
quency range does not seriously im-
pair telephone communication if nor-
nwl levels are maintained. Where 
wide level variations are encountered, 
communication ix seriously affected. 

without unduly restricting the ultimate 
channel capacity. 

From the listener's point of view the 
quality of a voice channel can be mea-
sured in terms of two parameters, intel-
ligibility and intensity, which together 
determine the quality of reception of 
sounds transmitted oser the channel. 
Interestingly enough, intelligibility and 
intensity are virtually independent of 
each other over quite a broad frequency 
range. Most of the speech energy, and 
hence the intensity, is concentrated in 
the lower frequencies, while the high 
frequencies contribute most of the intel-
ligibility. If no frequencies below 1000 
cps were transmitted, articulation would 
be about 86 percent perfect, but the 
received energy content would be only 
about 17 percent of the original energy. 
On the other hand, if only the fre-
quencies below 1000 cps were trans-
mitted, articulation would be reduced 

559 



to about 42 percent, while 83 percent 
of the total energy would be trans-
mitted. This means that any voice 

channel must include both the low fre-
quencies and the high frequencies. In 
practice, some compromise is usually 
necessary because available bandwidth 
is limited. 

For toll circuit engineering, the nor-
mal range in talker volume can be 
considered to be between 0 dbm0 and 
—31 dbm0, and the standard voice 

channel bandwidth is about 3 kc. Typi-
cally, the range of transmitted frequen-
cies is from about 300 cps to about 
3400 cps. 
The discussion thus far has been 

concerned with restrictions which may 
be imposed on speech communication 
without incurring serious degradation, 
but has not included any effects which 
may be encountered during the trans-
mission of speech. When transmission 
is considered, other factors are intro-
duced that affect the intelligibility and 
identification of the message signal. 
These include: ( 1) level variation, ( 2) 
changes in frequency, ( 3) distortion 
caused by non-linearities in the circuit, 
and (4) interference such as noise and 
crosstalk. 

Level Variations 

In any transmission medium, the loss 
in signal strength is not constant, but 
varies from instant to instant. These 
variations are a result of changes in 
circuit loss caused by such things as 
varying temperature and other weather 
conditions. This means that unless some 
type of level control is used, the signal 
level at the receiver will also vary. The 
manner in which level control is ac-
complished depends on the transmis-
sion system. 

It is desirable to keep level varia-
tions which may occur over a short 

time interval to about 0.25 db. Systems 
may be expected to drift more than 
this over a long period of time, but 
proper routine maintenance usually pre-
vents any serious impairment in trans-
mission quality. 

Frequency Stability 

The use of oscillators in carrier tele-
phone systems introduces the problem 
of frequency stability. This problem is 
commonly associated with the change 
in frequency of an oscillator over a 
period of time. But in a telephone cir-
cuit, the frequency stability that is of 
concern is the net change in frequency 
that occurs between the transmitting 
and receiving ends of the circuit. The 
amount of frequency change tolerable 
is directly related to the amount of 
change discernable to the ear. Analyses 
of hearing acuity tests suggest that a 
certain amount of frequency change, 
even over a short period of time, can 
be made without the ear detecting the 
shift as a different sound. 

For voice circuits, a frequency sta-
bility ( end-to-end) in the order of + 3 
to ±- 5 cps provides a very good circuit. 
In actual operation, frequency shifts 
approaching ± 15 cps may occur over 
a long time period without seriously 
impairing the quality of the voice cir-
cuit. However, the increased use of 
switched networks and dial-up connec-
tions for data transmission has necessi-
tated much greater frequency control, 
measured usually in fractions of a cycle. 

Crosstalk 

Wherever telephone circuits follow 
adjacent paths, they are susceptible to 
crosstalk interference. Crosstalk may be 
produced by inductive or capacitive 
coupling in parallel lines, or at junc-
tions, producing unwanted signals in 
the disturbed circuit. Generally, three 
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Excessive crosstalk interferes with the desired conversation, and reduces 
the privacy of this means of communication. 

types of crosstalk are considered to ex-
ist: ( 1) intelligible crosstalk, which is 
in the same frequency range, but lower 
in amplitude than the original or de-
sired signal, ( 2) unintelligible cross-
talk, which is translated in frequency, 
or appears in the disturbed circuit in 
an inverted order, and ( 3) babble, 
which is crosstalk from a number of 
sources, either intelligible or unintel-
ligible. With babble, the resulting 
sound has an apparent syllabic rate, but 
because of the number of interfering 
signals, does not appear as intelligible 
crosstalk. Babble is normally evident 
during the busy-hour periods and is 
similar to noise. 

Crosstalk performance could be 
readily calculated if it were only neces-
sary to measure coupling between two 
circuits. However, the magnitude of 

crosstalk in the disturbed cricuit will 
vary depending on talker volumes in 
the disturbing circuit, or circuits. Other 
factors which change the interfering 
effect of crosstalk are variations in sub-
scriber loop losses, and the masking 
effect of circuit and room noise. In 
addition, the reactions of different 
people to a given crosstalk volume will 
vary widely. The total range of toler-
ance is about 30 db. These are among 
the factors considered in determining 
the crosstalk index, often used in estab-
lishing grades of performance for tele-
phone circuits. 

Noise 
Another type of interference that is 

important in telephone communication 
is noise. Any type of interfering signal 
may be classified as noise. However, 
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crosstalk, which is included in this 
broad definition, is generally treated 
as a separate problem. 

Types of interference which may af-
fect voice communication include: ( 1) 
thermal noise, (2) impulse noise, and 
(3) extraneous tones. The disturbing 
effect of these types of noise is generally 
less than that of crosstalk because in 

One source of random noise is from 
thermal motion of the conduction 
electrons in a resistor. 

most instances no recognizable syllabic 
pattern is discernible. However, the dis-
turbing effect on any one circuit will 
depend upon the type of noise and its 
frequency distribution. Many types of 
noise are man made, and can be elimi-
nated, or at least reduced in magnitude. 

Since noise cannot be entirely elimi-
nated, objectives for noise amplitude 

Lightning is another source of noise 
which can affect telephonic commu-
nication. 

Room noise is present even during a 
normal conversation. While a high 
level of room noise is always distract-
ing, in a telephone conversation room 
noise helps to mask noise and cross-
talk in the telephone circuit. 
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and frequency distribution have been 
established. For example, in many toll 
applications, the overall objective for 
end-to-end connections is to maintain 
total noise ( including crosstalk) at 20 
dbrnc0, as measured at the subscriber 
terminal under normal busy-hour con-
ditions. This total value is then divided 
into separate objectives for subscriber 
loops, terminal equipment noise, vari-
ous types of line noises, and crosstalk. 

Distortion 
Distortion is the general term used 

to describe any change in waveform 
of a signal. Even where noise and cross-
talk requirements are met, distortion 
may reduce the intelligibiiity and identi-
fication of the speaker. The three basic 
types of distortion are: ( 1) amplitude 
distortion, ( 2) frequency distortion, 
and ( 3) delay distortion. 

Amplitude distortion is caused by 
non-linearities in the circuit and is often 
called non-linear distortion. This type 
of distortion is characterized by the 
generation of harmonics which are 
multiples of the speech frequencies be-
ing transmitted. Depending upon the 
point in the circuit at which the non-
linearity exists, these harmonics may 
appear as crosstalk in other carrier tele-
phone channels. Because of the possible 
interfering effects, amplitude distortion 
is kept to a minimum in carrier equip-
ment design. 

Frequency distortion, unlike ampli-
tude distortion, does not generate har-

monics, but simply appears as selective 
attenuation of some frequencies with 
respect to the overall frequency spec-
trum. If frequency distortion appears 
within a voice channel and is excessive, 
the effect is readily apparent. Where 
low frequencies are greatly attenuated, 
the resulting speech will sound "tinny"; 
if the high frequencies are greatly at-
tenuated, the resulting speech will have 
a "booming" sound. 

Delay distortion is the result of dif-
ferences in the propagation velocities 
between the various frequencies in a 
complex wave. For speech circuit, delay 
distortion is not a problem because the 
ear is relat:vely insensiti‘e to phase 
variation. However, on voice-frequency 
circuits used for high-speed data trans-
mission, delay distortion is an important 
factor. 

Conclusion 
While many of the factors affecting 

the transmission performance of a tele-
phone circuit may be readily measured, 
it is difficult to correlate these figures 
meaningfully to the satisfaction of the 
user. The telephone user remains sub-
jective in his evaluation of the human 
communications channel. As advances 
are made in techniques and equipment, 
so will the user raise his standards in 
demanding better and more complete 
service. Only through continual review 
can the telephone industry insure that 
it is in agreement with the user on what 
he expects of his telephone. 
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OL. 13, No. 10 OCTOBER, 1964 

The Theory and Use of 

COMPANDORS 
in Voice Transmission Systems 

Progress in the field of electrical communications records a relentless 
fight against interference caused by noise and crosstalk. Through the 
proper use of a specialized device, known as a compandor, toll quality 
voice transmission can often be achieved over telephone circuits otherwise 
unsuitable because of excessive noise or crosstalk. This article is a general 
introduction to compandors and includes a brief discussion of their ap-
plication and of the characteristics of speech energy that required their 
development. 

Sound energy that is converted to 

electrical energy in ordinary telephones 

consists of a complicated wave made up 
of tones of different frequencies and in-

tensities (or magnitudes). These speech 

frequencies and intensities are the fun-
damental signal characteristics which 

must be dealt with when designing a 
voice transmission system. 

Most of the energy of speech signals 
is concentrated in a frequency band that 

ranges from about 200 cycles per sec-

ond to about 3200 cycles per second. 
The intensity range is determined by 

two factors— the talker and the words 

or syllables spoken. The difference be-

tween the loudest syllable of a loud 
talker and the weakest syllable of a soft 

talker may be as much as 70 db (equiva-
lent to a power ratio of 10 million to 
one). The average talker produces an 

intensity range of about 30 to 40 db. 

Such a wide range of speech powers 
presents a significant problem to the 

designer of transmission systems. Weak 

signals must be transmitted at a higher 
level than the noise and crosstalk en-

countered in the circuit, while strong 
signals must not overload the ampli-

fiers. These factors essentially set an 

565 



upper limit and a lower limit to the 

power range that a typical communica-

tions system can handle effectively. 
Building communications systems with 
greater load capacity and with greater 

noise and crosstalk protection is not 
always practical or economical. Coping 

with the noise performance of commu-

nications circuits, therefore, is usually 
an economic problem. 

Reducing noise and crosstalk in com-
munications systems is not an easy task. 

Some types of induced line noises are 
unavoidable because telephone lines are 
often necessarily placed near power 
transmission lines or other sources of 

electrical noise. 
The maximum amount of power that 

can be transmitted over wire lines or 
cable carrier systems is generally limited 

by established transmission standards. 
Increasing the power would, of course, 
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Figure 1. The dynamic speech range 
of an individual is about 40 db; however, 
the difference between the strongest 
sounds of a loud talker and the weakest 
sounds of a soft talker may be as much 

as 70 db. 

provide some increase in the ratio of 
wanted signals to line noise. However, 

there would not be any crosstalk im-

provement since the amount of cross-
talk is independent of the line levels 

(provided all parallel systems operate 

at the same relative levels). 

Reducing crosstalk between carrier 
systems on different pairs of a pole line 

sometimes requires extensive line trans-

position. Most lines used for carrier sys-

tems are constructed so that both noise 
and crosstalk are as low as practicable. 
When the first New York-to-London 

radiotelephone circuit was installed 
back in the late 1920's, it was recog-

nized that noise would be a major 

problem on such a long-distance radio 
circuit. Noise in radio systems consists 

mostly of stray electrical energy com-
monly known as static which usually 
causes more interference than the noise 
encountered in physical circuits. 
To help overcome this noise prob-

lem, a volume indicator and a manual 
volume control were placed in the wire 

circuit between the overseas toll office 
and the radio. The volume indicator 

displayed the intensity of the speech 
signals transmitted over the circuit. A 
technical operator monitored the vol-

ume indicator and adjusted all signals 

to a level that fully loaded the trans-

mitter. Manually adjusting the speech 
signals was effective in reducing the 

range of signal intensities applied to 

the circuit to about 30 db. However, it 
was rather difficult for the operator to 
follow the rapidly varying signal ampli-
tudes, and static or noise was still annoy-

ing to the listener, especially during 
speech pauses and other silent periods. 

Efforts to improve the signal-to-noise 

performance on the transatlantic radio-
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2. The wide power range of speech signals is reduced by the compressor 
and restored to its natural power range by the expandor. 

telephone circuit led to the develop-

ment of a voice-operated device called 
a compandor. The compandor, first 

used in the New York-to-London radio-
telephone circuit in 1932, provided a 
great improvement in overcoming the 

problems of static, thus making the 

radio circuit usable for a greater portion 
of the time. 

Cost and space requirements of the 
early compandors prevented their gen-
eral use on wire circuits until the late 
1930's. The Bell System first employed 
compandors on a wire line in 1941 on 

the Charlotte, North Carolina-Miami, 
Florida and the Charlotte, North Caro-
lina-West Palm Beach, Florida routes. 

Technically, the type of compandor 
described in this article is a syllabic 

compandor. There is another type of 

compandor, known as an instantaneous 

compandor, that is used to reduce quan-
tum noise in pulse-code modulation 

(PCM) transmission systems. Since the 
instantaneous compandor has such a 
distinct function, it has not been in-

cluded in this general discussion of the 

voice-operated compandor. 

What .rs A Compandor? 
A compandor is a combination of an 

intensity range COMpressor and an in-

tensity range exPANDOR, from which 

it derives its name. The compressor is 
employed in the voice input circuit of 

a communications channel to compress 
the intensity range of speech signals by 
imparting more gain to weak signals 

than to strong signals. At the receiving 
end, or voice output circuit, of the same 

channel the expandor performs the op-
posite function of restoring the in-
tensity back to its original range. 
The compressor automatically raises 

the level of weak speech signals so that 
they can be transmitted above the noise 

and crosstalk encountered in the circuit 
between the compressor and the expan-

dor. Thus, the signal-to-noise improve-

ment for weak signals is produced by 
the compressor. In addition, the com-
pressor attenuates strong signals, there-
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by preventing them from overloading 

the transmission equipment. 

The expandor, at the receiving end 
of the circuit, presents more attenuation 

to weak signals than to strong signals 

and adjusts to a condition of maximum 
loss between speech syllables. The ordi-
narily weak crosstalk and noise signals 
that are very disturbing to the listener 

during silent periods or between syl-
lables are greatly attenuated, thus quiet-
ing the circuit. 

How A Typical 

Compandor Works 
As stated previously, the compandor 

consists of two devices: the compressor 

at the transmitting end of the circuit, 
and the expandor at the receiving end 
of the same circuit. The compressor 
and expandor each contain a variable 

loss device (variolosser), an amplifier, 
and a rectifier control circuit, as shown 
in Figure 3. 

Speech signals entering the compres-

sor first pass through the variolosser 
and then the amplifier. A portion of 
the speech energy leaving the amplifier 

is routed into the control circuit where 

it is rectified. The resulting direct cur-
rent is fed into the variolosser circuit 
where it is used to control the amount 

of signal attenuation. The level of this 
direct-current signal is directly propor-
tional to the strength of the speech 

energy, which is constantly varying. As 
the level of the direct current increases, 

the attenuation of the variolosser also 

increases. If a weak speech signal is 

present in the compressor, the control 
current is small and the attenuation of 

the variolosser is low. When the input 
speech energy increases, the attenuation 
of the variolosser increases in direct 

proportion. Thus, strong signals are at-
tenuated more than weak signals, re-

sulting in a compression of the speech 
energy range. The amplifier sets the 

proper level of the speech energy leav-
ing the compressor. 

At the receiving end of the circuit, 

the expandor restores the energy of the 
compressed speech signal to its original 

intensity range. This is done by intro-
ducing a loss that is inversely propor-

tional to the level of the input speech 

energy and equal to the gain introduced 
by the compressor. Operation of the ex-

pandor is complementary to that of the 
compressor. A portion of the input 
speech energy ( rather than the output 

energy as in the compressor) is routed 
to the rectifier control circuit to form 
the direct-current control signal. The 
attenuation of the expandor variolosser 
is inversely proportional to the level of 
the direct-current control signal. Thus, 

weak signals are attenuated more than 
strong signals, thereby restoring the 

speech sounds to their natural power 
range. 
The performance of a compandor is 

controlled by three characteristics: 1) 
the compression-expansion ratio; 2) the 

companding range; and 3) the attack 
and recovery times. Each of these char-
acteristics is discussed separately in the 
following paragraphs. 

Compression-Expansion Ratio 
The degree to which speech energy 

is compressed and expanded is ex-

pressed by the ratio of input to output 

power ( in db) in the compressor and 
the expandor, respectively. The com-

pression ratio is always greater than 1. 
The expansion ratio is the inverse of 

the compression ratio and, therefore, is 
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Figure 3. Block diagram of a typical compandor. Both the compressor and the 
expandor contain a variable loss device, an amplifier, and a control rectifier. 

always less than 1. (The degree of ex-

pansion is sometimes expressed as the 
ratio of output to input power so that 

the compression and expansion ratios 
are equal.) If the compression (or ex-
pansion) ratio were 1, companding 

action would not occur and the corn-
pandor would behave like an ordinary 

linear amplifier. 

Selection of the proper compression-
expansion ratio usually involves a com-
promise. If the compression ratio is too 

high, minor irregularities in perform-

ance are likely to be magnified by the 
companding action, thus causing ex-
cessive distortion. On the other hand, 
if the compression ratio is too small, 

(approaching 1), the range of speech 
energy will not be compressed enough 
to realize a sufficient improvement in 
the signal-to-noise ratio. 
A compression ratio of 2 (or 2 to 1) 

with a corresponding expansion ratio 
of Y2 (or 1 to 2) provides satisfactory 

performance for compandors used in 

most telephone circuits. This means 
that the speech energy traveling in the 

circuit between the compressor and the 
expandor will have an intensity range 
of one-half its original value. 

Companding Range 
To be effective, companding action 

must occur over the wide intensity 

range of speech energy. Distortion may 

occur if the companding range is less 

than the usual range of speech signals. 

A companding range of 50 db to 60 db 

is usually sufficient to avoid distortion 
and to provide the optimum signal-to-
noise improvement. The few high or 
low intensity signals that appear out-

side of this range can be attenuated or 
limited without seriously affecting in-
telligibility. 
Compression and expansion of 

speech energy in the compandor occurs 

around a focal point known as the un-
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Figure 4, Ideal load characteristics of a typical eompandor with a 2:1 com-
pression ratio. a 60 db eompanding range, and a +5 dbm focal point. Note that 
the 2:1 compression ratio applies to an intensity range of —50 dbm to +10 dbm 
and that the expansion ratio of 1:2 applies to the compressed intensity range of 

—22.5 dbm to + 7.5 dbm. 

affected level. The focal point refers to 

that energy level, within the compand-
ing range, that is not affected by corn-
pandor action. Energy at the focal point 

level passes through the compressor and 
the expandor with zero loss or gain. As 

an example, the focal point of the corn-
panding action shown in Figure 5, oc-

curs at + 5 dbm. 

Maximum noise advantage is achieved-

when the focal point coincides with the 
highest level of the companding range. 

In such an arrangement, all speech 
powers, except those at the focal point, 

are amplified in the compressor and at-
tenuated in the expandor. However, tc 

make allowances for the increase in 

mean power introduced by the corn-
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pressor, and to avoid the risk of in-

creasing the intermodulation noise and 
the overloading that might result, the 
focal point is sometimes reduced by as 
much as 10 db to 15 db below the 

top of the companding range. Selection 
of the actual focal point depends on the 
desired noise advantage and the power 
level capability of the particular system 
in which the compandor is used. 

Attack and Recovery Times 
If the gain or loss of a compandor 

changed instantaneously with a change 
of input signal, the output signals 

would be badly distorted. Consequently, 
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the operating time constants of the 
compandor are set so that the gain or 

loss varies as a function of the speech 
signal envelope and not the instantane-
ous amplitudes. Gain or ioss, therefore, 
is controlled by syllabic variations of 
the input signal, rather than by indi-
vidual speech peaks. 
The time constants, which are de-

signed into the compandor control cir-
cuits, are referred to as the attack and 

recovery times. Both the attack and re-

covery times are established in respect 

to a voke-frequency test signal. In ac-
cordance with CCITT Recommenda-

tions, the attack time is that interval 
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Figure 5. The effect of a compandor with a 2:1 compression ratio on various 
power levels. In this particular example, compression and expansion occur around 

a +5 dbm focal point known as the unaffected level. 
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between the instant when the power of 
a test signal, applied to the compressor 

input, is increased from — 16 dbm0 to 
—4 dbm0, and the instant when the 
output voltage envelope of the com-

pressor reaches 1.5 times its final steady-
state value. The recovery time is that in-
terval between the instant when the 

power of the test signal is reduced from 

—4 dbm0 to — 16 dbm0, and the in-
stant when the compressor output volt-
age envelope reaches 0.75 times its final 
steady-state value. The attack and re-
covery times for the expandor are de-
termined in an equivalent manner. Nor-

mal values for these time constants are 
about 3 milliseconds for the attack time 
and about 13.5 milliseconds for the re-
covery time. 

If the attack and recovery times are 
too abrupt, modulation products may 
cause distortion and noise. If the attack 
time is too slow, the initial parts of 

syllables may be mutilated. If the re-
covery time is too slow, the full loss of 

the expandor will not be inserted be-
tween syllables. In addition to estab-
lishing proper time constants, it is 

essential that the attack and recovery 

times of the compressor and the ex-

pandor exactly coincide to avoid over-
shoots. 

Noise Advantage 
The effect of a compandor in a typi-

cal carrier channel is shown graphically 
in Figure 6. This illustration compares 
the operation of two carrier channels, 

one with a compandor and the other 
without. A line noise intensity of — 51 

dbm was assumed to exist at the input 

to the receiving carrier terminal. Gains 

and losses are shown for a high in-

tensity signal of 0 dbm and a low 

intensity signal of — 31 dbm, both at 

the zero reference level. 
In Figure 6A, where compandors are 

not used, the low intensity signal 
reaches the input of the receiving car-
rier terminal at — 54 dbm. This is 3 db 
below the assumed noise power. Since 
the noise will also be amplified in the 
carrier terminal, it will reach the listener 

at a level 3 db higher than the low 
intensity speech signal. For intelligible 
transmission, noise power should be 
more than 20 db below the weakest 

speech signal. 
Now consider how the same range 

of signals would be transmitted over 
the carrier channel now equipped with 

a compandor, as shown in Figure 6B. 
The — 31 dbm signal is fed into a com-
pressor where it is amplified. The 

amount of amplification depends upon 
the signal power, and in this case, is 
18 db. Therefore, the signal enters the 
carrier terminal with an intensity of 

—13 dbm and reaches the receiving 

carrier terminal at an intensity of — 36 

dbm instead of — 54 dbm, as occurred 
in the example without a compandor. 

The line noise power is, of course, still 

—51 dbm. Both the signal and the line 
noise are amplified 23 db in the carrier 

terminal, but in this case they both 
enter the expandor instead of going di-

rectly to the toll switchboard. The weak 
speech signal enters the expandor with 

an intensity of — 13 dbm, and the noise 
enters the expandor with an intensity 

of — 28 dbm. Since the expandor signal 

is attenuated by an amount inversely 
proportional to its power ( in this case, 

18 db for the speech signal and 28 db 

for the noise), the margin between the 
signal and the noise has been increased. 

For the same signal which was 3 db 
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Figure 6. Using compandors, toll quality transmission can often be achieved over 
a circuit otherwise unsuitable because of noise. Diagram A shows a typical circuit, 
without a compandor, where the weakest speech signal at the receiving end is 
3 db below the noise level. Diagram B shows the same circuit with a compandor 
added. The weakest speech signal at the receiving end is now 25 db above the 

noise level, resulting in a 28 db noise improvement. 

below the noise when compandors were 
not used, the circuit now achieves a 

signal-to-noise ratio of 25 db. Compan-

dor action is not apparent to the tele-
phone listener, except for the desirable 

reduction in interference. 

Crosstalk Advan7age 
Compandors are especially helpful in 

reducing the crosstalk problems en-

countered in multi-channel carrier sys-
tems. High speech signal peaks consti-

tute the greatest source of crosstalk. At 
the compressor, the amplitude of such 

loud signal peaks is reduced, thus pre-
venting crosstalk to adjacent channels 
due to circuit overloading. 
A crosstalk advantage is also realized 

through the action of the expandor at 

the receiving end of a circuit. The ex-

pandor takes advantage of the fact that 
crosstalk, like noise, is not too notice-
able during speech but becomes objec-

tionable during silent periods. 
The expandor, as explained previ-

ously, adjusts to a condition of maxi-

mum loss when speech signals are not 
present. As a result, the relatively weak 

crosstalk signals that enter the receive 

circuit are greatly attenuated during 
such silent periods and thus do not dis-
turb the telephone listener. 

Applications 
Cornpandors are used in telephone 

voice channels to make noisy circuits 
satisfactory for toll transmission ser-
vice. On physical and phantom voice-
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Figure 7. The transistor-
ized compandor developed 
by Lenkurt for the AN/ 
FCC-17 multiplexer is de-
signed to process AM and 
FM data signals with little 
distortion. Compressors and 
expandors are packaged 
separately in hermetically-
sealed containers to with-
stand rugged military use. 
Photograph shows a plug-
in compressor unit with-
drawn to exhibit its sturdy 
mechanical construction. 
The compandor is especi-
ally useful in military net-
works to assure privacy in 
cable earner systems 
where crosstalk may occur 
or to counteract the effects 
of enemy jamming in radio 

systems. 
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frequency circuits the compandor is 

particularly valuable in compensating 
for the effects of power line induction 

and noise pickup from other random 

sources. Many older circuits which have 
fallen below transmission standards can 

be restored to toll quality by using com-
pandors. 

Compandors are employed effectively 
on amplitude modulated carrier systems 

to reduce the effects of crosstalk as well 
as to improve the signal-to-noise ratio. 
Repeater spacing of carrier systems op-
erating over wire lines or cable pairs is 

often limited by line noise conditions 
or excessive near-end crosstalk. With 
the noise advantage offered by compan-

dors, repeater spacing may be limited 
only by the maximum system gain. 

Multi-channel microwave radio car-
rier systems can achieve greater fading 

margins, longer transmission paths, and 
make use of more repeaters to extend 

the system because of the additional 
signal-to-noise advantage of the corn-

pandor. Such an advantage can also 

reduce the radio antenna gain require-
ments, thus permitting the use of 

smaller antenna systems. When com-

pandors are employed on multi-channel 
radio-carrier systems, it is necessary to 
consider an average power increase of 

about 5 db for voice circuit loading. 

This additional power must either be 
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attenuated or added to the nominal 
figures used to calculate the loading cf-
fed on radio equipment. 

Substantial savings can often be real-
ized in designing and manufacturing 
carrier systems with compandors built 

into the channel equipment. Because of 
the noise and crosstalk improvement, 
design requirements of line filters, in 
addition to other carrier terminal and 
repeater equipment, can be lowered— 
resulting in lower equipment costs. 

Data Transmission 
In modern transmission systems, 

there is the ever present need to trans-
mit data signals over already existing 

voice channels. However, it is not de-
sirable to send data over voice circuits 

containing compandors since they offer 

little or no noise improvement for such 
signals. In addition, compandors tend 
to introduce intermodulation distortion, 

and can be especially detrimental to 
pulse-type data signals with changing 

power levels. When practical, there-
fore, compandors shou:d be removed 
from voice circuits that are to be used 

for data. Nevertheless, it is possible to 
transmit data signals through compan-

dors without too much signal degrada-

tion. It is currently being done over 
telephone networks that provide data 

transmission service on a dial-up basis, 

and for systems employing in-band sig-
naling. 

Conclusions 
When measured under idle circuit 

conditions, compandors provide a noise 
advantage equal to the maximum gain 

of the compressor. For the compandor 

characteristics shown in Figure 6B, the 
noise advantage would be 28 db. In 

actual practice, however, the effective 

noise advantage is always less than the 

value achieved during idle conditions, 
and typically ranges from about 20 db 
to 25 db. The actual noise advantage 
depends on such things as the speech 
power level, the noise level, the com-
pandor focal point, and the compand-

ing range. 
The compandor offers relief, but not 

a cure, in the fight to overcome the dis-

turbing effects of noise and crosstalk— 
the principal enemies of communica-

tions. It is, therefore, a remedial device 

that offers a practical method of im-

proving the quality of voice transmis-
sion over otherwise marginal or unsatis-

factory telephone circuits. • 

BIBLIOGRAPHY 

1. R. C. Mathes and S. B. Wright, "The Compandor — An Aid Against Radio Static," AIEE Trans-
actions, Volume 53, pages 860 to 866. June section, 1934. 

2. J. Lawton, "The Reduction of Crosstalk on Trunk Circuits, by the use of the Volume Range Com-
pressor and Expandor," Post Office Electrical Engineers Journal, Volume 32, pages 32 to 38, London, 

England, April, 1939. 

3. A. C. Dickieson, D. Mitchell, and C. W. Carter, Jr., " Application of Compandors to Telephone 
Circuits," AIEE Transactions, Volume 65, pages 1079 to 1086, August, 1946. 

4. "Basic Principles of Cornpandors and Their Application to Carrier Systems," The Lenkart De-
modulator, March, 1953. 

5. "Crosstalk," The Lenkurt Demodulator, November, 1960. 

6. "The Universal Voice Channel," The Lenkurt Demodulator, March, 1964. 

575 



1 



VOL. 10 NO. H r4OvEmBER, 1961 

emodulator 

dba 
and Other Logarithmic Units 

Logarithmic units are widely used in the communications industry 
as the most practical and convenient means of expressing the extremely 
wide range of power ratios encountered. The ratio of very strong signals 
and noise may be 100 million billion to one, or more. When expressed in 
decibels, the mast common logarithmic unit, this tremendous range be-
comes, simply, 180 db. Other, more specialized units, such as dba, dbrn, 
vu, and dbx are related to the decibel but require more complex definitions. 

In this article dba, dbrn and vu are explained in detail. Shorter ex-
planations of other units are also included. 

The decibel is commonly used in the 
communications industry to express a 
ratio between two quantities of powet. 
Neither quantity needs to be defined to 
express the ratio in decibels or db, and 
for many purposes, a knowledge of the 
ratio alone is sufficient. For example, 
the gain of a linear amplifier or the 
attenuation of a pad can be expressed 
in decibels without knowing either the 
input or output power of the device. 
Frequently, however, there is a need to 
know the ratio between signal ( or 
noise) power at sonne point in a circuit 
and some fixed, known quantity of 
power. In this case, it is customary to 
express the ratio as so many db above 
or below the reference power. 
The most common reference power 

used in the telephone industry is one 

Because signal power is al-
most always undergoing attenuation 
(a division process) or amplification 

About this article 
This article is reuised from the 

January, 1954 article by A. M. 
Seymour, then Editor of the DE-
MODULATOR. The original article 
has been reprinted many times 
and has been adopted without 
change as a Bell System Practice. 
Because of extreme continued in-
terest in this subject, the article 
has been brought up to date by 
the addition of material on meas-
urement units that have come 
into general use since the original 
article was written, and is re-
printed here again. 
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(a multiplication process) the expression 
of power directly in watts or milliwatts 
would often require lengthy and cum-
bersome calculations. A more conveni-
ent method of indicating an amount of 
power is to express it as being so many 
db above or below a reference power of 
one milliwatt, because adding and sub-
tracting decibels provides the same re-
sult as multiplying and dividing power. 
Because of its widespread usage, "deci-
bels above or below one milliwatt" is 
usually abbreviated ni=dbm. 

In addition to dbm, there are several 
other logarithmic units in use in the 
telephone industry which are expressed 
as db above or below some reference 
power. The most important of these are 
dba, dbrn, dbx, and vu. 
Dba and dbrn ( formerly written db-

RN) are used to indicate the actual 
interfering effect of noise in a com-
munications channel, by relating it to 
the interfering effect of a fixed amount 
of noise power or reference noise. Dbx 
is a unit for expressing crosstalk 
coupling on transmission lines. Vu is 
used to designate the ratio between the 
"volume" ( or loudness) of spoken or 
musical sounds and a reference volume. 

Dba and dbrn 
Dba and dbrn are closely related 

units; in fact, the abbreviation dba 
means, effectively, dbrn adjusted. Both 
terms originated from research con-
ducted by the Bell Telephone Labora-
tories and the Edison Electrical Insti-
tute to determine the transmission 
impairment caused by noise interfering 
with speech. Since noise may consist of 
random frequencies with widely vary-
ing amplitudes, it was necessary to 
evaluate the interfering effects of single 
frequencies or relatively narrow bands 
of frequencies, to obtain usable data. 
A large number of listening tests 

were made with different tones intro-
duced as interference. The degree of 

interference was determined by compar-
ing the power of each tone with the 
power of a 1000-cycle tone that created 
the same degree of interference. For 
example, if the interfering effect of a 
particular tone was to be determined, 
that tone was superimposed on a spe-
cially selected conversation at a refer-
ence power level. When the interfering 
tone was removed, a 1000-cycle tone 
was superimposed on the same con-
versation and its power level adjusted 
until the listener judged that it had the 
same interfering effect. The difference 
noted between the power levels of the 
selected tone and the 1000-cycle tone 
was then considered to be the difference 
in interfering effect. 
When this same test was performed 

for a number of different tones in the 
voice frequency spectrum and for a 
number of different listeners using the 
same apparatus, it was possible to plot 
a graph such as Figure 1 showing the 
relative interfering effects of different 
frequencies in the voice frequency spec-
trum compared to 1000 cycles. Such 
curves are called weighting curves. 
With this information available it was 
possible to construct equalizing net-
works such that each component fre-
quency of the voice frequency spectrum 
was attenuated in the same manner as 
it appeared to be attenuated by the aver-
age ear with the listening test apparatus. 
By using these equalizers in conjunction 
with a suitable amplifier, rectifier and 
d-c meter it was further possible to 
measure electrically the interfering ef-
fect of any frequency or combination of 
frequencies. 

Since any noise or tone superimposed 
on a conversation has an interfering ef-
fect, it was desirable to express all 
quantities of interfering effect in posi-
tive numbers. To accomplish this, a 
power of 10-1 2 watt or - 90 dbm at 1000 
cycles was selected as the reference 
power because a 1000 cycle tone having 
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Figure 1. Relative interfering effects of different frequencies when using 144-type 

telephone sets. Red curve includes attenuating effect of complete loop, including 
exchange circuit. Black curve shows only attenuation effects of 144 set itself. 

a power level of - 90 dbm appeared to 
have negligible interfering effect 
Therefore, all other noise powers likely 
to be encountered would have a positive 
interfering effect that coula be ex-
pressed in db above reference noise of 
-90 dbm at 1000 cycles or, in abbrevi-
ated form, as dbm. 

These early experiments and tests to 
evaluate the interfering effect of noise 
were made with Western Electric Type 
144 handsets and resulted in the weight-
ing curves in Figure 1. The line weight-
ing curve ( red) of Figure 1 includes 
the attenuating effect of a typical ex-
change circuit, subscriber loop, and tele-
phone set. The receiver weighting curve 
(black) of Figure 1 includes only the 
attenuation effects of a telephone set 
itself. 

Later, an improved type of handset 
(Western Electric Type FI A) came into 
general use with a type FI transmitter 
and HAI receiver. This equipment was 
less sensitive at the 1000-cycle refer-
ence frequency, but had a more uniform 
frequency response. When tests similar 
to those used for 144 telephone sets 

were conducted with this handset, the 
weighting curve shown in Figure 2 was 
obtained and designated FIA weight-
ing. The tests indicated that the new 
handset gave approximately a 5-db 
improvement over the electrical and 
acoustical performance of the 144 hand-
set when using line weighting. Because 
of the differences in sensitivity and fre-
quency response, noise measurements 
with the Fl A weighting provided indi-
cations about 5 db higher than with the 
144 weighting. Rather than change ex-
isting standards, a new reference noise 
power of - 85 dbm ( 10-"-5 watt) was 
introduced which produced identical 
noise measuring set readings for equal 
transmission impairments. The change 
in reference noise power necessitated a 
change in the units used to express in-
terfering effect and resulted in the 
adoption of a new unit called dba — 
which means "decibels adjusted." 

Recently, a newer line weighting was 
introduced in the Bell System, reflecting 
the performance of more recent equip-
ment. As in the change from 144 
weighting to FIA weighting, the new 
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Figure 2. FM line weighting characteristic. This curve closely approximates line 
weighting characteristics of most of the world's telephones, and has been adopted 

by CCITT. 

characteristic — which is called C-mes-
sage weighting — has required a change 
in the noise power to which it is re-
ferred. Since the new equipment im-
proves on the older equipment, an even 
higher reference power than the - 85 
dbm Fl A reference would be required 
to express equal interfering effects with 
equal numbers. Since this might have 
resulted in some measurements having 
to be made in terms of "negative" 
values of noise, the original - 90 dbm 
(10-12 watt) reference power was re-
instated. Interference measured with 
this weighting is expressed in "dbrn 
C-message- units to distinguish it from 
the earlier "dbrn 144- line." 

Heretofore, all noise measurements 
made with either 144 weighting or 
F1A weighting have been expressed in 
dba, since, when using 144 weighting, 
dba and dbrn are numerically equal, 
represent the same amount of noise 
power, and have the same interfering 
effect. This is not true of dbrn C-mes-
sage, however. Although the same ref-
erence noise power is used as in 144 
weighting, the broader frequency re-

sponse of C-message weighting results 
in much less noise power being attenu-
ated by the weighting characteristic. 
Thus, a 3-kc band of uniform noise is 
attenuated 8 db by the 144 weighting 
characteristic, 3 db by the Fl A weight-
ing, but only 1.5 db by the C-message 
weighting. 
Where the noise is known to be 

evenly distributed across a 3000-cycle 
voice frequency band, measurement 
can be made with a suitable trans-
mission measuring set or ac voltmeter. 
Because the weighting networks attenu-
ate various frequencies differently, one 
milliwatt of evenly distributed noise 
(flat noise) produces only 82 dba of 
interfering effect with 144 and FIA 
weighting. Therefore, measurements of 
flat noise in dbm can readily be con-
verted to dba by adding 82 to the read-
ing (-50 dbm +82 -= + 32 dba). In the 
case of C-message weighting, however, 
noise power is calculated by adding 
90 - 1.5, or 88.5 to the flat noise power. 
If noise power is again - 50 dbm, 
Noise= 
-50 + ( 90 -1.5) = 38.5 dbrn 
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In case of measurements made at 
1000 cps, however, it is only necessary 
to make a comparison with the refer-
ence power, since there is no weighting 
effect on a 1000 cps tone. Thus, a 1000 
cps signal having a power of 0 dbm 
would yield 90 dbrn ( 144 line), 85 
dba, and 90 dbrn ( C-message). 

Although these conversions are quite 
straightforward for 1000-cycle tones 
and flat noise, conversion of other types 
of noise power to meaningful noise 
terms may become quite complkated. 
Noise, as found in transmission lines 
and electronic apparatus, varies widely 
as to its component frequencies and 
their relative amplitudes. It seldom con-
sists of a single frequency. The chief 
source of noise in open-wire voice fre-
quency circuits is induction from power 
lines and apparatus. 

In open-wire carrier and radio sys-
tems, noise comes from a variety of 
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sources including power lines, atmos-
pheric disturbance and interference 
from radio transmitters. While cable 
circuits are not subject to any great de-
gree of noise from atmospherics or 
power lines, the low power levels used 
make them subject to noise caused by 
the thermal agitation in circuit com-
ponents. Noise at carrier frequencies is 
often distributed evenly across a chan-
nel bandwidth. In open-wire voice fre-
quency circuits, however, noise is more 
often concentrated at certain frequen-
cies, usually odd harmonics of the local 
power frequency. 

Single interfering frequencies other 
than 1000 cycles can also be measured 
in dbm and converted to dba by use of 
the weighting curves. For example, if 
a 300-cycle interfering tone is measured 
to be - 40 dbm, the Fl A line weighting 
curve shows that it is 15 db less inter-
fering than a -40 dbm, 1000 cycle tone; 

FIA 

C MESSAGE 

200 500 1000 

FREQUENCY IN CYCLES PER SECOND 

200C 5000 

Figure 3. New C-message weighting characteristic, compared with 144-line 
weighting and F1A-line weighting. In all three curves, interfering effect of various 

frequencies is referred to 1000-cycle interference. 
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C—MESSAGE LOSS 

FIA POWER LOSS 

144 POWER LOSS 

1  

Figure 4. Comparison of loss characteristics of the three weighting curves. At-
tenuation of wide-band noise or signal is proportional to area outside the curves. 

in other words, its interfering effect is 
the same as that of a 1000-cycle tone of 
-55 dbm. A - 55 dbm, 1000-cycle tone 
is equivalent to 30 dba. Therefore, the 
-40 dbm, 300-cycle tone has an inter-
fering effect of 30 dba. 

Volume Units 
Where programs and certain other 

types of speech or music are being trans-
mitted, monitoring of the program 
volume level is necessary to maintain a 
constant average volume. Failure to 
maintain the program volume level 
constant may cause overmodulation of 
line amplifiers or radio transmitters and 
cause blasting and distortion from 
listeners loudspeakers or handsets. If a 
simple db meter or voltmeter is bridged 
across the circuit to monitor the pro-
gram volume level, the indicating 
needle will try to follow every fluctua-
tion of program power and will be 
difficult to read and will have no real 
meaning. Also, different meters will 
probably read differently because of 
differences in their damping and bal-
listic characteristics. 
To provide a standardized system of 

indicating volume, a special instrument 
and set of units were created. These 
instruments are called VU meters or 
volume indicators and the units of 
measurement are volume units or vu. 

Ordinarily, volume can be measured in 
vu only on these special instruments 
because the volume unit is based on the 
readings of these instruments under a 
specified set of conditions. One excep-
tion to this rule is the Western Electric 
2B noise measuring set which can be 
calibrated to read in vu. 

The indicating instrument used in 
vu meters is a d-c milliammeter having 
a slow response time and damping 
slightly less than critical. If a steady 
sine wave is suddenly applied to the 
meter, the pointer will move to within 
99 percent of its steady state value in 
0.3 seconds and overswing the steady 
state value by 1.0 to 1.5 percent. 
A standard volume indicator (meter 

and associated attenuator) is calibrated 
to read 0 vu when connected across a 
600-ohm circuit carrying 1 milliwatt of 
sine-wave power having a frequency 
between 35 and 10,000 cycles per sec-
ond. For complex waves such as speech, 
a vu meter will read some value between 
the average and the peak values of the 
complex wave. There is no simple rela-
tion between the volume measured in 
vu and the power of such a complex 
wave. The actual reading will depend 
on the particular wave shape. For steady 
sine waves within the frequency range 
of the instrument, the reading in vu will 
be equal to the reading of a db meter 
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in dbm connected across the same cir-
cuit. 

Dba0 and Dbm0 
These terms are coming into wide-

spread use in microwave and carrier sys-
tems to express noise and signal power 
in terms of the levels that should exist 
at a so-called zero transmission level 
point (0 TLP). As recently defined by 
the United States Electronics Industries 
Association: 

The term dba0 is a measure of noise power 
with reference to zero dbm at the Reference 
(zero) Transmission Level Point. Noise 
powers measured at any Transmission Level 
Point can be expressed in dba0 by correcting 
the noise power measured for the difference 
in level between the point of measurement 
and the Reference Transmission Level. Point. 
The relative noise power in dba is obtained 
from a power measurement of noise using 
FIA weighting. 

Example: A noise measurement of +20 dba 
measured at a - 4 db point is 
equivalent to +24 dba0. 

The term dbm0 is a measure of power 
with reference to zero dbm at the reference 
transmission level point ( RTLP). Powers 
measured at any transmission level point can 
be expressed in dbm0 by correcting the power 
measured for the difference in level between 
the point of measurement and the Reference 
Transmission Level Point. 

Examples: ( 1) A tone of ,- 36 dbm measured 
at a + 19 db transmission level 
point is equivalent to + 17 
dbm0. 

(2) Atone of + 17 dbm0 is equiva-
lent to + 7 dbm measured at a 
-10 db transmission level 
point. 

Other Units 

Various other units are also used in 
the telephone industry and other sec-
tions of the communications field. They 
include dbx, dbw, dbRAP, dbv, and 
others. Of course, dbx is the most com-
mon in the telephone industry. 
Dbx is used to indicate crosstalk 

coupling in telephone circuits ( See DE-
MODULATOR, November, 1960). Like 
dba and dbrn, it may be measured 
with a noise measuring set. Dbx means 
decibels above reference coupling. 
Reference coupling is defined as the 
coupling necessary to cause a reading 
of 0 dba on the disturbed circuit when 
a test tone of 90 dba is impressed on 
the disturbing circuit. Both values of 
dba are for the same weighting. 
The other units mentioned above are 

quite simple. Dbw are decibels referred 
to one watt. Dbk are decibels referred 
to one kilowatt. Both dbw and dbk are 
often used to indicate radiated power 
from radio transmitters. DbRAP means 
decibels above reference acoustical 
power which is defined as 10-1 " watts. 
Dbv designates decibels referred to one 
volt. Other logarithmic units in use are 
similar to these mentioned. • 
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NOISE PERFORMANCE 

The tremendous growth in recent years of radio-carrier communica-
tion has been paralleled by an equally impressive, but vastly confusing, 
diversity of language and engineering practices. Manufacturers better 
known in other fields of electronics have appeared in the field of multi-
channel communications, and each new entrant appears to speak a differ-
ent language inherited from a previous field of experience. Comparison 
or evaluation of systems — either existing or proposed — may be severely 
handicapped by the confusion of engineering practices and language used. 
This article reviews the noise performance of basic items of equipment, 
relates some of the different ways of expressing performance, and describes 
methods for measuring the noise performance of major items of equipment. 

Of the various performance charac-
teristics used to describe the perform-
ance of a communications systems, the 
amount of noise present in a communi-
cations channel provides one of the best 
immediate measures of system quality. 
Noise is the natural enemy of communi-
cation, working constantly to obscure 
the identity of a signal. Such technical 
characteristics as frequency and level 
stability, frequency response, and delay 
distortion are, more or less, under the 
control of the equipment designer and 
may be held to any desired value. Noise 

performance, on the other hand, is con-
trolled not only by equipment design, 
but also by a combination of such other 
factors as increased traffic load, system 
layout, and operating practices. 
The noise in a communications sys-

tem will be found to consist of inter-
modulation noise, which increases with 
load, and residual noise. Residual noise 
is a useful "catch-all" term to designate 
all noise other than intermodulation 
noise. Basically, it is thermal noise from 
various sources such as electron tubes, 
transistors, modulators and the like and 
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is present even in the absence of a sig-
nal. For this reason, residual noise is 
often called idle, background, or intrin-
lie noise. Residual noise is not affected 
by the amount of traffic carried by the 
system. By contrast, intermodulation 
noise becomes greater with increased 
traffic, and after a certain "break point" 
in load-handling capability is exceeded, 
intermodulation noise becomes exces-
sively high. 

Carrier Noise Contribution 

The amount of noise which the car-
rier equipment contributes to the system 
is largely dependent upon the design of 
the equipment itself. Although part of 
the carrier noise contribution is the re-
sult of intermodulation distortion, this 
can be minimized by good design. 
Speech limiting is often used in each 
channel modulator to restrict the very 
wide range of signal levels from indi-
vidual talkers. Group amplifiers and 
modulators are designed to handle all 
but the most extreme loads that would 
be imposed if all channels were used 
simultaneously. 

If a frequency plan is selected which 
allows each modulation step to handle 
less than one octave, second-order inter-
modulation products will fall outside 
the passband of the carrier filters and 
be suppressed. Because of these design 
features, there is usually more residual 
or idle noise than intermodulation noise 
in properly operated carrier equipment. 

Radio Noise Contribution 
The noise originating in the radio 

portion of a communications system 
comes from many sources and is more 
difficult to control than noise from the 
carrier system. Frequency modulation 
radio is able to overcome much of the 
residual noise appearing in the radio 
system by distributing the signal over a 
wide radio bandwidth. However, this 

exchange of bandwidth for lower noise 
is also proportional to the signal level 
appearing at the receiver. Thus, fading, 
poor system layout, or other factors 
which tend to reduce the input signal to 
the receiver, make an important contri-
bution to system noise. 

In a frequency-modulation radio sys-
tem, the FM noise reduction is directly 
proportional, db for db, to the input 
signal level, once the "FM improvement 
threshold" is exceeded. The threshold 
improvement occurs approximately 10 
db above the absolute noise threshold 
(or so-called "tangential" threshold) of 
the system, and is defined as the signal 
level at which the system begins to sup-
press background noise. Between the 
absolute threshold (carrier-to-noise ratio 
of unity) and the FM improvement 
threshold, noise is not reduced in the 
system by increased input signal levels. 

In conventional communications 
practice, the noise which occurs at the 
FM improvement level is still excessive. 
Normally, a carrier- to- noise ratio of 
about 30 db is required to provide mini-
mum-quality service. The more sensi-
tive or noise-free the receiver, the lower 
the signal level at which adequate com-
munications quality is obtained. 

At the transmitting end of the system, 
the exchange of bandwidth for noise is 
improved by raising the level of the 
modulating signal, thus increasing the 
frequency deviation of the radio signal. 
Excessive deviation, however, increases 
intermodulation distortion tremendous-
ly, with the result that system noise in-
creases despite the reduction of residual 
noise. For this reason, the best noise 
performance of a radio system results 
from a very careful balance between 
residual noise caused by low signal 
level, and intermodulation noise re-
sulting from excessive signal level, as 
shown in Figure 1. The radio equip-
ment cannot reduce either residual or 
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Figure 1. Increased signal levels reduce residual noise in FM radio system, but 
increase intermodulation. Correct operating levels provide balance between the 

two noise sources to achieve lowest total noise. 

intermodulation noise that originates in 
the carrier system and accompanies the 
carrier signal. 

Interpreting Noise 
Terminology 
When planning a communications 

system, it may be more confusing than 
enlightening to compare the published 
noise performance of equipment from 
various manufacturers. One manufac-
turer may refer to -notch-to-no-notch 
ratio'', another will specify intermodu-
lation distortion in terms of so many db 
-signal-to-noise ratio'' and yet another 
will specify noise in -per-channel dba. -

The expression -notch- to- no- notch 
ratio- is jargon for Noie Power Ratio, 
one way of expressing the intermodula-
tion distortion occurring in radio equip-
ment when using one of the standard 
techniques for measuring intermodu. 
I at ion (DE st on t•I. ATOR, Ducembcr. 
1960). Noise Power Ratio (NPR) pro-
vides an excellent indication of inter-
modulation performance, when meas-
ured under standard conditions, hut 
gives no direct indication of the or erall 
performance of the system. The idle-
noise performance of different types of 
equipment may vary widely. For ex-
ample, the amount of residual noise 
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contributed by the receiver local oscil-
lator klystron may be substantial, and 
intermodulation performance figures 
will not take this or other types of idle 
noise into account. 

The term "signal-to-noise ratio" 
(S/N) originated in single-channel 
communications practice and generally 
took into consideration only the back-
ground or residual noise in a single ra-
dio channel. With the growth of multi-
channel communications, it is also used 
to express the total intermodulation and 
residual noise in a single radio channel, 
and is frequently referred to as "per. 
channel flat signal-to-noise ratio." Ba-
sically, it expresses the ratio, in decibels, 
of signal power to total noise power in 
a channel. It does not take into account 
the actual interfering effect of the noise 
on the signal in complete circuits. 

Decibels adjusted or dba, originated 
in the telephone industry as an expres-
sion of overall system noise perform-
ance. Strictly speaking, the term dba 
implies that the frequency response or 
weighting of the voice frequency equip-
ment used is "FIA" weighting. This 
method of specifying noise performance 
is especially practical. It takes into ac-
count not only special types of noise or 
noise in particular items of equipment, 
but also the effects of all system noise. 

Converting NPR to S/N 

Because all of these expressions are 
in common use, comparisons between 
equipment may require that one term be 
translated to relative values in another. 
The following method of converting 
Noise Power Ratio to signal-to-noise 
ratio has been proposed for adoption 
by the United States Electronic Indus-
tries Association (E.I.A.) in its stand-
ards. 

Noise Power Ratio or so-called 
"notch-to-no-notch" ratio is normally 

measured in a narrow band roughly 
equivalent to the bandwidth of a 
typical communications channel. For 
this reason, the first step in converting 
NPR to S/N requires that the Band-
width Ratio (BWR) of the system be 
calculated in order to obtain the proper 
relationship between the bandwidth of 
the entire baseband and the bandwidth 
of the slot or channel: 

occupied bandwidth  BWR = 10 log,, 
channel bandwidth 

Similarly, it is necessary to calculate 
(in decibels) the ratio of the noise 
power applied to the entire baseband, 
to the nominal signal power appearing 
in a single channel. If signal power 
values are expressed in watts, this Noise 
Load Ratio (NLR) is 

Baseband Noise 
NLR = 10 log ,„ Test Signal 

Channel 
Test-tone power 

If the Baseband Noise Test Power is 
expressed in dbm0 (decibels referred 
to 1 milliwatt at the reference or zero 
transmission point), the Noise Load 
Ratio equals dbm0, and no calculation is 
necessary. Figure 3 shows the noise load 
power equivalent to various numbers of 
voice channels and tone signals, as 
recommended by the C. C. I. R. and 
the Electronics Industries Association. 

When Bandwidth Ratio and Noise 
Load Ratio have been determined, the 
per-channel signal-to-noise ratio may be 
calculated from the Noise Power Ratio: 

SIN = NPR + BWR —NLR. 

As an example, the per-channel S/N 
of a 300-channel radio system in which 
intermodulation is quoted in terms of 
a Noise Power Ratio of 50 db. It was 
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specified that NPR was measured in a 
3 kc -slot,- and that the measurements 
were made with the baseband loaded 
with noise in the frequency range 60 to 
1300 kc. Then, 
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Figure 2. Relationship between Noise Power Ratio, per-channel Signal-to-Noise 
ratio, and dba is calculated for 240-channel system according to Electronic Indus-

tries Association formula. 
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The conversion of the NPR to S/N 
gives the signal-to-noise ratio of the 
channel without weighting or adjust-
ment for the response of the human 
communicator and his handset. In sys-
tems where the channel response is es-
sentially -fiat" and the noise is being 
measured with an unweighted meter, 
the equivalent Fl A-weighted signal-to-
noise ratio may be obtained by adding 
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3 dh to the unweighted meter reading. 
This addition of 3 db compensates for 

the noise power lost at the high and low 
portions of the channel passband. 

Converting S/N to Dba 
By definition, dba refers to decibels 

of noise power above a reference noise 
power, with an adjustment factor in-
cluded to compensate for weighting. 

TONES 

VOICE CHANNELS 

t4) 

20 30 40 50 60 70 80 90 100 200 240 300 400 

NUMBER OF TONES OR VOICE CHANNELS ( N) 

‘£'•' 

600 1000 

Figure 3. Equivalent white noise test signal for simulating load provided by vari-
ous numbers of voice channels or tone signals. Lower values for simulating voice 
channels result from lower activity factor. Values shown may be used directly for 

Noise Load Ratio when converting NPR to SIN and dba. 
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EN, en though the equipment from which 
the FIA weighting was derived has 
been superseded by newer equipment 
having better performance, F 1 A weight-
ing continues to be used almost uni-
versally because it provides a very close 
approximation to the performance of 
most of the world's telephone equip-
ment. 
The reference noise power to which 

dba is referred is - 85 dbm. To obtain 
dba, it is only necessary to calculate how 
many db above this reference power the 
signal is. For flat voice channels, the 
corrected reference level is -85 + 3 or 
-82 dbm. Therefore, in this case 

dba= 82 -(S/N). 

Thus, a channel having a signal-to-noise 
ratio of 60 db exhibits 22 dba noise. 
To convert the per-channel S/N of 

the hypothetical 300 channel system to 
a value in dba: 

SIN = 66.4 db 

dba = 82- 66.4 

Noise = 15.6 dba (F 1 A weighted). 

Measurements During 
Installation 

At the time a new communications 
system is installed, or whenever addi-
tions are made to an existing system, 
careful measurements should be made 
of noise performance. When properly 
conducted, these measurements will pro-
% ide reference standards with which the 
long-term noise performance of the sys-
tem can be evaluated, particularly if the 
traffic load or size of the system is to 
be increased. Separate measurements of 
carrier and radio equipment are re-
quired in order to determine their in-
dividual noise contributions. 

Carrier Noise Measurements 
Generally, it is impractical to ootain 

accurate field measurements of the in 

termodulation noise contributed by the 
carrier equipment; this would require 
that all channels be loaded simultan-
eously by suitable test signals. How-
ever, the intermodulation noise contri-
buted by the carrier system may be esti-
mated at periods of peak traffic if the 
noise performance of the radio has been 
determined previously. Such estimates 
may not be very accurate, however, 
since the load imposed by a large num-
ber of voice channels varies from mo-
ment to moment and may never reach 
a value which can be identified as 
"peak" load. For this reason meaning-
ful evaluations of carrier noise usually 
consist of "back-to-back" measurements 
of idle noise. 

Unlike cable or open-wire carrier sys-
tems, carrier systems for use with radio 
transmit and receive on the same band 
of frequencies. This permits the output 
of the transmit terminal to be connected 
back into the receive terminal on a 
"back-to-back" basis, thus permitting 
measurements of the carrier residual 
noise at one termind. 

For back-to-back measurements of 
idle noise, the carrier equipment is dis-
connected from the radio equipment 
and the input of the channel in which 
the noise is to be measured ("Mon IN") 
is terminated in its characteristic impe-
dance. /f the normal output or transmit 
level of the carrier terminal is the same 
as the receive level, it is then only nec-
essary to patch the transmitter output to 
the receiver input. If different transmit 
and receive levels are used in the system, 
it will be necessary to adjust the trans-
mit level to match the required receive 
level, either by adding or removing at-
tenuators, or by adjusting the transmit 
line amplifier gain. This may require 
that a test tone be applied to the chan-
nel input before it is terminated, then 
adjusting the line amplifier gain until 
the correct receive level is obtained. A 
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suitable terminated vacuum tube volt-
meter connected across the demodulator 
output ("DEMOD OUT") will provide a 
direct indication of the channel idle 
noise power, provided that allowance is 
made for the difference in levels of the 
actual measurement point and the zero 
transmission point. 

If the necessary jacks are available in 
the carrier equipment, noise measure-
ments may be made at any modulation 
step in the system — channel, group, 
or super group. As in the case of voice 
channel measurements, the modulator 
input must be terminated in its charac-
teristic impedance, and the transmit 
level adjusted, if necessary, to match 
the required received level. 

Radio Measurements 

The installation of radio equipment 
provides one of the best opportunities 
for obtaining detailed performance 
measurements, and provides a good 
check on path engineering, system per-
formance, and equipment adjustment. 
In addition, installation measurements 
provide a reference standard of per-
formance which is useful in maintaining 
the equipment and judging the effect 
of future growth on the system. 

In an FM radio system, idle noise 
measurements are mainly useful for de-
termining the sensitivity of the receiver, 
and then the level of the input signal 
to the receiver. Receiver sensitivity is 
determined by applying a signal to the 
receiver input, using a signal generator 
of the correct frequency, and monitor-
ing the noise appearing at the receiver 
output. Input signal is increased until 
the output noise is reduced to the value 
specified by the manufacturer for mini-
mum performance. At this point, the in-
put signal is noted and recorded. 

Even more useful than idle noise 
measurements are the intermodulation 
noise measurements of the radio. Unlike 

the case of a carrier, it is quite easy to 
measure the performance of a radio 
system under a simulated load. Two 
basic techniques are widely used, each 
using random noise loading to simulate 
the load encountered at periods of peak 
traffic. Both methods were described 
in DEMODULATOR, December, 1960. 
Figure 3 shows the noise power recom-
mended by both the C. C. I. R. and 
E. I. A. for simulating various numbers 
of channels. 

System Performance 

The noise performance of a commun-
ications system is the sum of the noise 
contributed by the carrier equipment 
and the individual radio sections. In 
order to add these noise contributions 
directly, they must first be converted 
into watts ( or rather, picowatts — 10-12 
watt). It may be more convenient to use 
Figure 4 to make the addition in 
decibels. 
The total noise introduced by a sys-

tem having many repeaters may be easily 
calculated if the noise contribution of 
each section is known, and all contribute 
equally. Total noise = noise in one sec-
tion + 10 log N, where N equals the 
number of sections. Accordingly, in a 
two-section system in which each section 
contributes 18 dba, 

Total noise = 18 + 10 log 2 
= 18 + 3 

= 21 dba. 

For a system having 16 sections, the per-
channel radio noise would be 

Radio noise -= 18 + 10 log 16 
18 +12 

-= 30 dba. 

Total per-channel noise for the sys-
tem is found by adding the carrier and 
radio contributions. In our 16-hop sys-
tem, this would be 23 dba + 30 dba, or 
30.8 dba. 
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Radio Channel Capacity 

One of the important limitations on 
system performance is the intermodula-
tion noise contributed by the radio 
equipment. As the number of radio re-
peaters is increased, this noise may be-
come overwhelming if the system is 
operated marginally. A common mis-
conception is that the channel capacity 
of a radio system is determined primar-
ily by its bandwidth. Actually, the load-
handling capacity is equally important. 
A radio system with bandwidth suf-
ficient for 240 channels, but having the 
load capacity for only 120 channels can-
not provide satisfactory noise perfor-
mance when carrying 240 channels, even 
if only one or two sections are used. 
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If additional sections are added, inter-
modulation noise may become over-
whelming at times of peak traffic, and 
render the system virtually useless. 

Radio Pre-emphasis 

Idle noise is suppressed in an FM 
radio system in direct proportion to the 
modulation index of the signal. This is 
the ratio of the frequency deviation of 
the RF carrier to the frequency of the 
modulating signal. Since deviation is a 
function of the amplitude of the modu-
lating signal, rather than its frequency, 
a high-frequency modulating signal and 
a low-frequency modulating signal of 
equal amplitudes will produce the same 
frequency deviation. The lower modu-

16 

Figure 4. Graph for adding noise or signals expressed in decibels or dba. If signals 
differ by more than 16 db, smaller signal makes no significant contribution to total. 
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lating frequency, however, will have a 
higher modulation index than the high 
frequency signal and will suppress back-
ground noise more. 

This is why high-frequency channels 
are noisier than low-frequency channels 
transmitted over Fm radio, unless the 
modulation index of the higher chan-
nels is increased by increasing their am-
plitude. When this is done, it is called 
pre-emphasis, and serves to equalize the 
noise difference between high-frequency 
and low-frequency channels. In order 
that channels are restored to their cor-

rect level, a de-emphasis network must 
be employed at the receiver to compen-
sate for the higher level of the upper 
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Figure 5. Idealized comparison of base-
band noise distribution with and with-
out pre-emphasis. Pre-emphasis im-
proves high-channel noise at expense of 
lowest channels to achieve uniformity. 

channels, Figure 5 shows the effects of 
pre-emphasis and dc- emphasis on noise 
across the baseband. 

Since there is a limitation on the 
amount of load that can be handled by 
the radio system, the use of pre-em-
phasis requires that the level of the 
lower frequency channels be reduced so 
that the total power into the radio sys-
tem remains the same. This causes noise 
in these lower channels to increase 
somewhat. 

In systems intended for future ex-
pansion, the initial channels may occupy 
the lowest carrier frequencies, and 
pre-emphasis is sometimes omitted. Al-
though this improves the noise perfor-
mance of these channels during the per-
iod that the system is lightly loaded, the 
addition of more channels at a later time 
will require that some form of pre-em-
phasis be used if all channels are to 
have equal noise performance. If 
pre-emphasis is added later, the noise 
present in the original low-frequency 
channels will necessarily be increased. 
Figure 6 shows the pre-emphasis charac-
teristic recommended by the C. C. I. R. 
for multi-channel communications. 

For this reason it is important that 
a careful evaluation of system perfor-
mance be made at the time the system 

is indeed by loading the system to its 
ultimate capacity, and employing what-
ever degree of pre-emphasis will be 
used in the completed system. If no pre-
emphasis is to be used on the system 
when it reaches full capacity, measure-
ments of the noise characteristics of all 
channels, will simplify the future selec-
tion of traffic most suitable for the 
noisier channels. 

Conclusions 
Many types of communications may 

not seem to require the high noise 
performance standards that have be-
come established in the telephone in-
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Figure 6. Pre-em-
phasis characteristic 
recommended by 
C. C. I. R. for multi-
channel voice com-
munications. Differ-
ent characteristic is 
required for other 

types of signal. 
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dustry and other long distance commu-
nications services. In some applications, 
a minimum "talking circuit" — that is, 
one that just permits intelligible speech, 
regardless of the hash of background 
noise also present — is considered ade-
quate. However, this philosophy is 
proving more and more to be short-
sighted. This type of performance is 
marginal and allows no room for get-
ting more service out of the communi-
cations plant as new needs develop. 

Although a poor circuit may permit 
intelligible speech, other types of com-
munication, such as data transmission, 

10 20 

% OF RADIO BASEBAND 

40 100 

MA% 

may be severely handicapped by noisy 
circuits. Data messages do not possess 
the saine redundancy as speech, and 
which permits speech to be understood 
under adverse conditions. As a result, 
noise increases the data error rate or 
forces slower transmission rates. Con-
versely, the higher the circuit quality, 
the faster the transmission possible for 
any desired degree of freedom from 
error. Thus, even lightly loaded com-
munications systems can benefit from 
the use of equipment and techniques 
designed for the highest freedom from 
noise. • 

BIBLIOGRAPHY 

I. T A. Combellick and M. E. Ferguson, "Noise Considerations on Toll Telephone Microwave Radio 
Systems,- Tratbactions of the A.I.E.E.. Vol. 76, Part I.; March, 1957. 

2. W. D. Baker and J. W. Joyner, "Channelization of Radio," Proceedings of the A.I.E.E.. Paper No. 
D.P. .59-.519; April, 1959. 

3. C. A. Parry, "C.C.I.T.T. Recommendations for Multichannel Radio Relays and White Noise," Con,-
manications and Electronics, No. 42; May, 1959. 

4. C.C.I.R., "Radio Relay Systems for Telephony Using Frequency Division Multipiex—Maintenance 
Measurements in Actual Traffic,- Drafting Committee Document, No. 602-E. IX Plenary Assem-
bly; 1959. 

595 





VOL 13, NO. 12 DECEMBER, 1964 

emodulator 

Noise is the universal enemy of electrical communication. Therefore, the 

study of noise and its effects is immensely important to the operators 

and manufacturers of communications equipment. The widespread in-

terest in the subject is indicated by the unusual popularity of this article, 

which originally appeared in the DEMODULATOR in 1960. In response to a 

number of requests, the article has been brought up to date and is being 

reprinted here. It presents a basic review of the nature and sources of 

noise, and reflects the current trends in noise measurement. 

Across a crowded room one may 

have trouble being understood, even 

when speaking in a loud voice. When 

the room is empty, the same voice may 

seem toc) loud. What has obscured com-

munication? In both cases the same 

amount of speech power was present 

to carry the message. The signal was 

there, but interference prevented it 

from being identified by the listener. 

In communications, interference is 

called "noise," even though it may be 

electrical, rather than auditory in na-

ture. A signal represents a certain de-

gree of order or pattern. During•trans-

miss ion, disorganizing forces constantly 
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damage the signal. If this is allowed to 

go too far, the signal will eventually 

become lost in the background noise, 

thus destroying communication. The 

signal is always at a disadvantage be-

cause it constantly undergoes attenua-

tion, whereas noise is generated afresh 

at almost every point in the transmis-

sion path. 

Sources of Noise 
The very nature of the universe gives 

rise to noise. Noise is generated in the 

flow of electricity through a conductor 

as electrons collide with some of the 

molecules of the conducting material. 

As the temperature of the conductor is 

increased, noise also increases as more 

of the electrons collide with the more 

agitated molecules of the conductor. 

The amount of noise generated is di-

rectly proportional to the temperature 

of the conductor. 

In electron tubes and semiconductors 

noise is generated by the randomness 

of electrons or other current carriers. 

Electrons boil off a cathode irregularly. 

"Holes" or electrons slide through the 

lattice of a semiconductor randomly, 

taking different paths and varying 

amounts of time to travel from one 

electrode to another, thus adding to 

the noise in the circuit. This type of 

noise also increases as temperature 

rises. Since electricity consists of indi-

vidual particles or charges rather than 

being a perfectly smooth homogeneous 

fluid, noise is bound to arise in con-

nection with current flow. 

Another fundamental source of noise 

is called "black body radiation," and is 

of interest primarily in radio trans-

mission. All objects in the universe 

radiate energy over a broad spectrum. 

The most perfect radiator of energy 

would also be the most perfect ab-

sorber. Thus, a perfect black body— 

capable of neither transmission nor re-

flection—would be the ideal radiator. 

The hotter an object, the more energy 

it radiates, and the shorter the wave-

length at which most of the energy is 

radiated. For instance, objects at room 

temperature radiate some energy at 

microwave frequencies, but most of the 

radiation from such objects is at very 

long infra-red wavelengths. Similarly, 

most of the sun's energy is radiated as 

visible light and ultra-violet rays, and 

most of the energy released during the 

first flash of a nuclear bomb consists of 

X rays and gamma rays. 

Although the radio-frequency energy 

emitted by objects at moderate tem-

peratures is very slight, some sensitive 

microwave receivers can detect a man 

as he crosses a field of snow by the 

extra microwave radiation that he emits. 

All radiation of this kind contributes 

to the background noise that must be 

overcome in radio communication. 

The various types of noise based on 

thermal agitation or radiation are some-

times called resistance noise, thermal 

noise, Johnson noise, or white noise. 

The term "white noise" refers to the 

fact that white light has a uniform dis-

tribution of energy across the visible 

spectrum. Similarly, thermal or John-

son noise is uniformly distributed across 

the spectrum. This uniform distribution 

is caused by the great variety of noise 
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sources, and the extremely wide range 

of energy levels of the electrons and 

molecules that actually generate the 

noise. 

Effect of Temperature 
Johnson noise has been found to be 

directly proportional to bandwidth and 

temperature, regardless of the source of 

the noise. Actual calculations of the 

noise power to be found in an electrical 

circuit or detected by a radio receiver 

follow the relationship 

noise power = kTB watts 

where 

k is Boltzmann's constant (1.38 x 10' 
joule per degree), 

T is absolute temperature in degrees 
Kelvin (0°C = 273°K), and 

B is the bandwidth in cycles per 
second. 

Since k does not change, the noise 

power for a particular bandwidth de-

pends only on the temperature of the 

noise source. Thus a thermal noise 

source at room temperature of 290°K 

Figure 1. "White" 
noise as it appears in 
communication chan-
nel. Other names for 
white noise include 
"background noise," 
"random noise," and 
"fluctuation noise." 

produces noise power of ( 1.38x10-23 ) 

(290) = 4.0 x 10-2 ' watt per cycle of 

bandwidth. If heated to twice the tem-

perature ( 580°K). the same source 

will produce twice the noise power be-

cause the noise is directly proportional 

to the temperature. 

Thus, if a highly directional micro-

wave antenna were connected to a suit-

able receiver having a bandwidth of 1 

megacycle and pointed at an object the 

temperature of the sun ( which has a 

surface temperature of about 6000°K), 

noise power of 8.28 x 10-'4 watt, or 

—101 dbm would be received. The 

same microwave receiver, if pointed at 

a man ( whose body temperature is 

about 310°K), would receive about 

4.28 x 10-'5 watt, or — 114 dbm of 

noise power. Radio astronomers are 

now using this technique to uncover 

many new facts about other planets and 

other galaxies, by using very sensitive 

microwave equipment to measure noise 

teinperature. 

The concept of noise temperature, 

however, can be extended to cover 

many other noise sources. Any device 
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which produces random noise of 4.0 x 

10-21 watt (- 174 dbm) per cycle of 

bandwidth may be said to have a noise 

temperature of 290°K—even though 

that may not be its physical tempera-

ture. In other words, the noise tem-

perature of a device is the temperature 

at which a thermal noise source would 

have to be operated to produce the 

same noise power as that produced by 

the device under consideration. 

Assigning a noise temperature to 

each part of a system considerably 

simplifies the calculations. The total 

noise temperature is merely the arith-

metical sum of the individual noise 

temperatures. Suppose the antenna 

noise temperature in a microwave sys-

tem is 300°K and the receiver noise 

temperature is 2000°K. The noise tem-

perature of the combination is then 

2300°K. 

Noise Figure 

The noise contribution of a device 

can also be expressed in terms of its 

"noise figure." Noise figure is defined 

as the input signal-to-noise ratio di-

vided by the output signal-to-noise 

ratio: 

F _(SIN),  
(SIN). 

Both the signal-to-noise ratio and the 

noise figure can be specified in terms 

of pure numbers. The more common 

procedure, however, is to specify these 

quantities in db. For example, consider 

a signal-to-noise ratio of 60 db at the 

input to an amplifier, and an output 

signal-to-noise ratio of 50 db. Since 

both ratios are expressed in logarithmic 

terms, the noise figure in db is simply 

the difference between the two: 

10 log F = 10 log (SIN), 
— 10 log (SIN). 

= 60db — 50 db 
= 10db 

This 10 db may be considered a figure 

of merit for the amplifier—an indica-

tion of how much noise is introduced 

by the amplifier. 

In microwave receivers, considerable 

noise is introduced by the first inter-

mediate-frequency amplifier. Other ma-

jor contributors of noise are diodes 

used in the mixer, and noise sidebands 

from the local oscillator. In addition, 

impedance mismatch between antenna, 

waveguide, or mixer can distort the 

signal, resulting in increased noise. 

Intermodulation or nonlinear distortion 

also produces noise which tends to ob-

scure the signal. 

Although there is little that can be 

done about noise originating outside the 

communication system, much progress 

has been made in reducing noise that 

originates within the system itself. New 

technological developments now per-

mit the use of transmission perform-

ance standards which would have been 

beyond reach a few years ago. 

Impulse Noise 
A type of interference known as im-

pulse noise is becoming increasingly 

important with the upsurge in digital 

communications. Unlike thermal noise, 

impulse noise is sporadic and may oc-

cur in bursts, rather than being uni-

600 



formly distributed. Impulse noise con-

sists of discrete impulses which occur 

on the circuit as the result of any of 

several causes. Some types of impulse 

noise are natural, being caused by 

lightning, aurora borealis, or other such 

electrical disturbances. Increasing 

amounts of impulse noise are man-

made. Ignition noises, power lines and 

their associated switching are strong of-

fenders. In telephone offices, impulse 

noise may be very great, due to dialing 

and switching impulses which are in-

duced or otherwise coupled into trans-

mission paths. 

Figure 2 compares a speech signal 

and a typical noise impulse. Both traces 

Figure 2. Comparison of speech and 
impulse noise recorded ¡rom actual 
telephone circuit. Speech sample is the 
word "two." Note slight ringing follow-

ing each noise impulse. 

are to the same scale; the speech signal 

level was approximately — 20 dbm. 

Note that the amplitude of the noise 

impulse is greater than the maximum 

speech amplitude. These photographs 

also suggest why impulse noise hardly 

disturbs speech. A speech sound must 

be sustained to be understood, since the 

tone and other qualities of the speech 

are determined by a succession of waves 

over a continuing period of time. Noise 

impulses are too brief to produce a 

serious disturbance to speech. On the 

other hand, although noise impulses are 

usually of very short duration, they 

may have very great amplitude. Data 

pulses do not have the redundancy 

which permits speech to be understood 

in the presence of large amounts of 

interference. As a result, a burst of 

noise which might have little effect on 

even a single speech syllable could easily 

make a meaningless jumble of a block 

of information such as that contained on 

a punched card. 

The advent of dial-up data-transmis-

sion services makes the problem of 

impulse noise much greater. As data 

transmission rates increase ( in a given 

bandwidth), the transmission becomes 

much more vulnerable to impulse noise, 

mostly because the data pulses are 

shorter and more nearly like the noise 

impulses. Even though noise impulses 

may be very brief, much shorter than 

the data pulses, they can cause serious 

interference by causing filters and other 

tuned elements in a communications 

channel to " ring." The resulting oscil-

lations may interfere with the signal 

and cause errors. 
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Figure 3. Noise 
originates outside a 
communication sys-
tem as well as inside. 
Sources may include 
aurora borealis, 
molecular agitation 
in conductors, igni-
tion systems, solar 
radiation, radio in-
terference, atmos-
pheric disturbances, 

and others. 

Noise Measurements 
In order to establish performance 

standards for communications systems, 

it is necessary to be able to measure the 

interfering effect of noise. This is dif-

ferent from measuring the amplitude or 

power of the noise, since noise seems 

to create more interference at some fre-

quencies than at others. Because the 

"waveshape" of noise is entirely dif-

ferent than that of speech or music, 

the ear reacts differently to noise than 

to speech. In telephone circuits, the 

type of receiver used has an effect on 

the amount of interference that a given 

amount of random noise will produce. 

In establishing noise measurement 

standards, the interfering effect of noise 

was simulated by comparing the inter-

ference provided by a 1000-cycle tone 

at à reference level with other fre-

quencies. The levels of the other fre-

quencies were adjusted until they were 

estimated to have the same interfering 

effect as the 1000-cycle tone. In all tests, 

a carefully prepared recorded conversa-

tion was used to test the interference. 

Weighting curves such as those shown 

in Figure 4 were obtained. When a filter 

or weighting network having these 

characteristics is used in connection 

with a flat meter, the meter will give 

a direct measure of the actual interfer-

ence produced on voice circuits by the 

noise. 

Line weighting should not be used 

when measuring interference on data 

circuits, since the weighting is based on 

human response when using a certain 

type of instrument. 

At the time of the first tests, the 

Western Electric type 144 handset was 

the most widely used handset in the 

United States. The 144 line weighting 

curve pertained to this instrument. 

With the advent of the type 302 set, 

new response curves were obtained by 

similar tests, resulting in Fl A line 

weighting. With the development of the 

type 500 set, still another weighting 

curve, called C-message weighting, was 

introduced. However, it is important to 
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note that none of these weighting curves 

represent the frequency response of the 

telephone receiver alone. Instead, they 

combine the effect of the receiver and 

the listener's subjective reaction to the 

interference. 

Noise Units 
In the United States telephone indus-

try, the reference power level for noise 

measurements was standardized at i0-

watt or 90 db below 1 milliwatt at 1000 

cycles per second. At the time this 

standard was established, the 144 hand 

set was in general use and noise was 

measured in decibels above the refer. 

ence power level ( using the weighting 

network). The unit was called "dbrn" 

(formerly written dbRN) or decibels 

above reference noise. With the intro-

duction of the 302 handset, which was 

about 5 db more sensitive than the 144 

handset, the reference level was raised 

to —85 dbm so that established stand-

ards would still be meaningful. Meas-

urements made with the PIA line 

weighting network were in terms of 

"dba" or decibels adjusted. 

When C-message weighting was 

established in conjunction with the 500 

set, the reference level was returned to 

—90 dbm. Thus, the noise unit again 

became "dbrn." At 1000 cps, this unit 

is the equivalent of the original dbrn, 

but it is not the same at other frequen-

cies because of the different weighting 

characteristics. Therefore, noise meas-

ured with C-message weighting is spe-

cified in "dbrnc." 

Rarely, if ever, is 144 line weighting 

used now. However, noise is often 

specified in dba, which normally im-

plies Fl A weighting unless some other 

weighting characteristic is specified. 

The trend in North America is toward 

C-message weighting with noise speci-

fied in dbrnc. 

European Noise Units 
In Europe and many other parts of 

the world, units established by the 

CCITT ( International Telegraph and 
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Telephone Consultative Committee) 

are used to express circuit noise. The 

principal units of measurement, which 

are linear rather than logarithmic, are 

called "psophometric emf" and "pso-

phometric voltage" ( from the Greek 

psophos, meaning noise). 

The psophometric emf is the electro-

motive force (or voltage) generated 

by a source having an internal resis-

tance of 600 ohms and no internal re-

actance, which, when connected across 

a standard receiver having 600 ohms 

resistance and no reactance, produces 

the same sinusoidal current as an 800-

cycle generator of the same impedance. 
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Psophometric voltage is defined as 

the voltage which would appear across 

a 600-ohm resistance connected be-

tween any two points in a telephone 

circuit. This value is one-half the 

psophometric emf since the latter is 

essentially the open-circuit potential 

necessary from a source to produce the 

psophometric voltage if the source has 

a 600-ohm internal resistance. Figure 

4 illustrates the relationship between 

psophometric emf ( E) and psopho-

metric voltage (V). 

Noise is measured by a psophometer 

—essentially a vacuum-tube voltmeter 

which includes a psophometric weight-
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Figure 4. Weighting curves, based on listener response when using a particular 
type handset, show the relative interfering effect of noise on speech. All curves 
are referred to 1000 cps except psophometric, which is referred to 800 cps. Al-
though no longer in wide use, 144 line weighting is included for historical interest. 
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Figure 5. Psophometric noise is measured or calculated in volts (or millivolts) 
under conditions shown. 

ing network. Psophometric weighting 

is nearly identical to Fl A weighting. 

Minor differences include the fact that 

psophometric weighting is referenced 

to 800 cps instead of 1000 cps. The 

psophometer is calibrated so that an 

800-cps tone at 0 dbm in a 600-ohm 

resistance will produce a meter read-

ing of 0.775 volt, psophometrically 

weighted. 

A common procedure is to specify 

noise in picowatts, psophometrically 

weighted (pwp), where 

Psophometric power = 
(psophometric voltage)r 

600 ohms 

The description of noise power in 

terms of picowatts, rather than loga-

rithmic units, has the advantage of 

simplifying many calculations. Simple 

arithmetical addition gives the total 

noise power contributed by several 

sources. This is not true of logarithmic 

units, such as dba and dbrnc. However, 

many people feel that the use of db 

units gives a more accurate impression 

of the interfering effect of the noise. 

For example, a 3-db increase in noise 

power increases the interfering effect 

about the same amount whether the 

change is from 12 to 15 dbrnc or from 

30 to 33 dbrnc. By contrast, a 50-pw 

change could have a considerable effect 

on interference at a low level, while it 

might go unnoticed at a high level. 

While exact conversion from one 

noise unit to another is quite labori-

ous, approximate conversions ( accurate 

enough for most purposes) are as fol-

lows: 

dba = 10 log 
dbrnc = dba 
dbrnc = 10 log 

pwp — 6 
6 
pwp. 

Impulse Noise Measurements 
Since impulse noise may be quite 

sporadic, it does not generate a "noise 

power" in the sense that thermal noise 

does. Although thermal noise may be 

measured with conventional instru-

ments such as noise measuring sets and 
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voltmeters, these instruments are un-

suitable for measuring impulse noise. 

One reason is that impulses last too 

short a time for the instrument to 

register. Another is that pulse ampli-

tudes at one instant do not necessarily 

indicate the maximum pulse amplitudes 

that may be encountered. Because of 

this uncertainty, most impulse noise 

figures are estimates of the highest 

pulse amplitude that will occur. The 

estimates, in turn, are based on noting 

the highest amplitude which occurs in 

a given period of time—the longer the 

better. 

One instrument used for such meas-

urements is known as an impact meter. 

This device amplifies the impulse and 

charges a capacitor. The charge on the 

capacitor is directly proportional to the 

impulse amplitude. A vacuum tube 

voltmeter constantly indicates the 

charge. Thus, the meter reading will 

indicate the highest amplitude which 

occurred after the measurement began. 

Determining the impulse noise char-

acteristics may take on the aspects of 

a statistical survey. 

Trends 
As communications users become 

more sophisticated, they demand 

"quieter" circuits, which in turn further 

refine the users' tastes. Thus, noise re-

duction appears to be a never-ending 

process. New standards for various 

types of service are nearly always more 

stringent than the ones they replace. 

A major factor in providing consis-

tently good noise performance is the 

acceptance of standardized noise meas-

uring and specifying methods. Al-

though FIA weighting is still used, the 

trend in the United States is toward 

C-message weighting, with noise speci-

fication in dbrnc. In other parts of the 

world, however, the more common unit 

is the pwp. Both units are widely recog-

nized, and as international communi-

cation ties become stronger it is not 

uncommon to see noise specified both 

ways. • 
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BASIC MEASUREMENTS 

in communications 

This is the first of a series of short articles which describe and discuss 
basic techniques and equipment used in measuring and testing the per-
formance of carrier and microwave equipment. This introductory article 
discusses the philosophy behind the use of the decibel in communication 
measurements, and the growing practice of measuring all signal values in 
terms of power — a practice started by the telephone industry and now 
spreading into other branches of communications. 

Communications engineers often pre. 
fer to measure signal levels in terms of 
power, and to express these power levels 
in terms of decibels. Power is preferred 
to voltage or current because it is an 
absolute quantity, rather than one that 
depends on other conditions or quanti-
ties to give it meaning. Voltage or cur-
rent, for instance, can be traded off for 
one another without changing the 
actual power involved. 
The decibel (db) is the preferred 

unit for expressing power because it is 

logarithmic. Two values can be multi-
plied or divided by adding or subtract-
ing their logarithms. Since amplifica-
tion and attenuation are multiplication 
and division processes, the decibel pro-
vides a handy means of expressing 
changes of power by simple addition 
and subtraction. 

For example, if a signal is trans-
mitted at a certain power and is re-
ceived at 1/1,000 that power, it has suf-
fered a 30 db loss. If this reduced 
signal is transmitted again and under-

607 



goes similar attenuation, the final sig-
nal is 111,000,000 its original strength 
(1/1,000 x 111,000). It is much simpler 
to add 30 db and 30 db to get 60 db as 
the total attenuation of the signal. 

By definition, the decibel is 10 times 
the logarithm (to the base 10) of the 
ratio of two power levels. The result-
ing decibel value expresses the power 
difference between the two levels. If a 
standard or reference level is used for 
one of the two values forming the ratio, 
the resulting value expresses the actual 
power of the signal. 

The reference power most widely 
used in communications is 1 milliwatt 
(.001 watt). When this reference is 
used, the resulting power level is 
usually abbreviated dbm, and means 
"decibels above or below a reference 
power of one milliwatt." Thus, 0 dbm 
is .001 watt, +10 db is .01 watt, and 
+30 dbm is 1 watt. Remember that db 
refers to a comparison of two powers 
and does not express a fixed value un-
less it refers to db above or below some 
specific reference. For this reason, an 
amplifier may have a gain of 30 db, but 
produce a maximum output of only 
+10 dbm. 

Another reference power occasion-
ally used is 1 watt, and the power levels 
expressed are abbreviated dbw. Power 
levels expressed in dbw may be con-
verted to the more commonly used dbm 
by adding 30 db to the dbw value. 
Thus, -60 dbw= - 30 dbm, and -10 
dbw = +20 dbm. 
The decibel was first used in com-

munications work as an improvement 
on the "standard cable mile," a tele-
phone unit expressing the loss occuring 
in one mile of a standard 19-gauge 
cable. As transmitted bandwidth in-
creased, this unit was found to be un-
acceptable because loss was different at 
different frequencies. The decibel which 
replaced it as a means of expressing 

loss, is purely relative and always states 
a specific percentage difference between 
two powers, regardless of frequencies 
or other characteristics involved. 

It is easy to estimate the difference 
between two signals, in decibels, with-
out a slide rule or table of logarithms 
by remembering that when power is 
doubled there is a 3 db increase in level. 
Thus, raising the signal level four-fold 
increases the level 6 db. Changing 
power by a factor of ten changes the 
level exactly 10 db. One decibel is 
equal to a power increase of L26. 

As an example, the attenuation in 
decibels of an attenuator which re-
duces a signal to 11600 its original 
value may be estimated by dividing 600 
by 10 and by 2 as many times as re-
quired to reduce the attenuation to the 
smallest convenient value, and adding 
the equivalent decibels. Thus, dividing 
600 by a factor of 10 and then again by 
10 reduces it to 6 and represents 20 db 
attenuation. Dividing 6 by 2 and then 
again by 2 represents 6 db attenuation, 
and leaves only 1.5, or slightly more 
than 1 db. The total attenuation in 
decibels is 10+10+3+3+1+, or 27+ db. 

Occasionally, some confusion occurs 
when the decibel is used to express volt-
age or current ratios as though they 
were power ratios. Voltages and cur-
rents may be compared in terms of deci-
bels if the decibels are computed on the 
basis of db = 20 log voltage,/ voltage:. 
This is equivalent to multiplying a nor-
mal "power" decibel by an additional 
factor of two. This is necessary because 
power is equal to voltage 'resistance. 
If voltages are not squared, the power 
ratio is not correct. Since the expression 
involves the log of the voltage ratio, 
multiplying it by two is equivalent to 
squaring the voltages involved, and re-
stores the correct relationship. Thus, 
doubling or halving voltage or current 
produces a 6 db change instead of the 
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Figure 1. Rating each system element in decibels of gain or loss permits direct 
comparison of all elements on equal basis, and simplifies engineering calculations. 

3 db change for doubling or halving 
power. 

The advantage of measuring the 
signal levels in decibels becomes more 
evident when one calculates the per-
formance requirements of a communi-
cations system. Carrier and radio equip-
ment includes many elements which 
change the characteristics of a signal 
without adding to or taking away from 
its actual power. For instance, a trans-
former may raise signal voltage and 
reduce current without changing actual 
signal power. Other elements, such as 
antennas, amplifiers, and attenuators 
change signal level by a fixed amount. 
Thus, an antenna with a gain of 30 db 
always increases the effectiveness of a 
signal 1,000 times compared to a refer-
ence antenna. Such an antenna will 
provide this gain whether it is used for 
transmitting or receiving, and regard-
less of the signal level. 

Figure 1 diagrams a simple radio 
system to show the ease with which 
system elements may be evaluated. If 

the transmission path causes too much 
loss, this may be compensated for by 
increasing the gain of other system 
elements such as antennas or trans-
mitter power. Equivalent calculations 
using field strength, input impedance, 
peak-to-peak voltage, and other such 
values are much more complicated and 
provide no improvement in the results. 

Measuring Power 
Various methods are employed to 

measure power, depending on the con-
ditions existing in the circuits where 
the power is to be measured. At high 
power levels or at radio frequencies, it 
is most convenient to measure the heat 
generated by the power. At the power 
levels and frequencies usually found in 
carrier systems, some form of voltmeter 
is used for measuring power. 
As derived from Ohm's law, 

power (watts) (voltage): 
load resistance • 

In other words, a given power will 
cause a specific voltage to appear 
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across a known load according to the 
relationship stated in the formula. 
When the load resistance or impedance 
is known, power can be easily calculated 
from the observed voltage. For instance, 
assume that a 2-volt potential is meas-
ured across a 600-ohm load resistance. 
Then from the formula above, 

(2)s  4  power (watts) = 
600 (600) 

.0066 watt, or 6.6 milliwatts. 

To convert this into dbm, 

dbm = 10 log  6.6 mw  — 10(.82) 
1 mw (ref.) 
=8.2 dbm. 

In order to eliminate the need for cal-
culating power levels, most voltmeters 
used in communications work are cali-
brated in terms of db or dbm. This 

Figure 2. Typical meter face, showing 
basis for calibration of the meter deci-

bel scale. 

calibration is usually based on measur-
ing the voltage appearing across a 
600-ohm termination. This termination 
may be a resistance in the case of direct 
current circuits, or it may be an im-
pedance in the case of alternating cur-
rents. Thus, when the circuit to be 

measured is terminated in the value 
specified on the meter (see Figure 2), 
the meter scale marked db or dbm pro-
vides a direct indication of the power 
level being measured. 

If the circuit to be measured is 
terminated by a resistance value other 
than that for which the meter is cali-
brated, the indicated power level will 
be wrong. In such a case, the meter 
reading must be corrected by adding or 
subtracting a correction factor. In some 
alternating current circuits, an imped-
ance-matching transformer may be em-
ployed to correct the termination and 
the meter indication. 
When both the meter termination 

and the actual circuit termination are 
known, the correction factor may be 
calculated in exactly the same way that 
power levels in decibels are calculated. 
The correction factor in decibels is 

db = 10 log calibration termination 
circuit termination 

As an example, when measuring a 
circuit terminated in 130 ohms, with 
a meter calibrated for 600 ohms termi-
nation, 

db to be added = 10 log 600 
130 

= 10 log 4.61= 6.64 db. 

This means that the meter indication 
must be increased 6.64 db in order to 
correctly state the power in the meas-
ured circuit. (This particular value is 
often rounded off to 6.5 db for con-
venience.) If the circuit impedance 
(or terminating resistance) is higher 
than that for which the meter is cali-
brated, the meter reading will be too 
high. In this case it is customary to 
invert the ratio to avoid the nuisance 
of taking the logarithm of a value less 
than unity. When this is done, the sign 
of the correction factor changes, indi-
cating that it must be subtracted from 
the reading rather than added to it. 
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Characteristics of 

TRANSMISSION LINES 

/ / 
Signals in many communications systems are trans-

ferred over metallic conductors called transmission 
lines. Mechanically, transmission lines are usually 
quite simple. However, the electrical behavior of such 
lines is one of the most complex subjects in the field 
of communications. The purpose of this article is to 
explain, as simply as possible, some of the complex 
characteristics of transmission lines, including some 
of the changes that occur with different signal fre-
quencies and varying weather conditions. 

One of the most important elements 
in any communications system is the 
transmission line whose function is to 
transfer signals from one part of the 
system to another. The simplest trans-
mission line consists of two parallel 
wire conductors with a power source 
at one end and a load at the opposite 

end. Since most transmission lines ap-
pear as relatively simple mechanical 
devices, their rather complex electrical 
behavior is not always fully appreci-
ated. Because they are electrically com-
plex, they can have a significant effect 
on the signals transmitted over them. 
For this reason, the effect of transmis-
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sion lines must be determined and taken 
into account when evaluating the trans-
mission performance of a communica-
tions system. 

There are three general types of 
transmission lines used in communica-
tions systems: open wire, multipair 
cable, and coaxial cable. Open-wire 
lines consist of pairs of wire conductors 
suspended on poles. A multipair cable 
is an assembly of pairs of insulated wire 
conductors, wrapped in a protective 
sheath. A coaxial cable consists of two 
tubular-shaped conductors, one inside 
the other. The inner conductor is 
usually a small copper tube and is in-
sulated from the outer conductor which 
is either a copper tube or copper braid. 
Multipair and coaxial cables are either 
suspended on poles, or buried under-
ground or underwater. (The wave-
guide, a type of transmission line used 
to transmit signals at microwave fre-
quencies, is not discussed in this 
article.) 

Electrical Properties 
Communications systems contain a 

number of different types of elements 
whose electrical properties ( resistance, 
inductance, and capacitance) are con-
sidered to be lumped. The action of a 
so-called lumped element occurs at a 
concentrated point in the circuit—that 
is, at its location. The electrical proper-
ties of a transmission line, however, 
exist uniformly along its entire length 
and are considered to be distributed 
rather than lumped. 

Each type of transmission line pos-
sesses four such distributed electrical 
properties which must be considered 
and properly adapted for operation 
with the different types of communica-
tions systems. These four properties 
are: ( 1) series resistance R, ( 2) series 
inductance L, ( 3) shunt capacitance C, 
and (4) shunt conductance G. 

The particular values of these funda-
mental electrical properties depend pri-
marily on the physical configuration of 
the transmission line and the material 
used in its construction. To a lesser de-
gree, the values of these properties also 
depend on frequency, temperature, and 
weather conditions. 

In analyzing the properties of a trans-
mission line it is convenient to describe 
a line of infinite length consisting of 
sections of unit length ( feet, yards, 
miles), each possessing the four funda-
mental electrical characteristics. The 
equivalent electrical circuit of such a 
line is shown in Figure 1. In this dia-
gram, the distributed resistance, con-
ductance, inductance, and capacitance 
are symbolized as lumped constants to 
show their effect more clearly. 

Electromagnetic Waves 
When power is first applied to a 

transmission line, energy from the 
power source does not appear all along 
the line simultaneously. Instead, it 
travels away from the source in the 
form of an electromagnetic wave, called 
the incident wave, and reaches the vari-
ous sections of the line at different 
times. The time it takes to travel 
through each section depends upon the 
values of the four fundamental proper-
ties of the line. Since the series induc-
tance and shunt capacitance of the line 
store energy for a period and then re-
turn it to the circuit, no loss of energy 
occurs as a result of these properties. 
(The losses in a line are caused mainly 
by its resistive properties which dissi-
pate energy in the form of heat.) 

Current that leaves the power source 
will start to charge the shunt capaci-
tance of the first section. The charge 
is not instantaneous because the charg-
ing current is impeded by the series 
resistance and the series inductance of 
the section. When the shunt capacitance 
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Figure 1. Equivalent circuit of transmission line of infinite length. 

is fully charged, the current will begin 
to decrease. However, now the shunt 
capacitance in the second section begins 
to charge through the series inductance 
and resistance. The shunt capacitance 
in each succeeding section will add to 
the charging current as the current in 
the capacitance of the preceding section 
starts to decrease. The current, voltage, 
and the associated elect romagnetic wave 
will progress down an infinite line in 
this manner until all the energy is 
diminished due to the resistance in the 
line. From an extension of Ohm's law, 
the amount of current that will flow in 
such a theoretical line is expressed 
mathematically as 

L = 

where 

E. 

Y 

(1) 

L = sending end current 
E. = sending end voltage 
z = series impedance per 

unit length 
y = shunt admittance per 

unit length 

Characteristic Impedance 

It is Important to note that in equa-
tion ( 1) the impedance, expressed as 

TO 

INFINITY 

b. 

depends only on the four characteristic 
properties of the line, does not include 
any termination impedance, and is in-
dependent of length. An infinite line is 
used so that the effects of termination 
impedances can be ignored. Since the 
impedance includes reactance as well as 
resistance, it is also a function of fre-
quency. This property of a transmission 
line is called its characteristic imped-
ance Zo, and is expressed mathemati-
cally* as 

Z. E.  j L -=. — = 
y L G+iwe 

where 

(2) 

R = series resistance 
G = shunt conductance 

j L = series reactance 
j C = shunt susceptance 

The resistance R and conductance G 
in transmission lines used in carrier 
systems are usually so small compared 
to the series reactance jwl.. and the 
shunt susceptance jwC that they are 
sometimes omitted when calculating 
the characteristic impedance. In such a 
case, equation ( 2) can be simplified to 

rr 
= c 

*z0 is a complex impedance and a detailed 
explanation of this expression is beyond the 
scope of this article. 
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If the values of the four fundamental 
characteristics of a particular trans-
mission line are not known, the char-
acteristic impedance can be obtained 
by measurement. This is done by first 
measuring the impedance of the line 
with the receiving end open circuited 
(Z,) and then measuring the imped-
ance of the line with the receiving end 
short circuited (Zse ). The characteristic 
impedance can then be obtained from 
the following equation: 

Z.. Ni Z.,, Z.. 

There is, of course, no such thing as 
a line of infinite length. All trans-
mission lines contain a power source 
at the sending end and are terminated 
in a load of some impedance value at 
the receiving end. As mentioned earlier, 
energy placed on the transmission line 
at the sending end travels in the form 
of an electromagnetic wave ( incident 
wave) toward the opposite end of the 
line. The value of the load impedance 
is very important. To transfer all of 
the energy that reaches the receiving 
end of the transmission line to the load, 
the impedance of the load must equal 
the characteristic impedance of the line. 
In such a case, the input impedance of 
the line also equals the characteristic 
impedance, and, as far as the power 
source is concerned, the line appears 
to be infinitely long. Therefore, for a 
given frequency, the input impedance 
of a transmission line is constant, re-
gardless of its length, if the line is 
terminated in its characteristic imped-
ance. If the load and characteristic im-
pedances are not equal, an impedance 
mismatch exists and all of the energy 
will not be transferred to the load. 
Instead, some of the energy in the form 
of a reflected wave will travel back 
toward the power source and will inter-
fere with the incident wave. 

The amount of energy reflected be-
cause of a mismatch can be expressed 
by the reflection coefficient which is de-
rived from the following formula: 

Reflection _ ZL. — Z,,  
Coefficient — Z. + Z. 

where 

Z. = characteristic impedance 
ZL = load impedance 

In communications systems, a more 
common method of expressing the de-
gree of mismatch between the char-
acteristic impedances of a transmission 
line and the load impedance is the re-
turn loss, expressed in decibels, which 
is defined as 

Return _ 1  
Loss — 20 log., Reflection 

Coefficient 

Since it is impossible to have a perfect 
match between the characteristic im-
pedance of a transmission line and the 
impedance of the load, there is always 
some reflection. In communications sys-
tems, undesirable effects such as echos 
and singing may result if the return 
loss is too low. 

Standing Waves 
The incident wave and the reflected 

wave on a transmission line travel in 
opposite directions. At certain points 
along the line the voltages in the two 
waves will be in phase and will add, 
while at other points they will be out 
of phase and will subtract. The points 
along the line where the two voltages 
are in phase are points of maximum 
voltage and minimum current and are 
spaced one-half wavelength apart. The 
points along the line where the two 
voltages are 180° out of phase are 
points of minimum voltage and maxi-
mum current and are also spaced one-
half wavelength apart. The distance be-
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tween alternate points is one-quarter 
wavelength. 

If the receiving end of the line is 
either a short circuit or an open circuit, 
all of the energy in the incident wave 
will be reflected back towards the power 
source ( total reflection). In such a case, 
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Figure 2. Diagrams A through D are 
plots of the rms voltage and current 
of lossless transmission lines with. vari-
ous terminations. Diagrams E and F 
are plots of rms voltage and current 
along transmission lines terminated in 

their characteristic impedances. 

the voltage and current at minimum 
points are zero. When the receiving 
end is an open circuit, it is a point of 
maximum voltage and zero current. On 
the other hand, if the receiving end is 
a short circuit, it is a point of maximum 
current and zero voltage. Figure 2 is 
a plot of the rms voltage and current 
maximum and minimum points along 
transmission lines with various termi-
nations. 
When the load impedance is greater 

than the characteristic impedance, the 
receiving end of the line will be some-
what like an open circuit, except that 
the rms current at minimum points will 
not reach zero. Conversely, when the 
load impedance is less than the char-
acteristic impedance, the receiving end 
will be somewhat like a short circuit, 
except that the rms voltage at mini-
mum points will not reach zero. 

It can be seen in Figure 2 that when 
the line is not terminated in its char-
acteristic impedance, the plots of the 
rms voltage and current appear as waves 
and, for this reason, are referred to as 
standing waves. Because they are mo-
tionless, however, they are not true 
waves in the same sense as the incident 
and reflected waves. 
The ratio of the rms voltage or cur-

rent at a maximum point to the rms 
voltage or current at a minimum point 
is referred to as the standing wave 
ratio. A standing wave ratio of 1:1 im-
plies that there are no standing waves, 
and that the line is terminated in its 
characteristic impedance. 
When a transmission line is termi-

nated in its characteristic impedance, 
the current and voltage all along the 
line are in phase. If the line is con-
sidered to be lossless, a plot of the rms 
voltage and current is a straight line 
as shown in Figure 2E. However, there 
are always some losses which cause the 
energy to diminish as it travels down 

617 



a line. A plot of the uns voltage and 
current along a properly terminated line 
with losses is shown in Figure 2F. 

Attenuation and 
Frequency Effects 
The amplitude of the current that 

flows through a transmission line is 
continuously diminishing with distance 
from the power source because of the 
shunt conductance of the line. The volt-
age is also diminishing because of the 
series resistance of the line. Because 
the voltage and current are diminish-
ing, the energy in the associated electro-
magnetic wave is also diminishing. 
The series resistance of a transmis-

sion line increases with frequency as a 
result of the expanding and contracting 
magnetic field within the line which 
forces current to flow toward the outer 
surface of the wire. This action, known 
as the skin effect, reduces the total ef-
fective cross-sectional area of the wire, 
thereby increasing the series resistance. 

In multipair cable where the indi-
vidual wires of each pair are very close 
together, series resistance is further 
increased by proximity effect. The in-

Figure 3. In-
creased line at-
tenuation at high 
frequencies in 
cable pairs is 
partly caused by 
an increase in 
series resistance 
due to higher cur-
rent density near 

the surface. 

terlinking magnetic fields of the two 
wires force the current to flow in 
that portion of each wire that is closest 
to the other wire, causing a further re-
duction of the effective cross-sectional 
area of the conductors. Like skin effect, 
proximity effect in cable circuits in-
creases with frequency. The external 
magnetic fields and current distribution 
in a cable pair are shown in Figure 3. 
A slight reduction of the series induc-

tance with increasing frequency is 
caused by the change in current dis-
tribution which reduces the net strength 
of the magnetic field within the wire. 

Shunt capacitance changes so slightly 
with increasing frequency that the 
change is negligible at all frequencies 
below the microwave region. 

Shunt conductance increases consid-
erably with increasing frequency. The 
total shunt conductance consists of two 
parts. The first and most familiar part 
is the conductance of the line insula-
tion. The second part is an apparent 
conductance caused by internal heating 
of the line insulation. When an al-
ternating voltage is impressed across 
the line, the insulation is stressed first 

LINES OF EQUAL MAGNETIC FIELD 

STRENGTH AT A PARTICULAR INSTANT 

DOT DISTRIBUTION INDICATES 

CURRENT DENSITY 
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Figure 4. Current flow in a conduc-
tor covered with ice. Dot distribution 

indicates density of current flow. 

in one direction and then the other. 
The heating that results is a power loss 
and appears to the line input voltage 
as an increase of the shunt conductance. 

Influence of Weather 
Transmission lines are often subject 

to a wide range of weather conditions. 
Cable lines are not usually affected by 
precipitation, although they are affected 
by temperature changes. Weather varia-
tions have significant effects on the 
properties of open-wire lines. The 
series resistance of an open-wire line 
is increased under high temperature 
conditions and also under wet weather 
conditions because of increased skin 
effect. During wet weather conditions, 
the film of moisture on the wires is 
slightly conductive. Since the magnetic 
field within the wires forces the cur-
rent to flow more toward the surface, 
part of the current leaves the wire and 
flows in the film of water. The re-
sistance of the water film is many times 
greater than the resistance of the cop-
per wire. Therefore, the losses incurred 
by the current flowing in the water film 

are appreciable. During frosty or icy 
conditions, the coating of ice on the 
wires can become very thick with a 
considerable part of the cut rent leaving 
the wire and flowing in the ice coating 
as shown in Figure 4. 

Moisture and ice also affect the shunt 
conductance of the line. When the 
weather is dry, the shunt conductance 
is low and the loss is relatively low. 
During wet weather, dirt and dust col-
lected on the insulators become much 
more conductive and the shunt conduc-
tance increases allowing more current 
to flow through the shunt leakage paths 
and thus increasing the attenuation. 
Under severe icing conditions the at-
tenuation caused by skin effect and 
shunt conductance may be increased by 
as much as six or more times normal 
dry weather attenuation. 

Conclusion 
Transmission lines play an integral 

role in communications systems of all 
types. A good transmission line delivers 
as much of the signal energy as possible 
from the power source to its destina-
tion. The line should also be very stable 
and uniform. This means that each of 
the fundamental characteristics of the 
line must be the same throughout its 
entire length. It is also important that 
transmission lines be as free as possible 
from the effects of weather conditions 
such as temperature extremes, humidity, 
wind, rain, and snow. 

Although transmission lines are be-
ing replaced by microwave radios in 
many medium- and long-haul com-
munications systems, their usefulness 
has certainly not diminished. Trans-
mission lines are essential in many types 
of communications systems and are 
capable of excellent service provided 
their characteristics are recognized and 
properly adapted for operation at the 
frequencies intended. • 
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TRANSPOSITIONS 
For Open-Wire Lines 

Crosstalk caused by inductive coupling is one of the problems involved 
in engineering open-wire carrier facilities. An effective solution-in. general 
use is the practice of transposition. 

This article describes the basic causes of inductive crosstalk and dis-
cusses some of the general considerations pertaining to the theory and 
application of transposition arrangements. 

Crosstalk in open-wire carrier facili-
ties results from the inductive couplings 

which exist between paralleling wire 

pairs. This crosstalk can be reduced to 
tolerable dimensions by a method of 
line treatment known as transposing 

in which the pin positions of the wires 
of each pair are interchanged (trans-
posed) at systematic intervals along the 
length of the facility. 

Because of the many possible inter-
actions among various wire pairs, the 
technique of transposition design tends 
to be involved, particularly where car-
rier operation is concerned However, 

the extra engineering effort and con-

struction costs of good transposition 
practice represent a sound investment in 
performance. 

FIG. 1. Point- type transposition 
bracket. This is one of several methods 
used for interchanging pin positions of 
a pair of wires. 
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FIG. 2. Crosstalk by induction. Circles about wires 1 and 2 represent lines of 
magnetic induction and equipotential lines for a particular instant. 

Source of Crosstalk 
Inductive crosstalk between two wire 

pairs arises from the magnetic and elec-
tric fields that are set up when one or 
both of the pairs carry an alternating 

current. Although these fields differ 
somewhat in their actions in producing 
crosstalk, the over-all results of both 
are quite similar. 

Figure 2 shows two pairs of tele-
phone wires represented as two adja-

cent circuits. In a short segment, S, the 
alternating current in circuit A will set 
up an expanding and contracting mag-

netic field. The lines of this field will 
cut wires 3 and 4 of circuit B and induce 
voltages in them. These voltages, in 
turn, cause currents to flow in circuit B 
as shown in the figure. The induced 

currents are numbered to indicate that 
It, is the current induced by wire 1 in 

wire 3, I1, is the current induced by 
wire 1 in wire 4, and so on. 

Because of the differences in spacing 

between the wires and the directions of 
the inducing currents, the induced cur-
rents will differ in magnitude and 

phase. As a result, a small net current, 
the algebraic sum of all the induced 
currents, will circulate in circuit B. This 

resultant induced current, alternating 

at the frequency of the inducing cur-
rent in circuit A, will set up near-end 
crosstalk voltages across Z, and far-end 

crosstalk voltages across Z2. 

The lines of magnetic induction of 
Fig. 2 may also be regarded as the 

equipotential lines of the electric field. 
This field will set up potentials on 
wires 3 and 4 which will not be equal. 

The resulting difference in potential 
will cause crosstalk currents to flow 
toward both ends of circuit B. 
The short section S may be thought 

of as one of an infinite number of such 
sections contained along the length of 
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FIG. 3. Effect of transposing circuit B. Net induced current is made up of two 
components which oppose each other in circuit B. 

the line, each contributing a share of 
the total crosstalk. In a similar manner, 

one circuit may crosstalk indirectly into 
another when the currents of the dis-
turbing circuit induce currents in a 
third circuit ( tertiary) which, in turn, 

induce currents in the disturbed circuit. 

Principle of Transpositions 
The basic principle of transpositions 

is shown in Fig. 3. Here the situation 

of Fig. 2 is modified by transposing the 
wires of circuit B at the center of seg-

ment S. The net induced current is 
shown as two components, one on each 

side of the line a-b. The transposition 

has now made these two components 
flow in opposite directions in circuit B 
so that they counteract each other. 
The same effect would result from 

transposing circuit A instead of circuit 
B. If, however, both circuits were trans-

posed at the same point, no relative 

transposition would exist between them 
and the original crosstalk situation of 
Fig. 2 would prevail. 

Because of the propagation effects of 
line attenuation and phase change, the 

two components of induced currents in 
the transposed circuit B will not en-

tirely cancel each other. Attenuation 
causes the inducing current to decrease 
in magnitude as it travels from the 
source toward the load. As a result, the 

induced currents to the left of line a-b 
will be greater than the induced cur-
rents to the right of a-b. 

Phase change causes the instantane-
ous amplitude and direction of the in-
ducing current to vary throughout each 

wavelength along the line, resulting in 

other inequalities. As a result of these 
combined propagation effects, a small 
residual induced current remains uncor-

rected by the transposition and the 
crosstalk which this current produces is 
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known as type unbalance crosstalk. 

Another component of the total cross-
talk in an open-wire facility is intro-
duced by structural irregularities. Lack 

of uniformity in wire sag, pole spacing 
or wire spacing throughout the length 
of the circuits will cause random unbal-
ances. The crosstalk resulting from 
such factors is random in nature and is 

known as irregularity crosstalk. 
By transposing the line a number of 

times within each wavelength, type un-
balance crosstalk can be considerably 

reduced. Careful construction will hold 
irregularity crosstalk to a minimum. 

The over-all effect of a properly trans-
posed and well-constructed open-wire 
facility is the reduction of crosstalk to 
a point where it is not a controlling 
transmission limitation. 

Transposition Arrangements 
The basic building block of a transpo-

sition plan is the transposition section. 
A transposition section is a segment of 

line of arbitrary length in which indi-
vidual pairs have been systematically 

transposed, each in accordance with a 
definite pattern. The patterns chosen 
are those which will limit the crosstalk 
between any two pairs to a value which 
is within the design objectives of the 
system. Transposition sections are then 
connected in tandem to make up the 
total length of the facility. 

The actual length of a transposition 
section is chosen by taking into account 
the frequency of operation and the 
crosstalk tendency of the patterns used. 

Ideally, it is a length which meets the 

crosstalk objectives of the system for all 
pairs using the minimum number of 

transpositions. In practice, transposi-
tion sections are usually designed first 

for the longest lengths practicable. 
Shorter sections are then designed to 
provide for situations where these 

longer sections cannot be used. 
Transposition patterns have been 

standardized and classified by the Bell 
Telephone System into 32 basic types. 
A few of the simpler patterns for typi-
cal transposition sections are shown in 
Fig. 4. The most complex of the 32 
basic patterns (type a, not shown) has 

31 transpositions within one section 
length. 

When more than 31 transpositions 
per section are required, extra types of 

the 32 basic types may be formed by 
dividing the transposition section into 
32 equal segments called intervals and 
inserting one or more transpositions 
within each interval. 

Extra types are designated by the 
letter of the basic type and a subscript 

numeral indicating the number of trans-
positions within each of the 32 inter-

vals. For example, Type M, is a basic 
type M pattern with its three between-

interval transpositions per section plus 
one transposition within each of the 32 

intervals to give a total of 35 transpo-

sitions per section. 
Any two pairs are transposed in rela-

tion to each other only at points where 
one pair is transposed and the other is 

not. The relationship existing between 
any two transposed pairs is expressed as 

a relative type. Thus, for example, the 

relative of a type 0 pair and a type N 
pair is type M and the two pairs are 

said to have an M exposure. 
The design of an actual transposition 

section for an open wire carrier facility 
begins with a tabulation of the require-

ments to be met. These are factors such 
as over-all length, maximum length of 
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repeater sections, frequency of opera-
tion, wire configuration, wire gauge, 
and crosstalk objectives of the system. 
The next step is the determination of 

the degree of crosstalk coupling exist-
ing between the various pairs on an 
untransposed basis. This is expressed 
as a crosstalk coefficient in units of 
crosstalk per mile per kilocycle and is 
a function of the configuration, gauge 
and material of the. wires. Crosstalk 

coefficients may be determined from 
measurements, computations, or, for 
the more common configurations, from 

tables. 
Equipped with this information, the 

transposition designer begins to lay out 
a transposition arrangement by choos-
ing a pattern type for each pair of wires 

and a transposition section length. The 

pattern for each pair must be carefully 
selected so that the final arrangement 
will contain no two pairs which exceed 
the design objectives in crosstalk cou-

FIG. 4. Several of the 32 basic transposition pattern types. 

pling, either directly or through a ter-
tiary. 
The procedure of choosing the pat-

tern types is largely a trial and error 
method. For each tentative plan, the 
crosstalk (both type unbalance and ir-
regularity) must be computed to ascer-
tain that the relative types between all 
possible pair combinations are satisfac-
tory for achieving design objectives. 
Whenever computations reveal that the 
crosstalk requirements are not met for 
any combination of pairs, the plan must 
be revised and the effects computed 
again. Fortunately, much of the data 

necessary for these computations is 
available in the form of tables and 
graphs. 

Experience in transposition design-

ing is a very valuable asset in this phase 
of the procedure. The seasoned de-
signer often recognizes the pattern types 
which are not likely to meet his objec-

tives. In general, type unbalance cross-
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talk will decrease with the number of 

transpositions in a section. Therefore, 
a good starting approach is to choose 

pattern types which give good crosstalk 
reduction ( low type unbalance) for 

pairs with tighter coupling (higher 
crosstalk coefficient) and save the less 
effective types for pairs with looser cou-
plings. In this manner, it is often pos-

sible to eliminate from consideration 
large blocks of types before the first 
tentative plan is chosen. 

Throughout his analyses, the trans-
position designer must not lose sight of 
the relative importance of type unbal-
ance versus irregularity crosstalk in the 

facility. Care must be taken not to over-
design from the standpoint of number 
of transpositions used. Transposition 
will not reduce the crosstalk due to 
random irregularities. Therefore, it is 
useless to transpose beyond a point 
where such crosstalk is controlling. In 
addition to increasing the cost, too 
many transpositions may even increase 

the crosstalk by introducing additional 
structural irregularities. 

General 
In applying transposition arrange-

ments, it is important to keep in mind 

the possible future uses of the facility. 
The cost of transposing new wire is in 
the order of 30 per cent less than the 
cost of transposing existing wire on an 
out-of-service basis. Therefore, reason-
able foresight in anticipating and trans-
posing for future requirements may 
often result in substantial long-range 
savings. 
The cost of transposing an open-wire 

carrier facility is frequently a large por-
tion of the cost of the over-all project. 
However, this cost is outweighed by the 
advantages gained in the performance 
and economies of carrier. Therefore, 
transposing should be regarded not as 
an evil to be avoided but rather as a 

bargain in channel-miles of transmis-
sion performance. 
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CABLE TRANSMISSION CHARACTERISTICS 
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In a previous issue of the Demodulator ( October, 1953), some of the basic 
electrical properties common to all transmission lines were examined and discussed 

to show how they affect carrier transmission. In this issue, certain characteristics 
of multi-pair cable are described in greater detail to show how they influence 
the application of carrier transmission systems to such cable. 

All two-wire transmission lines 
have four fundamental properties 
in common. 

These are: 
1. Series resistance. 
2. Series inductance. 
3. Shunt resistance (or con-

ductance). 
4. Shunt capacitance. 

The values these properties as-
sume for any particular transmis-
sion line depend primarily on the 
ohysical configuration (wire size, 
wire spacing, insulation, etc.) of 
be line. To some extent they also 
lepend on other factors such as 
Ñeather, temperature, and frequen-
y. The performance of a trans-
-mssion Ene, in turn, depends or. 
low closely the relationships be-
ween these properties approach 
that ideal relationship which pro-
'ides a low-loss distortionless line. 
rhis ideal relationshlp is realized 
when, for every frequency of in-

terest, the ratio of the series in-
ductance to the shunt capacitance 
is equal to the ratio of the series 
resistance to the conductance. 

The theoretically ideal trans-
mission line can be approached by 
a carefully constructed open-wire 
pair or coaxial cable. These two 
types of lines can be built with 
wire sizes and spacings designed 
for minimum attenuation and low 
distortion. The physical restric-
tions ptaced on multi-pair cable, 
however, are such that it is very 
difficult to manufacture such cable 
with transmission characteristics 
at carrier frequencies that even 
remotely approach those of open-
wire or coaxial cable. Moreover, 
when many of the existing cables 
in the telephone plant were in-
stalled, their use at carrier fre-
quencies was not contemplated. 
Because of these factors, the ap-
plication of carrier to multi-pair 
cable is much different from simi-
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FIGURE I. Attenuation at carrier frequencies is much greater in cable than in open wire. 

lar applications to open-wire line, 
coaxial cable or radio. 

Types of Cable 
Although all types of multi-

pair cable are subject to the bas-
ic restrictions of size and weight, 
there is a wide range of qualities 
and types in use. For the purposes 
of this article, all cable can be di-
vided into two main classifications: 
exchange cable and toll cable. Ex-
change cable is often used for 
short inter-exchange office trunks 

where large numbers of circuits 
are required. Usually the lengths 
of exchange cables are so short 
that very small wire sizes can be 
used without too much degradation 
of transmission. Also, balance and 
uniform insulation of individual 
pairs are not critical. 

Toll cable, on the other hand, is 
designed primarily for the long 
distance transmission of voice and 
carrier frequencies. Much greater 
care is taken in the manufacture of 
toll cable to insure uniform char-
acteristics and minimum losses. 

Although all cable pairs are twistec 
to reduce noise and crosstalk, most-
toll cables are also quadded tc 
further improve their electrical 
characteristics. A quad consists ol 
two twisted pairs that are further 
twisted together to form a four. 
conductor group. The twisting and 
quadding of cable pairs has much 
the same effect on cable perform-
ance as transposition has on open-
wire line. Attenuation, noise, and 
crosstalk are reduced because ex-
ternal fields are balanced out by 
the twisting process. 

Cable Characteristics 

The specific physical charac-
teristics of both exchange and toll 
cable that affect the design and op-
eration of cable carrier systems. 
include: 

1. Non-uniformity in spacing oi 
wires and in distances be-
tween wires and sheath. 

2. Small wire size. 
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3. Close spacing between indi-
vidual wires and between 
pairs. 

4. Relatively large changes in 
some electrical character-
istics with normal changes 
in temperature. 

These physical characteristics 
tend to cause high attenuation, wide 
and non-uniform variations of at-
tenuation with frequency and temp-
erature, and impedance variations. 
They also tend to increase the 
difficulty of noise and crosstalk 

control. A comparison between the 
attenuation characteristics of an 
open-wire pair and a 19-gauge pair 
of a quadded toll cable is shown in 
Figure 1. 

The high attenuation of carrier 
frequencies in multi- pair cable 
is caused primarily by the small 
wire sizes and short leakage paths 
between conductors. In open wire 
lines and coaxial cable, conductors 
can usually be made large enough 
to keep the series resistance low. 
In toll or exchange cable, however, 
the necessity of keeping the total 
size and weight as low as possible 
requires a compromise between 
wire sizes that give low attenuation 
and wire sizes small enough for 
compact, lightweight cables. 

In general, wire sizes range 
from 10 gauge to 26 gauge depend-
ing on the type of cable. The most 
commonly used wire size in toll 
cable is 19 gauge; the smallest size 
usually considered practica: for 
carrier transmission is 24-gauge. 
Figure 2 shows the effect of dif-
ferent conductor sizes on cable 
attenuation. 

The type of line insulation has 
as much bearing on attenuation as 
does the size of the conductors. In 
open-wire lines and high quality 
coaxial cable, the dielectric (insu-
lation) is usually air with solid 
insulators used only at regular in-
tervals along the line for physical 

support of the conductors. Since 
air is one of the best insulating 
materials and has very low loss, 
these types of transmission lines 
have very low attenuation per unit 
of length. In multi-pair cable, 
however, the insulation is usually 
of paper or plastic which have rel-
atively high losses compared to air, 
especially at carrier frequencies. 

Several other important cable 
characteristics, besides high atten-
uation, that affect the design and 
operation of carrier systems are 
shown in the graphs of Figure 2. 
These include the marked increase 
in attenuation with frequency and 
the non-uniformity of attenuation 
increase with frequency. The gen-
eral increase of attenuation with 
frequency is usually referred to as 
"slope" while the non-uniformity 
of the increase is commonly called 
"bulge". 

Slope and bulge are charac-
teristic of all transmission lines, 
open-wire as well as coaxial and 
multi-pair cable. They are more 
pronounced, however, in multi-

FIGURE 2. Cable carrier systems must be 
capable of operating over a wide range of 
cable characteristics 
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FIGURE 3. Typical variation of attenuation with temperature of a 19 gauge toll cable pair 
over the frequency ranges used in Lenkurt 45BN cable carrier. 

pair cable. Slope compensation 
alone is possible by several dif-
ferent methods. Open-wire car-
rier systems usually make use 
of received regulating tones that 
adjust the gain-frequency char-
acteristic of the terminal to comp-
ensate for slope caused by the 
transmission line. Another method 
involves the use of fixed equal-
izers that introduce a predeter-
mined amount of negative slope 
across the transmission band. A 
third method, commonly used in 
modern cable carrier systems, is 
the inversion of frequency bands 
by modulation at each repeater 
point. In this method (usually re-
ferred to as frequency frogging), a 
channel occupying the lowest fre-
quency space in one repeater sec-
tion is inverted by the repeater to 
occupy the highest frequency space 
in the next repeater section. Thus, 
if two adjacent repeater sections 
are identical, the frequency frog-
ging process will largely equalize 

the slope incurred in each section. 
The frequency frogging process, 

though equalizing much of the slope 
in a cable characteristic, does not 
compensate for bulge. Except for 
very long systems, however, bulge 
has little effect on overall trans-
mission. In carrier designed for 
long-haul use, special equalizers 
and regulating equipment are usu-
ally employed to eliminate bulge. 
In short haul systems, however, 
individual channel regulation cor-
rects for most of the accumulated 
bulge. 

Slope and bulge are variations 
of attenuation caused by variations 
of the fundamental properties of a 
transmission line with frequency. 
Another factor, temperature, also 
has a very pronounced effect on 
the attenuation of cable pairs. The 
amount of temperature variation 
that can be expected for a particu-
lar cable, depends on the climate 
and type of construction. If the ca-
ble is underground or under water, 
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uriations will tend to be seasonal 
nd of smaller range than if the 
able is strung on poles. Aerial 
able, under certain climatic con-
litions, may have internal temper-
tures that range from below zero 
legrees Fahrenheit at night to over 
nie hundred degrees Fahrenheit in 
he afternoon sun. Figure 3 shows 
ypical variations of attenuation 
pith temperature for the frequency 
lands normally used for carrier 
ransmission. 
A secondary effect of the varia-

-ion of attenuation with tempera-
ure is the change in slope of 
he attenuation characteristic with 
hange in line temperature. This 
,ariation of slope (usually called 
'twist") is most noticeable at fre-
quencies below 40 kc. Above 40 kc, 
uriation of slope with tempera-
ure is slight. In long haul, low 
requency cable carrier systems, 
tumulative twist requires special 
:ompensating amplifiers to reduce 
iistortion from this source. How-
:ver, in modern short haul types 
)f cable carrier operating above 
10 kc, twist compensation is un-
lecessary. 

"bise in Cables 
Although cable carrier circuits 

ire shielded from direct external 
nduction by a metallic sheath, they 
ire nevertheless subject to certain 
ypes of carrier frequency noise. 
The sources of carrier frequency 
-wises that occur in cables are: 

1. Unsoldered or poorly sol-
dered cable splices. 

2. Telegraph, dial signaling, and 
relay transients as well as 
other office generated noise 
voltages. 

3. Atmospheric disturbance and 
radio transmitters. 

4. Interchannel modulation and 
stray tones from carrier 
systems. 

Splices made in cable pairs 
used for voice frequencies are 
usually unsoldered. While such 
splices normally form a good joint 
for voice frequency currents, they 
often generate carrier frequency 
noise voltages that may make the 
pair unsuitable for the application 
of carrier. A steady transmission 
of direct-current over the pair is 
often used to improve contact at 
such joints and thus reduce the 
noise. 

Carrier frequency plant noise 
such as caused by telegraph, dial 
signaling, relays, and switches is 
almost always present in cable 
carrier circuits. This noise enters 
the carrier circuit by first being 
induced into office wiring of non-
carrier pairs and then being trans-
ferred again by induction to carrier 
pairs within the cable sheath. Re-
duction of this type of noise is 
possible through the use of spe-
cial suppression coils in the non-
carrier pairs; however, a more 
routine approach is the use of 
short repeater sections adjacent 
to the noisy office so that received 
levels will be high enough to over 

the noise. 
Noise from atmospheric dis-

turbances and low-frequency radio 
transmitters enters cable carrier 
circuits in much the same manner 
as office noise. Noncarrier pairs 
in a cable often are connected to 
open-wire lines or non-shielded 
subscriber drops which act like 
radio antennas in receiving noise 
from external sources. Coupling 
between carrier and non-carrier 
pairs within the cable, transfers the 
noise to the carrier circuit. The 
same suppression measures that 
are effective in reducing office 
noise are also effective in reduc-
ing atmospheric noise or interfer-
ence from external sources. 

Carrier systems generate a cer-
tain amount of internal noise. In-
terchannel modulation, signaling 
tone leaks, and tube noise are all 
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FIGURE 4. Far-end transverse crosstalk is 
caused by direct coupling between pairs of 
different systems transmitting in the same 
direction. 
present in cable carrier systems. 

The total noise that can be ex-
pected in a large number of ex-
change and toll cable pairs is large 
enough that special noise reduction 
techniques are a basic part of ca-
ble carrier engineering. Elabo-
rate transposition and suppression 
schemes were used on early cable 
carrier systems to reduce noise to 
acceptable levels. In modern short-
haul carrier systems, such expen-
sive methods of reducing noise 
would make carrier uneconomical. 
Less expensive, yet perfectly ade-
quate for short and medium haul 
carrier circuits, is a compandor 
used with the carrier channels 
which reduces the interfering ef-
fect of noise by as much as 22 db. 
This amount of reduction is suf-
ficient to make the majority of 
exchange and toll cables suitable 
FIGURE 5. Near-end interaction crosstalk 

coupling link between a transmit pair in 
pair in an adjacent section. 

for carrier transmission over dis-
tances of 200 or more miles. 

Crosstalk 
Crosstalk problems in cable 

carrier systems are similar to 
crosstalk problems in open-wire 
carrier. For both types of sys-
tems, the close proximity of paral-
leling pairs creates the possibility 
of low-loss crosstalk paths. Slight 
unbalances in the electric and mag-
netic couplings between pairs and 
minor impedance variations are 
also contributing factors. 

Two basic types of crosstalk oc-
cur between cable carrier systems 
operating within the same sheath: 
transverse crosstalk and near-
end interaction crosstalk. Far-end 
transverse crosstalk is caused by 
direct coupling between parallel-
ing systems. Near-end interaction 
crosstalk is caused by coupling 
between a carrier pair and a non-
carrier pair which, in turn, is 
coupled to a second carrier pair 
in a different repeater section. 
This type of crosstalk is only of 
importance when adjacent repeater 
sections are of different lengths. 
Both types of crosstalk are illus-
trated in Figures 4 and 5. 

Several methods are used to 
control the effect of crosstalk in 

is caused by a noncarrier pair acting as a 
one repeater section and a receive 
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modern cable carrier systems. 
These methods include: 

6. Installation of improved cable 
types in new construction. 

1. The use of compandors which 
reduce the effect of cross-
talk by about 22 db. 

2. Frequency frogging which 
eliminates far-end interac-
tion crosstalk common in 
open-wire carrier repeater 
installations. 

3. The use of separate pairs for 
opposite directions of trans-
mission. 

4. The use of different frequen-
cies for opposite directions 
of transmission. This elim-
inates near-end transverse 
crosstalk as a problem. 

5. Generation of masking noise 
to cover up low-level intelli-
gible crosstalk. 

When all these measures are 
taken to reduce the effect of cross-
talk, almost 100 percent of the 
pairs in a good quality toll cable 
can be used for cable carrier with-
out excessive interference between 
systems. 

Conclusions 
Several recent advances in car-

rier techniques have made pos-
sible the economical application of 
short-haul carrier to multi-pair 
cable for distances as short as 15 
miles. The use of compandors, 
frequency frogging repeaters, and 
low-cost channelizing equipment 
can multiply the message capacity 
of existing cables up to 12 times 
at less cost than the installation 
of additional cable. 
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CROSSTALK 

Crosstalk, ancient enemy of electrical communications, may occur 

whenever more than one communications channel is sent over the same 

path. The causes of crosstalk are many, and its control is often difficult. 

This article reviews some of the more important aspects of crosstalk. 

Privacy is one of the vital require-
ments of any communications system, 
whether the system be privately owned 
or commercial. Crosstalk tends to vio-
late this privacy by "leaking" the signal 
from its alloted channel to other chan-
nels. Even where privacy is not par-
ticularly important, crosstalk has a very 
disturbing effect if it is intelligible. 
This disturbance is so great that special 
care is taken to make crosstalk un-
intelligible if it cannot be eliminated 
entirely. Because of this, crosstalk is 
generally classed as either intelligible 
crosstalk or unintelligible crosstalk. 
One form of unintelligible crosstalk 

that may be almost as disturbing as in-
telligible crosstalk, is babble, which con 
sists of "scraps" of sounds from several 
other communications channels. Al-

though babble may approach noise in 
its randomness and its lack of intelligi-
bility, it is usually syllabic in pattern, 
thus increasing its resemblance to speech 
and is disturbing effect. 

There are many ways that signals may 
slip from one channel to another. One 
way is by simple leakage through an im-
perfect insulator. Good design arid im-
proved materials and manufacturing 
techniques have virtually eliminated this 
as an important source of crosstalk, 
however. 

In radio and carrier, excessive or im-
proper modulation may cause signal 
energy from one channel to appear in 
another. In frequency-division multi-
plex, channels are separated by filters 
which accept certain frequencies and 
attenuate others. If signal levels become 
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excessive, or if the filters don't have 
enough selectivity, some signals from 
outside the desired band may appear. 
Such crosstalk is relatively easy to con-
trol by good equipment design and by 
proper operating procedures. Much 
more of a problem is crosstalk that 
occurs between circuits consisting of 
open wire line and cable. 
When an electrical signal passes 

through a conductor, it sets up electro-
magnetic and electrostatic fields in the 
space around the conductor. These fields 
vary in strength according to the 
strength of the signal itself. Where the 
fields encounter other conductors, they 
cause a current to flow in these con-
ductors, due to inductive and capacitive 
coupling. Inductive coupling is caused 
by the electromagnetic field which sur-
rounds the disturbing circuit, while ca-
pacitive coupling results from the elec-
trostatic field. 
The greater the coupling between cir-

cuits, the greater the strength of the 
crosstalk that will appear in the dis-

Figure I. Two pairs arranged so that 
both conductors of each pair are equi-
distant from disturbing conductors. 
Such arrangements are impractical for 

many pairs. 

turbed circuit. Coupling usually in-
creases in proportion to how close 
together the two circuits are, how long 
they are, and the disturbing signal fre-
quency. The crosstalk coupling transfers 
signal energy from one circuit to an-
other in a fixed ratio which is independ-
ent of signal strength. If the signal level 

in the disturbing circuit is relatively 
high, the crosstalk will tend to be high. 
If the level of the disturbing signal is 
reduced, the crosstalk will be lower in 
the same proportion. 

Circuit Balance 
The first telephone and telegraph 

circuits consisted of single wires be-
tween users, with the circuits completed 
through ground. This reduced the cost 
of wire, but made the circuits extremely 
vulnerable to interference, crosstalk, 
electrical storms, and even earth cur-
rents. Modern communications use bal-
anced pairs or coaxial conductors to 
reduce these external influences. In 
theory, any disturbance which appears 
on one conductor of the pair will also 
appear on the other conductor, and the 
two will cancel each other out. While 
this is generally true for large-scale 
external influences such as electrical 
storms or ignition noise, it is not true 
for nearby disturbing influences such 
as adjacent pairs. The difficulty lies in 
the fact that it is impossible to achieve 
a perfect balance between the two con-
ductors of a pair. Furthermore, it is 
impractical to arrange conductors so 
that both wires of each pair are equi-
distant from the others. As a result, 
there is more crosstalk coupling to a 
near conductor than to the more distant 
one. The two opposed crosstalk currents 
are not equal and cannot cancel com-
pletely. The excess crosstalk remains as 
a disturbing signal. 

In cables, the problem is greater than 
in open wire lines. Many conductors 
are necessarily packed close together, 
some pairs spaced close together, others 
more separated. Without special tech-
niques to neutralize crosstalk, it would 
be impossible to arrange conductors so 
that both wires of a pair are equidistant 
from all the nearby disturbing con-
ductors. 
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Figure 2. Typical open wire lines showing 
drop-brackets for transposing pairs. The in-

sert shows the manner in which the individ-
ual conductors are transposed, using the 

brackets. 

[Yen if both wires of a pair are equal-
ly spaced from a disturbing circuit, 
crosstalk will appear in the circuit if 
the pair is electrically unbalanced. One 
conductor might have greater resistance 
than the other, perhaps because of a 
poorly-made connection. One conductor 
or the other may have greater mutual 
inductance or capacitance with the dis-
turbing circuit. Then, the crosstalk may 
be more strongly coupled to one wire 
than the other. Instead of being bal-
anced out, the crosstalk in one conclue-

tor \VI11 predominate, arid will appear 
.at one end or the other of the circuit. 

Transpositions 

Since it is practically impossible to 
space each wire of a pair equally distant 
from all other disturbing conductors, 
the next best thing is to arrange the 
wires so that they -take turns- in shar-
ing positions nearer and farther from 
disturbing conductors. This is done by 
transposing the wires systematically. 
Transpositions must be designed to can-
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modern plastic- insu-
lated telephone cable. 
Note that each pair 
has a different rate of 
twist. Pairs having twists 
nearly alike are widely 
separated in the cable. 

cel crosstalk locally, rather than around 
the whole circuit, so that phase shift 
won't partially or completely cancel the 
effect of the transpositions. 

As communications frequencies in-
crease ( as when carrier is used), the 
wavelength of the signal becomes 
shorter. If the spacing between transpo-
sitions is long compared to signal wave-
length, crosstalk cannot be completely 
cancelled by the transpositions. This is 
because the phase of various signal fre-
quencies will be random with respect 
to the location of transposition sections. 
At any given instant, signal voltage may 
be high in one section and low in the 
next. Obviously, crosstalk in the two 
sections will be unequal and cannot 
cancel out. For transpositions to be effec-
tive in reducing crosstalk, there should 
be several transpositions in the distance 
equal to the shortest wavelength that 
might be transmitted over the circuit. 
For this reason, the cost of transposing 
pairs goes up quite rapidly with trans-
mitted frequency, placing an economic 
limit on the frequencies ( and, therefore, 
the number of channels) that can be 
transmitted over open wire. 
A similar situation prevails in cable. 

The close physical spacing of cable pairs 
tends to increase crosstalk coupling be-
tween pairs. To overcome this, modern 
cable pairs are very heavily " transposed" 
by twisting each pair together. In some 

 CARLA 

CORPORATION 
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cable, two pairs are twisted to form a 
"quad.' and the quads in each layer are 
spiraled around the center in opposite 
directions. In all modern cables, the 
pitch or rate of twist of each pair will 
be different from other pairs in its 
group. This is necessary because where 
two adjacent pairs have the same twist 
rate, the wires in each pair maintain the 
same relationship over the entire length 
of cable. Any unbalance in either pair 
will permit crosstalk to build up. By 
varying the twist, the relationship con-
tinuously changes so that any coupling 
between the two pairs at one point will 
be reversed farther down the cable. 

In conventional paper-insulated ca-
bles, crosstalk may be further reduced 
by " random splicing" so that pairs will 
not be adjacent to each other in succes-
sive splicing sections, thus reducing the 
coupling. Newer plastic-insulated ca-
ble, such as shown in Figure 3, employs 
increased numbers of pair twist lengths 
and careful location of the pairs and 
groups of pairs within the cable, so that 
there is minimum coupling between 
pairs of similar or near-similar twist 
lengths. As a result, there may be less 
crosstalk advantage in random-splicing 
these newer cables. 

Near-end Crosstalk 
Since crosstalk may result from both 

capacitive and inductive coupling, each 
provides an independent disturbing sig-
nal voltage. As shown in Figure 4, 

Figure 4. Where 
inductive and ca-
pacitive coupling 
are equal, they 
cancel at the far-
end, add at the 
near -end. Induc-
tive coupling 
predominates at 
high frequencies. 

capacitively-coupled crosstalk may be 
represented by a signal source or gener-
ator connected across the disturbed pair. 
Inductive coupling, however, can be 
represented by a signal source connected 
in series with one of the conductors in 
the disturbed pair. The direction of cur-
rent flow from the two sources is such 
that they add or reinforce each other 
at the "near" end of the disturbed cir-
cuit ( the same end as that from which 
the disturbing signal starts), but oppose 
each other at the far end. The two types 
of coupling ( inductive and capacitive) 
vary with frequency and spacing be-
tween pairs. The closer the spacing, the 
greater the capacitive coupling. In mod-
ern cable, capacitively-coupled crosstalk 
currents in adjacent pairs will be about 
ten times as great as the inductively-
coupled currents at voice frequencies. 
At 10 kc, the two types of current will 
be equal, and at 1 mc, inductively-
coupled currents will be twice as great 
as the capacitively - coupled crosstalk 
currents. If the pairs are not adjacent, 
or if the distance between pairs is 
increased, inductively-coupled currents 
are predominant at all frequencies above 
the voice band. 

Frequency Staggering 
Near-end crosstalk occurs primarily 

in voice-frequency circuits and between 
pairs transmitting carrier channels of 
the same frequency. Near-end crosstalk 
may be greatly reduced if different trans-

INDUCTIVE 
COUPLING 

`•••••--e. 

CAPACITIVE 
COUPLING 

FAR-
END 
LOAD 
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Figure 5. Trans-
verse far- end 
crosstalk reaches 
far end without 
reversing direc-
tion in process, is 
due mostly to in-
ductive muffling. 

mission frequencies are used for each 
direction of transmission. Even though 
signal energy is coupled from one pair 
to another, the crosstalk is in the wrong 
portion of the frequency spectrum to 
pass the carrier channel filters. This 
"frequency staggering" not only reduces 
the effective crosstalk coupling between 
circuits, but it changes the nature of 
whatever crosstalk does get through, to 
a form that is much less annoying than 
the crosstalk between non-staggered 
channels. 

Another way of coping with near-end 
crosstalk is to use separate cables for 
each direction of transmission. All the 
signals in the cable go in the same 
direction, so that high-level signals at 
the output of a west-east repeater are 
not physically adjacent to the low-level 
signals just entering the east-west re-
peater. Even if there is near-end cross-
talk, it cannot be heard at the near-end 
because it terminates at the output of 
the transmitting amplifier, which is a 
one-way device. The use of separate 
cables for each direction, of course, is 
undesirable as a general practice because 
of the duplicate facilities required. 

Far-end Crosstalk 

As stated above, inductive and capaci-
tive coupling tend to cancel each other 

at the far end of a circuit at low fre-
quencies. In carrier systems, however, 
transmission frequencies are much 
higher than in voice- frequency circuits, 
and inductive coupling becomes much 
greater than the capacitive coupling. In 
addition, at these higher frequencies, 
overall coupling becomes greater, thus 
providing much higher chance for far-
end crosstalk. Since near-end crosstalk 
is rather easily controlled by frequency 
staggering, far-end crosstalk is more of 
a problem in carrier communications. 
An exception to this may be found in 
high-speed pulse systems, such as in 
PCM (pulse code modulation) carrier 
systems. In such systems no carriers are 
used; the required bandwidth is a func-
tion of the pulse rate, which is deter-
mined by the number of channels, the 
sampling rate for each channel, and the 
number of code pulses or " digits" for 
each sample. A practical pulse code 
carrier system "uses up" the bandwidth 
provided by ordinary exchange cable 
and leaves no room for such techniques 
as frequency staggering. As a result, 
near-end crosstalk may be quite trouble-
some. 

Several types of far-end crosstalk 
commonly occur. Where the disturbing 
signal is coupled inductively and ap-
pears at the far end without reversing 
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direction, it is known as n.ansuerse far-
end crosstalk. One way of reducing this 
type of crosstalk is to use balancing coils 
between pairs. These balancing coils are 
actually dual transformers connected 
between the interfering pairs. The coils 
are connected so that they oppose each 
other in their action. They may be ad-
justed so that one dominates the other 
to any degree required. By adjusting 
them so that the coupling provided by 
the coils just equals and opposes the 
crosstalk coupling between the pairs, 
the crosstalk is cancelled out. In a simi-
lar fashion, the residual capacitive coup-
ling iletween pairs may be cancelled out 
by using small variable capacitors. This 
balancing method was devised for the 
first carrier system for use over cables. 
With the advent of compandors, it has 
received little use. 

Far-end crosstalk may be increased 
if transmission levels in adjacent cir-
cuits are not equal, or if repeater sec-
tions are too long. For instance, if one 
circuit is operated at a level 5 db below 
a paralleling circuit, crosstalk will be 
5 db greater than if both circuits were 
operated at the same level. Crosstalk 
is coupled from the disturbing circuit 
to the disturbed circuit in propfation 
the level of the disturbing signal. The 

• ego/0 
• • 

lower the level of the disturbed signal, 
the less the difference between the signal 
and the crosstalk. When additional am-
plification brings the signal up to the 
level requi7ed at the terminal, the cross-
talk is also amplified this additional 
amount. 

If repeater sections are unusually 
long, more amplification will be re-
quired at each repeater. Crosstalk is 
usually increased where fewer repeaters 
hut higher repeater gain is employed. 
This results from the greater difference 
in signal level at the input and output 
of each repeater. Since signal level is 
N•ery low at the input of the repeater, 
the circuit is more vulnerable to cross-
talk. The great relative difference be-
tween input levels and , mtput levels 
supports the chance of crosstalk between 
the output of repeaters and the inputs 
of other repeaters. Where ** frequency 
frogging.' is used, i.e., high signal fre-
quencies arc translated io low frequen-
cies, and low to high, at each repeater, 
this problem is avoided because the 
high-level and low-level signals are al-
ways in difterent frequency bands, thus 
providing a form of frequency stagger-
ing. 

Still another type of far- end crosstalk 
is known as reflected near-end crosstalk. 

ELECTRICAL 
DISCONTINUITY 

REFLECTED 
NEAR-END 
CROSSTALK 

Figure 6 Two types of far-end crosstalk resulting from near-end coupling and 
reflection from an electrical discontinuity. such as an impedance mismatch. 
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NEAR-END 
COUPLINGS 

Figure 7. Simple interaction crosstalk, where no repeaters are involved. Far-end 
crosstalk results from near-end coupling to intermediate ("tertiary") circuit, then 
to disturbed circuit by similar near-end coupling. Two direction reversals are 

involved. 

If the disturbed circuit has some sort of 
electrical discontinuity, such as an im-
pedance mismatch, ordinary near-end 
crosstalk may be reflected toward the 
far end. This type of crosstalk may also 
occur if the far-end receiver does not 
match the impedance of the line. In 
this case, part of the received signal 
energy is reflected, then coupled back 
into the far end of the disturbed circuit 
by near-end coupling, as illustrated in 
Figure 6. 

Interaction Crosstalk 
Several important forms of far-end 

crosstalk are labeled interaction cross-
talk because more than one coupling is 
involved. As shown in Figure 7, the 
disturbing signal appears in a third or 
"tertiary" circuit by near-end coupling, 
and is then transferred to the disturbed 
circuit by another near-end coupling. 

• • • • 

• • 

Figure 8. 

REPEATER 

The crosstalk signal appears at the far 
end of the disturbed signal, but has re-
versed direction twice in so doing. 

Runaround Crosstalk is a special case 
of interaction crosstalk, and refers to 
the signal from the output of a repeater 
"running around" to the input circuits 
of the same or other repeaters. As in the 
case above, the high-level output from 
the repeater appears in a tertiary circuit 
by near-end coupling. The tertiary cir-
cuit, which may not have a repeater, then 
couples the signal to the low-level input 
side of circuits with repeaters. This type 
of crosstalk usually requires more than 
one type of circuit ( such as voice circuits 
and carrier circuits) in the same cable 
or open wire path. If all circuits have 
repeaters at the same location, there is 
no tertiary path by which the signals 
can "run around" from the output to 
the input. Where the required dissimi-

NEAR-END 
COUPLINGS 

........... 

.................. 

"Runaround" crosstalk is similar to interaction, but may be more 
troublesome because of couplings from high-level repeaters output to low-level 
input of same or other repeaters. Less gain per repeater, more repeaters reduce 

this type of crosstalk. 
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ar circuit exists, runaround crosstalk 
may he avoided by inserting a suitable 
'crosstalk suppression" filter so that the 
crosstalk frequency is blocked but the 
lesired signal is passed with little loss. 

Measuring Crosstalk 
In designing a communications sys-

em, it is important that all known 
disturbing factors be taken into account 
so that they can be corrected or avoided. 
Crosstalk is one such factor, one that 
requires considerable effort to control. 
Like noise, special units of measurement 
are required for specifying crosstalk 
effects. Crosstalk, however, is more com-
plicated than noise, since various types 
of crosstalk are more disturbing than 
others, and may result from more di-
verse causes. As a result, several units 
of measurement have been used to ex-
press crosstalk, its net effect, or the elec-
trical coupling from which it results. 
All the units are related, since they 
refer to some aspect of how much the 
signal in one circuit will interfere with 
that in an adjacent circuit. 
The Crosstalk Unit is the oldest unit 

used for expressing crosstalk coupling, 
and is abbreviated cu. It is one million 
times the ratio of the induced crosstalk 
voltage or current to the disturbing 
crosstalk voltage or current, where the 
impedances of the two circuits are equal. 
Where the impedance of the disturbing 
circuit differs from the impedance of 
the circuit in which the crosstalk ap-
pears, cu is one million times the square 
root of the ratio of crosstalk power to 
disturbing signal power, or 

..‘,1 disturbing .rignal power 
cit= Dr • crosstalk .çignal power 

Crosstalk units provide a direct measure 
of the coupling between two circuits. 
Larger cu values mean more crosstalk. 

Another way of expressing coupling 
is as a "loss" between the disturbing and 
disturbed circuits. The term coupling 
loss refers to the fact that there is a 
fixed attenuation between any two cir-
cuits. Where the coupling ( and cross-
talk) is great, crosstalk coupling loss is 
low. Thus, if the coupling loss between 
two pairs is 50 db, a signal having a 
level of - 5 dbm will appear in the other 
pair at a level of - 55 dbm. If the dis-
turbing signal is raised to + 3 dbm, the 
crosstalk level will then be - 47 dbm. 
Dh above Reference Coupling, or 

dbx. takes into account the different in-
terfering effects of different frequencies. 
This term was invented to permit cross-
talk measurements using a standard 
noise measuring set ( such as described 
in the DEMODULATOR, April. 1960). 
The " reference coupling" is taken as a 
coupling loss of 90 db between the dis-
turbing and disturbed circuits. Thus, if 
a 90 dba test-tone were inserted on the 
disturbing circuit, and the same noise 
weighting network were used in meas-
uring the level in both circuits, the 
reference coupling would give an indi-
cation of 0 dba. Crosstalk coupling in 
dbx is equal to 90 minus the coupling 
loss in db. Figure 9 shows the relation-
ship between coupling loss in db, coup-
ling in dbx, and crosstalk units ( cu). 

Crosstalk Index 
An attempt has been made to evaluate 

the crosstalk performance of a given 
transmission facility in terms of the ac-
tual disturbing effect of crosstalk. Since 
the disturbing effect of crosstalk is a 
function of intelligibility or syllabic 
pattern, many factors can reduce the ac-
tual disturbance that a listener experi-
ences. 

Ordinary noise in the system reduces 
the annoying effect of crosstalk. Even 
background noise at the listener's loca-
tion can mask out crosstalk. Several car-
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Figure 9. Relationship between crosstalk coupling loss in db, crosstalk units, and 
crosstalk coupling in dbx. Crosstalk units are little-used now, having given way to 
coupling loss and dbx coupling for measurements of circuit characteristics, and to 

crosstalk index for subjective performance rating. 

rier systems have been designed which 
take advantage of this masking effect 
by including noise generators for use if 
crosstalk is otherwise excessive. The 
larger the number of disturbing circuits 
which contribute to the crosstalk in a 
circuit, the less annoying the crosstalk 
tends to be. In this case, the disturbing 
signals become more and more random 
as the number of disturbers increases, 
so that the crosstalk becomes more and 
more like noise. Offsetting this, how-
ever, is the fact that the total power 
of the crosstalk increases with the num-
ber of disturbers. A final comparison 
of actual annoying effect would depend 
on the nature of the crosstalk, stagger-

ing advantage, and background noise. 
Because so many variables are involved, 
the principal value of a crosstalk index 
is to provide a single numerical value 
which indicates the overall crosstalk 
performance. One such index that is 
widely quoted uses the following scale 
of merit: 

Onolily of 
Index Performance 

.01 Excellent 

.1 Very Good 
1.0 Good 
5.0 Fair 

10.0 Poor 
20.0 Very Poor 
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These values result from experimental 
studies which take into account the 
amount of time that crosstalk exceeds 
a reference level, and the opinions of 
observers as to how much annoyance 
the crosstalk provides under various 
traffic conditions. 

Compandors 
One of the most effective ways of 

coping with crosstalk is the compandor. 
a device which doesn't actually reduce 
crosstalk, but does reduce its apparent 
effect. The compandor takes advantage 
of the fact that crosstalk is not very 
noticeable during speech, but becomes 
objectionable during pauses or other 
silent periods. 
The compandor consists of a speech 

compressor at the transmitting end of 
the circuit, and an expandor at the re-
ceiving end. The amplitude range of 
the transmitted signal is "compressed" 
so that soft speech sounds are amplified 
greatly, while louder sounds are ampli-
fied less. Very loud sounds may actually 
be reduced in level. By reducing the 
amplitude range of the signal, even the 
softest sounds are substantially stronger 
than the crosstalk and noise acquired 
during transmission, yet the louder 
sounds are restricted from overloading 
amplifiers, modulators, and repeaters. 
At the receiving end, the amplitude. 

compressed signal is "expanded" to its 
original amplitude range. The softer 

sounds are reduced in level, and the 
louder sounds may be amplified. Noise 
and crosstalk are by far the weakest 
sounds present and receive the greatest 
attenuation. Compandors usually pro-
vide a 20-28 db advantage over noise 
and crosstalk. 

Other devices may be used in a simi-
lar fashion to reduce receiver gain dur-
ing periods when there is no speech. 
A level-sensitive "gate" raises receiver 
gain to the level necessary for clear 
reception whenever speech is present. 
Between speech sounds, gain is reduced 
enough that noise and crosstalk are less 
noticeable. Response time and detector 
characteristics have an important bear-
ing on the effect produced. 

Conclusion 
Crosstalk has become more of a prob-

lem as the various transmission media 
have become more congested. The 
battle against crosstalk is becoming 
more difficult as more and more new 
communications services are required 
by an increasingly complex society. 
This problem is bound to become even 
greater in the future because of grow-
ing populations and the need for even 
more elaborate communications services. 
Improved designs, new techniques, and 
unrelenting research will be required 
to prevent crosstalk and other detri-
ments from setting a limit on this 
growth. • 
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SHIELDING and GROUNDING 

A trend in modern communications toward greater circuit density 
and higher operating frequencies has increased the possibility of interfer-
ence or crosstalk between adjacent wires or cables— even when they are 
shielded. Many long-established shielding and grounding practices may 
not be fully adequate with sensitive, modern equipment. Strong sources 
of interference such as nearby radio transmitters, can severely test shield-
ing effectiveness. This article reviews basic shielding and grounding 
methods for reducing interference. 

In electrical communication, virtually 
any type of disturbance which impairs 
communication by obscuring the signal 
has come to be termed "noise,' a very 
broad term which now includes hum, 
crosstalk, spurious signals, and of 
course, thermal noise. Any of these 
tend to limit the quality and permissible 
length of a communications circuit 
One of the important ways of reduc-

ing some of this noise is to intercept the 
interference energy with shielding, and 
carry it away by grounding the shield. 
When properly done, this technique is 
very effective. However, many stand-
ard practices established long ago to 
cope with the interference problems of 
that time have not changed significantly 
with time. As a result, some shielding 
may be inadequate, others may be 
greatly "over-engineered" — using ex-

tremely costly materials, when a simpler 
approach might do better. 

In a conventional telephone system, 
speech or carrier signals are carried on 
a "balanced" transmission line consist-
ing of two conductors. Signals are trans-
mitted as a current which travels down 
one conductor, returning on the other, 
thus forming a transverse or "metallic" 
circuit. Both conductors are at the same 
electrical potential above ground 
(hence the term "balanced"). A sec-
ond type, the "unbalanced" transmis-
sion line, normally uses a single con-
ductor to carry the signal, with ground 
picividing the return path. "Ground" 
may take the form of another conductor 
which is grounded, or common to sev-
eral circuits. All early telegraph and 
telephone lines were of the unbalanced 
type, since only half as much wire was 
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required. Because the unbalanced line 
is very vulnerable to interference, how-
ever, its use has been generally limited 
to coaxial circuits. 
A balanced line is basically free of 

external interference. Signal currents 
travel in opposite directions on the two 
conductors as they complete the loop. 
Ideally, interference acts equally on the 
two conductors, inducing equal volt-
ages which travel in the same direction 
on the two wires and thus oppose and 
cancel each other. 

Although externally induced volt-
ages tend to cancel their flow around 
the transverse circuit, they do seek a re-
turn path through ground, thus form-
ing a so-called longitudinal circuit, as 
shown in Figure 1. If the interfering 
voltages induced in the two parallel 
conductors are unequal, perhaps be-
cause of circuit imbalance, or because 
the source of the disturbance is closer to 
one conductor than the other, a net 
transverse current may result, thus in-
troducing interference into the circuit. 
Most interference enters a circuit in this 
way. 

Sources of Interference 
When a current flows through a con-

ductor, it sets up two distinct fields 
around the conductor, the electrostatic 
or "electric" field, and the magnetic 
field. Both are capable of inducing lon-
gitudinal voltages in adjacent conduc-

Figure 1. In a perfectly 
balanced line, longitudi-
nal currents (red) can 
cel out in transverse cir-
cuit, but seek a ground 
return. Any imbalance 
converts some longitu-
dinal current to trans-
verse, producing inter-

ference. 

tors, and both increase in proportion to 
the power and frequency of the current 
from which they result. They differ 
greatly, however, in how they affect 
nearby circuits. 

The voltage resulting from magnetic 
induction varies inversely with the im-
pedance of the line. That is, the higher 
the line impedance, the less voltage 
that can be induced by a magnetic field. 
Line impedance is usually determined 
by the reactance of the line itself and 
the nature of the terminating equip-
ment. The voltage induced by the elec-
tric field, however, increases in direct 
proportion to line impedance. Thus, the 
higher the impedance, the greater the 
electric or capacitive pickup, and the 
lower the magnetic or inductive cou-
pling. Figure 2 shows equivalent cir-
cuits for both types of coupling. Note 
that magnetic coupling is equivalent to 
being in series with the line, thus re-
quiring a low impedance to be effective. 
Electric coupling is capacitive and re-
quires a very high impedance in order 
to develop maximum potential. 

Another source of interference is ra-
dio transmission which occurs in the 
same frequency ranges used for carrier 
transmission. Certain naval transmitters 
operate at very low frequencies which 
happen to coincide with some open-
wire carrier channels. LORAN naviga-
tional transmissions may cause similar 
problems. This type of interference is 

TRANSVERSE 
CURRENT 

SOURCE OF 
DISTURBANCE 

..) 

648 



r‘, 

SIGNAL 

SOURCE   

rU 

SIGNAL 

SOURCE 

ELECTRIC INDUCTION 

MAGNETIC INDUCTION 
40. 

Figure 2. Comparison of electromag-
netic ("magnetic") and electrostatic 
("electric") coupling. Magnetic cou-
pling is effectively "in series" with line, 
thus is suppressed by high impedance. 
Electric coupling is essentially capaci-
tive, is reduced by low impedance line. 

difficult to cope with, since measures 
designed to block reception of the radio 
transmission may interfere with the car-
rier signal. If this kind of interference 
is encountered in the central office, it 
may be possible to reduce it by shield-
ing. If the interference is picked up on 
open wire lines, however, it may only 
be possible to reduce it, then only by 
careful balancin,L: or special shielding 
techniques. 

Shielding Techniques 
If it were possible to keep all tele-

phone circuits perfectly balanced with 
respect to ground, most interference 
would be eliminated. Unfortunately, a 
perfectly balanced circuit is all but im-
possible to obtain, except under labora-
tory conditions, and impracticable to 

maintain. 
The most effective method of elimi-

nating unwanted coupling is to isolate 
the disturbed circuit from the source of 
interference by some form of shielding. 

In principle, either the disturbing cir-
cuit, the disturbed circuit, or both, are 
surrounded by a metallic covering 
which intercepts the interfering fields 
and provides an alternate path for the 
longitudinal currents which are in-
duced. 
The nature of the shielding varies 

greatly, depending on the nature of the 
interference, its strength, and fre-
quency. A good shield against electric 
fields may be ineffective against a mag-
netic field. Essentially, some sort of 
magnetic material such as iron or steel 

is required to block interference due to 
magnetic fields. Electric fields are best 
shielded by excellent conductors such 
as aluminum or copper. 

At the lower ( audio) frequencies, 
magnetic coupling can be minimized 
by enclosing the conductors in a braid 
or tape covering of steel, which tends 
to absorb magnetic fields. Electric cou-
pling is usually negligible at these fre-

quencies, so that magnetic shielding is 
usually all that is needed. 

At higher (carrier) frequencies, 
braid, tape, or solid sheathing of cop-
per, aluminum, or lead is somewhat 

effective against magnetic fields, due to 
induced eddy currents within the shield 
which oppose and partially neutralize 

the fields that produce them. The effec-
tiveness of these materials against elec-

tric fields increases with frequency and 
with their conductivity and thickness. 

As frequency rises, the electric coupling 
remains much less than the magnetic 
coupling across the whole frequency 
range. 

Another class of shielding uses a 

covering of steel wool, or a paper or 
fabric impregnated with carbon or some 
powdered metallic substance, which 
converts radio or other electromagnetic 
radiation into heat, and effectively dissi-
pates these interfering fields. This form 
of shielding is particularly effective 
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against high-powered, high-frequency 
radio interference, which may be ca-
pable of filtering through the gaps on 
braided or overlapped shielding ma-
terials. In this respect, a laminated 
shield of two different materials is a 
far more effective shield than a solid 
shield of the same thickness made of 
only one material, due to reflective 
losses introduced at each interface. At 
1 mc, a double braid of copper provides 
about 25 db better shielding than single 
braid, and a triple braid is 30 db better 
than the double. Coaxial cable with con-
ventional copper braiding encased in a 
steel braid, and in turn encased in an 
outer copper braid provides a very 
effective shield for coaxial circuits from 
10 kc up to several megacycles. 
Although these generalities concern-

ing shielding materials can be helpful, 
it is necessary to identify the exact na-
ture of the interference in order to 
achieve maximum shielding effective-
ness. Since magnetic and electric cou-
pling cause different effects, shielding 
will have to be tailored to the type of 
interference encountered in the specific 
application. 
By means of a simple test, it is pos-

sible to identify the nature of the cou-
pling between two lines, as shown in 
Figure 3. A variable-frequency oscil-
lator is connected to one circuit, and a 
sensitive voltmeter is connected to the 
other to measure the induced voltage. 
The oscillator is adjusted to a normal 
operating frequency and the far ends 
of both lines are short-circuited. Since 
voltages induced by magnetic coupling 
are inversely proportional to the line 

impedance, the low line impedance 
caused by the short circuit will result 
in a much reduced voltage if the prin-
cipal coupling is electric. Conversely, 
if the principal fields are electromag-
netic, the induced voltage will increase. 
The test should be repeated with the 

OSCILLATOR 
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VOLTMETER 
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)FAR END OF PAIRS 

UNDER TEST 

OPEN-CIRCUITED 

TEST FOR 
ELECTRIC INDUCTION 

OSCILLATOR 

AC 

VOLTMETER 

\ 

BOTH PAIRS 

SHORT-CIRCUITED 

TEST FOR 

MAGNETIC INDUCTION 

Figure 3. Type of coupling can be iden-
tified by simple tests. By opening or 
short-circuiting pairs at far end, rela-
tive degree of magnetic and electric 

coupling can be determined. 

far ends of both lines open. The in-
duced voltage will be the result of elec-
tric ( or capacitive) coupling. Once the 
type of field has been identified, the 
most appropriate method shielding can 
be specified. 
Very often, a change in line impe-

dance can reduce interference ( since 
coupling is frequency sensitive). Thus, 
if the impedance of a line is doubled, 
any voltage resulting from magnetic 
induction will be halved ( at the same 
time, the voltage due to electrostatic 
coupling is doubled). If both fields are 
of equal strength, a change of imped-
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ance will have no effect, since the volt-
age increase from one source is can-
celled by the decrease from the second 
source. 

Unbafianced Circuits 

Unbalanced circuits present special 
shielding problems, since the shielding 
serves as the return path for the signal, 
and thus helps carry the signal. Even 
though part of the signal return may 
travel through other ground paths, a 
portion of it will travel through the 
shield, where it may be subject to inter-
ference caused by induced longitudinal 
voltages. 
When coaxial cables are grounded at 

both ends, a longitudinal path or 
"ground loop" may be established 
which makes the cable vulnerable to 
interference from external magnetic 
fields. Even though the inner conduc-
tor may be shielded from the external 
field, longitudinal currents induced into 
the shield are, in effect, "in series" with 
the signal current flow through the 
shield, thus directly affecting the signal. 
Note that the low impedance of the 
ground loop restricts its effect to mag-
netic pickup. Interference primarily 
consists of lower frequencies, such as a-c 

SIGNAL 
SOURCE 

SHIELD 

COAXIAL CABLE 

SOURCE 
OF 

DISTURB-
ANGE 

LOAD 

Figure 4. When coaxial cable used in 
unbalanced circuit is grounded at both 
ends, ground loop may introduce inter-
ference despite quality of shielding. 
Longitudinal currents induced mag-
netically share outer conductor with 

signal return. 

hum from power mains, transformers, 
and other low frequency inductive com-
ponents. 

In a run consisting of two or more 
coaxial cables, the possibilities of inter-
cable coupling are great, simply because 
all shields are normally grounded at 
each end of the cable, and the shield 
of one cable could quite easily become 
the return path for the inner conductor 
of its neighbor, at least for some part 
of its full length. This can be reduced 
by enclosing the coaxial cable in heavy 
copper tubing or braiding, which serves 
as a ground return path for neighbor-
ing coaxial circuits. 

Grounding 

The objective of any grounding tech-
nique is to provide a path to earth of 
as low a resistance or impedance as 
possible. This is because the flow of 
current causes a voltage drop that is 
directly proportional to the resistance 
of the path to ground. Any resistance 
results in an unwanted difference of 
potential, the source of coupling to 
other circuits. 

In a telecommunications system, it is 
necessary to provide a good ground for 
a wide variety of currents that may 
range from dc to very high radio fre-
quencies. This is not easy to accom-
plish, since a low- resistance path for 
direct current is not necessarily a low-
resistance path at radio frequencies. For 
example, the d-c resistance of any con-
ductor is inversely proportional to its 
cross-sectional area, and directly pro-
portional to its length. However, be-
cause of the self-inductance of the con-
ductor, alternating currents tend to con-
centrate near the surface of the wire, 
rather than flowing uniformly through 
the whole conductor as in dc. This 
effect, diagrammed in Figure 5, which 
is called the "skin effect:' increases as 
frequency and wire size become greater. 
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As a result, a typical solid copper con-
ductor of 24 gauge shows a resistance 
of approximately 26 ohms per 1000 
feet to direct current, and 37 ohms per 
1000 feet at 500 kc. At 10 mc, the 
same wire shows a resistance of 170 
ohms per 1000 feet. 

Since any resistance to a flow of cur-
rent creates a difference of potential, 
and a standing difference of potential 
contributes noise to the communica-
tions circuit, it is advantageous to pro-
vide the greatest possible conducting 
surface for any ground path. Thus, for 
direct current, a solid copper ground 
conductor is chosen which has a total 
current-carrying capacity substantially 
higher than the sum of all internal cur-
rents that share this ground. For alter-
nating current, stranded conductors are 
preferred, since the perimeter of each 
strand provides a separate path for 
high-frequency currents, resulting in a 
much greater surface, or "skin" area 
for the whole conductor, and hence less 
resistance. 

Since we must accept the fact that 
every ground path has some resistance 
or impedance, no matter how small, it 

-- - 

DIRECT 

CURRENT 

HIGH-FREQUENCY 
ALTERNATING 
CURRENT 

Figure 5. Increasing inductance of 
conductor at high frequencies forces 
electrons to flow near surface where 
flux density is less. This "skin effect" 
reduces available conduction path, in-

creases a-c resistance. 

is apparent that as more paths are 
added, the total resistance to ground 
can be reduced by adding parallel paths. 
Two basic grounding techniques may 
be used in achieving a physical ground. 
One technique, known as the single-
point or common ground, uses a single 
driven ground rod, or some similar 
buried electrode, to which each ground 
wire is connected. The second approach, 
known as a distributed ground, employs 
a very heavy grounded buss, to which 
individual ground circuits are con-
nected. 
The same techniques also apply to 

grounding within electronic equip-
ment. Several conductors requiring a 
ground connection can be joined at a 
single grounded "tie point;' or can be 
connected at intervals along the chassis 
or a ground buss. In any multiple 
grounding procedure, however, it is 
extremely important to maintain all 
ground paths as near to one resistance 
as possible in order to maintain a fairly 
constant difference of potential. Should 
one path have a substantially larger dif-
ference of potential, there is additional 
danger of creating a ground loop. 

Good Practice 

The first requirement for a new in-
stallation ( or for "quieting" an exist-
ing one) is to provide a well-bonded, 
low- impedance ground plane, which 
can normally be accomplished by elec-
trically bonding all metal structures 
such as equipment racks, overhead rack 
supports, cable troughs, chassis, and 
equipment cabinets. The overall ground 
plane can usually be improved by spot-
welding metallic structures at all join-
ing surfaces. If at all possible, the am-
bient RF noise level within the build-
ing should be evaluated, and an attempt 
made to reduce it. In this respect, many 
items of test equipment often found in 
communications facilities are particu-
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larly guilty of generating radio inter-
ference — among these are counters, 
oscillators, digital recorders, and simi-
lar instruments. 

Finally, the appropriate coaxial cable 
or shielded wire should be selected for 
the prevailing signal frequencies and 
poirers. The wide variety of shielded 
conductors available today makes it pos-
sible to achieve adequate isolation on 
either balanced or unbalanced trans-
mission lines under most circumstances. 
However, at typical "HF" or carrier 
baseband frequencies, shielded twisted 
pair will usually prove superior to co-
axial cable, particularly when the load 
must be isolated from ground. The im-

Figure 6. Typical HF 

or carrier frequency 

patch panel in tele-

phone toll office. 

Shielded twisted pair 

is used to minimize 

coupling between ad-

jacent circuits. 

proved balance obtained by the transpo-
sition or twisting of the conductors, 
plus the final protection of the out-
side shic:d, provides superior isolation. 
Thus, ground loops and RF pickup in 
areas of high signal level, can be con-
trolled. In addition, there are certain 
applications where the frequency re-
sponse limitations of transformers deny 
the use of a balanced line, and it is nec-
essary to resort to unbalanced circuits. 
However, in many cases, the final selec-
tion may depend on the input or output 
configuration of the terminating equip-
ment, and require some experimenta-
tion with the nature and location of the 
grounding. • 
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THE TUNNEL DIODE 

In October, 1958, Dr. Leo Esaki, a Japanese physicist, published 
an account of a new phenomenon discovered in junction diodes which had 
been prepared in a special way. These diodes, now called "tunnel" diodes 
or Esaki diodes, exhibit remarkable properties which have unusual sig-
nificance in the field of communications. Because the tunnel diode oper-
ates differently than transistors, and eliminates many of the transistor's 
inherent limitations, they are expected to have as great an effect on com-
munications and electronics as did the discovery and development of the 
transistor itself. This article discusses some of the general characteristics 

of tunnel diodes and what may be expected from them. 

It has been only about a year since 
the tunnel diode was announced in this 
country, and since then the tunnel diode 
has proved to be one of the most excit-
ing advances in electronics since the 
announcement of the transistor. The 
reason is that the tunnel diode operates 
on new and different principles than 
the transistor, and is not subject to some 
of the limitations which restrict tran-
sistor performance at extremeiy high 
frequencies or in dfficult environments. 

Tunnel diodes, unlike transistors and 
conventional diodes, have no inherent 
frequency limitations. These diodes 
operate at the speed of light, limited 
only by the inductance, capacitance, and 

resistance provided by their physical 
structure. For this reason, switching 
time of a diode used for computers or 
pulse communications, for instance, 
could readily be made as short as 10-12 
second — that is, one-millionth of one-
millionth of a second! 

Transistors do not operate well while 
exposed to nuclear radiation — the ra-
diation interferes with the lifetime of 
current carriers within the transistor. 
The tunnel diode uses a different type 
of current carrier and is not nearly as 
handicapped. 

Temperature extremes do not inter-
fere with the operation of the tunnel 
diode until the material becomes so hot 
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Figure 1. Tiny tunnel diode, shown here enlarged 2.5 times, actually takes up 
only about 11100 the total volume of its glass "package." Physical dimensions are 
mostly determined by available mechanical techniques for sealing and making 
suitable connections to the device. Actual diode is thin wafer at upper end of 
S-shaped spring within glass. Since tunnel diodes require less than 11100 the 
power of a typical transistor, and operate well in environments where transistors 
fail, unusually high numbers of such components may be crowded into tiny space 
for equipment of the future. An entire electronic telephone exchange might well 

fit into a coat closet or small vehicle. 

as to lose its character. Tunnel diodes 

have operated quite successfully while 

immersed in liquid helium (-452°F.) 

and at temperatures above 750°F. By 

contrast, conventional transistors oper-

ate best at temperatures between the 

boiling point and freezing point of 

water. 

Negative Resistance 
How can any diode—which is a two-

terminal device—amplify? The answer 

is provided by an examination of the 

E-I or voltage-current characteristics of 

the tunnel diode. Figure 2 compares the 

characteristics of a resistor, a conven-

tional diode and a tunnel diode. Note 

that current through the resistor in-

creases in direct proportion to the volt-

age applied across the resistor—just as 

defined in Ohm's law. The only time 

that this curve is not linear is when so 

much current is passed through a re-

sistor as to change its resistance by 

heating. 

The conventional junction diode will 

have an E-I curve similar to that shown 

in Figure 2-b. Note that current in-
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A. RESISTOR 

creases almost linearly with applied 
voltage in the forward direction. In the 
reverse direction, little or no current 
flows until the reverse potential is so 
great as to cause breakdown of the junc-
tion. 
The tunnel diode exhibits entirely 

different characteristics. It is highly con-
ductive for reverse voltage. Current in-
creases almost linearly with the appli-
cation of forward voltage until the 
curve suddenly reverses. At this point, 
increased forward voltage causes a re-
duction in current, while decreased volt-
age increases current. This negative re-
sistance effect occurs over a relatively 
narrow voltage range in presently avail-
able experimental diodes. Decreasing 
temperatures extends the voltage range 
over which the negative resistance effect 
occurs. If applied voltage is increased 
further, current again increases, as in 
other devices. 

It is only the negative resistance por-
tion of the curve that permits the diode 
to amplify. Negative resistance devices 
are not new, but have never been so 
simple, cheap, or convenient as the tun-
nel diode. For instance, negative resist-
ance repeaters have been used for many 
years to amplify messages traveling in 
both directions on two-wire telephone 
lines. Figure 3 shows a simplified sche-
matic diagram of such a repeater. The 
device requires two amplifiers (either 
tubes or transistors) plus many other 
components. A signal traveling in 
either direction is amplified and re-
applied to the line in the proper phase 
required to reinforce the signal. A 
single, properly biased diode shunted 
across the line would have the same 
effect, as diagrammed in Figure 4. Prac-
tical tunnel diode amplifiers operating 
on this principle have been made. Fig-
ure 5 shows a suggested radio fre-

(M.) 

ZEN.. 
BE 
VOLTAGE 

B. CDNVENTIONAL DIODE C. TUNNEL DIODE 

Figure 2. Comparison of the voltage-current relationships of an ordinary resistor, 
conventional junction diode, and a tunnel diode. As voltage across the resistor (A) 
is increased, current goes up proportionately. "Forward" voltage across junction 
diode (B) causes near-linear increase in current, high resistance to reverse voltage 
until breakdown voltage is reached. Increasing "doping" of junction results in 
lowered back resistance as indicated by dotted curve. Tunnel diode (C) is highly 
conducting for both reverse and forward voltages, but shows unique negative 

resistance over a narrow range of forward voltage. 
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GAIN 

-SIGNALS-. 

Figure 3. Typical negative impedance 
repeater such as long used for two-way 
amplification of telephone messages. 
Signal voltage in either direction is 
amplified and reinserted on line in cor-

rect phase to strengthen signal. 

quency amplifier using a tunnel diode. 
Note the similarity to the telephone. 
type negative resistance repeater. 

Negative resistance devices have been 
studied for at least thirty years, and 
many fascinating applications for the 
effect were proposed. The use of nega-
tive resistance to neutralize positive re-
sistance in networks was described and 
sought, although researchers had diffi-
culty in accomplishing it, due to insta-
bility of the resulting circuits. 

As early as 1934, the use of negative 
resistance in voltage-controlled tuning 
was demonstrated, and circuits were de-
vised to reduce or eliminate grid-plate 
capacitance in electron tubes, using 
negative resistance. Even the cumber-
some negative resistance circuits then 
available were shown to provide signifi-
cant advantages as heterodyne frequency 
meters and signal generators, and could 
readily be used as modulators, detectors, 
and oscillators. 

How It Works 

In order to explain the operation of 
tunnel diodes, let us first review briefly 
the operating principles of conventional 
junction diodes. 

Tunnel diodes, transistors, and con-
ventional junction diodes are composed 
of semiconductor material, that is, ma-
terial having electrical properties mid-
way between those of insulators and 
conductors. Whether a material is a 
conductor, semiconductor, or insulator 
is determined by its atomic structure. 

All materials are composed of atoms 
consisting of a central nucleus having a 
positive charge, surrounded by nega-
tively-charged electrons. In a complete 
atom, the number of electrons always 
matches the positive charge of the nu-
cleus. Various materials will have dif-
ferent numbers of electrons. The elec-
trons orbit around the nucleus in one 
or more "rings" or shells which repre-

A 

Figure 4. Generator in (A) causes 
flow of current through shunt loads as 
indicated by arrows. If negative resist-
ance is inserted in circuit as shown in 
(B) negative conduction actually in-
creases flow of current through RI 

and R2. 
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OUTPUT 
50 OHMS 

1 4 WAVELENGTH 
TRANSFORMER 

174 WAVELENGTH 
TRANSFORMER 

Figure 5. Tunnel diode equivalent of 
circuit shown in Figure 3. This ampli-
fier is designed for UHF service, re-
quires transmission-line transformers 
for impedance match between 50-ohm 
line and much lower impedance tunnel 

diode. 

sent different energy levels of the elec-
trons. Each ring has a definite quota of 
electrons that it can hold. For instance, 
there is room for only two electrons in 
the first ring, eight in the next, eight in 
the third ring, 18 in the fourth, and so 
forth. 
Atoms always strive to complete their 

outer ring. Once the ring is completed, 
much greater amounts of energy are re-
quired to dislodge an electron than if 
the ring is incomplete. For this reason, 
atoms which have ; ust enough electrons 
to completely till one or more rings 
(such as helium, with two electrons, 
and neon with 10) are completely inert 
and will not react chemically with other 
elements. On the other hand, if the ring 
is incomplete, relatively little energy is 
required to attach or remove an electron 
from its incomplete ring. The actual 
energy required to free electrons de-

pends on such factors as the number of 
electrons in the outer ring and how 
nearly complete it is. 

Electrical current always requires the 
flow of electrons. These, and their posi-
tive counterparts ("holes") are often 
referred to as "current carriers" or just 
"carriers" in the language of solid-state 
electronics. Conductors have electrons 
so loosely bound to the outer ring that 
even a slight electrical potential will 
dislodge them, freeing them to conduct 
current. In the case of insulators, elec-
trons are much more tightly bound, per-
haps because the ring is very nearly 
complete. Much higher electrical po-
tentials are required to loosen them. 
Higher temperatures may supply some 
of the energy necessary to dislodge elec-
trons from the atoms of insulators. For 
instance, glass, which is an excellent 
insulator at normal temperatures, be-
comes a very good conductor at high 
temperatures. 

Electrons must achieve a specific 
energy level before they can be freed 

HYDROGEN HELIUM 

7 411 

41)? 

SILICON 

Figure 6. Hydrogen atom with one 
electron has incomplete outer ring. 
Helium atom has filled outer ring and 
is completely inert. Silicon atom has 
four of the eight possible electrons re-
quired to complete its outer ring. Rela-
tively little energy is required to free 

electrons. 
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Figure 7. Electrons cannot occupy 
certain energy levels ("forbidden gap"), 
but must absorb enough energy to go 
"all the way" from valence band (energy 
level possessed by outer ring electrons) 
to conduction level, the level achieved 
by free electrons. Levels and forbidden 
gap vary from material to material, and 

according to applied voltage. 

from their position in the outer shell 
of an atom. Sometimes there is a large 
gap between the normal energy of the 
outer-ring electrons and the energy re-
quired for freedom (conduction). In 
conductors, the gap is non-existent; 
that is, no extra energy is required for 
conduction. In semiconductors, the gap 
is very small ; in insulators, it is quite 
large. Thus, only conductors have an 
abundance of electrons which are free 
to carry current. 

In semiconductors, the application of 
external energy, such as heat, light, or 
electricity will free electrons for duty 
as current carriers. The number of 
electrons increases with the amount of 
energy applied. The number is never 
very large, however, compared to a con-
ductor. Conventional semiconductor di-
odes make use of this characteristic to 
control the flow of current. 

First, the pure semiconductor is 
modified to increase the number of 
easily-freed electrons. This is done by 
adding small amounts of selected im-
purities to the semiconductor; and the 
semiconductor material is crystallized. 

The impurities are selected for their 
ability to substitute for one of the semi-
conductor atoms in the crystal. In ad-
dition, after "locking arms" with the 
semiconductor atoms, the impurity 
atoms must have one electron left over, 
or be deficient by one electron. The 
presence of surplus electrons separate 
from the crystalline structure increases 
the number of carriers available. It also 
lowers the resistance of the material, 

A A 
Lf_e iî 

eg) çt,t 
Figure 8. Crystalline structure of a 
semiconductor, showing how electrons 
are shared by atoms to complete their 
outer rings. If material is "doped" with 
impurity having the same valence, one 
outer electron is unused by crystal 
structure, thus increasing number of 
free electrons available for conduction. 
This type of doping produces n-type 
semiconductor. P-type semiconductor 
is produced by adding material which 
is one short of the number of electrons 
required by strong crystalline struc-
ture. Electron deficiency produces net 
positive charge ("hole") which may be 
transferred from atom to atom by shift 

of free electrons. 
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and makes it more sensitive to applied 
electrical potential. Just enough im-
purity is added to improve the sensi-
tivity of the material, but not enough 
to create so many free electrons that 
they are impossible to control by ap-
plied voltage. 

If the impurity provides a surplus 
electron, the semiconductor is called n 
type material because the current car-
riers are negative ( electrons). If the 
impurity provides a deficiency of elec-
trons, the material is called p type 
semiconductor because it behaves as 
though there were positive carriers for 
the current. Although no positive car-
riers physically exist, the hole caused 
by the absence of one electron exactly 
simulates a positively-charged particle. 

PN Junctions 
If samples of p and n semiconductor 

materials are intimately joined, a very 
efficient rectifier is produced. A situa-
tion similar to that diagrammed in 
Figure lo exists. The n material consists 
of donor atoms ( atoms which furnish 
an electron) and loosely-bound or free 
electrons. Donors have a positive charge 
because of the loss of the free electrons. 
The p material consists of acceptor 
atoms having a negative charge, and 
holes, which simulate mobile positive 
charges. 

In the n material, the positively-
charged donor atoms ( ions) are locked 
in place by the crystalline structure. 
The free electrons, however, are able 
to migrate under the influence of elec-
trical fields. A similar, but reverse, con-
dition exists in the p material. At the 
junction, the positively-charged donor 
atoms create a field which extends 
across the junction and repulses the 
positively-charged holes. Similarly, the 
negative charges of the acceptor atoms 
in the p type semiconductor repulse the 
free electrons in the n material. This 

mutual repulsion creates a sort of "no 
man's land", called a depletion zone be-
cause it is depleted of current carriers. 
The repulsive force is equivalent to 

a small voltage potential which must 
be overcome by the current-carrying 
holes and electrons before they can ap-
proach and cross the junction. Only 
carriers which have acquired enough 
energy to climb this electrical potential 
hill can cross the junction. Thus, the 
potential barrier may be symbolized as 

CONDUCTOR 

SEM IC ON D UC TOR 

Figure 9. Flow of electricity through 
conductor results from entering elec-
trons crowding free electrons out other 
end. In semiconductor, current carriers 
must hop from atom to atom in crystal 
lattice, requiring much more time than 

in conductor. 

a small battery connected across the 
junction, or as a small voltage hill that 
must be "climbed" by carriers crossing 
the junction. 

If an external battery is connected to 
the pz junction, as shown in Figure 11, 
the voltage or potential hill is rein-
forced, because the external voltage 
pulls the carriers even farther away 
from the depletion zone. This increases 
the electrical resistance of the junction 
by reducing the number of available 
carriers. If the polarity of the external 
battery is reversed, the applied voltage 
forces the carriers toward the junction, 
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lowering the potential hill. This lowers 
the resistance of the junction to a low 
value. 

If the impurity concentration of an 
ordinary pn junction is increased, the 
breakdown voltage is decreased, as 
shown in Figure 2-b. If the diode is 
heavily doped with impurities ( roughly 
101" atoms per cc.), it becomes highly 
conductive when reverse-biased, and 
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Figure 10. Field from donor atoms re-
pulses similarly-charged carriers across 
junction. Simulated battery indicates 
potential that must be overcome to 
cause electron to diffuse from n to p 

material. 

the negative conductance appears at cer-
tain values of forward bias. Apparently 
this occurs because the energy levels of 
the p and the n type materials shift with 
respect to each other so that the outer-
ring electrons in the p material have the 
same energy level required for conduc-
tion in the n material. When this oc-
curs, carriers "tunnel" through the de-
pletion region at the speed of light. If 
the forward bias is further increased, 
the energy levels of the two materials 
are shifted so that the energy of outer-
ring electrons of the p material no 
longer matches the conduction level of 
the n material. Therefore, tunneling is 
no longer possible and carriers can only 

cross the junction barrier by absorbing 
additional energy from the applied po-
tential, as in ordinary diodes. 

In conventional diodes and transist-
ors, carriers must take a roundabout 
path, leaping from atom-to-atom in the 
crystal structure of the semiconductor. 
Because of this, carriers travel quite 
slowly through semiconductors, holes 
traveling only about 16 meters per sec-
ond for each volt-per-centimeter of po-
tential gradient. Electrons travel about 
36 meters per second under the same 
conditions. It is this slow propagation 
rate that limits the frequency perform-
ance of transistors and diodes. The 
tunneling phenomenon, however, oc-
curs at the speed of light, and frees the 
tunnel diode from such frequency limi-
tations. 

Unlike ordinary diodes and transist-
ors, the tunnel diode is little affected 
by extremes of temperature. Since the 
shifting of the relative energy levels of 
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Figure 11. Potential "hill- to be over-
come for conduction is increased by ex-
ternal battery connected as shown in 
(A), but is lowered when battery is 
connected as in (B). This accounts for 
high reverse-current resistance, low 
forward-current resistance of diodes. 
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Figure 12. Very heavy doping of n and p semiconductors shift their respective 
energy levels. Applied forward bias tends to reduce difference between two. When 
valence band of p material is directly opposite conduction level of n material, cur-
rent carriers may "tunnel" through potential barrier at speed of light. Increased 
forward bias shifts n valence band opposite p forbidden zone, restoring normal 

diode behavior. 

the two types of material is primarily 
based on bias across the diode rather 
than temperature, tunneling is gener-
ally independent of temperature. In 
transistors and conventional diodes, 
temperature directly affects the number 
of carriers that are produced in both 
p and n materials, and this determines 
the current density and the perform-
ance of the device. Although various 
transistor and diode materials will have 
different sensitivities to temperature, 
they cannot avoid being influenced by 
temperature, so long as they continue 
to employ present operating principles. 

Conclusions 
The tunnel diode, for all its promise, 

presents many problems. It is a two-

terminal device and will amplify 
equally well in either direction. This 
makes circuit design quite difficult. For 
instance, isolation between stages is 
difficult to obtain. Because of the nega-
tive resistance characteristics of the de-
vice, it tends to oscillate with almost 
any stray capacitance or inductance pres-
ent—the value of the capacitance and 
inductance determining the frequency 
of oscillation. By using tunnel diodes 
with other components such as transist-
ors and ordinary diodes, the disadvant-
ages of both types may be overcome 
and the advantages of each reinforced. 
Just as the characteristics of transistors 
required new circuit designs, the tunnel 
diode presents similar design problems 
that will most certainly be overcome. • 
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emodulator 

The Varactor Diode 

The total elimination of electron tubes from equipment is almost an 
obsession in some parts of the communication industry. More and more 
equipment is being " transistorized" or converted to "solid state" in the 
hope of reaching new levels of reliability or of reducing the space and 
power required. A new step in this direction has been made possible by 
the uaractor diode, a device with some highly unusual characteristics. 
This article reviews some of the general properties and behavior of va-
ractors and how they can be used in communications equipment. 

The whole field of microwave com-
munication was made possible by the 
invention of the klystron just before 
World War H. Despite great progress 
since then in almost every branch of 
electronics and physics, microwave com-
munication still depends on the kly 
stron. The extreme simplicity of the re-
flex klystron and its steadily growing 
life expectancy hale made it hard to 
surpass as a source of easily modulated 
microwave energy. 
The varactor diode, a relative new-

comer in electronics, may eventually end 
the klystron's monopoly on the eco-
nomical generation of microwaves suit-
able for communications. The varactor 
can be an extremely efficient -- even ir-

repressible -- generator of harmonics 
of the signals or waveforms applied to 
it. This particular characteristic lends 
itself particularly well to use in fre-
quency multipliers. 
The varactor is a simple p-n junction 

diode which is used as a voltage-con-
trolied capacitor. The capacitance of the 
device can be made to vary not only 
with the applied bias voltage, but also 
with the instantaneous values of signal 
voltage. The result is a non-linear de-
vice which produces a wealth of har-
monics of the applied signals, as well as 
a profusion of frequencies representing 
the sum and difference of the original 
signals and many of their harmonics. 
Although most diodes possess the re-
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Figure I. Varactor diodes take many forms, of which only a few are shown here. 
Diodes with leads are for low frequency circuits using "lumped" circuit elements. 
The tiny "pill" diode is used with stripline or waveguide circuits at very high fre-
quencies. The cartridge types may be used for all frequencies, in both lumped-

element or waveguide multipliers. 

quired properties to some extent, diodes 
which have been designed to enhance 
certain characteristics provide the best 
performance. 

How it Works 

A junction diode consists of two lay-
ers of semiconductor material (such as 
silicon) which has been "doped" with 
impurities so that one layer has a defi-
ciency of electrons, and the other a sur-
plus. These layers are usually designated 
as the p and n layers, respectively. ( For 
a fuller description of p-n junctions, see 

DEMODULATOR, May, 1960). In the 
n layer, the surplus electrons are free to 
migrate under the influence of a field or 
applied voltage, thus leaving a net posi-
tive charge. Similarly, in the p layer, the 
deficiency of electrons leaves "holes" 
which behave as though they were 
mobile positive charges. Holes also are 
free to leave the area under the influence 
of external fields, thus leaving a nega-
tive charge. 
Where the two materials meet, their 

respective charge fields extend across 
the junction and influence the current 
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carriers ( mobile electrons or holes) in 
the opposite material. The positive 
charge from ions in the n crystal tends 
to repulse the holes in the p material, 
and the negative charge of the p mate-
rial pushes back the free or loosely-
bound electrons in the n material. By 
thus removing the current carriers from 
the junction area, a "depletion zone" is 
created through which current cannot 
flow until the mutual repulsion of car-
riers is overcome by the application of 
a suitable voltage of the correct polarity. 
As shown in Figure 3, the depletion 
zone behaves as though it were a battery 
of a certain voltage. In order for current 
to flow through the diode, it is necessary 
to overcome this voltage or "contact po-
tential" by a greater voltage of the op-
posite polarity. 

If the external voltage is connected 
so as to reinforce the contact potential 
rather than oppose it, the depletion 
zone is made larger as the current car-
riers in both layers are drawn even 
farther from the junction. Such a re-
vese-biased diode behaves just like a 
capacitor. The depletion zone becomes 
the dielectric, and the boundaries of the 
current carriers simulate the two plates 
or electrodes of the capacitor. The ca-
pacitance value will vary with the area 
of the junction, the nature of the semi-
conductor material and — most impor-

MIL-STID--15-1 POPULAR 

Figure 2. Two widely used symbols 
for the varactor diode. Varactors are 
semiconductor junction diodes which 

are used as variable capacitors. 
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Figure 3. P-n junction consists of 
semiconductor material which has been 
suitably "doped" with donor atoms. 
Field from charged donors extends 
across junction to repulse similarly 
charged current carriers (electrons and 
"holes"). Simulated battery represents 
the "contact potential" which must be 
overcome before current can flow. Cur-
rent carriers act as capacitor plates, 

depletion zone serves as dielectric. 

tant of all — the applied voltage. As 
the reverse bias increases, the two ca-
pacitor "plates" are pushed farther 
apart, thus reducing the effective ca-
pacitance across the junction. As bias is 
lowered, the two plates draw closer to-
gether, and capacitance increases. The 
result is a new class of -capacitor" in 
which capacitance can be varied by 
changing the applied voltage. Figure 5 
shows a typical voltage versus-capaci-
tance curve for a varactor diode. 

This unique electrical control of ca-
pacitance opens the door to a great num-
ber of applications. Perhaps the simplest 
and most obvious is the electrical con-
trol of tuned circuits for automatic fre-
quency control. Another is a "param-
etric" amplification. Still another use 
is harmonic generation. Unlike a simple 
capacitor, the varactor capacitance varies 
continuously as the signal wave itself 
changes value. The effect on the signal 
is very complex. Not only does the 
changing signal value cause the circuit 
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Figure 4. If contact potential is rein-
forced by external voltage, carriers are 
forced back from junction area. This 
enlarges depletion zone, lowers capaci-
tance. If external voltage opposes con-
tact potential, current carriers are 
forced closer to junction, changing its 

capacitance. 

reactance to vary continuously, but the 
amount of signal energy absorbed and 
then returned to the circuit by the ca-
pacitance also changes. The result is a 
highly distorted output wave that is ex-
tremely rich in harmonics. 
The extreme non-linearity of the va-

ractor diode lends itself admirably to 
use in frequency multiplying circuits 
similar to those long used in FM trans-
mitters for mobile communications and 
broadcasting. An important difference 
between conventional amplifier - type 
multipliers and varactor multipliers, 
however, is that the latter are entirely 
"passive." That is, they require no 
power other than the input signal to be 

multiplied. Not only that, they are often 
remarkably efficient, converting as much 
as 90% of the input signal into the de-
sired higher harmonic. By contrast, con-
ventional multipliers rarely exceed 30-
40% efficiency. 

Figure 6 illustrates a typical varactor 
frequency doubler. It consists essentially 
of two resonant circuits coupled to-
gether through a common impedance, 
the varactor itself. The input circuit is 
series resonant to the fundamental fre-
quency, F. which is to be multiplied, 
thus assuring maximum energy transfer 
to the diode. Similarly, the output cir-
cuit is tuned to the 2F harmonic, thus 
assuring maximum output. Series reso-
nant frequency "traps" block the flow of 

currents in the output circuit or 2F 
currents in the input circuit. It is also 
possible to tune the circuits to obtain 
the third, fourth, or higher harmonic to 
achieve higher - order multiplication. 
However, this tends to complicate the 
circuit and lower efficiency. Figure 7 
shows a typical tripler circuit, one that 
multiplies the input frequency by three. 
Note that it is necessary to provide an 
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Figure 5. A typical varactor diode 
voltage-capacitance relationship. Note 
that capacitance increases very rapidly 
as applied voltage approaches the con-
tact potential. Diode conducts above 
contact potential or below breakdown 

voltage. 
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Figure 6. Typical varactor frequency doubler circuit. Frequency F is coupled to 
diode by series resonance of diode, inductor, and 2F frequency trap elements. The 

2F harmonic is coupled efficiently to output, but blocked from input by trap. 

additional shunt-resonant " idler" cir-
cuit which is resonant at 2F, followed 
by the circuit resonant at the desired 
3F harmonic. 

Efficiency 
The very high efficiency that may be 

attained in a varactor multiplier is 

HINF IMPEDANCE MATCHING 

NETWORK 

achieved because the device is essen-
tially reactive rather than resistive. The-
oretically, a purely reactive ( in this case, 
capacitive) frequency multiplier will be 
100% efficient. In reality, however, 
small losses inevitably occur in the con-
ductors and circuit components and in 
the series resistance of the diode itself. 

IMPEDANCE F3 

MATCHING 

NETWORK OUT 

Figure 7. Frequency triple,- is essentially the same as doubler, but requires a so-
called -idler- circuit resonant at 2F harmonic. 
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Figure 8. Actual frequency quadrupler and its schematic. This pro-
totype device is of the same configuration as shown in Figure 7, also 

requires idler resonant at 2F. 

Diode resistance is perhaps the most 
significant source of loss since it largely 
determines the amount of power that 
the diode will be able to handle. 

Most of the diode series resistance 
occurs in the semiconductor material it-
self. For high frequency operation, it 
is necessary that the diode capacitance, 
and therefore the junction area, be quite 
small. For instance, for operation at 
6000 mc, junction capacitance should 
be about 0.2 picofarad ( micromicro-
farad), thus dictating an almost micro-
scopic junction area. The volume of 
semiconductor material involved is ex-
tremely small, yet it must dissipate what-
ever loss results. The power loss in the 
tiny semiconductor wafer will equal 
I2R, where I is current and R is resist-
ance. Even though series resistance may 
be low, typically only a few ohms, it 
provides most of the loss in the diode. 

Even where loss is small, it is still con-
centrated in a very small volume of 
matter. This results in a rather severe 
local temperature rise which will 
quickly ruin the device unless the heat is 
carried away very rapidly or the applied 
power is carefully limited. Because 
of this temperature problem, manu-
facturers almost exclusively use silicon 
as the semiconductor material because 
of its excellent thermal conductivity 
and low temperature sensitivity, com-
pared to other semiconductors. 

It follows that greater power can be 
accommodated if the loss is reduced. 
The power handling capability of the 
varactor is proportional to its break-

down voltage value, since the applied 
voltage must be limited to the range 

between the diode contact potential and 
the reverse voltage at which the diode 
breaks down. 
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Practical Devices 
Although these restrictions limit the 

amount of power that may be handled 
at high frequencies, it has been possible 
to generate as much as a watt at 6000 
mc with laboratory units, and about half 
a watt with commercially available va-
ractors. Power at these frequencies is 
achieved by cascading several multi-
pliers in tandem. Although the effi-
ciency of each stage may be high, de-
pending on the degree of multiplication 
achieved, the total efficiency of the chair 
is much lower. For instance, if a chain 
of four frequency tripiers were em-
ployed to convert a 95-mc signal to one 
of 6080 mc, and each tripler were 507( 
efficient, only 6% of the 95-mc input 
power would be converted to the 6080 
microwave signal. If it were necessar} 
to achieve a full watt of microwave out-
put for transmission, at least 16 watts 
of input power would be required. Ac-
tually, even more input power is norm-
ally required, for at higher frequencies 
‘'aractor efficiency becomes less. 

Figure 9. Detailed view 
of the quadrupler. Va-
ractor is the cylinder at-
tached to the wall in the 
left chamber. Sole 
source of power for such 
circuits is the input sig-
nal. Many such stages, 
plus special tuners may 
be required to reach 
microwave frequencies. 

Figure 10 shows a simplified block 
diagram of an actual multipler used to 
provide local oscillator energy in a 
microwave receiver. In this application, 
required power was 10 milliwatts or 
less. To achieve this, it was necessary to 
amplify the output of a crystal oscillator 
to provide 11/2 watts of driving power 
for the varactor multiplier chain. A 
tripler and two quadruplers yielded the 
desired 6400-mc signal at a power of 15 
milliwatts — an efficiency of 1%. 

This is directly comparable to the per-
formance of reflex klystrons used as 
local oscillators, except that the multi-
plier chain is more complicated and far 
more difficult to adjust. Offsetting this 
difficulty is the fact that the power sup-
ply requirements for a multiplier chain 
are usually quite modest. Dc power is 
applied only to the crystal oscillator and 
the transistor power amplifiers which 
drive the multiplier chain. Unlike most 
solid-state local oscillators which have 
appeared in commercial microwave 
equipment, this one introduced slightly 
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less noise than a typical local oscillator 
klystron. 
The performance quality that can be 

obtained from multiplier chains is prob-
ably a function of the engineering re-
finement invested in the device. For all 
their efficiency in converting a fre-
quency to its multiple, varactors have 
certain other characteristics which may 
cause only trouble. 

For one, varactors are excellent mix-
ers as well as efficient frequency multi-
pliers. In fact, they appear to be slightly 
better mixers than multipliers. In addi-
tion to yielding a multiple of the input 
frequency, they also produce frequen-
cies which are the sum and difference of 
the desired multiple and the frequencies 
which have appeared in preceding cir-
cuits. 

For instance, if a varactor chain is 
driven by a 6-mc signal as the first stage 
in reaching a higher frequency, the 
6-mc component will be sharply attenu-
ated in the first multiplier by the pres-
ence of frequency "traps" and other 
filtering. However, with each successive 

e 
9 MW 1.5 W 

133.33 MC ..••••• 33.33 MC 
7 "? .. 

multiplication, 6-mc sidebands will be 
present above and below the desired 
multiple. As multiplication increases, 
these sidebands gain strength relative to 
the desired frequency. In the worst case, 
this enhancement of the spurious fre-
quencies is equal to 20 log R, where R 
is the degree of multiplication. Assume, 
for instance, that the 6-mc signal is 
doubled, and that the filtering in the 
doubler reduces the 6-mc signal 50 db 
in the doubler output. If the 12-mc out-
put is multiplied an additional 64 times 
to yield 768 mc, the 6-mc sidebands will 
appear on either side of the carrier at 
each stage. Assuming that the filters in 
these multipliers are too broad to at-
tenuate these sidebands further, they 
will grow in strength relative to the de-
sired frequency. After a multiplication 
of 64 times, the sidebands will be only 
13 db lower in amplitude than the de-
sired 768-mc signal. Further multiplica-
tion would enhance these spurious side-
bands even more. In addition to the 6-
mc sidebands, other frequencies which 
occur in the chain would also be pres-

700 MW 

400 MC 

200MW 15 MW 
X 4 x 4 

!Goo MC 

Figure 10. Simplified block diagram of an experimental microwave local oscillator. 
Actual circuit is much more complex than indicated here. At microwave frequen-
cies, coaxial or stripline circuits are required. Greater multiplying factors may be 
achieved in each stage, but these tend to be less efficient than low-order multipliers. 
Principal advantage is to reduce the number of expensive diodes and other com-

ponents required. 
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Figure 11. Typical solid-state multiplier circuit. This "breadboard" 
device employs crystal oscillator to drive varactor multipliers. Output 

450-mc signal which is used to drive more multipliers. 

ent. However, since these have under-
gone less multiplication and lie farther 
from the desired frequency they will 
probably be attenuated much more. In 
order to obtain reasonably pure fre-
quencies, therefore, it is vital that filter-
ing be extremely effective, particularly 
in the earliest multiplier stages. This, 
however, tends to ircrease the cost and 
complexity of the equipment and re-
duces bandwidth. This is one of the 
reasons why varactor multipliers are 
generally used for generating single fre-
quencies rather than for broadband 
modulated signals. 

Other Difficulties 
Varactors show a variety of effects 

which complicate the design of fre-

quency multipliers. These include hys-
teresis, tuning difficulties, parametric 
amplification and oscillation, and others. 
Hysteresis may be present when the in-
put signal to a multiplier is smoothly 
increased and the output signal is ob-
served to make a large, sudden jump. 
As input power is reduced gradually, 
the output signal will drop sharply, but 
not at the same point at which it pre-
viously jumped. In sorne cases, a circuit 

may have two possible operating condi-
tions at certain signal levels. When the 
circuit is first energized it will operate 
in one or the other of the two modes, 
but may switch spontaneously to the 
other under the influence of strong driv-
ing signals. When this occurs, it is 
usually the result of extreme detuning 
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Figure 12. Typical performance capabilities of present-day production varactors. 
In general, the greater the power-handling ability, the lower the maximum operat-
ing frequency. These limits are imposed by materials and techniques used in manu-

facturing the devices. 

of the circuit or of changes in imped-
ance caused by the variable capacitance 
of the varactor. With suitable care in 
circuit design and adjustment these ef-
fects may be avoided. 

Parametric amplification within the 
varactor may be another source of 
trouble. Parametric amplifiers are those 
which use a varying "parameter" such 
as reactance to take power from one 
source of energy and use it to build up 
or amplify another. Parametric ampli-

fiers are sometimes used as the first stage 
of microwave receivers where receiver 
thermal noise must be low, as in satellite 
communications. In general, parametric 
amplifiers require a '' pump' frequency, 
usually at twice the frequency of the 
signal to be amplified, which provides 
the energy necessary to amplify the in-
put signal. 

Varactors often show a tendency to 
behave as parametric amplifiers. Energy 
from the input signal may be used to 
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nourish parametric amplification of 
noise, subharmonics, low-level funda-
mental frequencies, or other signals 
which may be present. Spurious, chance 
resonances in the circuitry may increase 
'these effects, leading to unstable opera-
tion. 
A characteristic difficulty in varactor 

multiplier chains is the tuning and ad-
justment of the circuit. Varactor char-
acteristics change with signal amplitude, 
and this, in turn, varies with circuit tun-
ing. Because of the mutual interaction 
between the signal, the varactor, and 
the rest of the circuit, most multipliers 
must be tuned in "one direction" only. 
If some element is changed too far, tun-
ing cannot be corrected by merely re-
turning the adjustment to a previous 
setting. The varactor reactance will have 
altered in response to the improper set-
ting and will not be the same as it was 
at the previous setting. When many 
tuning elements are involved, tuning 
may become a most delicate and pre-
carious undertaking. 

Conclusions 

Although varactors introduce a num-
ber of design problems, these can be 
overcome with suitable insight and care. 
The varactor diode permits many appli-
cations which have not heretofore been 

I practicable. Better and simpler ways of 
using varactors will be developed. Prog-
ress in semiconductor techniques will 
undoubtedly yield varactors with lower 

series resistance and higher breakdown 
voltage, thus extending the cut-off fre-
quency and power handling capability. 
This can be expected to permit com-
pletely solid-state microwave systems at 
frequencies where they are not now 
practicable. 
One aspect of the current interest in 

varactors as a source of microwave 
energy is the hope that they will have 
greater reliability. Although semi-con-
ductor devices are, in general, forging 
well ahead of electron tubes in reliabil-
ity, this varies from device to device, 
and is also a function of how they are 
used. After the superior reliability of 
varactors has been thoroughly estab-
lished, they will still have to be used 
with other varactors in complex circuits. 
Reliability, like efficiency, is the product 
of all the individual " reliabilities" of 
the components in a given piece of 
equipment. If a multiplier uses six va-
ractors which are each 90(j- reliable, the 
entire multiplier will have a reliability 
of only 59%, assuming that all the 
other components in the circuit—power 
transistors, crystals, resistors, and the 
like — have perfect reliability. Thus, 
for a time, at least, the increased com-
plexity of varactor devices may tend to 
offset their still-unproven reliability ad-
vantage. Better circuits and better com-
ponents are bound to come with time 
and experience, however, and micro-
wave users can look forward to sub-
stantial benefits. • 
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Demodulator 

New knowledge about 

TRANSISTOR RELIABILITY 

The transistor, born of telephone research, has been long-delayed in 
appearing in telephone and other multi-channel communications equip-
ment. Despite the difficulties of supplying power across an ocean, design-
ers of the long underseas cables turned to electron tubes in order to assure 
themselves that the built-in repeater amplifiers would continue to operate 
over a twenty-year period. Why has the transistor, once hailed as the final 
answer to tube failure problems, been so conspicuously absent, until now, 
from most communications equipment? This article discusses some of the 
causes of transistor failure and the techniques that are restoring hope that 
the transistor may soon be the most reliable of all electronic components. 

An urgent United States missile de-
velopment program has focused new 

attention on the problem of component 

reliability. The "Minuteman- missile, 
dedicated to providing incentive for 

continued world peace, is designed to 

rest unattended in buried launching 
tubes in widely-dispersed locations. Mis-

siles are so extremely complicated and 

have so many interdependent systems 

that satisfactory operation in the ab-

sence of constant care and maintenance 

requires a level of reliability that is 

incredible by conventional standards. 
The significance of this missile pro-

gram to the communications industry 

lies in the radical new approach to de-

signing a reliable system in a field which 

is notorious for its vulnerability to the 

failure of individual components. Ac-

tually, there is a remarkable similarity 

between the reliability requirements of 
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Figure J. Typical junction transistor 
(from which upper case has been re-
moved), shown here greatly enlarged. 
The square plate is only about 1150 
inch (1/2 mm.) on each side; the junc-
tions which comprise the central spot 

and the ring are extremely small. 

missiles such as -Minuteman - and large 
communications systems. Both are ex-

tremely complex, thus requiring close 

control of the performance of individ-
ual parts; both are important, since 

large-scale failure of either would have 

dire effects on general well-being. In 

both, it is vital to have a realistic appre-

ciation of system dependability so that 

enough standby equipment can be pro-

vided to guarantee the required service. 

Obviously, the more reliable the system, 
the better the performance that can be 

provided at a reasonable cost. 

In order to assure the astonishingly 

high degree of reliability required for 
the success of the -Minuteman- project, 

intensive reliability programs have been 

established in all the industries which 

supply parts for the missile. One of the 

most important of these programs is 

centered in the electronics industry, 

since the success of a solid- fueled mis-

sile is more dependent on electronics 

than almost any other single factor. As 

a result of this and other urgent re-

search programs, all users of transistors 

benefit from the improved devices which 
result. 

Status of Transistors 
Compared to electron tubes, transis-

tors are still a very new type of com-

ponent. In the past few years, diligent 

research has rapidly broadened the 

range of applications for which transis-

tors are suited. Transistor frequency re-
sponse and power handling capability 

have been increased greatly, while noise 
generated within the device has been 

steadily reduced. Inherent difficulties in 
using transistors for certain applications 

are rapidly being overcome by the de-
velopment of new circuit techniques 

(see DEMODULATOR, September and 

October, 1961). Of all the benefits ex-

pected of transistors, only reliability has 

lagged behind its potential. 

This estimate of transistor reliability 

is relative, of course. Despite the im-

maturity of transistor technology com-

pared to electron tube techniques, many 

types of transistors are about ten times as 

reliable as most tubes, and are on a par 

with wire-wound resistors and foil ca-

pacitors ( assuming, of course, that the 

transistors are properly used). 

Progress is quite rapid in improving 

transistor reliability. Only about two 
years ago, several studies showed that 

electron tubes and transistors showed 

about the same rate of failure in military 

equipment. Although progress in in-

creasing transistor reliability is excel-
lent, there is plenty of opportunity for 

improvement, since the basic transistor 
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action does not wear out, and is basicallr 

impervious to shock. 

When quality control. engineers speak 

ci reliability, they rely r to the .1,17,1):;-

hilii .3 that a des ice will t ontinue to func-

tion within certain design limits for a 

given period of time. It is usually es - 

pressed as ei failures per Woo hours 

of service or as the Mean Time Between 

Failures t Nmir). In some applications 

such as pocket radio,. performance 

limits may be \ cry broa .1, thus allowin.,..; 

lower grade units to be used. In militari 

and communications equipment. how - 

ever, requirements are usually much 

more stringent in order to maintain suit-

al-le performance reserves. Transistors 

.re considered to have tailed OrICr their 

performance characteristics drift beyond 

a certain specified limit. Some typical 
c..timates of electronic component re-

are given in Table 1. 

Why Transistors Foil 

.1 Ile Sla(A issi 111 Man aL ture ut trail-

slst(rs requires rather incredible preci-

sion and control at es cry step in the 

process. The basic quality of tracsistor 

action depends on the precision with 

WORKMANSHIP 

SURFACE CLE ANING 

JOINTS AND DNNECTI,N 

ATMOSPHERE a ,NTROL 

DESIGN 
THERMAL CY. LING FA1 

ATMOsP-IER IC SPE, 

SEAL AND NIF , HANIZAL TRUCTURE 

APPLICATION 
HIGH MECHANICAL STR,SSE, 

HIGH POWER—.,CLING ', TRESSES 

HIGH TEMPLRATURES 

DESIGN MARGINS 

EARLY CON TANT RANDOM FAILURE RATE 

Table I. 

Typical Failure Rates 

Minuteman 
Present Objective 

Component ,1000 hr %/1000 hr 

Transistors 
Computer   . 0.07 0.0007 
General  0.1 0.001 
Power  0.4 0.004 

Diodes 
Computer  0.02 0.0002 
Other   0.1 0.001 

Capacitors 
Solid   0.5 0.001 
Foil  0.1 0.001 
Glass  0.05 0.0006 
Paper   0.001 0.0006 

Resistors 
Carbon Com-

position  0.001 0.0001 
Metal film & grid 0.04 0.0004 
Wire Wound  0.1 0.001 

which specific impurities or -dopants -

are added to the silicon or germanium 

in making the p and ii layers which form 

the transistor junctions. The basic raw 
material must be so pure that impurities 

are measured in parts- per- billion. If 

INCREASING TIME •••+ 

Figure 2. Generalized 
transistor failure rate 
pattern, with major in-
fluencing factors. Most 
sou ryes of transistor 
failure are now being 
controlled by using auto-
matic machinery almost 
exclusively for fabrica-

ting the devices. 
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these requirements are not adhered to 

scrupulously, performance may be badly 

degraded or even unattainable. 

Transistors are remarkably small de-

vices, sometimes consisting of a tiny slab 

of base material less than 0.02 inch on 

a side, and onto which are bonded or 

deposited tiny spots of material which 

become the collector and emitter. These 

tiny junctions, which are sometimes 

smaller in diameter than a human hair, 

are the gates through which the signal 

must pass and which must be capable 

of handling the full range of signal 

power. Figure 1 shows a typical tran-
sistor with the case removed. 

Transistor failures are usually broken 
down into two basic categories: cala-

Itrophic failures and degradation fail-

ures. Catastrophic failures are those in 

which the device completely stops func-

tioning, often the first time it is used 
or tested. Most failures of this type are 

caused by mechanical defects such as 

open circuits, short circuits, improper 

bonding of leads, and the like. Usually 

this type of defect is relatively easy to 

discover by inspection during assembly. 

A smaller number of catastrophic fail-

ures occur a little later in the life of the 

transistor from such causes as thermal 

cycling which may release contami-

nating material from the case, loosen 
improperly soldered joints, or volatilize 

a contaminant so that it is deposited on 

the junction. Many manufacturers now 

subject all new transistors to short, se-
vere trial runs which are designed to 

eliminate the "weaklings" at the very 

outset. 

Much more insidious are the degrada-

tion failures, since they may not appear 

for many thousands of hours and may 

even then only consist of degraded per-
formance, rather than absolute failure. 

Surprisingly, the performance character-

istics of almost all transistors tend to 

degrade with time, whether in service 

or not. In fact, because of the thermal 

gradient at the junction, some transistors 
appear to maintain more stable charac-

teristics in service than during storage. 

Figure 2 summarizes the causes for most 

transistor failures. 

Two basic performance characteristics 
are usually chosen as indicators of tran-

Figure 3. Typical method of measuring transistor parameters. Collector leakage 
current (l(a()) is measured with reverse-bias, as shown in sketch at left. Direct 
current gain (14.,) is ratio of output current to input current in common-emitter 

circuit. 
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Figure 4. Effect of stor-
age temperature on per-
formance degradation of 
an experimental ger-
manium transistor. Even 
at 25 storage tempera-
ture, some drift in per-
formance is experienced. 

coo 

sistor performance stability because they 

are the parameters most 1 ikely to change 

with time: one is the leakage current 

from collector to base when the collector 

is reverse-biased and the emitter is left 

unconnected; this leakage current is us-

ually designated The other is the 

cl-c current gain in the common emitter 

arrangement, with the emitter grounded. 

This is usually designated h11 . and is 

the ratio of collector ( output) current 

to base ( input) current. These basic 

relationships are diagrammed in Figure 

3 A low value of 1,.m , leakage current 

is desirable, but in most transistors tends 

to increase with time, particularly when 

the device is stored or operated at ele-

vated temperatures, as indicated in Fig-

ure 4. Increased leakage current is often 

accompanied by a corresponding reduc-

tion in ht., and generally poorer per-

formance. When these characteristics 

finally exceed the specification limits on 

which circuit designs are based, the tran-

sistor is considered to have failed, even 

2000 4000 6000 8000 10,000 
TIME IN HOURS 

ete-L L-41•01,,T01.11,5 RECORD otte 

though it may still function to some 

degree. 

Contamination 

Transistor degradation appears to re-

sult from three basic factors: the pres-

ence of fantastically tiny amounts of 

foreign substances or contaminants 

within the transistor case, moisture, and 

elevated temperaturts. Apparently, all 

three work together, altering the nature 

of the transistor material and creating 

leakage paths across its surface. Since 

the action is progressive and becomes 

greater with higher temperatures and 

longer periods of time, it seems likely 

that the moisture helps ionize the con-

taminating substance so that it can enter 

into a chemical reaction with the transis-

tor material, thus changing its nature. 

Some transistor degradation by moisture 

is reversible, however, as evidenced by 

the fact that intermittent operation of 

the transistor, or continued operation of 

the transistor at low power may result in 
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Figure 5. The effect of moisture in transistor case on leakage current. Transistors 
manufactured in dry-box (dewpoint —40°F) showed lem, drift indicated by 
red line. Black line indicates degradation experienced by identical transistors 
assembled and sealed in moist air (dewpoint = 45°F). Both groups included mois-

ture-absorbing dessicants. 

less degradation than would occur on 

the shelf. Evidently, the heat generated 

at the transistor junction tends to drive 

the moisture away from the junction. 

However, if the transistor becomes suf-

ficiently hot, the increased operating 

temperature accelerates any degrading 

chemical action. 

Contamination of the transistor ma-

terial is a very serious problem, and 

manufacturers go to remarkable lengths 

to eliminate it. Purity of materials is 

maintained at an extremely high level. 

Water used for cleaning during the 

manufacture of the transistor is, for in-

stance, normally deionized so completely 

that it has a resistivity of 16 to 18 meg-

ohms per centimeter. Almost all manu-

facturing operations are conducted in 

so-called -white rooms- in which dust, 

air purity, and humidity are very closely 
controlled. 

Moisture 

Probably the most important single 

factor in the reliability of transistors 

(other than how it is used) is the 

amount of moisture remaining in the 

case after it is sealed. One way of re-

stricting the amount of moisture and 
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contaminating substances that reach the 

transistor junction is to include encap-
sulating materials in the transistor case. 
These may be desiccants for taking up 

moisture, "getters", or molecular sieves 
which trap contaminating molecules of 
many types. Both liquid and solid types 
are used, frequently in combination with 
each other. Even these devices vary con-

siderably in their effectiveness, accord-
ing to how carefully they are prepared. 
It should be noted, however, that oil 

alone is a "barrier" material and may 
only delay the onset of degradation. 
This may actually impair reliability by 

giving false indication of actual quality 
as indicated by measurement of 

Figure 5 gives the results of a test de-

signed to show the effect of tiny amounts 

of moisture left within the case. The 
transistors represented by the black 

curve were encapsulated and sealed in a 
room in which the dewpoint was 45° F. 

A similar group of transistors ( red 

curve) was encapsulated and sealed in 
an extremely dry atmosphere in which 
the dewpoint was — 40° F. Identical 

desiccants were used in both. Since han-
dling and processing were identical in 
every respect for both groups, the rather 

dramatic increase in /en„ for the group 
processed in the moist room can only 

be accounted for by the effect of the 
moisture that the desiccant was unable 

to take up. 
Although the moisture often has a 

direct effect on transistor degradation, 

it more likely serves as a vehicle for 
other contaminating substances, creating 
ions which enter into chemical reaction 
with the junction material. The cleaner 

the transistor material, the case, and the 
leads, the less likelihood there is that the 
finished transistor will exhibit severe 

degradation. 

The remarkable sensitivity of transis-

tors to efficient cleaning was demon-
strated in another test in which one 

group of transistors was washed in 
a single tank of turbulent, ultra-pure 
water for one hour, and another group 

was tank-washed for twenty minutes 
and then spray-washed for five minutes. 

After three thousand hours storage at 
100° C, the spray-washed transistors 

showed a reduction in 4.,„, leakage cur-
rent, while the /(.5„ of the tank-washed 

devices increased after storage at 100° 
C, as shown in Figure 6. 

Another experimental technique 
which was effective in delaying the on-

set of degradation was to add special 
substances to an etching bath used in 
the transistor manufacture, so that the 

contaminating substances were "snapped 
up" to form complex ions which had 

less contaminating effect. Eventually, 
transistor degradation reached approxi-
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TANK-WASHED 

3000 

HOURS AT 100 ° C 
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Figure 6. Even using purest water, 
minor differences in washing technique 
have important effect on ultimate per-
formance of transistors. Spray-washed 
transistors were adjudged to have bet-

ter stability. 
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Figure 7. Upper left illustration shows massive finned heat sink used to dissipate 
heat from transmit klystron in transistorized 76A microwave transmitters. Radiat-

ing fins are attached to power amplifier transistors in 76A modulating amplifier 
(upper right). Note low-level transistor without special cooling. Special cooling 
fins are used for power transistors used in transistorized power regulator, shown 

in lower illustration. 

mately the same value as in transistors 
made without the complexing substance, 

although the onset of degradation was 

delayed several thousand hours. This 

suggests that the complex ions thus 

formed were either unstable, or that 

they were slower in entering the junc-

tion area. 

By using these and related techniques, 

transistor manufacturers have been able 
to produce devices which may be stored 
30,000 to 100,000 hours at 100° C be-
fore the onset of performance degrada-
tion. 

Reliable Equipment 

Once the transistor has been sealed 
and shipped, the life expectancy and 
performance of the device is in the 
hands of the equipment manufacturer. 
Although extreme measures are taken 
to make each transistor as nearly perfect 

as possible, there is a great likelihood 

that this objective will not quite be 
reached. Accordingly, transistor per-
formance will tend to degrade with time. 

Transistor degradation will be accel-
erated or delayed by the manner in 
which the devices are used, since degra-
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dation becomes a function of the tran-
sistor junction temperature. In general, 

transistor life is reduced by about half 
for every ten-degree increase in junction 

temperature. The more power handled 
by the transistor, the greater the tem-
perature, and the shorter the potential 
life of the device. Although the tran-

sistor may not generate many calories, 
the junction area is usually so minute 
that even a small amount of heat will 
result in a rather large temperature rise 

at the ! unction. 
Equipment designers have a number 

of techniques at their disposal for dissi-
pating the heat generated by transistors. 

First, of course, is to limit the power 

handled by each transistor by designing 
circuits conservatively. Another impor-

tant technique is to design the equip-
ment to provide natural routes for the 

heat to escape from the transistor. Such 
means include radiating fins on the 
transistor, mounting the transistor on 

some sort of heat sink that conducts the 

heat away, or which ,ncreases the sur-
face area from which the heat may radi-
ate. In addition, trap sistor equipment 

should be designed to isolate sources of 

heat from the transistors themselves, in 
order to permit the most rapid transfer 

of heat away from the junction as pos-

sible. 
Figure 7 illustrates several ways of 

dissipating heat so that transistors will 
operate at a lower temperature. By using 
fins with large areas, heat is rapidly 

transferred to the surrounding air. The 
temperature of the surrounding air thus 
controls the junction temperature, since 
the transfer of heat is directly propor-

tional to the difference between the tem-
peratures of the transistor junction and 

the air. The larger the radiating surface, 
the more nearly the iunction can ap-

proach the temperature of the outside 

ai r. 
By employing such techniques judici-

ously, engineers are now producing 
equipment which takes full advantage 

of the tremendous longevity available 

from modern transistors. Future equip-
ment will carry this trend further, per-
haps even using such techniques as 

thermo-electric cooling devices within 
the transistors themselves ! • 
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Surge Protection of 

Transistorized Circuits 

The increased use of transistorized equipment in telecommunications 
has imposed new problems in protecting the equipment from voltage and 
current surges caused by lightning and other sources. The low power drain 
and small size of semiconductor circuits encourages their use in remote, 
exposed locations: they are also becoming much more widely used in 
switching centers. Unfortunately, neither type of environment is "healthy" 
for semiconductors, due to their sensitivity to voltage surges. This article 
reviews traditional methods of protecting communications equipment and 
discusses more recent methods of protecting transistorized equipment. 

Open-wire and cable transmission 
equipment is subject to dangerous 
-overvoltages" from several sources. 
Perhaps the most common is induction, 
which can occur when a telephone or 

telegraph line passes through the elec-
tromagnetic field of a nearby power 
line. In most cases, induced currents are 
held within safe limits by maintaining 

good line balance so that induced cur-
rents in each wire of a pair cancel each 
other. Similarly, balance of the power 
transmission line helps reduce induc-

tion. However, serious induced surges 
can result when one wire or phase of a 
power line is accidentally short-circuited 

or grounded, thereby destroying the 
balance cf the transmission lines. The 
amplitude of the voltage induced into 
nearby communications circuits will 
depend on the current of the power 
source and the degree of coupling. 

Another possible source of overvolt-
age results from accidental direct con-
tact of communications lines and power 
wires. Such contact usually occurs, de-
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spite all precautions, as a result of sag-
ging conductors or structural failures 
during storms. 

It is lightning, however, with its 
terrible destructive force, that causes 
greater damage to transmission facili-
ties than any other source. In areas 
where electrical storms are common, 
lightning is also the most frequent cause 
of overvoltage difficulties. 

Foreign voltages caused by direct 
contact with a power transmission line 
or by induction, are normally rather 
constant in value. By contrast, a surge 
caused by lightning is impulsive in 
nature; both types of overvoltage may 
range from a few volts to many thou-
sands of volts. The current in a light-
ning stroke is primarily dependent on 
meteorological conditions and is not 
greatly affected by the earth's imped-
ance at the point of entry. Most strokes 
average around 12,000 amperes, al-
though crest values over 200,000 am-
peres have been recorded. 

Figure 1. Tremendous 
voltage and current in 
lightning strokes can 
cause dangerous surges 
in wire and cable, even 
at great distances from 
the point of strike. Even 
if cable sheath acts as 
a shield, substantial cur-
rents may be induced to 
flow in the pairs within. 

A lightning stroke has a wide range 
of effects on a transmission facility, de-
pending upon whether it is a direct hit 
or a near miss. A direct hit on an open-
wire line, of course, places an unusually 
high voltage directly on the conductors. 
Conventional lead-sheathed aerial cables 
are quite vulnerable to a stroke, since 
they attract lightning from a distance 
that is approximately equal to their 
height from ground. Aerial cable can 
usually withstand a minor stroke, since 
the current flows along the cable to a 
ground point where it is readily dis-
persed. However, even a small stroke 
can induce potentially dangerous 

transients into the inner conductors of 
a cable. 

Buried or underground cable is not 

completely immune to the effects of a 
lightning stroke, although it is much 
less vulnerable than aerial cable. Once 
the lightning discharge strikes the 
ground, the current fans out in all di-
rections, and any buried metallic object, 
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I Dt,GITUDINAL ClinRENT 

TFANSVERSE CURE 

Figure 2. "Near miss" by lightning 
strokes may induce large equal voltages 
in both wires of a pair to produce "lon-
gitudinal" currents. When surge is not 
equal in both wires, a "transverse" cur-
rent flows around the loop. Many other 
causes for both types also prevail. 

such as a telephone cable, presents a 
low-impedance path to the current flow. 
If the lightning strikes close to the 
cable, the voltage drop developed be-
tween that point and the cable may 
break down the insulation of the inter-
vening soil. For a 20.000-ampere stroke, 
the range of attraction in a clay soil is 
about five feet. Once soil resistance has 
broken down, the stroke travels in both 
directions along the cable sheath, at-
tenuated more and more as the distance 
increases. If the earth resistance is high, 
the current will travel farther along the 
cable, since loss due to leakage to 
ground is relatively low. 

Surges or overvoltages appear on a 
transmission line as so-called longitudi-
nal currents or as transverse or "metal-

lic" currents. Both types can be caused 
by direct contact, induction, or light-
ning. 

Longitudinal currents result from 
equal voltages appearing on both wires 
of a balanced pair. Since the circuit 
must be completed by some path other 
than the conductors themselves, they 
usually appear as a voltage between 
the line and ground. 

Transverse ( metallic) currents result 
when the currents in the pair flow in 
opposite directions. The currents com-
plete their path by flowing down one 
wire and returning by the other. Even 
if currents in the separate wires flow in 
the same direction, a net transverse cur-
rent can result if one current is larger 
than the other. Normal voice or carrier 
currents are transverse. 

Surge damage is not confined to 
cable and open-wire communications 
lines. Many remote microwave radio 
and telephone carrier installations re-
ceive their a-c operating power over 
aerial power distribution lines, a notori-
ous collector of lightning strokes. The 
power supplies which convert the power 
to a useful form, are often vulnerable 
to voltage surges in the power line. 

Whatever the nature and origin of 
voltage surges, communications facili-
ties must be protected from them. It 
follows that any protective device or 
circuit must be able to cope with a very 
wide range of impulsive or standing 
voltages. 

Protection Methods 
Conventional practices for reducing 

surge damage include the use of light-
ning arresters at intervals on an open-
wire transmission une, or a grounded 
parasitic line placed parallel to and 
above an open-wire line to divert light-
ning. Cable is protected by careful 
bonding and grounding of the sheath, 
and by using special types of cable 
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armor to suit varying degrees of light-
ning exposure. To minimize power line 
induction, both the communication and 
power lines are transposed at prede-
termined intervals, thus improving bal-
ance and reducing the inductive effect. 

Various devices are also available to 
protect equipment from surge damage. 
Most are a variation of the air-gap 
or carbon-block protector, which has 
been in use for many years. It usually 
consists of two carbon electrodes sepa-
rated from ground by an air gap as 
shown in Figure 3. Each electrode is 

CARBON BLOCK 

LINE 

4-111M111 

AIR GAP 

TO 
EQUIP-

MENT 

Figure 3. Simplified diagram of car-
bon block or air gap protector. Gap 
between blocks is set at time of manu-
facture. Slight differences between gaps 
may cause one to arc over before the 
other when equal voltages are present, 

thus causing a transverse surge. 

connected to one conductor of the wire 
pair. A voltage that exceeds the protec-
tor rating will ionize the air in the gap 
and arc across to ground. This provides 
a low-impedance path away from the 
equipment to be protected, but which 
disappears once the excess voltage has 
been dissipated. 
The arc-over ratings of carbon pro-

tectors may range from 450 volts to 
3,000 volts. In the telephone industry, 

an air gap of about 0.003 inch has been 
established as a standard for central of-
fice protection. This spacing results in 
a peak breakdown voltage of about 500 
volts. Once the arc has been established, 
it will continue to conduct with a much 
lower voltage differential. Protectors de-
signed for less than 400 volts are not 
considered to be practical, since more 
closely spaced electrodes tend to short-
circuit permanently, thus requiring ex-
cessive maintenance. 

Air gap protectors can also be used 
to reduce surges that enter an installa-
tion on the a-c service mains. In such 
an application, a calibrated gap is used 
in series with a non-linear resistor, 
across the a-c line. A surge exceeding 
the protector rating will arc across the 
gap, thus connecting the non-linear re-
sistor directly across the line or equip-
ment to be protected. The non-linear 
resistor offers a low resistance to this 
high voltage, and the surge is equalized 
and absorbed on the transmission line. 
Although system current also flows 
through the conductive gap, this flow 
ceases once the a-c voltage waveform 
passes through zero, due to the high re-
sistance of the resistor at low voltages. 

Another protective device, now usu-
ally restricted to local telephone trunks 
is the heat coil. Heat coils are similar 
to the "slow-blow" fuses in some elec-
tronic equipment, and are used in series 
with each wire of a transmission pair. 
They protect against fairly heavy stand-
ing currents such as could be caused by 
induction or accidental contact. The de-
vice consists of a small coil of wire, 
wound around a tube. A metal pin 
within the tube is spring-loaded and 
held in place with solder of low melt-
ing point. If enough current flows 
through the coil to melt the solder, the 
pin is released and either opens the line 
or grounds it. Heat coils are usually 
combined with carbon air gap protectors 
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Figure 4. Great numbers of protectors are required in telephone office. Heat coils 
are mounted adjacent to carbon blocks. Only grounded blocks are exposed; side 

blocks and air gaps are concealed by porcelain insulators. 

to form an integrated device such as 
shown in Figure 4. The heat coil is not 
generally used on carrier circuits because 
of its inductance. In addition, it cannot 
be conveniently used in circuits which 
employ repeaters powered over the line 
itself. 

Semiconductor Vulnerability 
in most present-day circuits using 

electron tubes, carbon block protectors 
are useful in protecting against exces-
sive longitudinal voltages, but are in-
effectual against voltages too low to 
arc across the carbon protectors. For-
tunately, electron tubes and their asso-
ciated circuitry have sufficient current-
carrying capability and dielectric 
strength to be insensitive to these 
smaller voltages. By contrast, a rela-

tively minor surge may destroy a tran-
sistor. One manufacturer's specification 
for a typical high frequency transistor 
quotes a breakdown rating of 1/2 volt 
across the base and emitter, and 20 volts 
across the collector and emitter. These 
values, while quite conservative, pro-
vide some indication of the limited 
surge tolerance of some transistors. For 
this reason, older protection methods 
are often inadequate for transistorized 
equipment, and an additional stage of 
protection is needed to reduce surges to 
a level that the transistors can with-
stand. 
One simple way of protecting tran-

sistorized equipment from longitudinal 
surges on open wire and cable is to use 
a balanced transformer between the 
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equipment and the line, as shown in 
Figure 5. Since longitudinal voltage 
appears on both wires of the pair, these 
tend to cancel each other and are 
grounded through the center-tap on the 
transformer winding. 

Figure 5. Line isolation transformer 
or "longitudinal coil" dissipates longi-
tudinal voltages to ground through cen-
ter tap of winding, but couples desired 
signal through to equipment. This 
method provides little protection 

against transverse surges. 

In systems employing repeaters pow-
ered over the line itself, the return path 
for the power may be provided by the 
grounded center-tap of the line- isolation 
transformer. Under these circumstances, 
the power sent through the line can 
vary considerably or include voltage 
transients caused by lightning or earth 
currents. This can be overcome, as in 
Lenkurt's Type 81A exchange cable car-
rier system, by returning the repeater 
power through one of the other pairs 
in the cable, thus allowing the system 
to "float" above ground potential and 
avoid surges that might harm the equip-
ment. 

Transverse voltages are more difficult 
to overcome since they may pass through 
the line- isolation transformer as though 
they were part of the signal. Some de-
gree of protection can be built into the 
circuit itself by taking advantage of the 
properties of the components used. For 
instance, line isolation transformers may 

be designed to have poor response to 
frequencies below the signal frequen-
cies, thus sharply attenuating 60-cycle 
power voltages acquired by induction or 
contact. 

Ironically, carbon block protectors 
themselves may be an important source 
of harmful transverse voltages. When 
a longitudinal surge builds up the po-
tential between the two side carbons 
and the center ground, one side usually 
arcs before the other, thus unbalancing 
the pair and causing a sharp transverse 
voltage. For this reason, in certain types 
of installations, it may be undesirable 
to use carbon protectors with transistor 
equipment. It may be possible to omit 
carbon block protectors, provided some 
sort of alternate protection is available. 
In the case of multi-pair cable in which 
only a few pairs are used for carrier, 
and the rest used for voice-frequency 
circuits, carbon protectors on the voice-
frequency circuits may be able to dissi-
pate the voltage surge adequately for all 
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Figure 6. Typical forward and reverse 
conductivity characteristics of several 
Zener diodes. Note that breakdown is 
much sharper in diodes designed for 
greater negative voltages. Forward 
characteristic can also be used for low-

voltage limiting. 
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FORWARD CONDUCTION LIMITING 

ZENER BREAKDOWN LIM.TING 

Figure 7. Typical circuits which use 
forward or reverse conduction charac-
teristics of Zener diodes for limiting 

voltages in pair of wires. 

pairs, thus permitting protectors to be 
omitted from those pairs used for car-
rier transmission. 

Diode Protectors 
Semiconductors themselves afford 

one of the most effective means of pro-
tecting other semiconductor circuits. A 
special type of semiconductor diode 
called a Zeiler or avalanche breakdown 
diode is used to shunt voltages exceeding 
a certain critical value. The Zener diode 
is designed to have a very sharp reverse 
breakdown characteristic, as shown in 
Figure 6. Note that the Zener diode has 
extremely low conductivity in the re-
verse direction over a wide range of 
voltages. However, when the reverse 
voltage reaches the critical "break-
down" value, the diode's ability to hold 
back the current virtually disappears 
and the diode can pass large values of 
reverse current without damage ( unless 
the diode junction temperature becomes 
excessive). When the voltage drops be-

low the breakdown voltage, the diode 
again becomes nonconductive. Zener 
diodes are available with breakdown 
ratings ranging from about —3 to —150 
volts. 

It is also possible to use the forward-
conduction characteristics of a semi-
conductor diode to protect circuits 
where the normal circuit voltage levels 
are quite low. At approximately + 0.5 
volt, a silicon diode undergoes a signifi-
cant change in forward junction resist-
ance. Although the transition from high 
to low resistance is less sharp than in 
the reverse direction, it is still enough 
to provide effective voltage limiting 
at very low voltages. Figure 7 shows 
typical voltage-limiting circuits using 
forward- and reverse-conduction charac-
teristics of semiconductor diodes. 

In protecting lower frequency tran-
sistor circuits, diodes are much faster 
than conventional mechanical or elec-
trical protection methods. Diodes, how-
ever, have a significant limitation in 
high-frequency applications. A high-
frequency transistor has a much smaller 
junction area ( and consequent faster 
switching time) than many Zener 
diodes. As a result, the high speed tran-
sistor may react to a voltage transient 
and be damaged before the protection 
diode is able to "turn on" and protect it. 

Typical Arrangement 
A typical plan for protecting trans-

mission equipment on cable or open-
wire lines is shown in Figure 8. In this 
arrangement, air-gap protectors rated at 
2000 to 3000 volts are used at intervals 
from the midsection of the cable or 
open-wire link, toward the end terminal 
or repeater location. At the pole or ac-
cess point adjacent to the office, a 700-
volt protector is used. The terminal 
equip-ment itself is protected by conven-
tional 500-volt air-gap protectors. Cur-
rent-limiting resistors are often placed 

695 



2000 3000 

AIR- GAP 
700V 

AIR-GAP 

HEAT COIL 
OR 

"SLOW- BLOW" 
FUSE 

500V 
AIR- GAP 

30-VOLT (TYPICAL) 
DIODE PROTECTORS 

TRANSIS- I 
TORIZED TO 
CIRCUIT DROP 

I   I 
 _____/ \ / \  

[ I I / L. J 

OPEN-WIRE LINE ENTRANCE TYPICAL TRANSISTORIZED CIRCUIT 
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R = CURRENT -LIMITING RESISTOR, OR INHERENT 
RESISTANCE OF WIRE LINE 

Figure 8. Typical arrangement for reducing surges in wire or cable to safe value 
in gradual steps. Fuses or heat coils are not normally used if repeaters are pow-
ered through cable or if high frequencies are used. In some applications, air gap 
protectors are dispensed with on selected pairs in order to avoid transverse surges. 

between the source of interference and 
the individual protectors to limit surge 
currents. The inherent resistance of the 
wire or cable pair often provides suffi-
cient limiting. In this way, most heavy 
surges are sharply restricted before 
reaching the equipment, since lightning 
strokes or other sources of foreign volt-
age will usually occur at some distance 
from a protector. However, nearby or 
direct hits will usually damage protec-
tive devices, and an occasional destruc-
tive hit from time to time must be 
expected. 
Another semiconductor protection 

circuit employs a silicon controlled rec-
tifier ("SCR") to shunt excessive volt-
ages. The SCR has the advantage that 
it can be made to conduct at any pre-
determined voltage, and is therefore the 
equivalent of an adjustable air gap. It 
has, however, the disadvantage of re-
quiring a relatively complicated control 
circuit. 

In normal operation, the SCR will 
not conduct in the forward direction 
unless triggered by a small positive 
pulse on its control lead. Once trig-
gered, it will continue to conduct until 
the voltage across its cathode and anode 
has disappeared, or until a reverse volt-
age is applied briefly. When conducting, 
it has a very high current capacity and 
very low internal resistance, thus mak-
ing it particularly useful as a protector. 
(For a more detailed account of the 
SCR, see DEMODULATOR, lanuar)', 
1961). 
A typical circuit designed for low 

voltage d-c lines is shown in Figure 9. 
In this circuit, capacitor Cl permits 
impulsive line surges to pass, but iso-
lates the protector from any standing 
voltages on the line. The SCR is con-
nected across the line to be protected, 
but passes no current until triggered. 
The voltage at which the SCR will 
be triggered is determined by the 
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Figure 9. Surge protector using a sili-
con controlled rectifier protects d-c line 
against voltage transients. Values of R1 
and R2 determine at what voltage SCR 
"turns on." Capacitor C2 and non-
linear resistor R3 provide means for 
turning SCR off after surge has ended. 

values assigned to the voltage divider, 
R1 and R2. Capacitor C2 and non-linear 
resistor R3 provide the mechanism for 
turning the SCR off after the voltage 
surge has passed. 
Once the rectifier is in full conduc-

tion, shunting the excess current to 

ground, C2 charges to a potential higher 
than the voltage normally standing on 
the line. As the overvoltage dissipates, 
non-linear resistor R3 (which has a low 
resistance to high voltages) increases 
its resistance. The charge on C2, now 
higher than the voltage at the cathode 
of the SCR, appears across R3, and 
effectively places a reverse voltage across 
the SCR, thus turning it "off." 

Conclusions 
Logical extensions of the protection 

methods described should prove to be 
adequate for most communications ap-
plications for some time to come. The 
trend in new transistor design is toward 
higher operating voltages, therefore, 
transistors used in the normal fre-
quency and power environment of low-
frequency communications may prove 
more rugged and surge- resistant than 
ever before. However, new, ultra-high-
frequency transistors present another 
problem. Transistors capable of operat-
ing at frequencies of 70 mc and above, 
are still so sensitive that even minute 
surges can cause damage, due to the 
small junction area. The future, there-
fore, demands continuing research to-
ward improving protection techniques, 
and in increasing the surge tolerance of 
high-frequency transistors. • 
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The physical size of electronics equipment was reduced drastically 
and dramatically by the invention of the transistor a number of years ago. 
Now another size-reducing revolution— microcircuitry — is producing a 
similar impact on the industry. Like the transistor, microelectronics prom-
ises more than mere size reduction. It also offers the potential for 
increased reliability, lower manufacturing costs, and lower power con-
sumption. But microcircuitry is still in its infancy, and major problems 
remain to be solved. This article presents a survey of microelectronics and 
considers its impact on the future of the telecommunications industry. 

Powerful factors are accelerating the 
improvement of electronic packaging. 
One of the strongest influences, of 
course, is the aerospace industry. This 
gigantic industry uses some of the most 
complex electronic devices ever devel-
oped. Furthermore, reliability, size, and 
weight are of the utmost importance. 
Every extra pound of load placed in a 
rocket adds many extra pounds to the 
gross weight, in such things as addi-
tional structural material and more fuel 
required for lift off — and the failure 
of a single component worth only a few 
cents may mean that millions of dollars 
and months of effort have been wasted. 
The field of aircraft electronics is only 
slightly less demanding than the space 
industry in its size and weight require-
ments. 

Some of the same factors that are so 
vitally important to the aerospace indus-

try are also the ones that have tradition-
ally concerned telephone companies and 
other operators of communications 
equipment: reliability, cost, maintain-
ability. Size also is important to the 
earth-bound communications industry, 
although often it is overlooked or out-
weighed by other factors. The actual 
cost of a square foot of floor space in a 
telephone office building, for example, 
would astonish many people. In addi-
tion to the original cost of the building, 
several other things such as light, heat, 
insurance, and maintenance for a period 
of perhaps thirty or more years must be 
considered. 

Thus, it is evident that the whole elec-
tronics industry benefits by better and 
smaller circuit packages. Initial efforts in 
re-packaging were directed primarily 
toward improving vacuum tubes. Then 
along came the transistor, which virtu-
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ally revolutionized the field. And now, 
barely fifteen years after the transistor, 
microelectronics may make "convention-
al" concepts of electronics obsolete. 

Before discussing the advantages and 
the disadvantages of the various ap-
proaches to microelectronics, it is neces-
sary to clarify and define some terminol-
ogy to provide a common meeting 
ground. Over the past year some termi-
nology has come to be quite generally 
accepted. Agreement is by no means 
unanimous, but the terms used here are 
those enjoying fairly general usage. 

The field of microcircuitry is in its 
infancy, so naturally the terminology 
changes almost from day to day. Even 
the term "microelectronics" does not 
have a precise meaning. It is a loosely 
defined term which covers several meth-
ods of achieving smaller circuit pack-
ages than have heretofore been possible. 
These approaches to microelectronics 
range from the use of conventional com-
ponents in a very high-density pack-
aging arrangement to actual integrated 
circuitry where discrete components do 
not exist, and the circuit can be identi-
fied only by the function it performs. 

Figure 1. " Cord-
wood" construction is 
one method of high-
density packaging 
using discrete com-
ponents. It reduces 
size but does not im-
prove reliability or 

maintainability. 

High-Density Packaging 

As might be expected, the earlier ap-
proaches to microelectronics have been 
extensions of conventional packaging 
techniques. One method is to take a con-
ventional circuit package and simply 
shrink its size by reducing both the size 
of the discrete components and the space 
between them. This approach is simple 
in concept — the problems are primarily 
mechanical. 

Component manufacturers are con-
stantly striving to reduce the size of 
their discrete components; but even so, 
the space required for mounting and for 
the interconnecting wiring eventually 
approaches a certain irreducible mini-
mum. Thus, there are limits to how far 
this approach can go toward miniaturi-
zation. Efforts so far have indicated that 
perhaps a two-to-one or three-to-one re-
duction in size is possible. 

Furthermore, this approach contrib-
utes nothing to reliability. There are just 
as many components as there ever were, 
and should one fail the problems of re-
placing it are complicated by the lack of 
working space. Nor does the high-dens-
ity method offer much reduction in 
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Figure 2. Since the resistance of a thin-film resistor depends only on shape, not 
on size, such resistors can be considered in terms of sheet resistance, measured in 

ohms per square. 

power consumption. This in itself is a 
problem because essentially the same 
amount of power is dissipated in per-
haps one-half or one-third of the space 
of conventional packaging. Heat dissi-
pation may therefore become the limit-
ing factor on this type of packaging. 
The next logical step in miniaturiza-

tion is to form a complete circuit, con-
sisting of several elements, on or in a 
single block of material to provide an 
integrated circuit. 

Thin-film Techniques 
One method which shows consider-

able promise in integrated-circuit de-
sign is that of thin-film deposition. In 
this technique circuits are made by 
depositing passive elements suc:h as 
resistors and capacitors and their asso-
ciated wiring on inert or passive "sub-
strates." These substrates, usually made 
of glass or ceramic, simply provide a 
foundation for the circuitry. The thin-
film method can be viewed as merely 
another way of making and intercon-
necting components which are electric-
ally similar to conventional components. 
One of the chief advantages of this tech-
nique is the close control of tolerances. 
Since the thickness of the film can be 

controlled quite precisely, a good por-
tion of the manufacturing problem is 
two dimensional. Five-percent resistor 
tolerances are achieved routinely, and 
one percent or better can be achieved. 
Capacitor tolerances are somewhat more 
difficult, with 15 to 20 percent being 
common values. 

As an example of the thin-film tech-
nique, Figure 2 indicates the method of 
forming a resistor. When two opposite 
sides of a square section of the thin-film 
material are connected to low- resistance 
contacts, the value of the resistor de-
pends only on its shape, not on its size. 
A long narrow film provides more re-
sistance than a short wide one in the 
same way that a long thin wire has a 
higher resistance. Thus, a resistor con-
sisting of 10 squares in a row has 10 
times the resistance of a single square — 
if the contacts are at the ends. If, how-
ever, the contacts are along the sides, 
the resistance is only 1/10 that of a 
single square. 

While it is not particularly difficult 
to deposit resistors, capacitors, and wir-
ing by thin-film techniques, inductors 
and transformers present an entirely dif-
ferent problem. The thin-film method 
simply does not lend itself well to dupli-
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Figure 3. One solid-state circuit may 
perform the functions of many discrete 
components. Small dish at left provides 

performance equal to that of the two-

transistor amplifier shown in the inset. 

cating the effect of the traditional in-
ductor. However, considerable research 
effort is being expended in attempts to 
find a satisfactory method of depositing 
inductors as spirals of thin-film material. 
These efforts have met with some suc-
cess, but much more work remains to be 
done in this field. For the communica-
tions industry this is perhaps one of the 
most serious drawbacks to the use of 
thin-film techniques. Inductors are a 
vital part of the filters used in modern 
telecommunications systems. Further-
more, in terms of physical size, inductors 
often form the largest part of the elec-
tronic equipment. Hence, this is the area 
of the largest potential savings in size 
and weight. 

Another major drawback to the use 
of thin-film techniques is the difficulty 
encountered in attempting to deposit 
active devices such as transistors and 
diodes. The usual method, at present, is 
to add conventional active devices to a 
completed thin-film circuit. However, 
progress is being made in this area. A 
field-effect device called a thin-film tran-
sistor has been developed. In this device, 
current flows through a channel in a 
semiconductor between two electrodes 
called the "source" and the "drain." 
The voltage applied to an insulated gate 
controls the current flow through this 

am, 
vomeme 

channel. This is one of several ap-
proaches which show satisfactory per-
formance in the laboratory. Quantity 
production, however, presents a differ-
ent situation because of the mechanical 
fabrication problems involved. In spite 
of these problems, however, the thin-
film technique does show considerable 
promise. 

Solid-State Circuits 
Another form of integrated circuit is 

the "solid-state circuit," which refers to 
a fabrication method in which a single 
semi-conductor block contains all of the 
circuit elements: transistors, diodes, re-
sistors, capacitors, etc. In this technique, 
different portions of the semiconductor 
block represent various circuit elements. 
In other words, all the elements are con-
structed from the same block and are 
physically inseparable. 

For example, each of the single semi-
conductor chips shown in Figure 3 per-
forms the same functions as a two-stage 
transistor amplifier. Input and output 
parameters can be measured, gain can 
be calculated, and even a feedback loop 
can be connected, but the transistors or 
other components cannot be identified 
individually. The circuit must be con-
sidered as a whole, identifiable only by 
its function. 
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Figure 4. Several approaches to miniaturization are illustrated by the same cir-
cuit constructed by six different methods: (A) conventional components and wiring, 
(B) miniature components, ( C) cordwood, (D) thin film-discrete component hy-
brid,( E ) pellet pack, (F) Swiss cheese. Production of such circuits is primarily an 
economic problem. since (F), for example, costs several times as much as (A). 

While solid-state circuits provide per-
haps the most dramatic example of 
space-saving in the microelectronic field, 
they do have their disadvantages. One of 
the chief disadvantages is the lack of 
close control over component tolerances. 
While tolerances of 5% and even 
are quite readily attainable in thin films, 
solid-state circuits typically have toler-
ances of 20%. 

Another disad\antage of solid-state 
circuits is their high susceptibility to 
parasitic capacitance between the com-
ponents. This parasitic capacitance may 
amount to several picofarads, whereas 

a comparable thin-film circuit would 
have virtually none. Because of this 
capacitance, considerable care neces-
sary in designing solid-state circuitry. 

Hybrids 
Often two or more approaches to 

microelectronics can be combined in a 
so-called "hybrid" circuit. As an ex-
ample, such a hybrid circuit might be 
constructed by using individual active 
components in combination with thin-
film passive components and wiring. A 
good example of this approach occurs 
in Lenkurt's recently introduced four-
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wire terminating set. This unit includes 
strappable loss pads which require a 
total of 40 one-percent resistors. By 
using thin-film resistors deposited on 
a substrate and encapsulated in ceramic 
material, reliability was improved, size 
was reduced, and component tolerances 
were easily met. The rest of the four-
wire terminating unit consists of con-
ventional circuitry attached to the thin-
film pads by means of several leads pro-
jecting through the ceramic material. 

Another hybrid design is to combine 
the thin-film and solid-state circuit ap-
proaches. Thus, the components which 
are better formed by semiconductor tech-
nologies can be "built in" to the sub-
strate. The substrate is then either insu-
lated or rendered passive, and other 
components are deposited on its surface 
by thin-film techniques. Thus, the active 
components are in the block, the passive 
components are on the surface, and the 
whole circuit is fabricated by the most 
effective techniques. 
The so-called "pellet" method offers 

a technique which is easily adaptable to 
automation. Each circuit element is man-
ufactured in a standard component size. 
These uniform-size pellets are then 
placed in rows built around a structure 
of interconnecting wires. The wires are 
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cut anywhere an interconnection is not 
desired. Figure 4(E) shows an experi-
mental circuit which uses conventional 
transistors connected to pellet-type pas-
sive components to form a discrete-com-
ponent circuit. However, active compo-
nents and integrated circuits can also be 
formed as pellets, permitting a hybrid 
arrangement. 

Another manufacturing technique us-
ing pellet components is the "Swiss 
cheese" approach. In this method, the 
pellets are set in holes drilled in a cir-
cuit board as shown in Figure 5. Inter-
connections are then made in much the 
same manner as in conventional cir-
cuitry. The chief disadvantage to either 
pellet approach is that the cost is several 
times that of conventional circuitry. 

Pros and Cons 

The goal of all these approaches to 
microelectronics can be stated quite sim-
ply. It is to improve reliability and in-
crease maintainability while reducing 
cost, size and weight. ( Of course there 
may also be secondary benefits, such as 
reduced power consumption.) There-
fore, any particular miniaturization tech-
nique must be judged by how well it 
meets these established goals. For ex-
ample, high-density packaging of con-

Figure 5. "Swiss 
cheese" approach 
uses discrete com-
ponents in high-
density packaging. 
Unlike some other 
techniques, such as 
"cordwood," it im-
proves reliability as 
well as reducing size. 



ventional components does reduce size 
somewhat and it may reduce weight. But 
it does not increase reliability, becaLse 
there are as many components and as 
many connections as there were before. 
Furthermore, maintenance and heat dis-
sipation are both complicated by the re-
duced space. Therefore, this " interim" 
approach to miniaturization could have 
applications where there is an immedi-
ate need for small size — if the require-
ment is urgent enough to warrant sacri-
ficing the other qualities. 
When a way is found to eliminate 

inductors from circuits, the thin-film ap-
proach will show even greater promise. 
One possibility is the use of active filters 
composed of capacitors, resistors, and 
transistors. This would eliminate or 
drastically reduce the need for the space-
consuming inductors required by con-
ventional passive filter networks. 
Many people feel that integrated cir-

cuits will provide the -ultimate" in 
microelectronics. Certainly they provide 
one of the most dramatic size reductions. 
Furthermore, because there are no inter-
connections and no separable circuit ele-
ments, the potential for reliability ap-
proaches that of a single component. 
But integrated circuits do have disad-
vantages. The difficulty in achieving 
close tolerances in solid-state circuits is 
one of these. Also, the limited power-
handling capacity of integrated circuits 
is much more restrictive than that of 
other types of microcircuits. 

The Future of Microelectronics 
The microelectronics industry has 

grown tremendously since its start only 
about three years ago — and its :ate of 
growth is increasing. Conservative esti-

mates indicate annual sales of perhaps 
500 million dollars by 1970. 
But such figures can be deceptive with-

out interpretation. For example, by far 
the largest segment of the microelec-
tronics market is in digital circuitry. 
Computers, of course, are in the fore-
front because they probably have the 
most to gain from size reduction. Micro-
electronic logic circuits are much easier 
to build than are linear circuits, and 
often these logic circuits are used in 
greater quantity, which helps to offset 
the high tooling cost for each circuit. 
Furthermore, the reductions in power 
consumption are much greater for logic 
circuitry than for linear circuits. 

Thus, analog applications are lagging 
behind digital applications both in tech-
nology and in cost. These two factors, 
of course, are inextricably intertwined. 
As the solutions to technical problems 
are found, the cost will come down, al-
lowing microelectronics to compete with 
conventional components in more and 
more applications. 

In addition to the economic and tech-
nical problems which must be overcome, 
new equipment must be compatible with 
existing conventional equipment. Micro-
circuitry generally requires low voltages 
and low power. This may seriously re-
duce the advantages of microelectronics 
by requiring conventional components 
for interfaces with existing equipment. 

Thus, although the trend toward mi-
crocircuitry is clear, it is equally clear 
that the telecommunications industry 
will not be -revolutionized." The 
change-over will take years, gradually 
coming about as a dynamic and growing 
industry finds ways to adapt the latest 
technological advances to its needs • 
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Power Conversion 

Transistors and related semi-conductor components have brought 
revolutionary changes to the design of power supplies, just as they have to 
more "glamorous" types of equipment. Semiconductor or "solid-state" 
components are noted for having far greater reliability than electron tubes, 
which they are gradually displacing. Nowhere is this additional reliability 
more vital than in power supplies. Some of the recent techniques used to 
enhance the performance and reliability of modern power supplies are 

described in this article. 

In the sometimes exotic field of com-
munications, power supplies rarely re-
ceive credit as being among the most 
important elements ir. a system. So hum-
drum and routine the subject of power 
supplies may seem, that new contribu-
tions toward reliability made by power 
supply engineering may go unnoticed. 
No matter how cleverly engineered 

the transmission equipment, or how in-
genious the modulation plan, the system 
goes "off the air" if the power supply 
fails for any reason. The source of 

power and the means of converting it 
to a useful form comprise the vital 
heart of any communications system. 

Obviously, the prime requisite must 
be reliability: the power supply must be 
engineered so that there is hardly any 
chance whatsoever that it can fail. To 
achieve this end, components and cir-
cuit techniques are employed which, of 
themsehes, have little or no chance of 

failure. For instance, communications 
power supplies should avoid the use 
of electron tubes. Instead, voltage regu-
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Figure I. Reliability is the most important consideration in designing communi-
cations power supplies, followed by stability, regulation, and freedom from hum 
and ripple. Microwave power supply shown employs semiconductor rectifiers, 
magnetic amplifiers for voltage regulation. Plug-in construction permits each unit 

to be replaced instantly, provides superior access to internal components. 

lation may be achieved with magnetic 
amplifiers, rugged, passive devices 
which fail only by burning out a 
winding. 

A second important quality of power 
supplies is that they must be efficient. 
As always in communications, econom-
ics must enter the picture. A high degree 
of reliability is not difficult to obtain 
if bulkiness, weight, and cost are of no 
concern. Under these conditions, savings 
gained in reliability might be more than 
offset by high operating costs or exces-
sive plant facilities. Since power sup-

plies may handle and modify all the 

power used in the equipment, relatively 
small differences in power supply effi-
ciency may make a large difference in 
the total power consumed by the system. 
The wasted energy appears as heat 
which may be costly to control or dis-
sipate in large installations. 

Last, but hardly least, the power sup-
ply must be well-disciplined, delivering 
the exact voltages and currents de-
manded by the equipment—not approx-
imations or variations of these needs. 
Transmission equipment may be ' fin-
icky" or relatively sensitive to such 
external variables as temperature and 
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operating voltages. Some equipment 
might exhibit frequency drift or vary 
its signal power as a result of such 
factors. Accordingly, the power supply 
must not magnify this difficulty by add-
ing to it with its own sensitivity to 
ambient conditions. 

Transmission equipment has enough 
difficulty combatting unavoidable noise 
and interference in the transmission 
path. If the power supply introduces 
ripple, hum, or noise, it is like sabotage. 
Fortunately, most hum and ripple are 
easily controlled by various conventional 
filtering techniques, such as described 
in a previous issue (DEMODULATOR, 
April. 1958). 

Converters and Inverters 
The most important recent changes 

in power supply design have occurred 
in converters and inverters which have 
a d-c input. Direct-current conversion 
has always presented an engineering 
problem, the solution of which has 
usually been far short of ideal. This 
problem has been greatly increased 
with the rapid growth of electronics. 
Most electronic circuits must operate 
from d-c power. In many applications, 
the most logical source of power pro-
vides only dc, but at the wrong voltage 
for use by the equipment. To cope with 
this problem, many types of converters 
and inverters have been developed. 
The terms converter and inverter are 

often used in different and inconsistent 
ways. In general, a converter is a device 
or circuit for changing d-c power to a 
different voltage, or a-c power to a dif-
ferent frequency—the latter device be-
ing mostly used in the power transmis-
sion industry. A converter does not 
change ac to dc or dc to ac; thus, a dc-dc 
converter might convert 24-volt d-c 
power to 500 volts dc. 
An inverter does change one type of 

power ( ac or dc) to the other. Thus, 

an inverter is a device for changing 
direct current to alternating current, re-
gardless of the voltage involved. By 
convention, the term "inverter" is not 
usually applied to devices which change 
alternating current to direct current 
Such units are usually called " power 
supplies" or " rectifiers" in the United 
States. The term " inverter" normally is 
applied to any device used to produce 
a-c power from a direct-current source. 
The simplest and most reliable device 

for converting a low voltage to a higher 
voltage is the transformer. Unfortu-
nately, however, a transformer will not 
function unless the applied voltage is 
constantly or periodically changing. 
This requirement is satisfied by alter-
nating current, of course, but not by 
direct current of a constant voltage. 

In order to use a transformer with 
direct current, some means must be 
found for varying it periodically. One 
way of accomplishing this is to use 
some sort of interrupter or "chopper-
to break the smooth direct current into 
a series of intermittent pulses. When 
one of these pulses is applied to a wind-
ing of a transformer, the flow of current 
causes a magnetic field to build up in 
the transformer core. When the pulse 
ends, this field collapses The changing 
magnetic flux causes a current to be in-
duced in the various windings of the 
transformer—flowing in one direction 
during the flux build-up. then reversing 
direction when the field collapses. The 
secondary windings in the transformer 
thus yield an alternating current, the 
voltage of which is determined by the 
turns ratio of the primary and secondary 
windings. 
One way of interrupting the direct 

current is to use an electro-mechanical 
vibrator. The contacts are so arranged 
that the energized magnet opens the 
contacts and de-energizes itself. The 
contacts again close, energizing the mag-
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Figure 2. Typical 
vibrator inverter cir-
cuit, simplified. Vi-
brator circuits exhibit 
poor regulation, low 

reliability. 

net, which again opens the circuit. Fig-
ure 2 shows a diagram of such an 
arrangement. Until quite recently, this 
method of power inversion was very 
widely used in commercial automobile 
radios because of its low cost. 
An important objection to vibrator 

inverters is that they are relatively 
inefficient and highly unreliable. In ad-
dition, they exhibit poor voltage regu-
lation. Since the interrupted dc is ap-
plied directly to the primary winding 
of the power transformer—a highly 
inductive load—considerable arcing oc-
curs at the vibrator contacts. The arcing, 
in turn, generates a particularly trouble-
some type of electrical radio noise which 
is difficult to filter from the output 
power. In addition, arcing rapidly 
erodes the vibrator contacts, and builds 
up oxides and other impurities on the 
contact surface, increasing its resistance. 
As the surface of the contact becomes 
rougher, its effective area may be re-
duced (because electrical contact may 
occur only at the high points of the 
surface). Eventually, contact surface 
may be so reduced that the contacts weld 
together due to the high current density 
through the limited area of conduction. 
If this occurs, the contacts stick and may 
cause the electromagnetic coil to burn 
out or cause other damage in the power 
supply. 

TO 

FULL-

WAVE 

RECTI-

FIER 

Another method of d-c conversion 
that has been widely used is the dyna-
motor. In principle, a dynamotor con-
sist of a d-c motor driving a d-c gener-
ator to produce the desired voltage. In 
practice, both motor and generator 
share a common field winding, powered 
from the input power, and a common 
armature. Input and output circuits have 
separate armature windings and com-
mutators, however. In fact, each differ-
ent output voltage obtained from the 
dynamotor requires its own armature 
winding and commutator. 

Although the dynamotor is simple, it 
is heavy and requires considerable main-
tenance. Bearings, commutators, and 
brushes suffer continuous wear and re-
quire inevitable repair. Like the vibra-
tor, commutator arcing introduces noise 
which may be difficult to eliminate. 

Still another way of achieving dc-dc 
conversion is the use of an RF oscillator. 
In a resonant circuit, such as the tank 
circuit of an RF oscillator, voltage and 
current are out of phase; where current 
is low, voltage is high. If there is little 
loss in the resonant circuit, very high 
a-c voltages may be obtained by tapping 
the resonant circuit at a high-voltage 
point. After rectifying and filtering the 
high voltage, it may be used for power-
ing portable radiation detectors, provid-
ing accelerator voltage for television pic-
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ture tubes, or in other applications 
where high voltage and little current 
are required. 

Solid-State Inverters 
With the invention of transistors, a 

new and better type of power inverter 
was made possible. The transistor 
proved to be an excellent switch, had no 
problems of mechanical wear, operated 
very nicely on low voltages ( un:ike the 
electron tube), and was quite efficient. 
Accordingly, many types of transistor-
ized power inverters have been devel-
oped. Two basic types predominate: the 
self-oscillating push-pull inverter, and 
the driven push-pull inverter. Both are 
usually symmetrical. Although many 
single-transistor and other unbalanced 
circuits have been developed, these are 
not generally as efficient as the sym-
metrical arrangements. 

In the driven inverter, two transistors 
arranged in a push-pull circuit are al-
ternately turned on and off by an ex-

ternal control circuit. The control cir-
cuit may itself be controlled externally, 
or it may be independent. If tuning fork 
or crystal oscillators are used to provide 
the control, a very high degree of fre-
quency stability may be obtained regard-
less of load variations. For this reason, 
driven inverters are widely used in mis-
sile and aircraft applications where var-
iations in the a-c power frequency may 
affect the accuracy of gyroscopes pow-
ered by the alternating current. 

Self-oscillating push-pull inverters 
are more commonly used in communi-
cations equipment than the driven in-
verters because they are simpler, and 
therefore more reliable. The typical in-
verter consists of two or more power 
transistors (or controlled rectifiers) con-
nected in a symmetrical arrangement 
such as shown in Figure 4. As in the 
case of a vibrator inverter, the transistors 
act only as switches to turn the d-c 
power on and off. Unlike the vibrator, 
transistors have no mechanical wear, and 

Figure 3. Typical rotary in-
verter such as used in some 
aircraft and missile applica-
tions. Cover has been removed 
to show circuitry required to 
stabilize output voltage and 
frequency. Newer solid state 
inverters eliminate mechanical 
problems inherent in rotating 
machinery, permit quicker re-
sponse to regulating signals. 
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Figure 4. Simplified 
diagram of transistor 
inverter using exter-
nal driving or control 

circuit. 

_ 

CONTROL 

OSCILLATOR 

are obviously free from such mechanical 
problems as contact arcing. They are 
fast, efficient, and have a life expectancy 
virtually unlimited, unless abused. 

In the circuit shown in Figure 6, 
power is applied to the center tap of 
the transformer primary winding. From 
there it flows through the two transis-
tors, QI and Q2, back to the power 
source. Because the two halves of the 
circuit cannot be exactly alike, one half 
of the primary winding will carry some-
what more current than the other. This 
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Figure 5. Comparison of voltage across 
primary winding of inverter trans-
former, and the change in flux through 

the saturable core. 

causes a small voltage to be induced 
across the feedback winding. The polar-
ity of this voltage is such as to bias the 
less conductive transistor QI, for in-
stance to conduct even less, and Q2 to 
conduct more. This biasing effect is self-
amplifying, with the result that Ql is 
rapidly cut off and Q2 conducts the 
maximum current permitted by the cir-
cuit impedance. 

Since the transistor bias is obtained 
by inductive coupling in the trans-
former, it can be maintained only while 
the magnetic flux is building up in the 
transformer core. When the core reaches 
magnetic saturation, the bias voltage 
on the two transistors disappears. Tran-
sistor QI begins to conduct again mod-
erately, while Q2 has its conductivity 
reduced. This change causes the estab-
lished flux to diminish. The changing 
flux again induces a voltage across the 
feed-back winding, but of the opposite 
polarity to that before. Now Q2 is 
rapidly cut off and the QI conducts 
heavily, thus building up the magnetic 
field in the opposite direction, and this 
alternating action continues automati-
cally. As a result of this regular "flip-
flop- action, a square-wave alternating 
current is induced in the secondary 
winding. 

Note that the frequency of oscillation 
is determined by how long it takes to 
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saturate the transformer core. This is 
largely a function of the applied vol-
tage, transformer characteristics, and the 
load across the secondary. The lower 
the input voltage or the larger the load 
on the inverter, the lower the frequency 
of oscillation. 

Since the inverter output is usually 
rectified and filtered in communications 
applications, output frequency is not 
‘ery critical. 

The Controlled Rectifier 
Within the past two years, a new class 

of semiconductor component has ap-
peared which is quite superior to 
transistors for power switching and in-
version. The new device, called a con-
trolled rectifier or silicon controlled rec-
tifier (after the principal substance from 
which it is made), is capable of hand-
ling tremendous currents for its size. 
Like a thyratron, the silicon controlled 
rectifier, or SCR, is a rectifier which, 
when "turned on", conducts freely in 
one direction, but will not conduct in 
either direction unless triggered by a 
control "gate." (SCR's will conduct 

01 

EEDB K 

WINDINC 

without a gate signal if their forward 
"breakover" voltage is exceeded.) Once 
the SCR is conducting, the gate has no 
further effect, and cannot be used to 
turn the device off. To return the SCR 
to the non-conducting state, the applied 
voltage must be interrupted or reversed. 
To date, commercially available SCR's 
small enough to fit in the palm of a 
hand can switch currents up to 100 am-
peres, at peak inverse voltages of 400 
volts. 

Although SCR's are like thyratrons in 
that they can be turned on but not off 
by a control signal, they are far more 
efficient than thyratrons. For example, 
whereas a typical thyratron will exhibit 
a voltage drop between cathode and 
anode of about 10 to 15 volts when 
conducting, the SCR exhibits a voltage 
drop of one volt or less. This is very 
important when controlling power at 
lower voltages. At 24 volts, the thyra-
tron would be only about 50% efficient, 
whereas the SCR is 95% efficient. 
Another point of superiority is the speed 
with which the SCR operates. The typi-
cal thyratron has an ionization and de-

AC 

OUT-

PUT 

Figure 6. Simplified 
self- oscillating in-
verter circuit. Device 
functions as a "flip-
flop" square- wave 
oscillator. Oscillation 
frequency is quite 
sensitive to load and 

input voltage. 



Figure 7. Tiny silicon controlled rectifiers can control surprising amounts of 
power. The smaller unit is able to switch 16 amperes at 400 peak inverse volts; 
larger unit is rated at 20 amperes. Parallel operation permits control of much 

larger currents. 

ionization time ( time required to estab-
lish or destroy conductivity) in the 
order of milliseconds, but the typical 
SCR turns on within a microsecond and 
turns off within one to twenty micro-
seconds, depending on the size of the 
unit, and other conditions, such as the 
temperature of the unit. 

How It Works 
The controlled rectifier is a new ver-

sion of a relatively old semiconductor 

device—the four-layer transistor. As in-

dicated in Figure 8, it is made up of 

alternate p and n layers.* The SCR may 
be regarded as two separate transistors 
—a npn and a pnp which, in effect, 
overlap so that the center n and p layers 

are common to both. The center p sec-
tion may then be regarded as the base 
of the npez transistor, and the center n 
section as the base of the pup transistor. 
When "forward" voltage is applied to 
the SCR, conduction is blocked by the 
center junction, which acts like a back-
biased diode. 

If current is injected at either of the 

center sections ( positive at the p layer 
or negative at the n layer), the center 
junction becomes conductive by tran-
sistor action, permitting the flow of cur-
rent carriers through the device. In ad-
dition, this conduction biases the other 
center layer so that it also provides 

*See DEMODULATOR. Mar. 1960 for a gen-
eral discussion of semiconductors. 
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Figure 8. Four- layer con-
trolled rectifier is analagous to 
two transistors sharing com-
mon layers. Injecting current 
at base of one "transistor" per-
mits conductivity, and turns 
other transistor "on." Each 
biases the other to full conduc-

tion. 

GATE 

transistor-like current amplification. Be-
cause these two functions are self-sup-
porting once started, the SCR reaches 
full conductivity very rapidly and the 
gate by which the process was started 
loses control. 
One difficulty encountered with tran-

sistor inverters is that they have poor 
tolerance to voltage irregularities. Few 
transistors are available which can safely 
operate with more than 100-125 peak 
inverse volts across the transistor. How-

REVERSE BLOCKV,IG 

ZENER BREAKDOWN 
VOLTAGE 

tk-IIGH CONDUCTION 

N 

(-4 (-) 

ever, in some communications installa-
tions where the local battery is nominal-
ly 48 volts, battery output may actually 
reach 60 volts. In the typical push-pull 
inverter where d-c power is applied to 
the center tap of a choke or transformer, 
the actual voltage applied to the tran-
sistors will be twice the battery voltage 
because the transformer winding acts as 
an auto-transformer, doubling the ap-
plied voltage. Thus, peak inverse vol-
tages applied to the switching transistors 

BREAKOVER 
VOLTAGE 

FORWARD BLOCKING 

Figure 9. Typical 
controlled rectifier 
voltage-current char-
acteristic. In absence 
of gate current, de-
vice will not conduct 
unless breakover volt-
age or zener break-
down voltages are ex-
ceeded. Gate current 
reduces breakover 
voltage, permitting 
forward conductivity. 
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will range from 96 to 120 volts—equal 
to or greater than their maximum ra-
tings! Although some transistors are 
now becoming available which have 
higher voltage ratings, even these don't 
provide the performance reserve de-
manded by conservative engineering 
practice. 
The silicon controlled rectifier pro-

vides an immediate solution to this 
problem because of its excellent voltage 
characteristics. An additional bonus pro-

(+48) 

(-48, 

vided by the SCR is that it requires much 
less driving power than a typical power 
transistor. Where a transistor might re-
quire half an ampere of driving current 
in order to conduct five amperes, a 
controlled rectifier requires a gate cur-
rent of under 0.1 ampere to start con-
duction of fifteen amperes or more. 

Practical SCR Circuit 
The main difficulty in the use of 

SCR's is that they cannot be turned off 

Figure 10. Simplified diagram 
of Lenkurt SCR inverter. Both 
SCR's are nonconductive until 
gate current from voltage di-
vider causes SCR1 to conduct. 
When L2 saturates, gate cur-
rent of SCR2 "fires" SCR2. 
Stored voltage in C 1 surges 
through SCR2. is blocked by 
high impedance of L3, is ap-
plied to bottom of SCR1. Since 
C 1 voltage is twice the forward 
voltage on SCR1, SCR1 is 
turned oft. When L2 saturates 
in reverse direction, process 
reverses and continues auto-

mat wally. 
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Table 1. Power supply weight us. fre-
quency (from Ref. 2) 

60 ,, 400 •-•-• 800^, 

TRANSFORMERS  61.0 19.0 8.6 

FILTER CHOKE  20.2 1.8 0.8 

CAPACITORS  20.0 4.7 2.2 

HOUSING  8.0 5.0 4.0 

TOTAL 109.2 30.5 15.6 

by the control gate, as can the transistor. 
Normally, current flow through the SCR 
must be interrupted long enough for 
the non-conductive condition to be re-
stored, or the flow of current must be 
reversed briefly. Figure 10 shows a sim-
plified schematic diagram of a practical 
inverter now used in Lenkurt's dc-dc 
converter for powering microwave 
equipment from battery sources. This 
circuit is self-oscillating and does not 
vary its frequency appreciably with var-
iations in load or input voltage. The 
frequency of the square-wave output is 
approximately 400 cycles per second, 
thus permitting the use of small but 
efficient transformers, magnetic ampli-
fiers ( for voltage regulation), and filter 
components. 

It may be interesting to note how 
much the weight and size of equipment 
decreases as the frequency of the a-c 
power is increased. The comparison in 
Table 1 was compiled on the basis of 
airborne communications equipment, 
where weight savings are particularly 
important. As frequency increases, 
weight and size of the reactive compo-
nents needed for control and filtering 
is reduced, but electrical losses begin to 
increase, so that eventually diminishing 
benefits result from higher frequencies 
unless special core materials are used for 
the cores of inductive components. Nor-
mally, this is only worthwhile in air-
craft or missile applications. 

Future Trends 
We can expect power equipment to 

continue to become smaller, lighter, and 
more efficient as improved components 
and ways of using them are developed. 
The increasing use of transistors and 
other semiconductor components in all 
types of communication equipment is 
changing power requirements. Because 
of the steadily increasing reliability 
available from semiconductor compo-
nents, power supplies may make more 
use of such techniques as active or elec-
tronic filtering instead of reactive filter-
ing, thus reducing the size and weight 
of power supplies. • 
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