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New FCC Policy 

Regarding Commercial Radio Licenses 

Renewal Requirements Eased 

One of the requirements for renewing a commercial radio oper-
ator's license without retaking the examination is proof that a 
specified amount of operating time has been obtained under the 
present license. This, of course, has been impossible for most field 
engineers. 

In response to the numerous queries that we received from the 
field on this subject, we have contacted Mr. Roger E. Phelps, Engi-
neer-In-Charge at the Philadelphia office of the FCC. The follow-
ing is quoted from his letter: 

"Under date of April 5, 1951 the Commission issued 
Public Notice No. 62103 announcing amendment of its 
rules as follows: 

'The Federal Communications Commission amended 
its rules governing issuance and renewal of commercial 
operator licenses. 

'The first of these changes involves Section 13.28 of 
the rules relating to the renewal of commercial radio 
operator licenses. Under one order issued today by the 
Commission, the normal requirements that an operator 
must show two years satisfactory service under the li-
cense being renewed or take an examination are waived 
for the duration of the present emergency or until such 
earlier date as the Commission may order. 

'The waiver of the requirements of Section 13.28 of 
the rules is designed to take into account the fact that 
many holders of operator licenses are rendered unable 
to comply with the present requirements of show-
ing satisfactory service due to service in the armed 
forces of the United States or in various activities con-
nected with the present emergency, plus the fact that 
there is a shortage of operators for service aboard ship. 
The establishment of a Temporary Limited Radiotele-
graph Second-Class Operator License (TLT) is in recog-
nition of the present shortage of qualified radio opera-
tors for service aboard ships of United States registry.'" 

Mr. Phelps concluded his letter as follows: 

"There is also in effect at the present time a rule 
which permits renewal of these licenses at any time dur-
ing the year immediately following the expiration date 
of the license. Of course a license is not valid for use 
beyond the expiration date." 

If any personnel have any further questions on this subject, we 
suggest that they contact the Engineer-In-Charge, at their nearest 
FCC office. 
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ZetterJ to the editor   
Our BULLETIN circulation has now 

reached almost 6000, and is increasing 
at a very rapid rate. However, if the 
comments in the letters quoted below 
indicate a general field practice, then 
our readership is actually much greater 
than 6000, because of the sharing of 
each BULLETIN copy by many per-
sons not yet on our mailing list. We 
wish to thank each reader who has been 
sharing his copies, for this extension of 
our circulation. 

In the November, 1951 BULLETIN, 
in this column, we very carelessly listed 
Daniel Campbell as "Supervisor, Ground 
Forces, Tokyo Office," and L. A. An-
drews as "Supervisor, Air Forces, Tokyo 
Office." Needless to say. these were 
rather overwhelming titles we gave these 
two men, who should have been listed 
as "Philco Supervisor, Ground Forces. 
Tokyo Office," and "Philco Super% 
Pacific Operations," respectively. We 
trust that the Services involved will 
accept the apologies of an embarrassed 
and contrite editorial staff. 

The following are typical of the letters 
we are currently receiving. 
"I want to offer a bouquet for the fine ma-

terial appearing in the Tech Rep Division 
BULLETIN. Several articles have proved 
very timely, and were gratefully received by 
myself and many of the airmen I am working 
with. Each copy of my BULLETIN passes 
through many hands before I finally place it 
in my files." 

Richard Rembert 
Philco Field Engineer 
APO 863. c, 0 PM 
New York, N. Y. 

• 
"For the past few months, my copy of the 

Pharr) TechRep Division BULLETIN has 
been moring from hand to hand so fast that 
I either lose track of it, or it is worn out. 
As a cure for this, I am airing you a list of 
names to be put on the mailing list. .411 the 
men here who read the BULLETIN like it 
very much." 

Jerry Townsend 
Philco Field Engineer 
Camp Cooke. Calif. 

"Congratulations to the BULLETIN staff 
for their 1951 effort. The supervisory per-
sonnel of this office consider it an excellent 
technical publication, which will continue to 
grow in popularity among the military per-
sonnel as well as our own l'hilco family. 
Our best wishes for the continued success of 
the BULLETIN during 1952." 

Edwin 0. Tarleton 
Philco Supervisor 
Atlantic Operations 

• 

"If 'hilt. in the Pacific area, I had the good 
fortune of obtaining and reading your 
monthly publication, the Philco Tech Rep 
Division BULLETIN. I found this booklet 
well planned and full of useful information. 
If at all possible, I would appreciate being 
placed on your mailing list." 

Walter A. Ciaseive 
General Electric Com-
pany Representative 
ComSery Ron 3 

• 
"I hare read with great interest several 

issues of the Philco TechRep Division BUL-
LETIN. In each copy I have found informa-
tion that has been helpful in my work in the 
Electronics Dirision of the Bureau of Ships?' 

Mr. Fred Chapman 
Bureau of Ships 
Washington. D. C. 

• 
"I feel that the Philco TechRep Division 

BULLETIN would prove very helpful to me 
in the research, development, and menu/tic, 
titre of Aircraft Accessories, which this com-
pany is performing for the I. S. Air 
Forces. . . 

Mr. D. M. Ryan 
Ryan Industries, Inc. 
Detroit, Michigan 

• 
"Inclosed you will find no' solution to the 

'What's Your Answer?' appearing in the 
November. 1951 edition of the BULLETIN. 

"All here with the Signal Corps are in-
terested in the BULLETIN and enter into 
some very interesting discussions on the 
problems you publish. We would like more 
articles dealing with Signal Corps equip-
ment. 

"I have enjoyed working each problem 
that has appeared in the BULLETIN, and 
hope to see many more." 

Will DuVall 
Philco Field Engineer 
Camp Carson, Col. 
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NEW SERIES OF ARTICLES ON TRANSISTORS 

By John E. Remich, Manager, Technical Department 

One of the most significant advances made in elec-

tronics in recent times has been the series of discoveries 
which led to the development of the transistor. Since 

the initial announcement, in 1948, that practical crystal 

amplifiers had been produced, tremendous advances 

have been made in the field of solid-state (or transistor) 

electronics. 

In view of these facts, and because of the interest 
shown in the subject, we have planned a series of arti-

cles which will bring BULLETIN readers up to date in 

terms of modern solid-state theory. The first article in the 

series appears on page 11 of this issue. 

In conformity with our BULLETIN policy of publishing 

information of value to the maximum number of our 

readers, we have asked the writer to provide an explana-

tion of transistor theory in terms which can be easily 
understood by all levels of electronics engineers and 

technicians. We believe he has been highly successful. 

Certain of our readers may, at first glance, view the 

information in this introductory article of the series as 
delving too deeply into basic atomic theory. However, 

we have examined a considerable quantity of published 

information on transistor theory, hole conduction, surface-
state theory, and other related phenomena, and have 

found that most of the available data presupposes an 

extensive knowledge of solid-state physics. Therefore, we 
feel that the fundamental approach to this subject is not 

only desirable, but absolutely necessary, if a thorough 
understanding of the later articles in this series is to be 

attained by a large percentage of our readers. 



INTERCARRIER 
TELEVISION SYSTEMS 

By Gail W. Woodward 
Ng Technical Staff 

t practical discussion of the theory and adjustment of 
interearrier-I ype television receivers. 

(Editor's  ale: A great man) requests for 
television orioles have been received from 
the field. We have, therefore, arranged for 
a series of articles covering recent develop-
ments in television. While a number ol de-
velopments which have found field use are 
considered to be controversial, we will at-
tempt to give a factual, unbiased account 
of the functioning of the circuits involved, 
and we would like to entphasize that a dis-
cussion does not constitute an endorsement. 
These articles will not include basic TV 
theory, since there are many excellent text 
books available which cover this phase of 
the subject, and since most of our readers 
already are relatively familiar with basic 
TI' principles. This first article in the series 
will be followed by others at frequent 
intervals.) 

TUE INTERCARRIER-BEAT method of tele-
% ision sound detection has now been in 
use for several years, and most manufac-
turer's have receivers in the field using 
the system; in fact, at the end of 1950 
almost three-quarters of all the TV re-
ceivers produced were of the intercarrier 
type. It was unfortunate that the earliest 
approach to this system was based upon 
the fact that fewer stages are required 
when intercarrier is used, as compared 
to those required for split-sound i-f sys-
tems. Since a reduction in the number of 
stages is very desirable, in terms of cost, 
this feature was thoroughly exploited in 
low-cost sets; so much so, that many 
people began to associate intercarrier 
with low cost, and lost sight of the other 
benefits of the system. Simply stated, 
these benefits are: The circuit is rela-
tively free from microphonics intro-
duced by the local oscillator; local-
oscillator tuning is less critical because 
sound i.f. is determined at the transmit-
ter; local-oscillator stability is also less 
critical; and the sound level is nearly 
con,tant for all stations. 

While it is true that use of intercarrier 
makes possible a reduction in the number 
of stages in a receiver, the other advan-
tages of the system can be realized only 
when the same care in design is used 
that has been given to split-sound sys-
tems. The advantages thus obtained are 
of great benefit, particularly to the con-
sumer. In view of this, it seems probable 
that more and more intercarrier sets will 
find their way into the field. 

INTERCARRIER ACTION 

Figure 1 shows a block diagram of a 
typical intercarrier receiver. The tuner, 
i-f amplifier, detector, and video ampli-
fier are relatively conventional, and are 
similar to the components of a standard 
video channel. For the purpose of ex-
planation. assume a-video il. of 26.6 me.; 
conversion of the sound carrier will then 
produce a sound i.f. of 22.1 me. If the in-
dicated i-f amplifier is sufficiently broad-
banded, both signals appear at the de-i i 

1 tector. The 26.6-mc. signal is detected. 
the video modulation is recovered, and, 
in the detection process. the 22.1-mc. sig- ----
nal beats against the 26.6-me, signal.  . 
producing a frequency-modulated 4.5-me. 
beat-note. This beat note contains all. the 
modulation components present in the 
sound carrier, and a conventional FM de-
tector and audio system will recover the 
audio intelligence. 

TRAP ACTION 
The 4.5-me. trap shown in the block 

diagram has two important functions: 
first. it prevents sound signals from ap-
pearing at the picture tube; second, the 
trap acts as a tuned input to the amplifier 
which feeds the sound detector. Figures 
2 and 3 show two types of trap circuits 
which have found wide use. 
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Figure I. Block Diagram of a Typical Intercarrier Television Receiver 

Figure 2 shows what is called a shunt-
rejection sound trap. LI, -Lo, Ck, and C.. 
form a slug-tuned transformer which is 
designed to resonate at 4.5 me. Since the 
primal-% circuit i I..1 and C1 ) is in series 
with the video-amplifier plate load. L 
Parallel-rejection trap action is obtainec 
Tirits.-the action of 1,1 and C1 is to pre 1 
vent sound signals. present at the video- 1 
amplifier• plate. from reaching the pie/ i 
lure tube. 
In addition. 1)% transformer action, the 

Isound signal is coupled to the trans  ...(-- 
former secondary circuit I L., and C...). I 

Figure 2. Shunt-Rejection Type of Sound 
Trap 

where the sound signal appears as a 4.5-
Inc. voltage-across C... The signal is then 
coupled to the grid of the sound amplifier 
by means of C ::.  111  provides grid-leak 
bias, in conjunction with C::. and thereby 
enables the sound amplifier to function 
as a grid-leak type of limiter. Limiter 
action is verb important in removing any 
video signals from the sound channel. 
because video signals contain two, major. 
recurrent components, horizontal and 
vertical sync pulses. the latter of whicl 
would cause a -very annoying 60-cycle 
buzz if present in the sound channel. 0 
course. a 15,750-cycle signal would also 
be present; but few persons can hear fre-
quencies this high. even if the speaker 
could reproduce them. The limiter action )... 
is effective because the video signal is 
amplitude-modulated, and therefore lim-
ited, but the sound signal is frequency-
modulated. and therefore the modulation 
is not affected hy, limiting. 

A series-acceptor type of trap is shown 
in figure 3. C1 and LI form a series-
resonant circuit which is tuned to 4.5 
me. Since the series circuit has low im-
pedance at resonance. signals at this fre-
quenc are by-passed to ground. How-

5 
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Figure 3. Series-Acceptor Type of Sound 
Trap 

ever, L1 will develop a fairly large 
resonant voltage, part of which is coupled 
to the sound amplifier.  If the sound 
amplifier were connected at the top of 
LI, the tube's input capacitance would 
cause L1 to appear as part of a parallel. 
resonance circuit at some relatively low 
frequency.) 
Figure 4 shows a frequency-response 

curve which is used to explain the action 
of intercarrier-type receivers. This curve 
is different from that encountered during 
the sweep-generator-oscilloscope method 
of alignment, because it represents the 
combined response of the r-f, i-f, and 
video sections of the receiver, and cannot 
be displayed by standard methods. This 
curve is shown to illustrate the effect of 
the video circuits. The dotted line shows 
how the over-all response would look if 
it were not for the video-amplifier trap 
circuit. Inclusion of the trap causes the 
curve to dip at the sound-carrier point; 
the resultant curve is shown by the solid 
line. Two things occur: the sound-carrier 
portion of the curve is reduced in terms 
of response, and the curve is flattened 
about the sound carrier. Since the sound 
carrier is frequency-modulated, sound 
signals cause the carrier to slide back 
and forth along the flat portion of the 
response curve. It is apparent that no 
changes in voltage result from sound-
carrier modulation, and. since the picture 
tube responds only to voltage changes. 
no sound-modulation energy appears in 

the picture. To cause perfect flattening 
of the response curve, the trap should be 
slightly detuned from 4.3 inc., but it is 
standard practice to use a precise 4.5-inc. 
adjustment to simplify tuning procedures. 
It is found that this practice does not 
introduce too great a slope in the sound 
portion of the curve. 

The sound-carrier amplitude level on 
the response curve is made 5% or less 
for a very definite reason. It is well 
known that in heterodyning, the beat-
note amplitude is a direct function of the 
weaker of the two signals which pro-
duced the beat. If the sound signal is 
made very weak with respect to the video 
signal. the amplitude of the intercarrier 
beat %% ill be controlled by the sound 
carrier, and the large amplitude changes 
present in the video signal will have only 
a very slight effect upon the amplitude 
of the beat-frequency signal; thus, the re-
quirements of the limiter are not exact-
ing. In summary, it could be said that 
it is imperative that the sound carrier be 
weaker than the picture carrier at the 
sound take-off point, and that the weaker 
the sound carrier is made, the less will 
be the effect of video in the sound chan-
nel I buzz). However, the more the sound 
carrier is reduced, the greater the gain 
required to obtain the desired sound 

Figure 4. Over-all Response Curve for a 
Typical Intercarrier Receiver. Showing the 

Action of the Sound Trap 
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level. ( Around 1" ; to 5' ; appears to be 
optimum, in terms of freedom from buzz 
and gain requirements. 

I-F AMPLIFIER CHARACTERISTICS 

It has been found that the use of inter-
carrier principles simplifies the i-f sys-
tem. This does not mean that careless 
design can be tolerated, but that the 
intercarrier i-f amplifier is a relatiyek 
simple s \ stein. In split-sound i-f systems 
it is standard practice to completely trap 
out sound-frequency signals. Some de-
signs have incorporated as many as three 
traps for sound i-f signals alone, not to 
mention the adjacent-channel traps. Fig-
ure 5 shims a typical i-f system used in 
a relatively complex intercarrier receiver. 
Notice that the two traps are required, to 
obtain the SN. in met r ica I band-pass curve 
hich is slim n in figure 6. Actually 
only one trap NV mild be required, at the 
sound-carrier end of the response curve. 
if s% mmetn in the response curve were 
of no. concern. However, symmetry is 
desirable from the standpoint of the local-
oscillator design. In a conventional re-
ceiver. the local-oscillator frequency 

TO 
AF 
AWL 

Figure 6.  Response Curre for Circuit 
SI  'n in Figure 5 

must be above the r-f signal frequency 
for all channels. or below the r-f signal 
frequency for all channels, by the amount 
of the intermediate frequency (the for-
mer is standard practice). With a sym-
metrical intercarrier i-f response. the 
local-oscillator frequency for any chan-
nel can be either above or below the 
r-f signal frequency. This is because the 
sound signal is separated from the video 
signal aller detection. With the present 
TV channels, the local oscillator (in the 

SOUND 
DETECTOR  4514C  

I 

91-

MIXER  1ST IF  2ND IF 

61 27. SM  

il '  k• TtEr 
I 

T AGC  +  AGC 

B+ 

LIMITER 
VIDEO 
AMPL 

45 MC. 
TRAP 

7 

SRD IF 

TO PICTURE 
TUBE 

9+ 

Figure 5. Typical I-F Amplifier Suitable for Intercarrier Operat 



intercarrier receiver ) is operated on the 
high side for the low channels i 2 through 
, and on the low side for the high 

channels 17 through 13). This feature 
has been used in many sets, in order to 
simplify local-oscillator design, but mod-
ern developments have overcome most 
of the earlier local-oscillator problems. 
Therefore, later sets have incorporated 
an overall response curve which provides 
optimum picture detail, and the local 
oscillator is operated on the "high side" 
of the r-f signal, on all channels. 

In addition to band-pass requirements, 
it is very important that overloading be 
avoided in the video or i-f system. If an 
i-f amplifier tube is driven beyond cut-
off, the video carrier is interrupted dur-
ing the period of cutoff. Since the sound 
signal is produced by beating the sound 
i.f. against the video i.f.. the loss of either 
carrier results in a loss of sound signal. 
Since this would most likely occur dur-
ing sync, the 60-cycle buzz would result. 
This difficulty can be minimized by care-
ful design of the i-f and a-g-c systems, 
and by using the detector stage as the 
sound take-off point I see dotted line in 
figure 11. The latter measure also sim-
plifies \ ideo-amplifier design. However. 

if sound is removed at the detector, the 
gain of the sound amplifier must be in-
creased by a factor equal to the video-
amplifier gain. 

Detector sound take-off is represented 
in the system shown in figure 7 (this 
is the system used in most Philco inter-
carrier-type receivers'). Here, the i-f and 
r-f circuits are adjusted to provide the 
required sound-to-video amplitude ratio. 
Since the sound signals represent a 4.5-
inc. carrier after detection, the detector 
peaking circuit contains sound enerp 
i the peaking circuits are mainly respon-
sible for the gain of the video system 
at 4.5-mc.). An extra stage of amplifi-
cation builds the sound signal up to an 
amplitude sufficient for effective limiting. 
The output of this stage drives a con-
ventional limiter and ratio detector. The 
video amplifier contains a separate trap 
which serves onl to remove sound sig-
nals from the picture. 

ALI GN MENT OF A 

TYPICAL INTERCARRIER RECEIVER 

Intercarrier alignment is quit(' -.imply 
in comparison to split-sound-system 
alignment, and precise frequency con-
trol is not nearly so important.. The i-f 
system is aligned in the conventional 

FROM LAST 
I-F 

AMPLIFIER 
TO VIDEO 

1  AMPLIFIER 

Pr VIDEO 
!DETECTOR 
•-

11' 

SOUND 
AMPLIFIER 

8+ 

120K 

ISO 

1500 

SOUND AMPLIFIER 
AND LIMITER 

8+ 

SOUND DETECTOR 

1500 T 2000 T 

TO AUDIO 
AMPLIFIER 

Figure 7. Sound-Detect   System. Using the Video Detector as a Take-Off Point 



manner, using a sweep generator, a 
scope. and a marker generator. Th, re-
sponse curve specified 1) the manufac-
turer should be obtained, with particular 
emphasis being given to the response at 
the sound end of the curve this is the 
point discussed as being less than 5'; 
max. 1. The audio section can be aligned 
either before or after the i-f section. but 
the latter is more desirable because the 
audio alignment will not cause any 
change in i-f alignment. 

For a Li d i I I alignment. it is necessary to 
ha % e a sensitive voltmeter and a 4.5-mc_ 
signal modulation is not necessary. but 
can be used). This signal can be ob-
tained from an accurately calibrated sig-
nal generator, but it is generally easier 
to use the signal from a TV station. 
( These stations are required by the FCC 
to maintain an accuracy of .005'; . for 
carrier separation.) The carrier fre-
quency used is not important during 
alignment, since the sound system re-
sponds to the intercarrier beat. A weak 
signal should be chosen. so that the 
limiter is not driven too far into satura-
tion: however, if a weak signal is not 
available it is fairly easy to attenuate 
the r-f input to a satisfactory level (this 
is most conveniently done by detuning 
the fine-tuner adjustment t. ITsing figure 
5 to indicate the connection points for 
alignment, proceed as follows: 

1. Connect voltmeter from point A to 
ground. 

2. Tune trap I primary and second-
dam  and discriminator primary for 
in  voltmeter reading. 

3. Connect voltmeter from point 13 to 
ground. 
-I. Tune discriminator secondan for 
oltmeter reading. i This adjustment 

should be capable of causing the volt-
meter to swing either positive or nega-
tke: hence. a zero-center scale is de-
sirahle. 
1s an alternative. the 4.5-inc_ trap can 

be tuned b% adjusting the trap circuit 
priman  for minimum 4.3-inc. signal 

GAIL W. WOOD WARD needs no 
introduction ii real lers of previous 
issues of the BULLETIN, since We 
have already published several of his 
articles, including "S"-Band Propa-
gation, High-Frequency Power Meas-
urement, and Miermeare Ware Guides 
and Components. 
Mr. V)  !ward was horn in Salina. 

Kansas. on September 4, 1922.  Iii 
became interested in electronics as a 
hobby, in high scl  I. and has been 
active in this field contin tttttt sly since 
that time. 
While serving with the Nav y (hir-

ing the recent War, he attended a 
 her of electron is  8111001S,  in-
cluding NATTC, in Corpus Christi. 
Texas.  Following  graduation from 
NATTC, lie remained there as an in-
structor in Radar F  lamentals, Test-
ing Techniques. and Rudiments of 
Nlaintenance. Ile was i,uii of a selected 
group of instructors eliosen for spe-
cial training in S-11-1: Test Techniques, 
at Massachusetts I eisiittlie of Tech-
nology. 
Following his Navy service, lie spent 

two years in radio and tele\ IS W I 
servicing, and three years  a tele-
visi tt instructor with Radio Televi-
•  Institute (Philadelphia, Pa.), lie-
fore joining the Philco Tech Rep Di-
vision as a technical writer in the 
Technical Publirations Ihpartment. 
After completing a major portion Of 

the writing on the recently released 
Phileo Training Mauna! on "Radar 
System 'Measurements.- and a portion 
of the manual on  Nficrowave 
Radio  IifIlip1114.111 I I :1.11-6)." hi-
joined the Ill 1.I.ETIN staff as a tech-
nical editor and writer in the Tech-
nical  Informati ))))  Section  of  the 
Technical Departim•iit. 
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at the video-amplifier output. Also, it 
should be pointed out that the sound 
system can be tuned by the "sweep gener-
ator. scope, and marker" method, but 
the above method is quite satisfactory 
and far easier. 

A very helpful field expedient for cor-
recting excessive intercarrier buzz is 
simply to adjust the trap and discrimina-
tor secondary for minimum buzz. How-
ever, this is recommended only if a 
voltmeter is not available. 

Some receivers use a discriminator 
circuit similar to the one shown in 
figure 8, in which case the alignment 
method given above is not applicable be-
cause of the unbalance to ground. When 
this circuit is being adjusted, connect two 
equal-valued resistors of about 100,000 
ohms across the load circuit, as indi-
cated by the (lotted lines. The exact re-
sistor value is not critical, but the re-
sistance of the two must be equal. The 
above procedure can now be used if the 
voltmeter is connected to point C instead 
of to ground, in step 3. 

CONCLUSION 

Since the advantages of intercarrier 
have been previously stated, it is only 
fair to point out the shortcomings which 
have so far been discussed only by im-
plication. The most annoying objection 
is the intercarrier buzz which results 
from over-modulation of the picture car-
rier. This effect sounds very much like 
poor i-f design or misalignment, but 
quite often it originates at the station. 
Fortunately. this trouble appears most 

Figure R. Typical Unbalanced Ratio De 
teeter, Showing Balancing ResistorN for 

Alignment 

often during commercials ( for reasons 
probably known only to sponsors) - Obvi-
ously, receiver design cannot correct this 
fault, but as transmissions improve (as 
they have done and will continue to do), 
overmodulation becomes a less-frequent 
occurrence. Another disadvantage lies 
in the fact that if the picture carrier is 
disrupted, sound is also lost, and the 
station announcement that there is a 
temporary failure remains unheard. At 
worst, this can cause a working set to be 
pronounced dead by the owner. Lastly, 
when a customer has once owned a well. 
designed intercarrier set, it will be quite 
difficult to sell him a split-sound receiver. 
Intercarrier television sound has, in 

field service, proved to be a very stable 
system. If properly engineered, it can 
greatly improve the characteristics of a 
receiver, and, from a maintenance stand-
point, is easier to adjust and service than 
older systems. 

10 



Introduction To 
TRANSISTOR ELECTRONICS 

Part IA 
The Quantum and Electron in Solids (The Atomic View) 

By John Buchanan 
Technical Publications Dept. 

The first article of a new series discussing the entire sub-
ject of transistor electronics. This article deals with basic 
atomic theory and modern theoretical advances )) hich 
must lw understood in order to master transistor theorv. 

(Editor's Artie: For f tallier informa-
tion regarding this series of articles. see 
the editorial on page 3 of this issue.) 

IN 1918,-- the invention of the tran-
sistor, a crystal triode amplifier of the 
type shown in figure 1, was announced 
jointly by J. Bardeen and W. H. Brat-
tain, of the Bell Telephone Laboratories. 
Today, though it is still in the develop-
mental stage, the transistor seems des-
tined for an increasingly prominent role 
in shaping the future of electronics. Its 
operating characteristics are such that it 
will someday displace both vacuum and 
gas-discharge tubes in many low-power 
circuits; its use promises improved oper-
ating efficiencies, and economy in space 
as well as in initial cost (see figure 2). 
Unfortunately, from the electronic tech-
nician's point of view, basic transistor 
theory is not the usual extension of the 
ordinary circuit concepts based upon 
conduction by freely moving electrons. 

Figure 1. Cutaway View of a Transistor 

In fact, a completel) opposite picture 
must be formed — that of conduction 
by "bound holes." where electrons, or 
rather electron energ) states, are miss-
ing. The existence of the electron hole 
was not discovered directly by experi-
ment, as was the case with the electron 
itself, but is an abstract concept first 
derived from the wave equations of 
quantum mechanics. However, it is not 
necessary to clutter one's mind with 
complex equations. to gain a working 
understanding of hole conduction, the 
electron hole itself invites a looking into. 
Sufficient background knowledge will be 
presented in the following paragraphs, 
to aid in clarifying the concepts which 
are essential to an understanding of the 
subject, and to prevent the new termin-
ology from sounding like so much abra-
cadabra for drawing the transi•-t,ir out 
of a hat. 

TWO WAYS OF LOOKING AT SOLIDS 

Transistor electronics is essentially an 
applied branch of the modern, or elec-
tronic, theory of solids. From an elec-
tronic point of view, solids are divided 
into three general classes: metals, or 
conductors, semiconductors, and insulat-
ors. At the present time there is no one 
theory that explains all the phenomena 
that have been observed in these three 
classes of solids. In fact, there are some 
observed effects that cannot be explained 
satisfactorily by any of the theories: 
an example is the superconductivity of 
certain elements and alloys whereby all 
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Figure 2. Schematic Diagram of a Transistor-Amplifier Circuit 

4 I  resistance abruptly vanishes as the tem-
perature nears absolute zero. There are, 

I  however, two general theories which are 
fairly well established, and from which 
it is possible to derive satisfactory ex-
planations of the electronic behavior of 
different solids. One is the atomic, or 
nuclear, theory, and the other is the 
free-electron theory. (The atomic theory assumes  that all 
the electrons are more  or  less  boun d in 
a series of concen tric shells aroun d 
atomic nuclei, with conduc ting  elec trons  
momentarily liberated by thermal vibra-
tions. The free-electron theory, on the 
other hand, considers that none of the 
electrons in the outer shells are bound 1 j 
to definite atoms, but that they are  free  j1 
to move about the en tire so lid body. 
The word "free" here, however, does 
not necessarily mean "free to conduct"; 
it simply means "not bound to a par-
ticular atom or group of atoms." The 
atomic theory serves very well to ex-
plain insulators, but cannot be used to 
account for the high conductivity o 
metals; whereas, the free-electron theory 
accounts for metallic conduction, but 
fails to predict the low conductivity of 
certain insulators in which many elec-
trons are known to be in an excited 
state. 

The electronic technician is accus-
tomed to the atomic view: to visualizing 

electrons as momentarily free to move 
short distances along a conductor before 
being recaptured. Such a picture is also 
important in the understanding of semi-
conductors: however, it is the all-or-
none, free-electron concept that best ex-
plains the fine print of semiconductor 
behavior, and it was a concern for such 
things as the nature of the free electron, 
the effects of surface states, potential 
barriers, and the like that led to the de-
velopment of the transistor. 

While the atomic theory deals with 
electrons as discrete particles, the free-
electron theory is more concerned with 
electrons as waves. The solid is treated 
as something of a cavity resonator, with 
a fixed lattice of positively charged 
holes into which an extremely dense 
electron gas has been injected. Both 
theories, however, take into account 
these three factors: the quantum. the 
electron spin, and the Pauli exclusion 
principle. We shall first discuss these 
concepts as they are set forth in the 
atomic theory, and then. more or less 
by analogy. apply them to the free-elec-
tron theory. 

THE DISCOVERY OF THE QUANTUM 

The word "quantum" is synonymous 
with the word "particle." Usually. how-
ever, the word "particle" implies bits 
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of matter, whereas the word "quantum 
is used for bits of any physical prop-
erty — energy, momentum, magnetisn 
etc., as well as mass. The quantum was 
"discovered" by Planck about 1900. 
One of the problems of the physicist 
in those days was to find an equation 
which would explain thermal radiation 
from an ideal black body. The emission 
per square centimeter from such a body 
was assumed to be equivalent to the 
emission per square centimeter from a 
small hole in the wall of a cavity reson-
ator. It was further assumed that within 
the cavity the electromagnetic energy 
was distributed at random among the 
standing waves of all possible harmonics 
of the resonant frequency. At the lower 
frequencies the mathematics of such a 
system agreed very well with the ob-
served radiation; however, it could be 
seen intuitively that the number of 
standing waves would increase without 
limit unless some bounds were put on 
the number of harmonics that could be 
present. Consequently, this concept at-
tributed to the shorter waves a greater 
share of the total radiation than they. 
were known to have. This led the pins-
icists of that time to coin the phrase 
"the violet catastrophe," since the radia-
tion equation indicated that all bodies 
in the universe would dissipate their 
thermal energy in a burst of violet and 
ultraviolet radiation. 

It was Planck who introduced a limit-
ing factor in the radiation formula. 
This involved the assumption that a 
body must radiate and absorb electro-
magnetic energy in discrete bundles, or 
quanta. that are related to the frequency 
by the formula 

E =_- hf 

"----where E is the quantum of energy ab-
sorbed or radiated, f is the frequency, 

—  and h is Planck's constant of propor-
tionality. To make the formulas agree 
with experimental results, h has been. 
given the value of 6.52 x 10-27  erg-se. . 

THE QUANTUM BEGETS THE PHOTON 

The real meaning of Planck's con-
stant is still not clearly understood, and 
in the beginning it was considered little 
more than a mathematical formality to 
force the right answer out of an equa-
1 tion. Planck himself spent much time 
4 trying to iron out the pleats in energy. 
Then, in 1905, the constant h assumed 
a new significance when Einstein intro-
duced his photon theory to explain the 
photoelectric effect. Where Planck had 
understood the formula E = hf to rep-
resent the energy of radiation absorbed 
or emitted, Einstein declared it to be 
the energy of a compact particle of light. 
This particle, which was soon afterward 
named the photon, is variously pictured 
as a minute package of waves or as a 
kind of pulsing particle, its exact phys-
ical nature being as yet uncertain. Ac-
cording to Planck's original idea an 
emitting body was analogous to a singer 
who exhaled the same amount of air for 
each note, the energy and pitch of each 
emission being proportional to the lung 
capacity and the rate at which the air 
was expelled. The photon analogy goes 
a step farther by requiring that the vi-
brating air be propelled forth in bubbles. 

Experiments Yvith photoelectric sub-
stances show that when light impinges 
on such materials the maximum amount f  
of energy that can possibly be absorbed 
by an electron remains constant as long 
as the wavelength of the light remains 
constant. Increasing the intensity of the 
light increases the number of electrons  I 
energized, but it does not increase the 
energy per electron. The photon was -7, 
invented to explain how light intensity ( I 
could increase without an increase in 7 
the amplitude of the light waves. A 
greater intensity simply means a greater 
number of photons per unit of time, 
each with a quantum of energy, the 
magnitude of which depends only upon 
frequency. (The same concepts may be 
applied to radio waves; however, there 
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is little practical value in such an ap-
proach.  1 The existence of photons has 
been substantiated, in later experiments, 
by photographing the tracks resulting 
from collisions with other particles. Fig-
ure 3 illustrates the Compton effect, 
which is observable when a high-energy 
photon collides with an electron. The 
photon loses part of its energy to the 
electron, bounces off like a billiard ball, 
and assumes a lower frequency cor-
responding to its remaining energy. 

The discovery of the photon led nat-
urally to an investigation of how it was 
produced. Without waiting to tidy up 
the field that was left in dis,order after 
its battle with the strongly entrenched 
wave theory, the quantum was now to 
advance on the atom and subdue the 
electron. It was this campaign against 
the electron that gave rise to the new 
quantum mechanics. Whereas the pro-
ponents of the older, or "classical," 
physics believed that matter consisted 
of discrete particles or atoms, and be-
lieved that the particles could assume 
a continuous range of values in their 
states of motion, the quantum has now 
overthrown this concept. The new me-
chanics atomizes everything — not only 

matter itself, but all the actions in nh irli 
matter takes part. 

THE QUANTUM LASSOES THE ELECTRON 

Suppose we take another look at the 
quantum equation for radiation. Per-
haps we ma) find at least a vague sug-
gestion of the meaning of Planck's 
constant. 
By rearranging: h = E/f 
Since, f = cycles per unit time 
Then, 1/f = time per cycle 
Thus, h = E/f = energy X time per 

cycle 
But, energy (E) = force X distance 
And, force = mass X acceleration 
Thus, h = (mass X acceleration X 

distance X time) per cycle 
Also: acceleration X time = velocity 
And, mass X velocity = momentum 
Then, h = (momentum X distance) 

per cycle 
Could Planck's constant, by any 

chance, mean that the momentum of a 
particle in cyclic motion multiplied by 
the distance it travels in one cycle is a 
quantity, representing some sort of 
action, that is an integral multiple of h? 
Bohr, in 1913, thought it worth a try 
in his model of the hydrogen atom. He 
designed an atom with a small positive 

E1 • INITIAL ENERGY OF PHOTON 
E2 • ENERGY OF PHOTON AFTER COLLISION 

E • ENERGY OF ELECTRON GAINED FROM IMPACT 

f • INITIAL FREOUENCY OF PHOTON 

f 2 • FINAL FREQUENCY OF PHOTON 

N • PLANCK  CONSTANT 

m • MASS OF ELECTRON 

V • VELOCITY OF ELECTRON 

X-RAY PHOTON 
wo - COLLISION WITH ELECTRON 

r •_At 

co 
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Figure 3. The Compton Effect (The observed path of an X-ray photon be f m 4'  (III( 

after collision with an electron.) 
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nucicus and a single planetary electron. 

\ He decided that the momentum of the 

electron must be such that the centrip-

etal force exerted by the positive nu-
cleus exactly balances the centrifugal 

I force of revolution. That was the first 

requirement. A second requirement was 

that the numerical value of the electron 
momentum multiplied by the circum-

ference of the electron orbit (distance 

per cycle) must be some integral mul-
tiple of h. The condition was such that: 

(27r) (mv) = nh, 

here r is the radius of the orbit, m is 

the mass of the electron, v is its velocity, 
and n. the quantum number, is any in-
teger (1, 2, 3. etc.).  This, combined 

with the condition that the centrifugal 

force and nuclear attraction balance, 
permitted only certain circular orbits — 
one for each quantum number. Con-
sequently, the electron could assume 
only certain energy levels; that is, the 
total electron energy (kinetic and poten-
tial) for each orbit had to be a distinct, 

fixed value. The lowest energy level 
occurred in the orbit nearest the nucleus, 
and the higher, or excited, energy states 
occurred in orbits of greater radii. How-
ever, the differences in energy levrei; 
between orbits became smaller and 
smaller as the distance from the nucleus 
increased, and approached zero, for all 
practical purposes, at large radii. 

1 

Now Bohr supposed that when an 
electron jumped from an outer orbit to 
an inner orbit, a photon would be , 
emitted; and that a photon would be 
absorbed when the process was re-
versed. If this were true. then the fre-
quency of the photon should obey the 
equation f = E/h, where E is the dif-
ference in the energy levels. It had long 
been known that each element had its 
own trademark in the frequency spec. 
trum, radiating only certain frequencies 
when thermally excited, and under othe 
conditions, absorbing the same frequent 
cies. When the frequencies predicted 
for Bohr's atom (figure 4) were com-
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pared with those already observed for 
hydrogen, an amazingly close agree-
ment was found. However, to account 
for all the observed frequencies, ellip-
tical as well as circular orbits have since 
been permitted, and these. in turn. are 

ULTRAVIOLET GROUPS 

allowed to be oriented only at certain 
azimuthal angles relative to the circular 
orbits, each orientation being considered 
a separate orbit. The energy levels of 
these additional orbits, however, are 
essentiallv the same as those of the ()rig-

n•2 

I2V  
n.3 

12 .7V 

n • 4 

I3V 

I,. 5 

I3.2V 

n. 6 

13.53V 

VISIBLE SPECTRUM GROUPS 

NUCLEUS 

INFRARED GROUPS 

Figure 4. The First Six Rohr Orbits for a Hydrogen Atom. Showing Quantum Jumps 
Which Give Rise to Different Radiation Groups (Note that each of the first five orbits 
determines a separate spectral series. The energy per unit charge of the levels is 
represented in volts, with the first orbit as the zero reference. The level indicated for 
the condition where n approaches infinity also equals the ionizat   potential required 
to cause an electron to more from the lowest orbit completely out of the atom.) 
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Mal circular orbits having the same 
principal" quantum numbers. 

ANOTHER QUANTUM OFFSPRING — 
THE ELECTRON SPIN 

In spite of Ids remarkable success 
ith the hydrogen atom. his method be-
came much too complex for accurate 
calculation when more than one elec-
tron was involved. Nevertheless, this 
general scheme was to be applied in 
designing atomic models for all the 

grees of freedom already quantized — 
those determining the size, the shape. 
and the angular position of an orbit— 
were still not sufficient to explain all the 
photon radiations that could be observed 
when hydrogen atoms were excited 
while in a strong magnetic field.  
necessary to give the electron a fourtl 
degree of freedom — that of rotatiomj 
about its axis. Just as the earth rotates 
about its axis while at the same time 
revolving around the sun, so it was 
assumed that the electron spins like a 
top while following a planetary orbit. 
When the electron spin was introduced. 
it also was quantized, being permitted 
an angular momentum exactly one-half 
of that already attributed to the smallest 
planetary orbit. This value was an irri-
tating necessity, for the original atomic 
model suggested that the smallest angu-
lar momentum possible was that found 
in the smallest orbit, and now it m as 
necessary to face a value one-half as 
great. However, in return for what was 
lost by having to split an "atom" of 
angular momentum, even more was 
gained, because the electron spin pre-
served and strengthened the concept of 
an "atom" of magnetism. 

* Tun additional quantum n ii in hers have been 
introduced to identify the shape and angular 
position of an orbit. The original quantum 
number, n. which equals the multiples of h 
per orbit, is now called the principal quantum 
number. 

AND STILL ANOTHER —THE MAGNETON 

An electron orbit may be viewed as 
a conducting loop carrying a current 
with a value I = Q/T, where Q is the 
electron charge, and T is the time of 
one cycle. As such, the electron orbit 
is equivalent to a small magnet with a 
certain magnetic moment.  (When a 
small magnet is placed so that its poles 
are at right angles to an external mag-
netic field, the ratio of the torque exerted 
on the magnet to the external field in. other elements; but there was still the 
,tensit) defines the magnetic moment of problem of determining tile number of 
the magnet.) The magnetic moment is electrons in each orbit. The three de-
' the magnetic analogue of the electric 
charge. for the charge of a particle may 
be defined as the force per unit electric 
field intensity. Thus, just as Q = F/E 
so M = J/Ii, where Q and M are elec-
tric charge and magnetic moment, F 
and J are force and torque, and E and 
B are the external electric and magnetic 
fields, respectively. And just as the elec-
tron was discovered to be a fundamental 
unit of electric charge, computations and 
experimental observations also point to 
the existence of a fundamental unit of 
magnetic moment — the magneton.  , 
liohr's smallest electron orbit is equiva-
lent to one magneton. the next orbit to I 
two inagnetons, the third to three, and 
so on. When the electron spin was dis-
covered, this magnetic quantum held 
its ground, for the spin was found to 
equal exactly one magneton. Now, with 
the magneton. a new element enters the 
atomic picture. for balance no longer 
involves electrical charges only — an 
equilibrium also must be found between 
magnetic moments. The concept of a 
neutral atom with one planetary elec-
tron for each nuclear proton readily ex-
plains the balance between charged par-
ticles. On the other hand, the balancing 
of the magnetons is a bit more complex 
if explained quantitativeh, since vector 
quantities are involved.  Intuitively, 
however, the picture is essentially one 
of spinning and orbital inagnetons auto-
matically orienting themselves so as to 
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cancel each other's effects, thus produc- I 
ing a net magnetic moment of zero. 

Briefly, in an atom with many elec-
trons, the permissible orbits for a given 
energy level are those which enable the 
effects of the magnetic moments to can-
cel, and which, at the same time, com-
ply with the other quantum conditions. 
These orbits are characterized by the 
azimuthal orientations already men-
tioned. This does not mean that all 
atoms are magnetically neutral in the 
normal state. When a beans of atoms 
is shot from an oven through a mag-
netic field, as are electrons in the 
cathode-ray tube, deflections may occur. 
These deflections indicate that the atoms 
of a large number of elements have net 
magnetic moments. Copper. silver, and 
gold, for instance, each show moments 
equal to one magneton. The magnetons 
resulting from electron spin tend to 
solve their problem among themselves 
by teaming together in pairs, and thus 
cancelling each other's effects. This is 
accomplished by two electrons being 
paired in the same orbit and spinning 
on their axes in opposite directions. In 
the iron atom, however, there are four 
unpaired spins; and this fact, rather 
than an unbalance among the orbits 
themselves (as was once believed) is 
the cause of ferromagnetic behavior. 
The pairing of electrons is a primary 
factor in the binding together of atoms. 
An unpaired electron in one atom tends 
to seek out a mate in an adjacent atom. 
and the mutual attraction provides a 
chemical bond for holding the atoms 
together. 

THE PAULI EXCLUSION PRINCIPLE 

/  The question now arises: how many 
— electrons can crowd into a single orbit? 

When an atom is at absolute-zero _(temperature, there are no thermal vibra-
tions to prevent the electrons from set-
\ tling to the lowest possible energy levels. 

ii this completely unexcited state of an 
tom is called its ground state. One 
might suppose that in the ground state 
all electrons would be in the orbit of 
lowest energy. That this is not so is 
accounted for by the Pauli exclusion 
principle — a concept of foremost im-
portance in the theory of conduction in 
solids. 

The Pauli exclusion principle is not 
a logical deduction from more basic 
principles. Exactly why it should be 
true is not known. Rather, it was an 
intuitive concept which Pauli presented 
because it could explain the experi-
mental facts. In its simplest terms, it 
declares that no two electrons within an 
atom can have the same four quantum 
conditions. Roughly, the first quantum 
condition determines the energy; the 
second, the shape of the orbit; the third, 
the azimuthal position; and the fourth, 
the direction of spin relative to the 
plane of the orbit. This last condition 
can have only two values, for electron. 
spin polarity must be either parallel or 
anti-parallel to the magnetic field of the 
electron orbit. It cannot be at equilib-
rium in some intermediate position. 
Now the first three quantum conditions 
define a single orbit, so the exclusion 
principle permits two electrons in each 
orbit provided that their spins are 
opposite. 

THE STRUCTURE OP THE ATOM 

It turns out that for each principal 
quantum number, n, there are n2 pos-
sible orbits. Thus, 2n2 electrons are 
permitted at each energy level. The 
result is that the planetary electrons are 
divided into a series of concentric shells 
about the nucleus. The shells are, in 
turn, divided into a number of sub-
shells, each of which represents orbits 
of a given shape. Table I indicates the 
arrangement of electrons in the first 
four shells. 
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TABLE I 

Principle Quantum 
Number 

11 

3 

4 

Total Number of 
States for Each 
Shell  2n-

18 

32 

Total Number of 
States for Each 

Subshell 

2 
6 
10 
14 

If we arranged all the known elements 
in the order of increasing atomic 
weight, we would find that the lightest 
element, h)drogen, would have one elec-
tron; the next element. helium, would 
have two electrons; and so on up the 
scale, each step being accompanied by 
the addition of one electron. Of course. 
each additional planetary electron also 
means an extra proton in the nucleus. 
plus an added neutron or two to hold 
the proton in .position. Now, in the 
.round state the electrons tend to seek 
the lowest energy levels possible, filling 
the inner shells and leaving no vacan-
cies until their numbers are too few 
to fill an outer shell. There are im-
portant exceptions to this rule, however, 
among the heavier atoms; for instance. 
no electrons will enter the third subshell 
of the number 3 quantum level unless 
there are also one or more electrons at 
the number 4 level. Isolated atoms are 
normally in their ground states. This 
is because their thermal energies at or-
dinary temperatures are much smaller 
than the differences between the levels, 
and hence are not sufficient to raise an 
electron from an inner shell to one 
farther out. We shall see that when 
atoms are very close to each other, the 
outer shells may be distorted and easily 

overcome. But even so, the inner shells 
may always be considered as filled and 
drawn tightly around the nucleus, or 
even looked upon as part of the nucleus. 
An important factor to note concerning 
the Pauli exclusion principle is that 
these lower-level electrons are completely 
immobilized, and cannot enter into con-
duction processes. nor can they absorb 
any energy less than that of a photon 
in the X-ray spectrum. On the other 
hand, the outermost electrons are per-
manently barred from the lower states, 
even at absolute-zero temperature. I 
fact. they must maintain energy states 
far in excess of the thermal energy of 
the atom itself. 

THE VALENCE ELECTRONS 

The electrical, chemical, and physical 
characteristics of an element in its nor-
mal state depend only upon the nature 
of the outer shell of its atom. The elec-
trons in this shell are called the valence 
electrons. The term "valence" refers to 
the number of chemical bonds one atom 
can make with other atoms. These bonds 
are brought about by valence electrons 
it would probably he more accurate 
to say "valence magnetons") of one 
atom seeking to pair off with those of 
other atoms. From the point of view of 
an atom, the primary purpose of ex-
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istence is to surround one's self 1% ith an 
impenetrable outer shell. Ever since the 
creation, this has been the common goal 
wherever atoms congregated.  Every 
chemical reaction or cr\ stallization is 
a mass movement to fill the outer shells 
or subshells, so that each atom involved 
may face its i‘orld from behind a solid 
barrier. Atoms with all their shells 
filled in the natural state have no need 
of chemical bonds. These are the inert 
gases that lead a lone existence. Neon, 
for example, has ten electrons — just 
sufficient to fill the second shell. Solids, 
however, are composed of atoms with 
unfilled shells in the natural state. The 
method by which the chemical bonds 
are formed and the facility with which 
the valence shells are filled determines 
a solid's conducting properties. 

VALENCE BONDS 

There are tlirce t pes of valence 
bonds: the metallic, the ionic. nd the 
covalent.  The metallic bond 'occurs 
when the outer s e is iTiiIst empty. 
The valence electrons are then relatively)--
free to pass from atom to atom. Such 
bonds exist in the metallic elements, in 
which the valence electrons are shared 
by all the atoms in the solid. This ar-
rangement leaves the electrons free to 
cond 

---( An ionic bon is formed when a me-
ta le atom combines with an atom 

%% hose outer shell is almost full. hi this 
latter type of atom the valence electrons 
are more confined, and there is a tend-
ency to fill the shell by capturing the 
less-restricted metallic electrons. This 
Iresults in a negative ion, while the metal 
\atom becomes a positive ion. The two 
ions are then held together by the elec-
trostatic attraction between opposite--
charges. Since all the valence electrons 
are bound, this type of compound in 
its pure state is an insulator. Examples 
are the metallic oxides and the salts - 
the sodium-chloride (table salt) mole-
cule is shown in figure 5. There are 
cases, however, of ionic solids that con-
duct; this conductivity is due to the fact 
that some of the ions themselves are free 
to move. Conduction of this type oc-
curs, for example. in sib er-bromide 
crystals; but these cases are the excep-
tions rather than the rule. 
The third h e of chemical bond, the 

covalent bond, is of particular im-
e in transistor theory.  Here, 

electron pairs are formed that are 
shared by both atoms. Such a bond 
occurs when two atoms of the same 
element combine, for neither atom can 
attract the electron pair more than the 
other. It is also the favorite bond of 
those atoms with approximately half of 
their valence shells filled. An example 
is carbon, which has six planetary elec-
trons in all. Reference to Table I will 

Na 

(SODIUM) 

CI 

(CHLORINE) 

NoCI 

(SODIUM CHLORIDE 

Figure 5. Formation of Sodium-Chloride Molecule (The • • bond is formed by a 
chlorine atom capturing a sodium valence electron.) 
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Figure 6. Covalent Bonds Formed by Sharing of Electron Pairs 

show that carbon, with four valence 
electrons, needs four more to fill its 
outer shell. Figure 6 illustrates three 
examples of covalent bonds: example A 
shows the bond formed between two 
atoms of hydrogen (H0 is hydrogen's 
normal gaseous state) ; in example B, 
two electrons are shared by each of two 
oxygen atoms (00 is normal atmos-
pheric oxygen) ; while in example C, 
one carbon atom unites with four hy-
(Irogen atoms by four separate covalent 
bonds,  to make  one  molecule  of 
methane. Note that in all the above ex-
amples the electron valence pairs effec-

CHLORINE ATOM 

H: CI 

HYDROGEN CHLORIDE MOLECULE  MCI 

(HYDROCHLORIC ACE)) 

A 

tively complete the shell of each atom. 
While hydrogen needs only two elec-
trons in its outer and only shell, carbon 
and oxygen both need eight electrons. 
Often there are bonds partly ionic 

and partly covalent. This may be due 
to one atom attracting an electron pair 
much more strongly than does its co-
valent partner. Or it may result when 
one atom contributes both electrons of 
a covalent pair. This latter arrangement 
is called a coordinate bond. Figure 7 
shows two examples where the bonds are 
partly covalent and partly ionic. In 
example A. the chlorine atom of a hy-

3H  + N  - N' s + 

(HYDROGEN)(NITROGEN)  H 
(AMMONIA) 

H•+ 

(HYDROGEN ION) 

H N H 

(AMMONIUM ION) 

AMMONIUM ION  CHLORINE ION 

AMMONIUM CHLORIDE MOLECULE NH4Ci 

Figure 7. Examples of Covalent Bonding Combined with Electrostatic Bonding 
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drogen-chloride  molecule  tends  to 
monopolize the electron offered by the 
hydrogen atom, creating a small electric 
dipole with the chlorine end slightly 
negative with respect to the hydrogen 
end. In example B, the formation of a 
coordinate bond is shown. A nitrogen 
atom has five valence electrons and 
needs three more to complete its outer 
shell. It accomplishes this by three co-
valent bonds with hydrogen, to form 
a molecule of ammonia. This leaves the 
nitrogen atom somewhat negatively 
charged, so it readily shares both its 
odd electron pairs with a hydrogen ion, 
to form an ammonium ion. The posi-
tive ammonium ion will then unite in an 
ionic bond with any negative ion, to 
form an ammonium compound. 

It should be kept in mind, however, 
that when many atoms are joined to-
gether in a complex molecule or within 
a crystal structure, the individual val-
ence bonds are by no means completely 
independent of each other. Rather, they 
should be viewed as loosely coupled 
into a chain or network. Any disturb-
ance of ionic or covalent arrangements 
at one point will induce a shifting of 
electrons in adjacent areas. An example 
of teamwork among several covalent 
bonds occurs in the benzene ring, shown 
in figure 8. The benzene molecule is 
composed of a closed ring of six carbon 
atoms, with a hydrogen atom bound to 
each carbon atom. Each carbon atom 

6 
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BENZENE MOLECULE C6 H6 

Figure 8. Resonance of Covalent Bonds 
in Benzene Ring 
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Figure 9. Diam )))) d Lattice with Each Car-
lotta Atom Bound by Four Covalent Bonds 

to Its Closest Neighbors 

is linked between two others, with a 
single bond on one side and a double 
bond on the opposite side. An instant 
later, all the double bonds will have ex-
changed  positions  with  the  single 
bonds. This alternation back and forth 
is a continuous process, occurring simul-
taneously throughout the ring, and the 
bonds are said to be in resonance. In 
all types of covalent bonds, however, 
the electrons are bound to local areas. 
and at normal temperatures such ma-
terials are insulators. 

THE DIAMOND CRYSTAL LATTICE 

The covalent arrangement of most 
interest to us is that occurring in the 
diamond type of crystal lattice. The 
diamond is a carbon crystal with each 
atom forming strong covalent bonds 
with four other atoms. This crystal is 
shown in figure 9, and for the sake of 
simplicity its tetravalent lattice is shown 
in two dimensions, rather than in three 
dimensions as it actually exists. Notice 
that the bonds effectively provide each 
atom with a completed outer shell of 
eight electrons. All electrons are equally 
shared and there are no local areas with 
an excess of charge. These factors ren-
der the crystal relatively inert to chem-
ical change and electrical conduction. 

In figure 10, the atoms of silicon 
with 14 electrons) and germanium 
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with 32 electrons) are illustrated, for 
comparison with the carbon atom. All 
three elements play important roles in 
semiconductors. Notice that the outer 
shells of the silicon and germanium 
atoms are similar to that of carbon, in 
that each contains four valence elec-
trons. Because of this, these elements 
are also similar in their electrical and 
chemical behavior. Of particular im-
portance, is the ability of silicon and 
germanium to form the diamond type of 
crystal lattice. Thus, figure 9 illustrates 
equally well a silicon, germanium, or 
carbon crystal. The four covalent bonds 
provide each atom the equivalent of 
eight electrons in its valence shell. These 
electrons completely close the 2-electron 
and the 6-electron outer subshells. Only 
in the case of carbon is this sufficient 
to fill the entire outer shell. However, 
in all three elements the bonds are 
stable, though much stronger in carbon 
than in silicon or germanium. Where 
the silicon and germanium bonds may 
be broken with energies of approxi-
mately 1.1 and .7 electron volts, respec-
tively, it requires approximately 7 elec-
tron volts to break the carbon bond, 
which accounts for the diamond's great 
durability and hardness. Because of the 
bond stabilities, each of the elements is 
an insulator, in its pure, crystalline state. 

SEMICONDUCTORS FROM INSULATORS 

I I foregoing picture of valence elec-
tron, seems to have divided all the 
solids into metals and insulators, and 
to have omitted the possibility of semi-
conductors. Actually, the semiconductor 
is basically an insulator in which elec-
trons free to conduct have, in one way 
or another, been produced. An unbound 
electron, once within the interior of an 
insulator, will conduct as readily as it 
will within a metal. The science of semi-
conductors, particularly the field related 
to transistors, is much concerned with 
the controlled production of electron 
carrier within insulators. 

The line dividing semiconductors from 
conductors on the one side, and semi-
conductors from insulators on the other 
side, is somewhat arbitrary. The re-
sistivities of metals are on the order of) 
10-5 ohm-cm.: those of semiconductors,' 
range from 10--2 to 105 ohm-cm., while 
materials normally classed as insulators   
have resistivities of 106 ohm-cm., and 
higher. Under normal conditions an in-
crease in temperature increases the re-
sistance of a metal, but decreases that — 
of semiconductors and insulators. This : 
is explained in terms of the atomic 
theory by assuming that in metals the 
number of free electrons remains essen-

r --2e 

CARBON ATOMIC) SILICON ATOM (Si ) 
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Figure 10. Carbon, Silicon. and Germanium (Each has four ralence electrons.) 
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tially constant, but that the increased 
thermal vibrations of the atoms in-
creases the frequency of collisions be-
tween electrons and atoms, thus reduc-
ing the average mobility of the electrons. 
As far as insulators and semiconductors 
are concerned, an increase in tempera-
ture also reduces the free-electron mobil-
ity; however, the added thermal energy 
at the same time increases the number 
of electrons liberated, so that the over-
all conductivity becomes greater. At 
low temperatures, many semiconductors 
might well be classed as insulators. 

These thermal effects suggest that cer-
tain solids are semiconductors simply 
because the valence bonds are too weak 
to withstand room temperatures. It is 
true that this is an important factor, 
and a necessary factor in transistor 
crystals. but the production of current 
carriers may result from other causes, 
as well.  Theoretically. these carrier 
sources may be grouped into two cate-
gories: those which inject the carriers 
from the outside, and those which pro-
duce the carriers internally. We shall 
treat the first type only briefly. but 
shall return, in later discussions, to the 
principal factors involved. 

FAILURE OF EXTERNAL 

CARRIER INJECTION 

The concept of carriers being injected 
into a crystal from the outside is in-
tended to be taken only in its narrow-
" est sense. For instance, at the junction 
of a metal and a semiconductor, elec-

4 trons may flow from the metal into the 
semiconductor. We shall not assume. 
however, that such current carriers have 
an external source unless the total dens-
sity of electrons within the semicon-
ductor is increased. In other words, 
unless the semiconductor itself has an 
over-all space charge, we shall assume 
that all its current carriers have been 
produced from within. It is important 
to keep this distinction in mind; other-
wise. the terminology used for describ-
ing transistors may lead to confusion in 

the understanding of carrier source. In 
the transistor, the carriers are produced 
internally; however, one of the transis- )...1 
tor electrodes does effectively perform 1 
the function of carrier emission, and is,/ 
thus called the emitter. But there is a 
marked difference between it and the 
thermionic emitter of a vacuum tube: 
the latter emitter actually supplies all the 
carriers between the electrodes; the 
transistor emitter, on the other hand. 
merely aids in the production and con-
trol of carriers which are contributed 
by the semiconductor itself. Therefore. 
no over-all space charge is developed 
within the bounds of the transistor 
crystal, and its carrier source should 
not be confused with our first category. 

Conversion of insulators to semicon-
ductors solely by the injection of car-
riers from the outside has had relatively 
little practical application up to the 
present time. This. is due principally , 
to the fact that the energy required to 
lift an electron from a metal is greater 
than that required to break the valence 
bonds within an insulator. The thermal 
energy of electrical potential necessary 
to force electrons from a metal into an 
insulator would first break down the 
insulator, and hence would hardIN be 
practicable. 

When an insulator is bombarded with 
electrons, the excess charge concentrates J / 
at the surface of the insulator and the ---- I 
electrons tend to become immobilize 
in surface states. This type of immobil-
ized electron, however, is not explain-
able by our atomic theory. When elec-
trons are not bound to atoms they 
should be free to conduct, or so it 
seems. It was an insight into the effects 
of these surface states that led to the 
development of the transistor. A gen-
eral explanation must await discussion 
of the free-electron theory; for the 
present it is sufficient to note that it is 
not practicable to produce semiconduc-
tion by simply forcing electrons into 
insulators. The early cathode-ray-tube 
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screen is an example of failure in this 
respect. The bombarding electrons con-
verted the screen into a semiconductor, 
partly by their own presence and partly 
bv the presence of the secondary elec-
trons they liberated inside the fluores-
cent coating. However, there still re-
sulted a gradual accumulation of nega-
tive charge which tended to retard the 
beam as the operation continued. It 
was another case of excess electrons be-
coming bound in surface states. The 
modern screens overcome this difficulty 
because they are designed so that the 
number of secondary electrons emitted 
from the surface exactly equals the 
number of primary electrons impinging 
on the screen. 

It appears, then, that the first of the 
No categories of carrier sources is little 
more than a theoretical one. This is 
essentially true insofar as the current 
depends solely upon externally donated 
carriers. Injection of a conducting space 
charge has not found its practical ap-
plication in solids as it has in vacuum 
tubes. Semiconduction is due almost en-
tirely to locally produced carriers. The 
reasons for accenting the first category 
at all are largely negative. Its mention 
serves as a warning that the -Atomic 
picture will not provide a complete ex-
planation of semiconduction, and it 
serves to highlight the concepts to be 
avoided in visualizing transistor phe-
nomena. Furthermore, an understand-
ing of the factors that prevent the 
introduction of external carriers into 
solids is of prime importance in ex-
plaining semiconductor rectifiers and 
amplifiers. In fact, it was the failure 
of an experimental crystal amplifier to 
be discussed in a later article) in which 
carriers had been introduced from an 
external source, that first suggested the 
p.—ibility of the transistor principle. 

CARRIER PRODUCTION FROM WITHIN 

Current carriers are produced inside 
of a semiconductor either by bombard-

ment by high-energy particles or by the 
thermal vibration of the atoms. Bom-
bardment by particles is the familiar 
method used in the modern cathode-ray 
tube; in the photoelectric cell, where  
the bombarding particles are photons; ) 

) and in crystal counters, which conduct 
in pulses under the impact of radio- — 
active rays. The requirement -here is 
that the particles have energies suffi-
cient to free one or more electrons from 
their valence orbits. 

Thermal energies play the predomi-
nant role in all semiconductors where 
the quantum jumps necessary to over-
come a valence orbit are of the same 
order of magnitude as the vibration 
energy of the atom. At room tempera-
ture the average thermal energy per 
atom is approximately .05 electron volt. 
(An electron volt is a unit of energy 
equivalent to that which a single elec-
tron will gain when it falls through a 
potential of one volt.) However, this 
represents only an average value of a 
random distribution of energies. At any 
one instant, some atoms will have vibra-
tion energies much greater than the 
average. Where the energy difference 
between the electron-conduction level 
and the valence level is between .3 and / 
1.0 ev., one would expect to find a semi-I 
conductor. In practice. however, the. 
major part of the conductivity thermally \ 
produced is due to the presence of im-
purities. or. in the case of compounds. 
to a stoichiometric* imbalance between 
the elements forming the compound. It 
is by the intentional introduction and 
control of these impurities and imbal-
ances that semiconductors are manufac-
tured to meet specifications. 

A stoichiometricimbalance would re-
sult vWen more atoms of one element 
were used than could enter into the re-

* The term "stoichiometric" refers to the 
measurement of the correct proportion be-
tween two or more elements which are to be 
combined in a chemical reaction. 
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action. Thus, in the metallic-oxide semi-
conductors there is normally a certain 
percentage of metallic atoms, scattered 
at random, that have not combined with 
oxygen atoms to form oxide molecules. 
This imbalance, then, may be viewed as 
simply a particular type of impurity. 
Different impurities affect a crystal in 
different ways; however, an increase in 
conductivity always arises from the fact 
that the presence of impurities produces 
scattered valence shells that are easily 
broken by thermal energies. 

/ It may be that the impurity atoms can 
/ wedge themselves between the crystal 
_-/ atoms without greatly disturbing the 
\ lattice arrangement. In this case an in-...,(creased conductivity may simply be due 
to the impurity having a weak valence 
shell of its own. On the other hand, an 
impurity may tend to join its valence 
'forces with those of the crystal atoms 
around it. This may distort the crystal i 

_..4. structure and weaken the valence bonds 
i to a point where they are easily broken 
\by thermal vibrations. If the valence 

shell of the impurity, however, is equiv-
alent to that of the crystal atom. it will 
arrange itself in the normal crystal lat-
tice, and the impurity will have little 
effect on the conductivity. Thus, many 
carbon or silicon atoms, for example. 
could fit into a germanium crystal with-
out increasing the number of current 
carriers. 

TRANSISTOR IMPURITIES 

Of primary importance in transistor 
crystals are those impurities that align 
themselves in the regular crystal struc-
ture, but do so in spite of the fact that 
they have one valence electron too 
many, or one too few. The first type easily \ 
loses its extra electron and thus becomes \ 
a positive ion; but in so doing it in- i 
creases the conductivity by contributing 1 
a free electron. For the diamond lat- \ 
tice, this type of impurity would have ; 
five valence electrons. Phosphorous. ar-
senic, and antimony fall in this class. r-- / 
The second type of impurity tends to  ' ).. 
make up its deficiency by acquiring an  1 
electron from its neighbor. This makes 
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the impurity atom a negative ion. and 
leaves its neighbor a positive ion. Im-
purities of this type in the diamond lat-
tice will have three valence electrons. 
In this category are boron, aluminum, 
gallium, and indium. Figure 11 illus-
trates these two types of impurities. 

INTRODUCING THE ELECTRON HOLE 

The positive ion produced by an 
electron-seeking impurity will soon cap-
ture another electron, thus neutralizing 
I itself but effectively passing its positive 
Lsharge along. Normally, this charge may 
be viewed as being in a loose orbit that 
circles about the negatively-charged im-
purity atom. However, if an electric 
field is applied, the positive charge will 

)1 end to drift toward the negative elec-
, trode. This is because the electrons 
which are adjacent to a positive ion, and 
strained toward it by the applied field, 
are aided in making the jump, while the 
electrons on the other side are strained 
away, and thus are hindered. As a re-
sult, the positive charge is effectively 
carried to the negative terminal. Figure 

12 illustrates this process. For the sake 
of simplicity, only one valence electron 
is shown for each atom, and the elec-
tron vacancy is represented by a posi-
tive sign. The charge is relayed along 
by a series of electrons, each making 
but a single jump to the next atom. 
Even though nothing is involved but a 
movement of electrons, the effect is the 
same as if a positive particle, with a 
mass and a charge equal numerically to 
that of an electron, were actually pres-
ent and carrying the current. These cur-
rent carriers are the "electron holes" 
that were mentioned at the beginning. 
Figure 13 illustrates hole conduction 

by a crude, billiard-ball analogy. Each 
ball represents a valence electron (dis-
regard the dotted lines temporarily). 
The depth of the groove in which it is 
held represents the quantum of energy 
it must gain in order to move to an 
adjacent hole; the empty groove repre-
sents an electron hole; and the tilt of 
the ramp is analogous to a difference of 
potential which is positive at the bottom 
with respect to the top. Now, with the 
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Figure 13. Billiard-Ball Analogy of Bole 
Conduction 

ramp at rest, the system would be in 
stable equilibrium, and nonconducting 
at the angle shown. But if, a fair 
amount of random vibration is imag-
ined along the ramp, then it is easily 
seen that an adjacent ball might jump 
into the hole. Also, on the average 
it can be expected that the hole will be 
filled more often from above than from 
below. Furthermore, as the balls step 
down, the hole steps up. Notice that 
none of the balls are free to move along 
the ramp except those next to the hole; 
that is, unless one received so much 
energy that it could clear the entire 
valence structure and become a "free-
electron" ball. Such an event is indi-
cated by the dotted-line ball rolling over 
the top of the others. The chances are 
that this ball will fall into the first hole 
it meets. However, the hole it left at its 
original position is still free to carry on 
the conduction. 

Heretofore, we have considered the 
conducting particles as having been 
produced one at a time. This is true in 
the examples described—that of semi-
conduction from impurities alone. How-
ever, if an electron is liberated in any 
way from the regular crystal structure, 
not one. but two current carriers are 
produced—a free electron, and an elec-
tron hole. In figure 13, as long as the 
dotted-line ball is free, it may he said 
that there are three current carriers: 
the free hall and two holes. But when 

the free ball again becomes bound, not 
one carrier, but two carriers are lost. 
We shall find that this multiplication of 
carriers, gained or lost, is an important 
key that opens the way to crystal 
amplification. 
Insofar as its electromagnetic effects 

are concerned, the electron hole may 
be viewed as a discrete particle of posi-
tive charge. Indeed, when its presence 
was first discovered it had no other 
logical explanation; for that was before 
the quantum nature of the atom had 
been derived. However, the hole's mobil-
ity, though varying within different 
crystals, is roughly half that of a free 
electron in the same material at normal 
temperatures. 

THE HALL EFFECT 
The presence of positive carriers of 

electricity in solids was first indicated 

by the .11all effect. This was discovered in 1879, 1879, which was before the full 

flowering of the electron theory. Con-
sider a rectangular conducting plate 
connected in a d-c circuit as illustrated 
in figure 14. The plane of the sides of 
the plate is shown cutting a magnetic 
field at right angles. This is simply a 
special example of a current-carrying 
conductor placed perpendicularly to a 
magnetic field. With the directions of \ 
magnetic field and current as shown. 7 
the motor force resulting tends to move / 
the conductor upwdrd. Now notice that 

DIRECTION OF MAGNETIC 
FIELD B 

Figure  14.  Behavior of Positive and 
Negative Carriers when Conducting in a 

Magnetic Field 
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this is true regardless of ‘vhether the 
current carriers are negative and travel-
ing to the left, or are positive and 
traveling to the right. The original pur-
pose of this experiment was to gain an 
insight into the nature of solid-state 
conduction. If the conduction were due 
to charged particles, then, whether nega-
tive or positive, they should be deflected 
in the same direction. in this case up-
ard, and •the- top of the rectangle 
should become either negative or posi-
tive h ith respect to the bottom. Solids 
of all kinds were tested. In almost every 

•,..._ case a negative carrier was indicated. 
and the Hall effect became an important 
step in thrdeyelopment of the electron 
theory. I loweyer. here and there a semi-
conductor would show up with a posi-
tive carrier. One can readil‘ imagine 
that this was a tough nut for the elec-
tron theory to crack—particularly, in 
the case of a juncture where negative 
and positive carriers met and apparently 
disappeared. It is now known that these\ 

1 positive carriers are simply electrop) 
i. holes. 

No/6 

• In the 
. ence of potential that is electromag-
netically induced between the top and 
bottom edges of the plate is known as 
) the Hall effect. The chief -importance 
of .this potential difference.-lies in its 
ratio to the current, and in its ratio to 
the applied electric field.  It can be 
shown that the first ratio, for a given 

# _ a l- plate thickness and magnetic field. (le-

6.[ 
) pends only upon the density of de-

Pr mentary carriers and their individual 
charges. The second ratio, of transverse 
to longitudinal voltage i or rather trans-
verse to longitudinal electric intensity) 
for a given magnetic field. depends only 
upon the mobility of the carriers. Hence, 
the Hall effect has been of great im-
portance in determining the type. num-
ber, and mobilities of current carriers 
in different solids. Metals show about  I 

1 one free electron per atom; though his./ , 
--.- muth and antimony are exceptions. prol 

experiment above, the differ-

ducing only about one free electron per 
103 or 104 atoms. 

The Hall effects of transistor-type  / 
semiconductors indicate about one car-,'' 
rier for each impurity atom. This is 
true regardless of whether the carrier 
is an electron or an electron hole. The 
germanium crystal, which is the prin-
cipal semiconductor used at the present 
time in commercial transistors, has ap-
proximately one impurity atom of five 
valence electrons for every one-hundred 
million germanium atoms. Hence. this. \\ 
semiconductor has negative carriers of /— 
approximately the same densitN. With 
the impurit% atoms so widely separated, 
it is not difficult to imagine that once 
an odd electron is shaken free, it will 
remain so for a relativeh long time 
before being recaptured. The re- ap-
proximately 1022 atoms per cubic centi-/ 
meter; therefore, even with (ink one 
free electron per 10s atoms, as many 
as 10'" negative carriers are present 
ithin each cubic centimeter. 

SEMICONDUCTOR TERMINOLOGY 

Six terms commonk used in the tech-
nical literature of semiconductors are 
defined below. The first two terms 
classify semiconduction according to the 
source of the carriers. The next two 
terms classify semiconduction according 
to the charge of the carriers. The last 
two terms classify the impurity sources 
that produce the two t)pes of carriers. 

Intrinsic Conductance—The conduct-
ance of a pure substance as a re-
sult of thermal effects alone. 

Extrinsic Conductance—The conduct-
ance resulting from impurities or 
external causes. 

N-t pe Conductor -- A negative-tpe 
conductor: one with free electrons 
as the principal carriers. This im-
plies the presence of donors  de-
fined below). 

P-type Conductor — A positive-type 
conductor: one with electron holes 
as the principal carriers. This im-
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plies the presence of acceptors (de-
fined below). 

Donors—Impurities that donate free 
electrons, becoming positive ions 
themselves (phosphorous, arsenic, 
and antimony). 

Acceptors — Electron-seeking impur-
ities that become negative ions and 
thereby  create  electron  holes 
(boron, aluminum, gallium. and 
indium). 

It should be noted that the elements 
listed as donors and acceptors may not 
exhibit such properties in crystal struc-

tures other than the diamond type. 
Aluminum, for example, which is classi-
fied here as an acceptor, is well known 
as an excellent donor of free electrons 
when in its pure crystalline state. 

ELECTRON PROBABILITY DENSITIES 

The atomic picture of seiniconduc-
tion, as just presented, perhaps has been 
oversimplified. For instance, the valence 
electrons are no longer viewed as at-
ranged in neat little orbits, but rather 
as dancing all over the place. How-
ever. there is a much greater probability 
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that they will be found in certain areas 

at any given instant than that they 

will be found elsewhere. These favored 

areas coincide with the same shells and 

orbits that have just been described. 

These orbits accurately represent those 

paths around the nuclei containing the 

greatest average densities of negative 

charge. Some physicists do not attempt 
to picture the planetary electron as a 

. discrete particle, but merely as a nega-

tive  charge  smeared  all  around  an 

I'atomic nucleus, though more concen-
/ trated in certain layers than in others. 

( according to its energy.  From  this 

point of view, the covalent bonds sim-

ply become negatively charged areas 

between the atomic nuclei. holding the 

nuclei together. as illustrated in figure 

15. This concept. however. seems only 

a convenient averag7 taken over a period 

of time.  Keep in mind that at any 

given instant the electron has a concen-

trated center of charge that is very 

small compared to the area through 

which it roams.  The diameter of the 
orbit of an excess electron or of an elec-
tron hole about an impurity atom is 
inversely proportional to the force of 

electrostatic attraction between it and 

the nucleus. Since this force is reduced 

by the dielectric medium, the diameter 

of the orbit becomes roughly propor-

tional to the dielectric constant. in fact, 

the orbit may he considered as being 

spread over a diameter equal to the 

width of k hydrogen atoms, where k 
the dielectric constant. 

Qualitatively, the atomic theory offers 

the clearer picture of solid-state con-

duction.  Quantitatively, however, the 

free-electron theory is the more ac-

curate.  Furthermore, a general under-

standing of the basic concepts and ter-

minology of the free-electron theory is 

a necessary preliminary to an under-

standing of transistor behavior. Never-

theless, the atomic theory forms a very 

important part of the foundation on 

which subsequent articles will be built. 
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AFC Tuning for AN/APQ-13 
By Bud M. Compton 
Phil. Team Leader 

A tuning method developed by the author in an endeavor 
to meet requirements imposed by Artie fly ing conditions. 

As a result of difficulties experienced 
in tuning C-516 and C-504 of AN/ 
APQ-13 by standard procedures; the fol-
lowing method of tuning has been 
adopted with great success. The only 
test equipment required is an oscillo-
scope and a voltmeter. While the proce-
dure calls for a TS-34, any equivalent 
oscilloscope can be used . 

PRELIMINARY ADJUSTMENTS 

The voltages affecting a-f-c action are 
adjusted as follows: 

1. Set regulated negative output from 
RA-88 to 375 volts. 

2. Turn MANUAL TUNING to full. 
counterclockwise position. 

3. Turn AFC VOLTS ADJ. (R-474) 
to full-counterclockwise position. 

4. Adjust BALANCE ADJUST (R-
5061 for a-f-c voltage of 100 volts. 

PROCEDURE 

1. Set up the TS-34 oscilloscope as 
follows: 
INPUT IMPEDANCE -- HIGH. 
0 db. 

ATTENUATION-2 db. 
IMAGE SIZE — - Any convenient 
level. 

SWEEP  SELECTOR — SAW-
TOOTH. 

SWEEP  SPEED — MED; set 
FINE for 2 or 3 cycles. 

EXT SYNC — Set SYNC VOLT-
AGE for stable scope pattern. 

INPUT—Use input probe. 

2. Connect the TS-34 to the radar as 
follows: 
a. Connect input probe to pin 3 
or pin 6 of V-503. 

Ii. Connect sync input to Ill jack 
or cable 41. 

3. Make the following adjustments: 
a. Tune in maximum radar tar-
gets in MANUAL, so that klys-
tron is in the 150-volt mode. 

b. Switch to AFC. 

Correct Scope Waveform 

c.  Adjust C-510. C-516, and C-
504 (in that order) for maxi-
mum amplitude of signal on 
the TS-34. I See illustration for 
scope pattern.) NOTE: C-7)16 
and C-504 tune broadly, while 
C-510 tunes sharply. 

ERR kT  \ member, 1951 issue. page 13: 
Mr. Spencer Ross. author of "The Platte 
Siory," was inaccurately referred to as "Ass't 
Engineer.  stems Engineering Group." Ilis 
proper title is "Senior Engineer. Microwave 
Systems En inuring Group." (Our moist sin-
cere apologies to Mr. Ross.) 
Same issue. page 24: The headline for the 

"carried.oxer" material at the lo,itom of the 
pag e should read "AN  \ -l" instead of 

\ Iso see "Letters to tin Editor." page 2 of 
this issue, for an erratum note regarding that 
,•ohoon. 
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Sobion to . . . 
Last Month's "What's Your Answer?" 

At the roil ot step .1, Gi Is ill be charged 
to 10 volts, with C1 and Ca each charged 
to 5 volts. 

The solution is as follows: 

With Si in position 2, each capacitor 
will charge to 10 volts. When So is 
closed. CI and C. each assume a 15-volt 
charge, and when So is opened. Co will 
remain discharged. When S1 is moved 
to position 3. CI and Cii will charge Co 
until the voltage across Co is equal to 
the combined voltages across Ci and Ca. 

The resultant circuit, after step 4 in 
the problem, is shown in the figure. The 
total capacitance between points A and 
B is now 1.5 p.f., whereas CI and C:i 
formed a combined capacitance of .51i.f. 
It follows, therefore, that if Ci and Ca 

CI C3 

C1 =C 2 .C3.111d 

were charged to a total of 30 (ills, the 
new 1.5-g. equivalent, being three times 
as large. will he charged to one-third of 
the initial voltage. Therefore, the charge 
lietween points A and B will be 10 volts. 
This is the voltage across Co. C1 and 
Cii. being equal in capacitance and con-
nected in series, must have equal voltages 
which add up to 10 volts. Thus. CI and 
Cii each have a 5-volt charge. 

In Co ming Issues 

Next month, another of Gail W. Woodw ard's TV articles will 
appear — this one titled "TVI Elimination.- The article grew 
out of a letter the author recently wrote to Captain Rodney 
Applegate, Post Signal Officer, at Fort Knox, Kentucky. (Captain 
Applegate had some TVI problems, and Gail's letter was so 
comprehensive that we asked him to expand it into an article. 
Of particular interest to those BULLETIN readers who enjoy 

building test equipment, is an article, scheduled for the February 
issue, titled "A Secondary Frequency Standard," by Philco Field 
Engineer John Servetnick. The article describes a relatively 
simple device, easily constructed on a 3" x 5" chassis from 
miniaturized parts: however, it is capable of most functions 
ordinarily available only from equipments much more complex 
and expensive. 
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Two Useful Tools 
For Radio-Compass Maintenance 

By Ralph R. Saylor 

PhiIco Field Engineer 

Easily constructed test equipment to facilitate opera-
tional checking and adjustment of the AN/ARN-7 or 

similar radio-compass equipment. 

HAVE YOU ever wished that there were 
a simple, positive method of line-check-
ing radio-compass operation, or that 
someday some nice gadget would come 
along to permit super-accurate data-line 
correction, while at the same time mak-
ing adjustment of the loop compensator 
a less nerve-wracking job? Here are two 
easily constructed "headache elimina-
tors" which considerably simplify the 
testing and maintenance of radio-com-
pass equipment. 

TARGET SIGNAL GENERATOR 

The first, a target signal generator for 
operational line testing of the radio com-
pass, requires but a few parts, and, unless 
a showroom model is desired, can be as-
sembled in one afternoon. Table I lists 
the parts needed to build the signal 

generator; the circuit used is shown in 
figure 1. 

The main component of the signal 
generator, the coil section, is an r-f coil 
section from the AN/ARN-7 compass 
receiver. The coil section shown in the 
illustrations  was  obtained  from  a 
smashed receiver in salvage, although the 
part is carried in Air-Force stock. (Be 
sure to reverse the plate and B+ leads as 
shown, to fulfill the requirements for 
oscillation.) The tube used in the cir-
cuit, a 105, is a "hot" little power pen-
tode. For a band-change switch, any 
long-shaft, four-position, wafer switch 
with a good detent can be used. Don't 
worn if the switch you find has broken 
wafers. because only the shaft and detent 
are utilized. For a chassis. an 1-196 box 

REF. SYMBOL 603-AN 16-30 ARN 7-3 
RF TUNING ASS'Y FOR ARN-7 RADIO COMPASS 

5O.0. 
RF. 

OUTPUT 

EXT. 
MODULATION 

INPUT 

Figure I. Schematic Diagram of Target Signal Generator 
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RALPH II. SAYLOR NV a S 

born on March 20, 1923, at 
North Canton, Ohio, where 
he received his early edu-
cation. 
Prior to World War II, 

he spent three years in train-

ing as a tool-and-die maker, an experience which 
ably supplemented Isis later training as an electronics 
technician, and which fitted him well for the design 
of special maintenance devices such as those described 
in this, his first BULLETIN article. 

In February, 1943, he enlisted in the U. S. Marine 
Corps, and, after a year of training in the mainte-
nance of airborne electronic equipment, at NATTC. 
Corpus Christi, Texas, he was retained as an instrur. 
tor at this same school for 18 months. He also was 
assigned to an Air Warning Group at Cherry Point, 
North Carolina, for three months prior to his dis-
charge from the Service. 

After the War, Ile was employed by the Ford Motor 
C pany in Canton, Ohio, where he performed main-
tenance on industrial electronic equipment until he 
j )) i )) ed Philco, in October, 1950. 

and carrying bag was used, tvhich more 
or less dictated the parts layout. but any 
suitable chassis will do. The tuning ca-
pacitor used was a variable. 2-section, 
365-p.p.f. capacitor; however, only one 
section was used. It was salvaged front 
an old broadcast, t-r-f receiver. The 
modulation transformer ma v or may not 
be included, as desired. At one time. 
this set was the only signal generat. 

ill the shop, and to obtain a modulated 
signal a portion of the 115-volt, 400-cycle 
power from the compass mock-up was 
tapped off through a voltage divider and 
a potentiometer. The antenna used was 
an old IFF antenna with the hexagonal 
portion sawed off; however, any steel rod 
which will fit into a PL-55 will do. The 
end which fits into the plug is filed off, 
soldered to the plug tip. and insulated 

Table I. Parts Required to Construct Target Signal Generator 

Quantity 

1 ea. 

1 ea. 
1 ea 
1 ea. 

1 ea. 
2 ea. 
ea, 
ea. 
ea. 
ea. 
ea. 
ea. 
ea. 
ea. 
ea. 
2 ea. 
2 ea. 
1 ea. 
1 ea. 

8 ft. 
As Req. 

Item 

Tuning assembly, r-f (from ARN-7 radio-compass receiver 115 or 
RSA), A.F. Stock #1600-214349 486, or Sig. C. Stock  2C 3035-5 T7. 
Tube, vacuum, 105 
Socket, octal 
Detent mechanism and shaft (from single-pole, 4-position wafer 
switch) 
Switch, d.p.s.t. 
Jack, phone 
Plug, phone, PL-55 
Transformer, audio (1000-ohm primary, 7500-ohm secondary) 
Capacitor, variable, midget, 365 aaf. 
Capacitor, trimmer, 5-30 apt 
Capacitor, mica, 200 !mi. 
Capacitor, mica, 25 alif. 
Capacitor, mica, 50 apt 
Resistor, 25IE. lw. 
Resistor, 10K, 1w. 
Knob (with pointer) 
Battery. BA-53, 45v 
Battery, BA-35, 1.5v 
Antenna, AN-95-A, A.F. Stock #1660-202 312 000 (or any steel rod 
that will fit into a PL-55) 
Tubing, aluminum, 3/8-inch (for "on-the-line" antenna) 
Hardware, misc. (for panel, chassis, and case) 
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Figure 2.  Front-Panel ..trrangement of 
Target Signal Generator 

from the sleeve with plastic tape. This 
antenna can be seen in figures 2 and 3. 
extending out from the front panel. These 
figures also show the placement of parts 
in the original unit. 

Alignment and Operation 

A paper scale was cemented to the 
panel adjacent to the tuning-capacitor 
knob, and a BC-221 frequency meter was 
used to align the oscillator at the low 
end of each band. The coil slugs and 
trimmer capacitors in the coil section are 
adjusted so that the lowest frequency 
occurs on each band when the tuning 
capacitor is fully meshed. The additional 
trimmer across the tuning capacitor must 
be juggled to accomplish this. The band-
change 51% itch should. of course, be set 
for the band being tuned. After these 
low-end adjustments are completed. the 
frequency meter is set to the high end 
of each band and a mark is made on the 
paper scale to indicate the position of 
the tuning capacitor when the generator 
output is zero-beating with the frequency 

Figure 3.  Side View of Target Signal 
Generator, Showing Placement of Parts 
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Figure 4. Target Signal Generator Being 
Used for Line Testing of Aircraft 

meter. i The high ends of each band will 
not coincide, as the low ends did.) The 
i-f frequencies and trap frequencies as 
well as the broadcast r-f and i-f align-
ment frequencies should also be marked 
on the paper scale. 

For checking in the shop. the rod an-
tenna serves to radiate sufficient signal 
for alignment checks. For line testing. an 
8-foot aluminum tube is slipped over the 
rod, and the generator is placed about 
75 to 100 feet from the aircraft, as shown 
in figure 4. Since the 850-1750-ke. band 
radiates best, the generator is set to a fre-
quency on this band and carried in a 
circular path around the aircraft. while 
someone in the cockpit watches the indi-
cator needle of the radio compass. Al-
though the surrounding terrain and con-
figuration of the aircraft in the "at-rest" 
position precludes the possibilitv of ex-
tremek accurate ground chei ks. the tar-
get signal generator will quickly spot the 
belk -mount loop whidi. by sonic means 
unknown to anyone. was top mounted. 
or will spot that loop plug which was 
incorrectly assembled after repair. Of 
Course. the c-%‘ switch on the control box 
should be in the -on" position for test, 
and the tuning indicator serves as an 
output indicator. 

This little signal generator is extremely 
stable, and exhibits a barely perceptible 
frequency shift when the antenna is 
grasped in the hand. There are sufficient 
harmonics available from the low bands 
to check the higher compass-receiver 



Figure 5. Pilot Model of Loop-
Compensator Jig 

bands, but, to be absolutely certain of 
the correct frequency and to obtain the 
maximum power output. the hand-change 
feature i, a must. 

LOOP-COMPENSATOR JIG 

For tin- shop yy Inch is luck  enough 
to have an I-100 radio-compass test set. 
the loop-compensator jig is a must. Fig-
ure 5 shows the pilot model. ‘s hich was 
hurriedly constructed from a i-inch ply--
wood. This little beauty is the brain 
child of T/Sgt. W. W. Padgett. Shop 
Foreman of Communications and Radar 
Repair. 314th Maintenance Squadron. 
Figure 6 shows a deluxe version of the 
little gem. constructed of 1/4' -inch plexi-
glass sheets. In each case. the contacts 
i brush-holder springs on the pilot model, 
and screws on the deluxe model) are 

Figure 7. Adjusting a Loop Compensator, 
Using Jig and TeSt Set 

Figure 6. Later Model of Loop-
Compensator Jig 

soldered to springs which. in turn, are 
soldered to wires terminating in a PI, 
112 from y‘hich the threads have been 
filed off to simplify plugging into the 
test set. 

The terminals of the compensator con-
tact the spring-loaded contacts in the 
jig, and the compensator and test set 
function exactly as they would if the 
compensator were assembled in the loop. 
For super-accurate, speedy, correction, 
compensation is adjusted in the usual 
manner except that the master test-set 
indicator is used instead of the scale on 
the periphery of the compensator. Those 
.50 corrections are very easy tc see on 
the large indicator scale. Figure 7 shows 
a loop compensator being adjusted 1)y 
means of the jig and the test set. 

If you build this jig. your local instru-
ment shop will probably. be using it half 
of the thne. because establishing elec-
trical and mechanical "zero" after ltd ,ri-
cation of the compensator simply- in-
volves holding the pointer at zero iwith 
the autosvn excited from the test set I. 
turning the shaft with a small Phillips 
screwdriver until the master indicator 
reads zero, and then tightening the 
pointer on the shaft. This is the only 
absolutely accurate method for re-estab-
lishing electrical and mechanical zero. 
and is certainly easier than try ing to 
match a scribed line on the pointer N ith 
a similar line on the autosyn shaft. 
The investment of a few hours of time 

in the construction of these worthwhile 
tools will nay large dividends in time 
saved and in peace of mind. 
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Tester for Octal-Base Relays 
By Howard Bushman 

Philco Field Engineer 

k di,criplion of the construction and Ilse of a simple 
relay tester. 

A NATURAL result of the trend toward 
making radar equipment more automatic 
has been the increased use of relays. 
When the number of relays in one radar 
set readies approximately. one hundred. 
the need for a relay tester becomes quite 
apparent. 
The tester described here was designed 

to test two types of octal-base relays— 
the 120- volt. a-c type and the 28-volt. 
d-c type. It is also possible. by a method 
described below, to check 50-volt. d-c 
relax s. All of these relaNs are of the 
double-pole. double-throw type, with one 
pair of contacts normalh closed in each 
set )see figure 31. Operation of the con-
tacts, as well as continuit of the coil, is 
checked by the liter. 

CONSTRUCTION 

The metal chassis for the tester meas-
ures approximately 7 x 5 x 4 inches. This 
can easily be made locally in a sheet-
metal shop. Figure 1 shows the top view 
of the tester, and the la‘ out of the vari-
ous parts. The parts required for the 
tester are listed in Table I. and are all 

available in any electronics shop. A 
double-pole, double-throw switch can be 
used for S2, but tests will be simplified if 
this switch has a center "off" position. 
There is nothing tricky in the wiring; 

however, if it is desirable to use the set 
to check 50-volt, d-c relays, a third switch 
to short It. out of the circuit) should 
be added. The circuit of the tester is 
shown in figure 2. 

TABLE I 

Parts List for Relay Tester 

Et1 -150 K 
• - 400 ohms 
C1 - 15 !if 
F1 - 3-ampere fuse to fit holder 
- Neon bulb 

SR I - Selenium rectifier 
X1. - Octal sockets 
PI. P2. P3. P1 - Suitable test prods for 

inserting in octal socket 
Si - D-P-S-T toggle switch 
• - D-P-D-T center "off" switch 
Fuseholder 
Power cord 
Socket for neon bulb 
Chassis (4" x 5" x 7") 

Figure I. Top View of Relay Tester 
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120V AC 
0  0 

XI 

X2 

Figure 2. Schematic Diagram uf Relay Tester 

Test leads Pi, Po. 11:. and P4 are short 
lengths of hookup ly ire Yy it Ii test prods 
fastened on the end. The are to plug 
into the holes of socket  and any 
prod which will make good contact in 
the socket may be used. Four holes are 
drilled in the chassis, adjacent to the 
test leads. to serve as holders for the 
prods when the set is not being used. 

I Editor's Note: Blank pin jacks 
could be used here as holders, to elimi-
nate the possibility of short circuits 
during continuity tests. I 

OPERATION 

The operation of the tester is very sim-
ple. For example, assume that a double. 
pole, double-throw, 120-volt, 60-cycle re-
lay (figure 31 is to be tested. The relay 

Figure 3. Schematic Diagram of Typical 
Octal-flaw Relay 

contacts yy hich are connected to socket 
pins 1 and 4, and 8 and 5 are normally 
closed, while the contacts connected to 
pins 4 and 2. and 5 and 7 are normally. 
open. Pins 3 and 6 are the connections 
for the relay coil. 
Before starting to test the relay, place 

"on-off" switch Si in the "off" position. 
and voltage-selection switch So in the 
"120-volt" position. Test prods PI and 
Po are placed into pins 3 and 6 of socket 
X1, and prods 133 and P4 are inserted 
into pins 2 and 4. The relay is placed 
in socket No. and the power plug is con-
nected to a 120-volt. a-c supply. 
Turning switch S1 to the "on" posi-

tion should cause the neon light to glow. 
This indicates that the normally open 
contacts have been closed, and the relay 
is operating. If the light does not glow, 
the relay is defective. 

Next. either remove P1 from socket 
NI, or. if So has a center-off position. 
put S.. in the "off" position. This should 
cause the light to go out, indicating that 
the contacts have opened. If these con-
tacts are sticking. the light will not go 
out. The other pair of normally open 
contacts may be tested similarly. 
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To test the normally closed contacts, 
which are connected to pins 1 and 4, and 
pins 5 and 8 of the test sockets, the 
preceding steps are again followed. How-
ever, test prods P:, and P4 are inserted 
into socket pins 1 and 4, instead of pins 
2 and 4. When the power is applied 
to the relay, the light should not glow, 
and when the coil is de-energized, the 
light should glow. Any deviation from 
this will indicate a defective relay. 

CONTINUITY CHECK 

When the above tests show malfunc-
tioning of the relay. the coil should be 
checked for continuit%. This check %%ill 
serve to determine whether defective 
operation is due to the coil or to bad 
contacts. 

Power switch S, is placed in the "off" 
position. and prods P, and P.. are re-
moved from socket Xi. Care should be 
used to see that the prods are not shorted 
together. Prods 13:: and P4 are placed 
in pins 3 and 6 of socket X,. 
Turning switch S, to the "on" position 

should now cause the neon bulb to glow. 

If the neon bulb does not glow. the re-
lay coil is open. However, if the bulb 
glows. then the previous indications of 
defective relay operation were due to 
bad contacts, or to binding of the arma-
ture. 

If both sets of contacts exhibit the 
same indication, the cause is probably 
that the armature is not free to move. 
However, if only one of these sets of 
contacts tesk defective, the faulty con-
tacts are either dirt% or welded together. 
With a slight amount of practice, a re-

la % may be tested in 30 seconds or less. 
When continuous testing is to be done. 
it is suggested that four sets of continuity 
test leads and four neon bulbs be used. 
together with an energizing switch. This 
will permit even faster testing of relays. 

The rela% tester described here was 
originally designed and built by Sgt. Vic-
tor Johnson and Sgt. Merlin Welch. both 
of the 752nd AC&W Squadron, with the 
help of the author. Approximately 8 
man-hours were required to construct 
the tester. 

W HAT'S YOUR ANS WER? 

The problem this month looks very easy. but it is best to 
check the answer before trying the circuit. We find that there 
is a tendency to wire short circuits into the solution. 

The technician has the following items available: a 110-volt 
power source, a d-p-d-t toggle switch, and two 40-watt, 110-
volt lamps. The object of this problem is to wire the s%% itch 
and the bulbs to the power source so that the switch w ill con-
nect the lamps in parallel I across the 110-volt power sourcel 
in one position, and in series in the other position. Of course 
the series-lamp circuit will produce a dim light, while the 
parallel connection will produce full brillianc%. The two switch 
positions can be labeled BRIGHT and DIM. 

'Solution next month 
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"ELI the ICE Man" 

Many times when instructing new personnel in basic theory, 
the field engineer may find that his students have a difficult time 
remembering the phase relationships between voltage and current 
in an inductive or capacitive circuit. 

One remedy for this situation is to ask the student to remember 
the phrase, "ELI the ICE Man," where E is voltage, I is current, 
L is inductance, and C is capacitance. The phase relationships are 
now obvious. In the word ELI, E precedes I: therefore, the voltage 
leads the current in an inductive circuit. 

John Servetnick 
Philco Field Engineer 
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