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Vibration patterns and radiation behaviour
of loudspeaker cones

F. J. M. Frankort

Many treatments of loudspeakers begin with the comment that the loudspeaker is the
weakest link in the audio reproduction chain. The complex vibrational behaviour of the
conical loudspeaker diaphragm, which noticeably affects the frequency response of the
loudspeaker, has been a frequent challenge to mathematical analysis. Only recently
however, with the availability of the computer to carry out extensive numerical corn-
putations, has it been possible to obtain any detailed picture of the behaviour of the loud-
speaker cone. The picture gives a satisfactory explanation of the irregularities in the
behaviour of the cone as a radiator, which had long been known from acoustic meas-
urements. At the same time it has now become possible to indicate the dimensions and
material properties that will produce the desired frequency response.

Introduction

The behaviour of the conical diaphragm, a shape
that was intuitively chosen for loudspeakers right from
the beginning, is rather complex. The audible sound
spectrum contains widely different frequencies (about
16 Hz to 20 000 Hz); when alternating currents of these
frequencies are fed to a single loudspeaker, the dia-
phragm will be caused to vibrate in different modes of
lower and higher order. It is only at low frequencies
that the cone vibrates as a rigid body. It is not stiff
enough to withstand the inertial forces that occur at
higher frequencies; it starts to vibrate in parts and the
cone is said to 'break up'. The higher -order modes of
vibration that now appear enable the loudspeaker to
fulfil its function at higher frequencies and set the air
in motion.

The amount of the air displacement depends to a
great extent on whether the cone is caused to vibrate at
its resonant frequencies. Hence the marked variation
of the sound radiation as a function of frequency. As
can be seen in fig. 1, measurement of the pressure
response with a microphone at some distance from the
loudspeaker produces a rather irregular curve.

In the ideal case the sound radiation would have the
same amplitude at all frequencies, and the frequency
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response would be linear. Loudspeaker cones that
approximate to this requirement have hitherto been
designed mainly on empirical lines. An efficient design
procedure requires detailed knowledge of the radiation
behaviour and its effect on the properties of the cone
material. The necessary detailed information can be
obtained by setting up the differential equations that
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Fig. 1. Example of the frequency characteristic of a loudspeaker.
The sound -pressure level Lp is measured as a function of the
frequency f at a distance of 10 metres. The loudspeaker was
mounted in a baffle.
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describe the cone vibrations and then, in the absence
of an analytical solution, solving them numerically for
a large number of frequencies. This is now possible
with the computer.

In this way frequency and directivity characteristics
can be calculated. We have made such calculations and
found that the general shape of the curves agrees well
with the measured curves [1]. This agreement largely
depends on the correct prediction of the various natural
frequencies of the cone. Once these are known, together
with various other characteristic frequencies, the shape
of the frequency response can be broadly predicted.
Conversely, in designing a loudspeaker cone, it is pos-
sible to derive the locations of the characteristic fre-
quencies from the shape of the desired characteristic.

To obtain a good understanding of the numerical
results it is necessary to take into account the behaviour
of the longitudinal and transverse waves on an elastic
cone. Before presenting the results of the calculations,
we shall therefore give a general picture of this behav-
iour when certain simplifications are introduced. The
complexities in the vibrational behaviour of an elastic
conical diaphragm are of course not encountered in the
hypothetical case of a diaphragm in which every point
describes the same movement, so that it moves to and
fro like a rigid piston. This hypothetical case will serve
to introduce some important concepts and define some
characteristic frequencies.

Rigid cone

Fig. 2 shows a cross-section of a typical loudspeaker
construction. The conical diaphragm D is flexibly
mounted by means of an outer suspension or rim OS
and an inner suspension IS. This method of suspension
only allows an axial motion. The drive force is supplied
by the voice coil VC, which moves in the air gap of a
permanent magnet M. The mass of the cone and voice
coil and the stiffness of the suspension form the
elements of a spring -mass system, whose resonant fre-
quency is fo.

Above this frequency the alternating drive force
mainly serves to overcome the inertia of cone and voice
coil. If the force is the same at all frequencies the
amplitude of the acceleration will also be the same at
all frequencies; the velocity decreases with increasing
frequency.

What consequences does this have for the sound
radiation? To answer this question we calculate the
sound pressure that the movements of the diaphragm
produce at a point some distance away from the loud-
speaker. We treat the vibrating diaphragm here as a
collection of point sources uniformly distributed over
the surface, and we add together the contributions

OS OS

747:1!*VC

Fig. 2. Cross-section of a loudspeaker. D diaphragm. OS outer
suspension. IS.inner suspension. VC voice coil. M permanent
magnet.

from all these point sources. For simplicity we first
consider the diaphragm as a flat piston and assume
that it vibrates in an infinite baffle. Assuming that the
amplitude of the piston velocity is fixed, we then find
that the sound pressure at the point of observation
increases linearly with the frequency. This increase
exactly compensates for the velocity decrease due to
inertia, and the result for a fixed drive force is thus a
fixed frequency -independent sound pressure.

This is valid above fo, but only for low frequencies.
The pathlength to the point of observation is not the
same for all the individual point sources on the piston,
and therefore their contributions to the total sound
pressure do not arrive exactly in phase. In the case of
very long waves the differences in pathlength is not
significant, but at shorter wavelengths, i.e. higher
frequencies, it leads to phase differences that cannot be
neglected. These are greater for radiation to the sides,
so that the piston does not radiate the same power in
all directions; at higher frequencies the piston exhibits
a directional effect. The forward radiation is the
strongest, and therefore sound -pressure measurements
are nearly always made with the microphone on the
axis of symmetry of the loudspeaker.

When a frequency characteristic is recorded with a
microphone on the axis of the piston, nothing is
noticed of the directivity at higher frequencies (see the
frequency characteristic in fig. 3a, dashed curve).
However, when the total sound power radiated in all
directions is measured (e.g. by using several micro-
phones) a decrease is observed when the directivity
starts to appear (fig. 3b, dashed curve). The transition
is gradual, but for practical reasons we define a transi-
tion frequency ft. When the horizontal and sloping
parts of the dashed curve in fig. 3b are extended, they
intersect at this frequency. The sound wavelength at
this frequency is found to be approximately equal to
the circumference of the piston.

We shall now go a step further and assume that the
rigid piston has the shape of a loudspeaker cone. The
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calculation of the sound radiation now becomes more
complicated. At higher frequencies, where the depth
of the cone is no longer negligible compared with the
wavelength, or may even be greater than the wave-
length, the radiation deviates from that of the flat
piston. The radiation from different parts of the cone
then arrives at the point of observation with appre-
ciably different phases, even when the point is on the
axis of the loudspeaker. This results in a lower sound
pressure at this point (see fig. 3a, solid curve). For the
beginning of this decrease a cut-off frequency fc is
defined, at which the sound wavelength is about three
times the cone depth. Cones with a conventional apex
angle have an fe greater than ft.

Flexible cone

In reality a loudspeaker cone is by no means a rigid
body. Above certain frequencies both transverse and
longitudinal waves appear in the conical shell. These
waves are coupled and together determine the vibration
pattern, which considerably affects the air displace-
ment. If we compare the measured frequency charac-
teristic in fig. 1 with the calculated solid curve in fig. 3a,
we see from the actual characteristic that the loud-
speaker will function up to much higher frequencies.

In the discussion that now follows of the coupling
between transverse and longitudinal waves we shall
encounter a rather interesting resonant mode, which
does not occur in a flat plate, and has an important
bearing on the behaviour of the cone as a radiator.

Two types of wave

In a flat plate the transverse and longitudinal waves
do not affect one another. Both types of wave propagate
faster the stiffer the medium. Since the plate is much
stiffer for longitudinal compression and expansion than
for bending, the longitudinal waves are much longer
than the bending waves.

In a cone the situation is more complicated. In gen-
eral the two wave motions cannot exist independently.
A displacement normal to the cone surface leads to a
displacement along the surface of the cone, and vice
versa. This may be illustrated for a conical ring, on the
inner edge of which a uniformly distributed longitud-
inal force F1 is exerted (fig. 4a), giving a longitudinal
displacement u. An increase in the diameter of the ring
is therefore implied; as a result of the extension a
tension appears in the ring, directed at all points along
the tangent to the circumference. Considering a seg-
ment of the ring (fig. 4b) we see that the tensile forces
at the two ends of the segment result in a force Fe
directed towards the centre of the ring. This force lies
in the plane of the ring (fig. 4c) and can be resolved into
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Fig. 3. a) Frequency characteristic of the sound -pressure level Lp
with a rigid piston (dashed curve) and with a rigid cone (solid
curve). b) Frequency characteristic of the total sound power
radiated inside a conical region of apex angle 100°. ft frequency
above which a rigid piston gives a directional effect. fc frequency
above which pathlength differences due to the depth of the cone
reduce the sound radiation.
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Fig. 4. Longitudinal displacements in a cone set up transverse
forces, and vice versa. a) Side view of a conical ring (semi -apex
angle a), on which a distributed force Fi acts in the longitudinal
direction. a longitudinal displacement. b) The longitudinal dis-
placement sets up a tension in the ring. The tensile forces at the
ends of a part of the ring result in a force Fe directed towards
the centre. c) Cross-section. Fe has a transverse component Ft
and a longitudinal component

[1) An extensive treatment is given in F. J. M. Frankort, Vibra-
tion and sound radiation of loudspeaker cones, Thesis, Delft
1975, also published as Philips Res. Repts. Suppl. 1975, No. 2.
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a transverse component Ft and a longitudinal com-
ponent In the equilibrium position Fi is equal and
opposite to Fl. The applied longitudinal force F1 thus
gives rise to a transverse force Ft, whose magnitude
depends on the apex angle of the cone.

Both types of wave propagate from the apex of the
cone to the edge and back as well as in circular paths
parallel to the circumference of the cone. The outward -
travelling waves are reflected at the edge and also at
the point where the drive is applied. At certain frequen-
cies standing waves occur (fig. 5a), and the nodal lines
then appear as concentric circles. These standing waves
occur only at higher frequencies and greatly affect the
sound radiation.

In the case of wave propagation in circular paths, standing
waves occur at frequencies where a circular path is exactly two
or more wavelengths long (fig. 5b). Nodal lines then appear along
generatrices of the cone. Since the bending stiffness of the cone
is relatively small for circulating waves, the propagation velocity
is low and these standing waves appear even at low frequencies,
e.g. at about 100 Hz for a typical 20 -cm (8 -inch) loudspeaker.
They have very little effect on the sound radiation since the
parts of the cone moving in antiphase are so close together that
at these low frequencies their effects are practically cancelled
out, an effect known as 'acoustical short-circuiting'. This mode
of vibration will not therefore be considered here.

a b

Fig. 5. Cone with standing -wave pattern of a) outgoing and
reflected waves, b) circulating waves. The vibrational modes in
(b) radiate little sound.

An interesting resonance effect

If the loudspeaker diaphragm is a truncated cone, it
has both an inner and an outer edge; the drive force is
applied to the inner edge. When the waves propagated
from the inner edge return to it in phase after reflection
from the outer edge they increase the amplitude of the
displacement there; this is referred to as a resonance.
There will also be frequencies, however, for which the
waves return to the inner edge in antiphase and oppose

the displacement; here we have an antiresonance. This
holds both for longitudinal and for bending waves and
it applies not only for a cone but also for a flat ring.

In the case of a cone the coupling between lon-
gitudinal waves and bending waves gives rise to an
antiresonance that is not encountered in. a flat ring.
The frequency at which this antiresonance occurs is a
characteristic frequency of the cone: bending waves
only occur above this frequency.

To explain this special mode of vibration we first
consider a narrow conical ring to which, as in fig. 4, a
longitudinal force F1 is applied; see fig. 6. We now
assume, however, that F1 is a sinusoidally alternating
force, which implies that inertia will come into the
picture.

To begin with we can consider that the ring has a
characteristic mode of vibration in which it alternately
contracts and expands while retaining its shape; the
ring vibrates in a plane perpendicular to the axis and
its centre of gravity remains at rest (fig. 6a). The
elasticity of the ring provides the spring component of
the spring -mass system. The mode occurs at the ring
resonant frequency frr. If the drive force Fi alternates
at this frequency, then the longitudinal displacements
u and the transverse displacements w would both
become infinitely large in the absence of damping, and
so would the amplitude of the velocity in both direc-
tions. The mechanical impedance, defined as force
divided by velocity, would then be zero at this fre-
quency.

This mode of vibration is not specific to a conical
ring; it also occurs in rings of other cross -sections.
However, in the case of the antiresonance mentioned
above, which is confined to a conical ring and occurs
only at a frequency fra <frr, a vibration is found at
which, in spite of the longitudinal drive, the lon-
gitudinal amplitude is small (in the theoretical case
with no damping it is in fact zero; fig. 6b). We call the
frequency .fra the ring antiresonant frequency. At this
frequency the force F1 encounters a high mechanical
impedance (infinitely high with no damping). Never-
theless, this antiresonance is essentially longitudinal,
since the circumference of the ring becomes alternately
larger and smaller. This longitudinal antiresonance can
also be considered as a transverse resonance of the ring
mass and the transverse component of the spring
formed by the elasticity of the ring. In this form of
motion, however, the centre of gravity of the ring is not
at rest. In other words, instead of a free vibrational
mode of the ring we have a forced vibration, which can
only occur when the drive is longitudinal as described
above. The axial component of the drive produces the
movement of the centre of gravity, in accordance with
Newton's laws of motion.
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Fig. 6. Mode of vibration of a conical ring for a) resonance,
b) antiresonance. u longitudinal displacement, w transverse dis-
placement. At the antiresonance the longitudinal displacement
is zero even though the drive is provided by a longitudinal force

The resonance effects described related to a ring. We
shall now, by way of approximation, consider the
loudspeaker cone as a set of coupled conical rings.
Each ring can be considered as a concentrated mass
and a spring, so that the complete cone can be much
more simply represented by a system of masses and
springs (fig. 7). Each ring can be excited at its anti -
resonant frequency fra. The transverse amplitude then
becomes large.

The frequency fra is lowest for the outer ring, since
this has the largest mass and the weakest spring. As the
frequency increases, the resonance effect gradually
travels inwards, and eventually arrives at the inner
edge. The ring in resonance marks a transition circle.
On the stiffer part of the cone, inside this circle, the
waves that occur are mainly longitudinal; on the part
outside it, which is less rigid, they are mainly bending
waves. On the transition circle itself there is an exchange
of energy between longitudinal and bending waves.

Fig. 7. Representation of a cone as a system of masses in and
springs with stiffnesses si in the longitudinal direction and sa in
the azimuthal direction. The values of m increase .the further
they are from the centre, and the values of sa decrease.

The frequency at which the resonance at the outer
edge begins is called fto. The resonance reaches the
inner edge at the frequency fti ; the entire cone is then
covered with bending waves.

In the vibrational behaviour of a cone the lon-
gitudinal displacement ui at the inner edge is of con-
siderable importance. If the cone consisted of only one
ring, this displacement would be zero at the ring anti -
resonant frequency fra. An actual cone can be approx-
imated by a ring of radius equal to the outer radius Ro
of the cone, which is connected by a relatively stiff part
to the inner edge of the cone. The stiff part transmits the
force to the outer ring but adds mass to the system. For
the cone as a whole, "therefore, the frequency fra, at
which ui is zero is lower than the antiresonant frequency
fto ofthe outer ring itself. The difference, however, is
not very great, and instead of fra it may often be more
convenient to use fto, whose value is much easier to
calculate. The value of fra can only be calculated
numerically from the equations of motion of the com-
plete cone.

Calculation of the cone vibrations

The representation given in fig. 7 is of course a
considerable simplification. In reality, there are not
only tensile stresses acting on an element of the conical
shell, but bending moments as well. There is also damp-
ing, caused by the radiation of acoustical energy and
also by internal losses in the material and suspension
of the cone. If we wish to take all these factors into
account, the simple models used so far are inadequate.
We then have to resort to a complete mathematical
treatment. A description that takes all the forces and
moments into account, but not the damping, has eight
simultaneous first -order differential equations with
eight unknowns.

Disregarding the vibrational modes with diametric
nodal lines (fig. 5b) since they make no contribution to
the sound radiation, we can reduce this set to six
simultaneous differential equations. The six unknowns
are all expressed as a function of the coordinate x along
a generatrix of the cone (at the apex of the cone x is
zero, at the inner edge a, at the outer edge b). For the
solution of the six equations three boundary conditions
are imposed at each edge of the cone. The equations are
solved by direct numerical integration [2], carried out
for a large number of different frequencies. If the damp -

[2] First applied to these problems by J. E. Goldberg, J. L.
Bogdanoff and L. Marcus (On the calculation of the axi-
symmetric modes and frequencies of conical shells, J. Acoust.
Soc. Amer. 32, 738-742, 1960) and refined by A. Kalnins
(Analysis of shells of revolution subjected to symmetrical
and nonsymmetrical loads, Trans. ASME E (J. appl. Mech.)
31, 467-476, 1964; Free vibration of rotationally symmetric
shells, J. Acoust. Soc. Amer. 36, 1355-1365, 1964).
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ing is included, all the fundamental variables become
complex numbers, in which case we have twelve dif-
ferential equations and twelve boundary conditions.
In some of the results we shall later present the damp-
ing is taken into account.

The boundary conditions follow directly from the
loudspeaker construction. The connection between the
inner edge of the cone and the voice coil consists of a
stiff rim strengthened by adhesive, and the inner sus-
pension ensures that only axial motion is possible. We
therefore assume in the calculations that the inner edge
of the cone is clamped to an infinitely stiff ring of zero
mass and that the movements of the ring are purely
axial. The purely axial movement implies a fixed ratio
between transverse and longitudinal amplitudes at the
inner edge; this is one of the boundary conditions.
Another boundary condition relates to the clamping of
the inner edge (cow/?x = 0); the third boundary condi-
tion is that the forces at the inner edge are in equilib-
rium. The boundary conditions for the outer edge are
that it has freedom of movement, implying that all
forces and moments there are zero.

It can be shown that the mechanical impedance to
the axial drive force is given by:

Z. = Zt sin2a costa.

In this expression Zt is the transverse and Zi the lon-
gitudinal impedance that would be present at the inner
edge of the cone in the absence of the stiff ring. The
transverse impedance, which is connected with the
bending stiffness of the cone, is generally much smaller
than the longitudinal impedance, which is determined
by expansion and compression in the plane of the
conical shell. It is primarily Zi, therefore, that deter-
mines the amplitude of the displacements of the inner
edge.

A diagram of the situation is shown in fig. 8, where
the impedances Zt and Zi are represented by springs
with the stiffnesses st and si. It can be seen that if the
stiffness st is much smaller than si, the axial motion
depends mainly on

The outer suspension is not included in the calcula-
tions. The damping it normally introduces is accounted
for by using a higher internal damping in the calcula-
tions than the actual value for the cone material.

The vibration patterns in different frequency regions

We have calculated the transverse and longitudinal
displacements of a cone with characteristics like those
encountered in practice. We shall refer to this as cone
50.1; the number 50 indicates the semi -apex angle in
degrees (the geometry and material parameters are
given in Table I). For simplicity the internal damping
is assumed to be zero (D = 0).

From the transverse amplitude w(x) and the lon-
gitudinal amplitude u(x) we have plotted the magnitude
and direction of the resultant motion for a number of
points on the cone. The vibration patterns of a cone
cross-section obtained in this way are shown in fig. 9a-i.
Three frequency regions can be distinguished. The first
(region I) contains the frequencies up to the appearance

Fig. 8. Illustrating the mechanical impedance to an axial force Fa
on the inner edge of a cone. The impedance is represented by the
simultaneous action of two springs. st impedance to transverse
displacements. si impedance to longitudinal displacements. The
inner edge is capable of axial motion only. In practice the longi-
tudinal impedance predominates and mainly determines the dis-
placements.

Table I. Dimensions and material constants of the loudspeaker
cones mentioned in the article. The letter e after a number indi-
cates an experimental cone; the others are calculated examples.
a semi -apex angle. Ri inner -edge radius. Ro outer -edge radius.
h thickness of cone material. E Young's modulus. Q density.
v Poisson's ratio. D internal loss factor. PC polycarbonate.
CAB cellulose acetobutyrate.

Cone
number Geometry Material

a RiRohEer D
(10° (kg

(°) (mm) (mm) (mm) N/m2) /m3)

50.1 50 17 83 0.23 2 600 0.3 0.1
50.2e 50 17 83 0.23 2.4 1200 0.35 0.014 PC
50.3 50 17 83 0.23 2.2 1160 0.3 0.1
50.3e 50 17 83 0.27 2.2 1160 0.34 0.06 CAB
60.1 60 17 83 0.1 2 600 0.3 0.1
60.2 60 17 83 0.26 2.2 1160 0.3 0.1
60.2e 60 17 83 0.26 2.2 1160 0.34 0.06 CAB
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Fig. 9. Vibration patterns, composed of the
ments w and u on cone 50.1 (see Table 1).
a) 1000 Hz
b) ring antiresonance, fra = 1840 Hz
c) 2200 Hz
d) first bending resonance, "'bd. = 2360 Hz
e) first bending antiresonance,

= 2418 Hz

f

h

0

calculated transverse and longitudinal displace -
The figures are not to the same scale.

g) second bending antiresonance,

fb2
= 2750

bendingHzthirdresonance, fora = 2993 Hz
a

i) third bending antiresonance,

j) flba3=0 ;

3083 Hz
3 00 the curves of w and it along

f) second bending resonance, fbr2 = 2668 Hz the cone are plotted separately

of the transition circle at the outer edge of the cone,
i.e. up to frequency fto. In this region there are as yet
no bending waves on the cone. These first appear in
region II, in which the ring antiresonance gradually
progresses from the outer to the inner edge. In the
innermost part the cone motion is still almost uniform.
At the frequency ftt the ring antiresonance has reached
the inner edge; this is the upper limit of region II. In
region III the ring antiresonance has disappeared from

X

the cone and the entire surface of the cone is covered
with bending waves.

Displacement patterns for frequency region I are
given in fig. 9a, b and c. Fig. 9a shows the vibration
behaviour at 1000 Hz. At this relatively low frequency
the cone may be considered as a first approximation to
vibrate as a rigid body. When the frequency is raised
the amplitudes at the inner edge decrease whereas they
increase at the outer edge. At the ring antiresonant
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frequency fra = 1870 Hz the longitudinal amplitude
becomes zero at the inner edge: a node appears. Be-
cause of the assumed rigidity of the inner edge, this
node also appears in the transverse amplitude (fig. 9b).
When the frequency is raised further, the node moves
to the outer edge, as shown in fig. 9c (2200 Hz). The
upper limit of region I lies at fto = 2250 Hz.

Above fto standing bending waves appear on the
cone at certain frequencies; these can be divided into
bending resonant frequencies, for which u(a) and w(a)
go to infinity, and bending antiresonant frequencies, at
which u(a) and w(a) become zero.

At the first bending resonant frequency fbri = 2360 Hz
(fig. 9d), w and u become very large. At the first bend-
ing antiresonant frequencyfbat = 2418 Hz a new nodal
circle appears in w(x) at the inner edge (fig. 9e); this
moves relatively quickly to the outer edge when the
frequency is further increased.

The vibration patterns at the second and third bend-
ing resonant and antiresonant frequencies are given in
fig. 9 f-i. The figures all show the same general picture:
inside the transition circle the wavelength on the cone
is long and the motion is approximately axial, because
u(x) and w(x) have the same order of magnitude;
outside it the vibration amplitude is mainly determined
by the much shorter bending waves, which have a
much greater amplitude than the longitudinal waves.

In frequency region III the coupling between bend-
ing and longitudinal waves becomes weak. The wave-
length of the bending waves, which now cover the
entire cone, is approximately equal to the bending
wavelength on an infinite plate. In fig. 9/ the transverse
and longitudinal displacement patterns atf = 13 000 Hz
are of necessity shown separately, since in this case a
combined picture would no longer give a clear picture
of the vibration pattern.

Holographic display of vibration patterns

Minute displacements or deformations of an object
can be made visible by means of holography [3]. We
have used the time -averaged holography technique
to render visible the vibration patterns of a loud-
speaker cone to verify the results of the calcula-
tions qualitatively. We chose for the purpose a plastic
cone (made of polycarbonate, cone 50.2e), since this
material is more homogeneous than that of the more
usual paper cone; the vibration patterns are conse-
quently more regular and give a clearer picture. The
geometry was the same as that of cone 50.1, but the
constants of the material were of course different (see

t3] See C. H. F. Velzel, Holographic strain analysis, Philips tech.
Rev. 35, 53-64, 1975 (No. 2/3).

a

1w1

d 0 _x

Fig. 10. Vibration patterns of a plastic cone (cone 50.2e), made
visible by holography. White: low transverse amplitude (nodal
lines), grey or black: high amplitude. The calculated amplitude
curve is shown below each photograph (x=0 at the inner edge
of the cone).
a) ring antiresonance, fra = 1646 Hz
b) second bending resonance, fbr2 = 2063 Hz
c) second bending antiresonance, fba2 = 2170 Hz
d) third bending resonance, fbr3 = 2337 Hz
e) 6432 Hz
f) 8956 Hz (upper limit of region II fu = 8520 Hz)
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Table I). The recordings were made with the cone
vibrating in air with a free outer edge.

The results are shown in fig. 10a -f. In the lighter
parts the transverse amplitude is small (nodal lines), in
the grey and black parts it is large. The calculated curve
of the transverse amplitude w(x) is shown beneath each
photograph; damping was taken into account in the
calculations.

Fig. 10a was recorded at the frequency fra. Besides
the large amplitude at the outer edge, the picture shows
a standing -wave pattern of circulating waves with ten
nodal diameters. The grey ring near the edge is not a
node but originates from the high local amplitudes.
The patterns in fig. 10b, c and d were recorded at
bending resonant and antiresonant frequencies; the
transition circle is indicated in the graphs by a point.
In fig. 10e (6432 Hz) the transition circle has almost
reached the inner edge; in fig. 10f (8956 Hz, i.e. just
aboveftt = 8520 Hz) it has disappeared from the cone,
which is now completely covered by bending waves.
The holographic pictures provide a complete confirma-
tion of the calculated transverse -amplitude patterns.

The inhomogeneities on a paper cone are usually
greater and cause a more distorted pattern. Additional
distortions of the symmetry may be caused by the
outer suspension. This is illustrated in fig. 11, which
shows a holographic presentation of the vibration
pattern of a commercial loudspeaker with a paper rim.
These irregularities do not adversely affect the sound
reproduction from a paper cone, but make such a cone
less suitable for demonstrating the vibration patterns.

Sound radiation from a flexible cone

The sound radiation from a flexible cone may be cal-
culated in essentially the same way as that from a rigid
piston and rigid cone. Each element of the cone surface
is regarded as a point source and the contributions of
all the point sources are added together. It is again
assumed that the loudspeaker is enclosed in an infinite
baffle. A complication here is that each surface element
has its own transverse vibration amplitude, which must
first be calculated and then included in the acoustic
summation as a weighting factor.

Another complication is that, because of the succes-
sion of resonances and antiresonances in the flexible
cone, the mechanical impedance to the motion of the
voice coil varies considerably with frequency. With a
constant drive force this means there is great variation
in velocity amplitudes at the inner edge of the cone.
This variation is also of course reflected in the fre-
qency response; for a given drive force the sound power
radiated at a given frequency is inversely proportional
to the mechanical impedance presented to the voice

Iwl

Fig. 11. Vibration pattern of a loudspeaker with paper cone
(Philips 9710), made visible by holography. Frequency 5929 Hz.
The pattern is less regular than that in fig. 10 because a paper
cone is less homogeneous than a plastic cone.

coil, or, in other words, directly proportional to the
mechanical admittance. This quantity therefore de-
serves to be looked at more closely.

Mechanical admittance

Like the vibration pattern, the mechanical admit-
tance at the inner edge can also be calculated for any
frequency from the set of differential equations men-
tioned in the previous section. As an example fig. 12
shows the calculated curve of the axial admittance Ya
as a function of frequency for cones 50.1 and 60.1 (see

Table I). At low frequencies, where the cone vibrates
as a single mass, inertia is the decisive factor and the
admittance decreases with increasing frequency. A
minimum is reached atfra; just above it is the frequency

fto (indicated by a point), where the bending resonances
and antiresonances begin. In cone 50.1 these give a
ripple in the admittance curve. Above fti (the second
point) the bending resonances and antiresonances are
no longer perceptible in the admittance curve. The
marked oscillations of the curve are connected with the
longitudinal resonances and antiresonances.

Cone 60.1 differs from cone 50.1 in its larger apex
angle and thinner paper. Because of the larger apex
angle the characteristic frequencies fra, fto and fti are
lower. The thinner paper makes the cone lighter,
so that the curve starts higher and the admittance varia-
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Fig. 12. Calculation of the axial mechanical admittance Y. at the
inner edge of cones 50.1 and 60.1 as a function of frequency.
The 'points' indicate the locations of frequencies fto and ft,. At
low frequencies the cone mass predominates. At fra a minimum
occurs; fto lies just above it. Between fto and fti the bending
resonances and antiresonances in cone 50.1 give rise to a fine
structure. Above fti the curve is determined by the longitudinal
resonances and antiresonances.
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Fig. 13. Calculation of the total axial mechanical admittance Ytot
as a function of frequency after the addition of the voice -coil
mass to cone 50.1. Curve Ya from fig. 12 has been added for..:
comparison.

tions associated with the bending waves are less
pronounced; in fig. 12 they can no longer be seen.

The mass of the voice coil is not taken into account
in fig. 12. In practice its effect is considerable and can
even be dominant at. high frequencies; the admittance
oscillations due to the longitudinal resonance effects
cause no more than a ripple on the curve determined by
the voice -coil mass (see fig. 13).

Calculated frequency characteristics

To draw the frequency characteristic of a loud-
speaker in sufficient detail it is necessary to perform
calculations at some fifty well chosen frequencies. The
calculation of localized vibration amplitudes takes a
considerable amount of computer time (about two
minutes for each frequency with an IBM 370/168; the
acoustic variables take somewhat less). Our initial cal-
culations were made with the mass of the voice coil
taken as zero. This gives a basic curve, and very little
extra computing time is required in correcting for the
effect of the voice -coil mass, which is of a simple nature.
This allows different values for this important param-
eter to be introduced at a later stage for a rapid deter-
mination of its effect on the curve.

Fig. 14 shows the result of calculations on cone 50.1.
First of all we calculated the level Lp of the sound
pressure at an axial distance of 10 metres from the
loudspeaker (fig. 14a). A drive force with an amplitude
of 1 N is assumed. We also calculated the level LP100
of the acoustic power radiated in a conical region of
apex angle 100° (fig. 14b). Calculation of the sound
pressure is unrealistic for field points lying outside this
conical region, which is bounded by the loudspeaker
cone itself with its apex angle of 100°.

The results may be compared with the solid curves in
fig. 3, relating to a rigid cone of the same dimensions.
Below fra (1840 Hz) the sound radiation from both the
flexible and the rigid cone is almost identical with that
from a rigid piston. Since the mechanical admittance
has a minimum at fra, we also expect a minimum there

90dB
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Fig. 14. a) Sound -pressure level Lp on the axis of cone 50.1
(calculated curve neglecting voice -coil mass; distance 10 m, drive
force 1 N). The level is expressed in decibels relative to a reference
level of 20 p.Pa. b) Acoustic power level LP100, radiated within a
conical region of apex angle 100°. The level LP100 is expressed
in decibels relative to 10-12 W. Some characteristic frequencies
and the frequency regions I, II and III are given.
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in the sound -pressure response; this is not found
because of the compensation provided by the high
transverse amplitude at the outer edge (see fig. 10a).
The decrease in the sound pressure expected for a cone
above fc (here 1580 Hz) cannot be seen because fc and
fra are relatively close together. The power response
shows a slight decrease above ft (920 Hz); see fig. 14b.

In frequency region II (fto < f< fti) the sound
radiation is predominantly controlled by the relatively
uniformly vibrating inner part of the cone; the short
bending waves on the outer part of the cone are
`acoustically short-circuited' and radiate little sound.
The characteristics in this region have a broad maxi-
mum with a superimposed fine structure of bending
resonances and antiresonances, followed by a deep
minimum at the first longitudinal antiresonant fre-
quencyfiai (7513 Hz), where there is a minimum in the
mechanical admittance (fig. 12, curve 50.1). In the
high -frequency region (region III,f > fti) the pressure
response shows the same oscillating character as the
mechanical admittance; peaks and dips alternate at
longitudinal resonant and antiresonant frequencies.

If we now take the voice -coil mass into account, the
characteristics change shape at the high frequencies.
We have already noted that the mechanical admittance
at high frequencies is entirely determined by the voice -
coil mass; in the acoustic response curves this appears
in a steep drop in frequency region III (see fig. 15). If
this drop begins above the sharp minimum at the first
longitudinal antiresonant frequency fiat, this frequency
will then in practice be the upper limit of the frequency
range of the loudspeaker. The decrease due to the
voice -coil mass, however, may begin in region II.

Comparison of measured and calculated characteristics

To test the theory against practical experience, the
sound radiation was both measured and calculated for
cones of various apex angles. Here again, plastic cones
were used, but this time of different composition (cel-
lulose acetobutyrate). The cones were provided with a
rubber outer rim. The internal damping or loss factor
of the material was 0.06, which is considerably more
than that of the polycarbonate used for the holographic
recordings. In those experiments it was important to
make the bending waves visible, but in the acoustic
measurements it was important to damp the bending
resonances. A loss factor of 0.1 was assumed to allow
for the damping at the rim and the radiation damping.
The assumed infinite baffle was approximated by a
closed acoustic box (volume 100 dm3) attached to the
middle of a square baffle (1.5 x 1.5 m2).

In fig. 16a the solid curve is the measured sound -
pressure response of a cone with a semi -apex angle of
50° (cone 50.3e, in Table I); the dashed curve is the
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Fig. 15. a) Sound -pressure level Lp and b) power level Lrloo,
calculated for cone 50.1, with the voice -coil mass assumed equal
to half the cone mass.

calculated response for the same cone. The calculated
values of the various characteristic frequencies are
indicated. The main features of the measured curve
can all be explained from these values. The maximum
in frequency region II does indeed lie between fra and
fti and the characteristic does start to fall off at fiat.

The dip in the measured curve at 300 Hz is related to
the dimensions of the baffle. At low frequencies the
rest of the measured curve lies above the calculated
one, because of radiation from the outer suspension.
Above fra this suspension contributes little to the sound
radiation.

Measurements were also made of the total sound
power radiated within a conical region of apex angle
100°, with ten microphones arranged in an arc around
the loudspeaker. Because the ten signals had to be
summed, measurements could only be made at a num-
ber of discrete frequencies, yielding the values indicated
by the points in fig. 16b. In fig. 16c the measured and
calculated directivity diagrams are compared.

The characteristics relating to a cone with a semi -
apex angle of 60° (cone 60.2e, Table I) are given in
fig. 17. They give a lower maximum in region II.
Although they do not differ fundamentally from fig. 16,
most of the characteristic frequencies are lower.
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Fig. 16. Comparison of measured and calculated characteristics
of cones 50.3e and 50.3; the dashed curve relates to cone 50.3.
The calculated characteristic frequencies are given. a) Sound-
pressure level. b) Level of total acoustic power radiated within
a conical region of apex angle 100°. c) Directivity characteristics.
The sound -pressure level is plotted as a function of the direction
of radiation.

It may be concluded from the good agreement be-
tween the calculated and measured characteristics that
the calculation procedure gives a good approximation
to the actual behaviour of the cone.
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Fig. 17. Comparison of measured and calculated frequency
characteristics of cones 60.2e and 60.2.

The design of a loudspeaker cone

The primary consideration in the design of a loud-
speaker cone is to ensure that the characteristic fre-
quencies are properly located.

All the requirements cannot be satisfied simulta-
neously. A flat pressure and power response, a large
bandwidth and a high efficiency cannot all be achieved
at the same time. Every design must therefore be a
compromise.

If the flattest possible characteristics are required,
then to avoid the dip at fra in the power response, fra
should not lie too far above ft. This has consequences
for the apex angle. If, for example, we take fra smaller
than 2ft, the semi -apex angle a of a paper cone, in
which the propagation velocity c for longitudinal waves
is 2700 m/s, must be greater than 70°. Such a large
value of a implies a low maximum in region II, which
will help to give a flat response. In this region, however,
a distinct fine structure may easily arise, because with a
large apex angle the frequencies of the bending resonan-
ces and antiresonances lie further apart; a should there-
fore not be made larger than is absolutely necessary.

The steep decrease at high frequencies, caused by the
voice -coil mass, generally determines the upper limit
of the frequency range of the loudspeaker. To achieve
a high cut-off frequency the ratio me/md between the
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masses of voice coil and diaphragm must be chosen as
small as possible. This can never be higher, however,
than flat or fti, whichever of the two is lower, since the
cone behaviour sets an upper limit here to the frequency
response. The frequencies fiat and fti depend on the
radius of the inner edge; if the radius is smaller, fti is
higher but fiat lower.

The cone thickness h can be determined experimen-
tally after the other geometrical parameters have been
determined. A thin cone helps to suppress the fine
structure of the bending waves but makes the ratio
me/ma worse. It also increases the danger of nonlinear
distortion because the amplitudes of vibration become
too large. One means of eliminating fine structure is to
use a damping outer rim.

If the primary requirement is a large bandwidth,
then as noted above, the ratio me/ma must be given the
smallest possible value. This implies a heavy cone and
low efficiency. If dips in the response at fra and fiat are
acceptable, a small value of a should be taken and c
made as high as possible; fra, fiat and ftt then become
higher. A semi -apex angle of 50°, for example, can then
be used, which makes the maximum in region II rel-
atively high. The thickness is again chosen in such a
way as to eliminate the fine structure.

If high efficiency is most important, the cone should
be made as light as possible. The ratio me/ma then
becomes higher, however, and the bandwidth will
consequently be small. A high maximum in region II
can be obtained by choosing a small apex angle. If a
dip in the pressure response at fra is not allowed, the
Young's modulus of the cone material should be
chosen such that fra is lower than 2fe.

Computer -aided design with visual display

It would be ideal if the designer could feed a sketch
of the desired frequency characteristic into a computer
and get back a little while later the corresponding
dimensions and material constants for the cone. This
is not feasible, however, since not all the curves can be
realized in practice. Computer -aided design of a loud-
speaker cone still has to be done the other way round:
the designer types in some data and the computer cal-
culates the resultant frequency characteristic. If it differs
from the required curve, the designer then changes one
or more parameters and the computer presents another
result. An iterative procedure of this type is best carried
out at a computer terminal with a visual display
(fig. 18).

Such a procedure requires a great deal of computer
time: it can take an IBM 370/168 computer as long as
an hour to calculate a single characteristic. If the
procedure is to be used frequently, costs can be reduced
by storing a number of standard characteristics in the

computer memory and using these as the starting point
for each new design. These characteristics can be ade-
quately characterized by four parameters: the outer
radius Ro, the inner radius Rt, the semi -apex angle a
and the velocity c of longitudinal wave propagation in
the cone material.

Poisson's ratio (of lateral to longitudinal strain) has little
influence, and is set at in all cases. The loss factor giving the
internal damping of the cone material is taken at the relatively
high value of 0.1, and the cone thickness is given the empirical
value /20/800; both values reflect the practical measures that need
to be taken to avoid a fine structure.

Fig. 18. Computer -aided design of a loudspeaker cone using a
visual display.

For Ro, for example, seven values can be taken (cor-
responding to the commercial diameters 3, 4, 5, 6+, 8,
10 and 12 inches), for Ri three values (e.g. 18, 35 and
50 mm), for a five values (50° to 70° in steps of 5°) and
for c a single value (2500 m/s). The vibration patterns
and frequency characteristics of 105 cones now have
to be calculated and stored. From the stored vibration
patterns the vibration patterns and frequency charac-
teristics for other materials can be computed fairly
quickly. If we take, for example, c = 1500 m/s and
c = 3500 m/s, we can calculate the data for 315 cones
and store them in the computer memory.

The designer can call up the characteristics of any
one of these cones on his visual display. Having done
this he types in a value for the ratio me/ma of voice -
coil mass to cone mass. The computer immediately
calculates the effect of this ratio on the characteristics,
which takes very little computer time.

If the desired characteristic is not sufficiently approx-
imated, the designer can request calculations for inter-
mediate values of the four basic variables; the pro-
grams for this are stored in the computer. The results
are stored in the memory, so that the range of choices
available is gradually widened.
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After a trial model has been made in this way, it may
be found that the characteristics have an undesired
-fine structure. The damping must then be increased or
the cone thickness reduced; neither of these measures
has much effect on the general shape of the frequency
characteristics provided the ratio me/ma and the fun-
damental resonant frequency fo are kept constant.

Summary. A loudspeaker cone gives complex and highly fre-
quency -dependent vibration patterns. With a computer numerical
solutions can be found for the set of simultaneous differential
equations that describe the vibration behaviour of a flexible
conical shell. Three frequency regions are distinguished: I. low
frequencies, the cone vibrates as a rigid body; II. a ring on the
cone gives a special resonance, bending waves occur outside
this ring; III. high frequencies, the entire cone is covered with
bending waves. For the frequency characteristics of the pressure
response and total sound -power response of the cone to have

The spring constant of the cone suspension and the
characteristics of the electrodynamic drive can be in-
cluded in the model with very little extra complication.
Their influence can be immediately calculated by the
computer from relatively simple formulae. In this way
a very comprehensive loudspeaker design can be
produced.

the desired shape, it is necessary for the boundaries between the
regions to be correctly located; this determines the choice of the
radii of the outer edge and the voice coil, the apex angle and
the material constants of the cone. The bending resonances are
less pronounced for a thinner cone or material with greater
damping. For a high cut-off frequency the mass of the voice
coil must be low compared with that of the cone. Computer -
aided design is possible by calling up a visual display of pre-
viously stored calculated characteristics and modifying the
parameters.
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An easily controlled alkali -vapour dispenser

The photocathode of devices such as image ampli-
fiers are often formed from an alkali antimonide.
Coatings of these materials cannot be formed directly
by vapour deposition of the material itself, however,
since the material would dissociate in the process.
Photocathode coatings are therefore made by means of
separate sources that alternately deliver accurately
controlled amounts of antimony and alkali vapour.
The usual practice is to incorporate these sources,
called 'dispensers', in the tube before evacuating it and

zirconium. An electric current generates heat which
produces the following reaction:

Na2CrO4 -F 2Zr 2ZrO2 + Cr + 2NaT.

The sodium vapour is released from the join or seam
along the whole length of the tube.

Exposure of the alkali metal to air can be minimized
by arranging for the sodium vapour to be released, by
means of a chemical reaction, only at the exact time
and location required for manufacture.

Fig. 1. Cross-section (left) and photograph of a sodium -vapour dispenser. Dispensers of this
type are used for making photosensitive layers of alkali antimonide. The 'housing' E consists
of a rolled -up strip of nickel -chromium steel (0.08 mm thick). The dispenser is connected to a
constant -current source by means of two contacts (see photograph). The filling of conventional
types of dispenser is a mixture R of Na2CrO4 and zirconium. When the dispenser is electrically
heated, this mixture gives off sodium vapour, which is released from the seam S along the
whole length of the tube.

sealing it off, and to produce the evaporation from
outside by an electrical method. A computer is often
used to determine the times at which the vapour pro-
duction is to be switched from one source to another;
it does this from data relating to properties such as the
light transmission and the electrical resistance of the
coating, which are continuously measured during
manufacture. To avoid difficulties in manufacture it is
important that the vapour production should be con-
stant, especially after the temporary interruptions
inherent in the production method. In constancy and
degree of control it is the alkali dispensers that leave
most to be desired.

Fig. I shows a cross-section and a photograph of a
conventional type of sodium dispenser. The housing
consists of a rolled -up strip of nickel -chromium steel.
The filling may be a powder mixture of Na2CrO4 and

Since the reaction in the chromate dispenser de-
scribed here is exothermic, however, exact regulation
of the sodium -vapour production is difficult. Another
difficulty is that the vapour production is not com-
pletely homogeneous, because there are always con-
centration fluctuations in the powder mix, however
thoroughly mixed, and these give rise to local varia-
tions in heat production.

We have now developed a dispenser whose operation
is based on an endothermic reaction instead of an
exothermic one. The sodium vapour is produced by
the dissociation reaction

Au2Na 2Au NaT

Au2Na is an intermetallic compound that does not
decompose in air, is brittle and is thus easily pulverized.
The compound is made by melting a stoichiometric
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Fig. 2. The quantity 9 of sodium released as a function of time t
at a current of 4.5 A for a sodium dispenser filled with AusNa
(the new type) and for a dispenser filled with Na2Cr04 and Zr
(the conventional type).

mixture of gold and sodium in a hermetically sealed
molybdenum vessel. After the mixture has been pul-
verized to produce grains small enough to pass through
a sieve with a mesh of 125 .tm, the material is intro-
duced into the same kind of container as the dispenser
mentioned above.

Since the filling of the new dispenser consists of only
one substance, the sodium vapour pressure it gives
under equilibrium conditions depends only on tem-
perature within very wide limits of composition as the
reaction proceeds. In the earlier type of dispenser de-
scribed above, the filling is formed from two substances,

no equilibrium is established and the vapour produc-
tion is also adversely affected by changes in the con-
centrations during operation.

The temperature at which the new type of dispenser
delivers sodium is very much lower: 685 °C instead
of 900 °C in the earlier type. The output is therefore
greater for the same current (fig. 2). The vapour pro-
duction of the new dispenser is also much less sensitive
to interruptions. If the current increases by 0.1 A/min
the first vapour appears at 4.1 A from the as yet unused
chromate dispenser of the conventional type, but after
the first interruption and cooling to room temperature
the next release is found at 3.5 A. When the same
procedure was followed with the new type, no change
was observed: the current remained unchanged at
3.0A. The amount of gas adsorbed from the air (H20,
H2, CO, CO2 etc.), which is desorbed during the pre-
liminary degassing, and also the unavoidable residue
released during the vapour dispensing itself, are about
50 % lower in the new type. Finally, the new type is
more resistant to damp air: it can be kept for weeks,
instead of days for the old type.

The advantages summarized here will be of obvious
interest in automated production.

Potassium- and caesium -vapour dispensers based on
the same principle are under development.

J. J. B. Fransen
J. H. N. van Vucht

lag. J. J. B. Fransen is with Philips Elcoma Division, Eindhoven;
Dr J. H. N. van Vucht is with Philips Research Laboratories,
Eindhoven.
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Observations of domains in ferroelectrics and ferromagnetics
with a scanning electron microscope

C. Michel

The case described in this article - work with a scanning electron microscope -
possesses two contrasting aspects. It shows, for both ferroelectricity and the electron
microscope, that a scientific and technical subject can reach a stage of renaissance even
without ever having been a true classic. For ferromagnetism, however, exactly the reverse
is true. The subject really is a classic, but SEM observations by means of magnetic -

contrast do not appear to be a very hopeful prospect for the future.

Detection of surface potentials

The scanning electron microscope offers about a
dozen different ways of obtaining contrast in the
images it can produce [1]. One of these is image
formation by voltage contrast. In this method the
secondary electrons emitted by the sample under in-
vestigation are detected. These secondary electrons are
produced by the scanning (primary) beam of the SEM.
The number of secondary electrons reaching the de-
tector will vary with the electrostatic potential at the
surface of the sample, giving a corresponding contrast
in the image. This method of imaging has been widely
used in the study of semiconductors and of micro-
electronic circuits [2].

The method can also be used to give a directly visible
presentation of the domain structure in ferroelectric
materials. This application is important because useful
electro-optic phenomena such as electrically controlled
birefringence and light scattering have been shown to
be related to the ferroelectric domain configuration in
the material concerned [3]. The study of the behaviour
of ferroelectric domains - in which the object is

to find ways of controlling them - is by no means
easy. Certain interactions, such as those between elec-
trical and mechanical quantities, make the treatment
of ferroelectrics more complex than that of ferro-
magnetics.

In a ferroelectric the electrical polarization induces
surface charges. These charges produce the potential
fields on which image formation by voltage contrast
depends. The various domains in general have different
polarization directions, giving sufficient contrast for
direct study of the domains with almost zero delay.
Observation of domain structure by SEM does not

Dr C. Michel, formerly with Philips Laboratories, Briarcliff
Manor, N.Y., is now with Stauffer Eastern Research Center, Dobbs
Ferry, N.Y.,.U.S.A.

necessitate the destruction of the material, as in tech-
niques such as chemical surface etching [4].

The resolution of voltage -contrast imaging is in prin-
ciple only limited by the diameter of the electron beam
(0.02 p.m). This value represents a considerable im-
provement: the conventional direct methods such as
polarization microscopy and X-ray topography have a
resolution of about 1 p.m, because they depend on the
use of an ordinary optical microscope.

It is also possible to use the SEM for a kind of
`dynamic' observation of ferroelectric materials. The
electron beam then gradually builds up a surface charge
that induces 'domain flipping'. This induced polariza-
tion switching and the associated redistribution of the
ferroelectric domains can be observed with the same
high resolution while it is actually taking place.

In the following sections some of our work in ferro-
electricity, with both single -crystal and polycrystalline
(ceramic) materials, will be discussed. The experiments
clearly illustrate the feasibility of voltage -contrast
imaging. A few preliminary details are given of the
samples used and of the instrument settings. The final
section of the article contains material on the - rather
limited - possibilities of observing ferromagnetic
domains by the somewhat analogous method of
magnetic -contrast imaging.

[2]

[3]

[9]

See for example D. B. Holt, M. D. Muir, P. R. Grant and
I. M. Boswarva (eds), Quantitative scanning electron micro-
scopy, Academic Press, London 1974; L. Reimer and G.
Pfefferkorn, Raster-Elektronenmikroskopie, Springer, Berlin
1973; and W. Kuypers and J. C. Tiemeijer, The Philips
PSEM 500 scanning electron microscope, Philips tech.
Rev. 35, 153-165, 1975 (No. 6).
P. R. Thornton, Scanning electron microscopy, Chapman
and Hall, London 1968. See also W. H. Hackett, Jr, R. H.
Saul, R. W. Dixon and G. W. Kammlott, J. appl. Phys. 43,
2857, 1972.
C. E. Land, P. D. Thacher and G. H. Haertling, Electrooptic
ceramics, in: R. Wolfe (ed.), Applied solid state science 4,
137-233, Academic Press, New York 1974.
J. A. Hooton and W. J. Merz, Phys. Rev. 98, 409, 1955.
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Equipment and materials

The four ferroelectrics that we investigated are
shown in Table I with some of their characteristic data.
The values for the spontaneous polarization apply in
the region of room temperature. The first three com-
pounds were investigated in the single -crystal form.
The fourth compound, lanthanum -doped lead zircon -

Static imaging of domains by voltage contrast

The first ferroelectric sample observed by the voltage -
contrast (VC) technique was an uncoated optically flat
surface of a single crystal of triglycine sulfate. A domain
pattern is clearly visible in fig. 1. The domains -- which
are elongated along a preferential direction - are found
to be separated by 180° walls, i.e. the adjacent domains

Table I. The ferroelectrics that were investigated in a scanning electron microscope by means of voltage contrast.
The column 'domain -wall type' gives the angle between the polarization vectors of adjacent domains.

Compound Crystal class Density

(g/cm3)

Spontaneous
polarization

(u.C/cm3)

Domain -wall
type

Transition
temperature

(°C)

Triglycine sulfate
(C1-42NH2COOH)3.H2SO4

Monoclinic 1.69 2.8 180° 49

Barium titanate
BaTiO3

Tetragonal 6.4 26 180 . 90-, 45 130

Tetrabismuth-trititanium-
12 oxide
Bi4Ti3012

Monoclinic 6.6 4 180°, 90° 626

Lanthanum -doped
lead zirconate-titanate
8/65/35 PLZT

Tetragonal (a)
and
rhombohedral (fl)

7.6 28
properties vary with the
a and /3 phase 19]

ate-titanate was the ceramic material studied. This
material contains two crystal structures: a, which is
tetragonal, and 13, which is rhombic. Both depend on
the thermal and electrical history of the sample.

The SEM used for the experiments was a standard
production instrument whose voltage -contrast signal
could be displayed on a television monitor. Images
could also be recorded on a video recorder. With
samples of soft material such as triglycine sulfate the
SEM was operated at a low beam intensity (10-11 to
10-10 A) and a low accelerating voltage (2 to 6 kV).
The surface then remained undamaged by the incident
electrons.

In the 'dynamic' mode of observation a beam inten-
sity of as much as 10-9 A was permitted. Under such
conditions the electric field from the surface charge
generated by the primary beam can easily reach several
kilovolts per cm, at least for non -conducting materials.
However, if some existing domain structure is being
investigated - by observation in the static mode -
the generation of static charge must be avoided. Non-
conducting ferroelectrics must then be coated with a
conducting film. Our samples were coated with a car-
bon film of thickness between 0.01 and 0.05 il.m. Such
a film has no significant effect on the resolution of the
SEM. Thicker films could not be used because they
would give too much screening of the electric field
- responsible for the contrast - at the surface of the
sample.

Fig. I. The surface of a single crystal of the ferroclectric TGS
(triglycine sulfate). Adjacent domains have opposite polarizations.
The image, obtained with a scanning electron microscope, is
produced by the effect of the electric field from the various
domains on the secondary electrons emitted by the surface
('voltage contrast'). The surface of the sample was optically flat
and uncoated. The small white spots denote the build-up of surface
charge.
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have opposite polarizations. The fact that 180° walls
are easily observable represents a specific advantage of
using the SEM. The conventional method of obser-
vation, with an optical microscope and polarized light,
will not normally make such walls directly visible [51.

To confirm that fig. 1 is indeed due to voltage -con-
trast imaging we made two control experiments. Firstly
we investigated the same uncoated samples in the SEM
again, by using back -scattered electrons. However, no
contrast could be seen. This control experiment proves
that the pattern of fig. 1 cannot be due to topographical
features of the surface. We also found that an uncoated
sample with a screening gold layer of excessive thick-
ness (more than 0.1 Ilm) did not produce any second-
ary -electron imaging. From these two experiments it
can be safely concluded that fig. 1 does indeed represent
a voltage -contrast image.

The domain patterns observed were found not to be
particularly stable. They included white spots, which
are characteristic of the build-up of surface charge.

After the triglycine-sulfate crystals we examined
barium titanate. These crystals are much harder and
easily withstand primary beams up to 10-10 A at
accelerating voltages to a maximum of 24 kV. Fig. 2
shows domains with 90° walls, delineated on a cleaved
section of the crystal.

Fig. 3 shows a cleavage section of the third kind of
single crystal: Bi4Ti3012. The typical striped structure
is similar to that of fig. 2, although the domain con-
figuration is more complex, owing to the rather unusual
crystallographic structure of the material. In the crystal
of fig. 3, which had the shape of a wafer, the direction
of the spontaneous polarization of all domains was
parallel to the surface of the sample. This meant that
there was no contrast at the upper surface of the
sample, which is consistent with the expected con-
stant surface potential there.

Dynamic imaging by voltage contrast

Beam -induced polarization switching

The domain flipping in ferroelectrics and its inter-
action with the crystal properties is a complex phenom-
enon [6]. It is known, for example, that when the
macroscopic polarization of a ferroelectric crystal is
reversed by an external electric field, the domain con-
figuration undergoes drastic changes. To obtain an
understanding of the process much work has been done
on various compounds, including the material we
selected, triglycine sulfate. Using the SEM we were
able to directly observe beam -induced domain flipping
in an uncoated triglycine-sulfate crystal by means of
the television monitor coupled to the microscope. The
thickness of the wafer was about 50 p.m, and as stated

Fig. 2. Domain structure of an uncoated cleavage surface of a
single crystal of BaTiO3 The polarization vectors in adjacent
domains are perpendicular to each other. The image was made
with a scanning electron microscope (SEM), using voltage
contrast.

earlier the primary electron beam had an intensity of up
to 10-9 A. At these current levels the observed domain
pattern was found to be unstable and to be extremely
sensitive to the beam. Granular white spots would sud-
denly appear on the monitor screen, indicating a build-
up of surface charges.

When a strong field, of the order of several kilovolts,
is present, the polarization switches very rapidly - in a

Fig. 3. Domain structure of an uncoated cleavage surface of a
single crystal of BiaTi3012.



Philips tech. Rev. 36, No. I DOMAIN OBSERVATION BY SEM 21

Fig. 4. Domain imaging in the voltage -contrast 'dynamic' mode.
It is called 'dynamic' because the scanning beam induces domain
flipping. The sample is an uncoated single crystal of TGS. The
pictures are observed without any significant time delay on a
television monitor coupled to the SEM. a) The incident primary
electrons rapidly neutralize the existing surface charge. After a
few scans the contrast between adjacent domains (with 180°
walls) has decreased to such an extent that only the domain walls
are still clearly delineated. b) After a few more scans the induced
fields become sufficiently strong to reverse individual polarization
vectors; for example, a domain near the center has been switched
and now appears as a dark island. c) After switching charge com-
pensation occurs and the contrast disappears again. Note the
increased domain size.

few microseconds. The velocities at which the walls
move across the wafer are of the order of meters per
second. From this it follows that the switching of an
individual domain takes place too quickly for it to be
observed directly. The time necessary for switching the
polarization of the entire surface scanned by the beam
can be controlled within a certain range by varying
the setting of the SEM : the time increases when the
scanned area is increased or the intensity of the
beam is reduced.

Fig. 4 shows various stages of the switching process
occurring at the crystal surface: these images were ob-
served on the monitor screen without any significant
delay. It can be seen that initially the contrast between
adjacent domains with 180° walls decreased rapidly.
Fig. 4a shows an example of such flat contrast: only
the domain walls are clearly delineated. The rapid
reduction in the contrast results from the fast neutrali-
zation of the surface charges originally present by the
electron beam. After the sample has been scanned a few
times the applied charge is large enough for its field to
reverse the polarization. This switching process creates
the dark islands shown in fig. 4b. Somewhat later charge
compensation occurs and the contrast disappears again,

Fig. 5. An intermediate stage in the charge -compensation process
(see fig. 4c). The areas inside the domain walls are still partly
black, indicating that charge compensation is not yet complete.

leaving domains of larger size (fig. 4c). Fig. 5 illustrates
another intermediate stage of the charge -compensation
process: it can clearly be seen that the process is only
partially completed [7]. The contrast between domains
of opposite polarization lasted for no longer than a few

[5]

[6]

[7]

See for example F. Jona and G. Shirane, Ferroelectric
crystals, Pergamon Press, Oxford 1962.
See for example J. R. Maldonado and A. H. Meitzler, IEEE
Trans. ED -17, 148, 1970.
A discussion of charging effects is given in Thornton's book
(see note [2] above), p. 111 and following.
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Fig. 6. Photomicrograph of a single crystal of TGS, showing
'beam writing' produced by an SEM. The 'writing' consists of a
row of dashes formed in non -adjacent domains of the same
polarization. The dashes represent local reversals brought about
by individual scans. The beam current was 10-9 A.

scans in this experiment; this period was so short that
the contrast could only be observed in slow-motion
playback on the video recorder.

By increasing the beam current to 10-9 A we were
able to observe local switching induced by the individ-
ual scans (fig. 6). The parallel lines inside the domains
indicate the individual scans. The lines are of course
only visible in domains that have a polarization of the
same sign, which means that they cannot be adjacent.
Such a technique of 'beam writing' makes the SEM a
convenient instrument for characterizing the polariza-
tion states and the domain structure at the surface of a
ferroelectric sample.

The domain structure; nucleation effects

If high beam currents are used, local heating arising
during the scan may be sufficient to cause the transition
temperature of the ferroelectric material to be ex-
ceeded. In such a case a transition to the para-electric

Fig. 7. Photomicrograph of the edge of a strained single crystal
of TGS. The sample was in the form of a thin wafer. Two typical
domain patterns can be seen.

state takes place in the sample, and the domain pattern
is erased. If a sample is externally heated and then
allowed to cool, new domains are created on passing
the transition temperature. The way in which this hap-
pens is of course important for the understanding of a
domain pattern that appears in a particular crystal.
The creation of domains at the transition temperature
is linked to nucleation, which depends on the overall
state of the crystal. Most crystals are in a state of non-
uniform strain, as a consequence of the conditions
during their growth. The domain configuration in a
crystal is therefore a result of a compromise between
the energy requirements of a perfect crystal and the
perturbing effects of strain, defects, and conductivity in
the actual crystal. The number and the distribution of
vacancies, dislocations, impurities and the doping affect
the uniformity of the polarization.

Our experiments with the SEM showed that after
cooling the sample to room temperature the domain
pattern had the same overall shape and the same
polarization directions as before heating. However, if
the sample is strained during the cooling the domain
pattern can change drastically; see fig. 7. The domain
pattern that forms during the change of state can of
course also be affected by an external electric field. In
a particular experiment an electric field was applied
parallel to the axis of spontaneous polarization in the
sample. This was done with the aid of a gold contact
deposited on the sample by vapour deposition. Obser-
vations showed that the number of points at which
domains started to grow and the velocities of the
moving walls both increase with the strength of the
applied electric field. So far the discussion of voltage -
contrast observation in the dynamic mode has been
limited to its use with single -crystal materials. Neverthe-
less, an extension of the technique to the observation
of domains in ferroelectric ceramic materials - which
are polycrystalline - is of great practical importance.
In the next part of this article results will be discussed
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that were obtained with the SEM in the study of one
of the ceramic materials mentioned earlier, lead zircon-
ate-titanate with lanthanum.

Domains in a polycrystalline ferroelectric

Lead zirconate-titanate doped with lanthanum
(PLZT) is a ferroelectric ceramic whose crystals are of
the perovskite type [5]. This type of crystal can be
polarized along several axes: in the unpolarized state,
above the transition temperature, these axes are all
equivalent. The material that is mostly studied, on
account of its unusual electro-optic properties - which
make it suitable for shutters, light modulators, image
storage and display, as well as for holographic memo-
ries [5] - contains a doping concentration of eight
atomic per cent of lanthanum to give transparency; the
lanthanum is substituted for lead. Zinc and titanium
are present in the ratio 65 : 35. This compound pos-
sesses a number of physically complicated but gener-
ally useful electrical states involving some rather un-
usual phase transitions [9]. The actual state in a par-
ticular sample depends on the thermal and electrical
history. The best material is produced by hot pressing
and has small grains (1-2 p.m). The conventional tech-
niques for the observation of the microstructure have
too small a resolution for these grain dimensions.
Again, using the SEM in the voltage -contrast dynamic
mode proved to be a successful alternative. The samples
were polished wafers with a thickness of about 250 p.m.
The material is hard and suffers no beam damage from
a current of 10-10 A and accelerating voltages up to
25 kV. However, there was a charging effect, visible on
the television monitor, which seriously limited the ob-
servation of domain structures. In fact, after a few
scans, the electric field induced across the wafer by the
excess of surface charge was so high that it generated
small intergranular cracks in the ceramic. The various
stages of the attack of the surface and the propagation
of the cracks across it could all be observed on the
monitor as they took place. In one extreme case (a scan
of more than 10 seconds) the transverse field due to the
surface charge was high enough to eject a crystal grain
from its site, leaving a cavity with a well defined prefer-
ential crystallographic orientation (fig. 8). This effect
which has only been observed above the transition tem-
perature, could perhaps be due to the strong electro-
mechanical force that arises on the polarization reversal
of each grain. By coating the sample with a conducting
layer, the electric transverse field could be eliminated,
and degradation of the surface did not then occur.
Under these conditions voltage -contrast imaging was

[81 H. N. Roberts, Appl. Optics 11, 397, 1972.
W. R. Salaneck, J. appl. Phys. 43, 4468, 1972.

191 E. T. Keve and A. D. Annis, Ferroelectrics 5, 77, 1973.

Fig. 8. Beam -induced degradation of the surface of an uncoated
sample of PLZT, and the propagation of the cracks. The images
were produced with no significant time delay. The scanning time
was more than 10 seconds. The small cracks arise between the
separate grains of the material and are caused by the high electric
field -strengths induced by the surface charges. a, b) Formation
of the cracks. c) After a crystal grain has been ejected from its
site, a crystallographically well defined cavity remains. If the
surface is coated with a conducting layer surface degradation
does not occur.
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a

Fig. 9. Images of chemically etched lanthanum -doped lead zirconate-titanate (PLZT) of com-
position 8/65/35 (see text). a) Coarse -grained material, electrically poled. b) Coarse -grained
material, electrically depoled. c) Fine-grained material, thermally depoled.

also possible: differences in the electrical and thermal
history of the material were found to give clearly ob-
servable differences in the microstructure of the grains.
The absence of grain structure in thermally depoled
material supports E. T. Keve's model of a non -polar
cubic structure 19]. For material that was electrically
polarized or strained, striations with a spacing gener-
ally smaller than 1 um were observed. Such a result
suggests a preferential orientation of the polarization.
For electrically depoled material, the images obtained
by voltage contrast clearly suggested the presence of
randomly distributed domains. The contrast of the
different patterns was very poor and found to depend
critically on the thickness of the coating. Better results
were in fact obtained with chemically etched ceramic
wafers with no coating. Surface microstructures of three
different states, electrically poled, electrically depoled,
and thermally depoled, are shown in fig. 9. The grain
pattern of a strain -induced phase shown in fig. 10a
shows complex superimposed striated patterns, with a
high degree of preferential orientation that can no
longer be satisfactorily explained by considering an
ordered ferroelectric domain structure alone. In further
investigations with surface replicas of the same sample
with a transmission electron microscope, the greater
resolution revealed the presence of a twin band struc-
ture about 0.01 p.m wide (fig. 10b). Preliminary in-
vestigations suggest an ordered distribution of ex-
tended defects. In this case, voltage -contrast imaging in
the dynamic mode, combined with information ob-
tained by static etching techniques, might lead to a
better understanding of the unusual phase transitions
that arise here.

Magnetic -contrast imaging

It seems rather obvious to try to extend the same
methods to ferromagnetic materials. In this case

imaging is produced by means of magnetic contrast,
i.e. by the operation of the Lorentz force, which will
deflect the secondary electrons emitted from the sample
as they travel through the magnetic fringing fields. In
our study of the possibilities that this method might
offer we have examined single crystals of magneto-
plumbite. This material has uniaxial anisotropy, which
implies that the domain structure is rather simple. The
saturation magnetization is lower than that of cobalt,
but higher than that of the orthoferrites. Fig. 11 shows
the domain structure at the basal surface of a magneto-
plumbite sample. The black and white areas reveal the
presence of opposing internal demagnetizing fields. The
magnetic -contrast response can be maximized by
orienting the sample in such a way that the internal
domains are directed towards the SEM collector: this
indicates that the fringing fields contain a component
parallel to the surface and perpendicular to the line
between sample and collector 111. In effect the Lorentz
force tilts the distribution of secondary electrons
leaving the surface. This tilt occurs about an axis paral-
lel to the component of the fringing field mentioned
above. Magnetic -contrast imaging can therefore be
improved by increasing the directional sensitivity of
the detector [10].

The work on magnetoplumbite has led us to the view
that it will be difficult to obtain good contrast, even
with optimum orientation conditions. The technique
can of course only be used with materials that have a
sufficiently high anisotropy to produce fringing fields
outside the surface. These various factors set a limita-
tion to the usefulness of the technique, particularly if
we compare it with the analogous case of voltage con-
trast. This was why no further studies of magnetic -
contrast imaging were made.

Our experience with this particular case does how-
ever enable us to make a few further comments on this
method of imaging. We found that the observed
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a b

Fig. 10. Microstructure of an individual grain of PLZT, of composition 8/65/35 and chemically
etched. The crystals have the rhombic structure (fl, see also Table I), as a result of strain. a)
Sets of clearly delineated overlapping striations, as observed by scanning electron microscopy.
b) Two images of the same striations, but now greatly magnified. These two pictures were
observed by transmission electron microscopy, in a conventional electron microscope, of
replicas of the surface. The spacing of the striations is less than 0.01 p.m. The high degree of
preferential orientation cannot be explained from the ferroelectric domain structure alone.

Fig. 11. An example of a magnetic -contrast image made with an
SEM. The darker and lighter regions represent ferromagnetic
domain structure on the basal surface of a single crystal of
magnetoplumbite. Because of Lorentz forces, the fringing fields
deflect the secondary electrons emitted from the sample. These
deflections produce the contrast in the image.

[101 G. A. Wardly, J. appl. Phys. 42, 376, 1971.
[11} R. Carey and E. D. Isaac, Magnetic domains and techniques

for their observation, English Univ. Press, London 1966.

magnetic -domain pattern is not affected by the surface -
charge accumulation during the SEM observation.
Since the interaction between the magnetic field and the
secondary electrons is direction -dependent, the contrast
is related to the orientation of the sample. Finally,
magnetic contrast with a good signal-to-noise ratio
requires materials with a strong magnetization, such as
magnetoplumbite, the example in our study.

An attractive feature of the technique is that no
special preparation of the sample is required, as in
Lorentz microscopy {M. The information is obtained
almost instantaneously and with a much higher spatial
resolution than with the conventional Kerr -effect tech-
nique, or the colloidal or X -ray -topography tech-
niques - both of which are unsuitable for dynamic
experiments.

Sununary. The feasibility of voltage -contrast imaging in scanning
electron microscopy is demonstrated by a study of ferroelectric
domain configurations. The resolution limit is 0.02 p.m. The
method is non-destructive. Domain imaging is possible in a static
mode, with thinly coated samples, and in a dynamic mode, in
which the beam itself induces switching in the domains and the
samples are uncoated. Single crystals of TGS (triglycine sulfate),
BaTiO3, Bi4Ti3012 and the small -grained polycrystalline (ceram-
ic) material 8/65/35 PLZT, which is also ferroelectric, have been
studied. Domain patterns with 180° walls and 90° walls are
clearly visible. On increasing the beam current (up to 10-9 A)
local heating beyond the transition temperature can occur and
`writing' with the beam is possible. The analogous magnetic -
contrast imaging with ferromagnetic materials seems to be of
limited usefulness.
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- Acoustic surface -wave bandpass filters

D. W. Parker, R. G. Pratt, F. W. Smith and R. Stevens

It is only ten years since the invention of the interdigital transducer made the use of
acoustic surface waves a practical possibility in systems for signal processing. Since that
time many laboratories have been working on a wide range of circuit elements based on
acoustic surface waves. At Mullard Research Laboratories a group of scientists have
devised computer methods for designing filters that have a specked frequency response.
One of the devices that have been developed with the aid of these methods is an analogue
bandpass filter suitable for use as an intermediate -frequency filter in television receivers.

The interdigital transducer, two comb -like elec-
trodes interlocking with one another, allows electrical
signals to be efficiently and linearly converted into
acoustic signals in piezoelectric material; the acoustic
signals propagate in the form of surface waves.

If two such transducers are applied to a piezo-
electric substrate, the acoustic surface waves generated
by the first transducer can be reconstituted to an elec-
trical signal in the second transducer, giving a filter, as
we shall explain in more detail later. The frequency
characteristic of the filter depends on the geometry of
the two transducers [1].

The designation 'acoustic' is perhaps a little mis-
leading, since it might suggest that the surface waves
had frequencies in the audio range (about 20 to
18 000 Hz). In fact acoustic surface waves can have
very high frequencies (up to several GHz); the feature
they have in common with sound waves is that the
signals propagate via oscillations of particles in the
material. The velocity of propagation of the surface
waves is a few km/s, and the wavelength varies from
about 1 mm at 3 MHz to 1 p.m at 3 GHz. From the
values quoted for the wavelength it can be seen that
the dimensions of acoustic surface -wave filters will be
of the order of millimetres; they are therefore about

105 times as small as their electromagnetic counter-
parts.

The nature of the acoustic surface -wave filter is such
that the initial design costs are relatively high but
large numbers of the devices can be produced cheaply.
Like integrated circuits - but to a lesser degree -
these filters are consequently mainly suitable for mass
production.

Our work has been chiefly directed towards the
design and manufacture of acoustic surface -wave
filters that can be used as if. filters in television receiv-
ers. Not only are these components that are required
in large numbers, but in addition surface waves turn
out to be extremely convenient for use in this partic-
ular frequency range.

In this article we shall describe how techniques have
been developed to design and make such filters and
how problems encountered have been solved. Examples
of filters we have made, suitable for use in two different
television systems, will be given. In addition, we shall
describe filters designed for other applications. First
of all, however, we shall look more closely at the
details of the operation of surface -wave filters and at
the relationship between the electrode geometry and
the frequency characteristic.

D. W. Parker, B.A., R. G. Pratt, B.Sc., F. W. Smith, B.Sc. and
R. Stevens, B.Sc., are with Mullard Research Laboratories, Redhill, [1] R. F. Mitchell, Acoustic surface -wave filters, Philips tech.
Surrey, England. Rev. 32, 179-189, 1971.
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Construction and operation of a surface -wave filter

Fig. 1 is a schematic diagram showing the general
appearance of a surface -wave filter. The easiest way of
understanding its operation is to consider each finger
of the two electrodes as a linear source of surface waves,
located at the centre -line of that finger. The strength of
such an acoustic source in the input transducer depends
on the length I by which the fingers overlap; the source
strength is to a first approximation directly propor-
tional to this 'finger -length', which can have different
values from finger to finger: The acoustic signal that
travels over the surface of the substrate therefore
consists of components that can be considered as
delayed acoustical replicas - of differing strengths -
of the electrical input signal, a situation that is charac-
teristic of the 'transversal' filter. At a given place on
the surface of the substrate these components will be
in phase at certain frequencies and will add to form a
strong signal. At other frequencies they will be out of
phase and will cancel or almost cancel.

It can be shown that the frequency response F(w) of
a transducer consisting of a number of equidistant line
sources, as in the simple model described above, can
be described by a Fourier series whose coefficients are
given by the strengths of the acoustic sources. This
implies that the frequency response is a periodic func-
tion of the frequency. The period Q of this function is
equal to twice the centre frequency coo of the first trans-
mission band; see fig. 2. The passbands are identical
and they are symmetrical about their centre frequen-
cies. If all the fingers are of the same length and width
- i.e. it is a 'uniform' transducer - the first passband
is of the form (sin x)/x, where x is given by:

(w - coo)Npx=
2v

Here N is the number of pairs of fingers and v is the
phase velocity of the surface wave. At the centre fre-
quency wo the wavelength of the surface wave is equal
to the period p of the interdigital electrodes.

Since in reality the fingers are not true line sources,
the real frequency responses differ from the one shown
in fig. 2: their heights are markedly different and some
are virtually absent. For transducers in which w = i-p,
this is for example the case for the passband at 3coo.
Since in practice the higher passbands will usually be
situated outside the band passed by the system includ-
ing the. filter, we can confine our attention to the pass -
band around coo. The effect of the finger -width on the
shape of the first passband is relatively small.

If we assume that that the electrical input signal e(t) is si-
nusoidal and of the form

e(t) = cos cot,
then the nth component of the acoustic signal is given by

Fig. 1. Simplified representation of a surface -wave filter. On a
piezoelectric substrate there are two transducers, each consisting
of two comb -shaped electrodes whose fingers enmesh with one
another (`interdigital electrodes'). One of the transducers gen-
erates surface waves, the other converts them into an electrical
signal. In the case shown the distance 1, over which the fingers
overlap one another, is the same for all fingers (`uniform trans-
ducer'). In general this is not the case. In the filters that are
discussed in this article the width w of the fingers is usually a
quarter of their spacing p.

F(w)

F-1
0 w0 S2 3w0 2S2 5w0 3S2 7w0

Fig. 2. The frequency response of a hypothetical transducer,
consisting of a number of equidistant line sources (spacing 4p),
is a periodic function. The period 52 is equal to 2nv/p; v is the
propagation velocity of the surface waves. The passbands at coo,
3wo, Roo etc. are all symmetrical in this case and are similar. In
a practical transducer, however, the passbands are trot all similar,
because of the effects of the finger width. For example, in trans-
ducers for which w = *p, the band at 3Wo is missing.

a (t) = en cos (cot + On), (2)

where cn is the strength of the corresponding source and On
represents the phase shift introduced when the component a (t)
is delayed by a time with respect to e(t):

= win. (3)

Since we are considering line sources regularly spaced at a dis-
tance of +p, the delay times of the acoustic -signal components
are multiples of the time T in which the waves travel a distance fp:

x = p/2v. (4)

With the aid of (3) and (4) equation (2) can be expressed as

an(t) = cn cos (an + conpl2v). (5)

The acoustic signal s(t) is then given by

s(t) = cos (cot amp/2v). (6)
n

A linear system that responds to an input e(t) = cos tot with an
output given by (5) can be described by the frequency response
cne-jconp/2v. From this we can conclude that the input transducer,
which responds to an input signal e(t) = cos tot with an acoustic
signal given by (6), has a frequency response given by

F(w) =E cne-iconpl2v.

From (7) it follows that F(w) is periodic with a period S2 equal
to 4nv/p. The expression (7) can be considered as a Fourier series

(7)
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expansion of the periodic function F(w). For a certain specified
frequency response, the strengths cn of the acoustic sources can
be found from the equation

0/2
en = f F(w)e.iwnpl2v. (8)

-1)/2

Since the nature of the surface -wave filter requires the sum of
all the source strengths to be zero,

cn = 0,
n

d.c. transmission is not possible, and this excludes the lowpass
filter from the applications of surface -wave filters.

0dB
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Fig. 3. Amplitude response of a surface -wave filter with uniform
transducers. In this case the response is the product of the
responses of the input and output transducers. Since both have
the form (sin x)/x, the amplitude response has a shape that can be
described by the function {(sin x)/x}2. The bandwidth of the
filter, measured between the first two zero points from the centre,
is 2v/Np, and the rest of the zeros (points with infinite attenuation)
have a spacing of v/Np; N is the number of pairs of fingers.

Fig. 4. Surface -wave filter with a single uniform transducer (the
receiver) and another one with fingers of dissimilar length. In this
case also the frequency response of the filter is equal to the
product of the responses of the transducers.

Similar reasoning applies for the receiving trans-
ducer. The sensitivity of the pairs of fingers functioning
as receivers - like the strength of the acoustic sources
- is approximately proportional to the length /. In the
case of a uniform receiving transducer with the same
number of fingers as the transmitting transducer, the
overall filter response is of the form {(sin x)/x}2. The
bandwidth of this filter, measured between the two
central nulls, will be 2v/Np; the other nulls will be
separated by v/Np, as shown in fig. 3.

In the general case in which neither transducer is
uniform, the frequency response of the filter is not the
same as the product of the frequency responses of the
two individual transducers. This is the case, however,
if only one of the transducers is non -uniform. It is

therefore in general desirable to try to obtain a partic-
ular filter response with one uniform and one non-
uniform transducer.

Of course, the simple model that we have used here
to explain the operation of the filter has to be corrected
for such things as diffraction of the acoustic waves and
the fact that the sources are not independent of each
other. Nevertheless, it provides a means of designing
these filters in a systematic way. All that needs to be
done to obtain a particular frequency response, in
principle, is to find the Fourier series of a periodic
repetition of that response. This gives a list of the
strengths of the sources required and of their posi-
tions. In the following section we shall explain how
these procedures are put into practice. We shall also
explain how an asymmetrical characteristic can be
obtained.

Designing surface -wave filters

Our technique for surface -wave filter design uses a
set of computer programs that require very little inter-
vention by the user. A specification of relative ampli-
tude and group delay as a function of frequency (with
tolerances) is given, and the computer programs design
the filter as far as the point at which layout data can be
produced for a standard automatic mask -making
system.

The principal method that we have used for varia-
tion of the source strength, and hence to obtain the
desired frequency response, is to vary the length / by
which the fingers overlap; the width w is kept constant.
In all the filters we have made, we varied the length of
the fingers in only one of the transducers (fig. 4): in
that case the total frequency response of the filter is
the product of the individual responses.

The number of fingers and the centre frequency of
the uniform transducer are first chosen by the designer.
This is not difficult, since its response is known to be of
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the form (sin x)/x. The non -uniform transducer is then
designed by the computer such that the overall response
lies within the given specifications. In the synthesis
program a very simple model of the surface -wave filter
is used; each finger of the non -uniform transducer is
considered as a source of acoustic waves at a certain
strength and position on the substrate. This model is
usually adequate for most filters of reasonably wide
`aperture' (i.e. the length of the longest finger of the
electrodes) and not too great a bandwidth. Other pro-
grams are also available for checking whether second -
order effects, such as diffraction, reflection, inter-
action between sources, etc., will significantly alter the
response of the filter.

The first step in the design is to calculate a target
response for the non -uniform transducer, together with
the permitted tolerances. When this response is

repeated periodically, a Fourier series can be found
that describes the response sufficiently accurately. This
series then indicates the acoustic source strengths
required from sources spaced regularly at half a wave-
length (20/2) at the centre frequency am.

Two problems may now arise. In the first place the
Fourier series gives in general an infinite number of
terms, and hence sources. Secondly, if an amplitude
response is required that is asymmetrical about am, the
Fourier coefficient will be complex.

In a practical device the number of sources will not
of course be infinitely large. This can perturb the
response in such a way that it may depart from the
specification. Analytical methods exist that allow a
specified response to be approximated as well as
possible with a limited number of sources. However,
the 'best fit' response thus obtained is not always
satisfactory, since departure from the specification may
be less acceptable at some frequencies than at others.
For example, in a television i.f. filter the absolute ac-
curacy required in the trap regions is considerably
greater than that in the centre of the passband, where
some ripple (+ z dB) is tolerable. Our approach is to
limit the number of sources to a value that we have
found from experience to give a good chance of meet-
ing the specification. The source strengths are then
corrected until the response lies within the given
tolerance. In our approach the response of the trans-
ducer with the limited number of fingers is compared
with the specification and a number of the most serious
errors are identified. These are then corrected by
`adding' to the original transducer a number of correct-
ing transducers, one for each error point [2]. Usually,
new errors will then appear, so the process is repeated.
In practice, it is found either that the response is
brought fairly rapidly within the specification, or that
the number of points with large errors rapidly in-

creases. The second case indicates that more sources
are required and that the design procedure should be
started again.

The second problem arises if an asymmetrical am-
plitude response is required. The fact that complex
Fourier coefficients are found in this case means that
the sources must generate acoustic signals not only
with different amplitudes, but also with different phases.
This is not really practical, of course, but an approx-
imation that is valid at one frequency is to give each
source a different delay by moving their positions away
from the regular Ao/2 spacings, thus changing the
relative phases. In the design procedure both the
strength and position of the sources now have to be
varied to bring the filter response within the specifica-
tion. We have a technique for doing this, but because
of the approximations good results are only obtained
if the asymmetry of the amplitude response is not too
great.

A way out of this problem is obtained by considering
the desired asymmetrical response as the left-hand half
of a symmetrical one, in the manner indicated in fig. 5.
The Fourier coefficients of this new function are real,
and only the problem of the finite number of sources
remains [3]. The transducers produced by this technique
have sources spaced at a constant distance of 20/4,
and are called double -finger transducers [4]. A dis-
advantage of the smaller electrode spacing is that the
resolution of the fabrication process must be twice as
large.

F(w)

./.(0
2 0

(oh 2(4 3(4)

Fig. 5. Illustrating the method for making filters with an asym-
metrical frequency response without making use of sources with
a phase difference between them (i.e. with a complex source
strength). If the distance p (see fig. 1), starting at half the wave-
length corresponding to coo, is decreased, the central maximum
of the first passband (see figs. 2 and 3) becomes lower and even-
tually the band splits into two parts. Because of the desired
symmetry about coo these two parts of the band are mirror
images of one another, but each one is itself asymmetrical. If p is
chosen such that the partial bands are located at +-coo and Iwo
and the ratio of w to p in the other transducer is made such that
the third harmonic is suppressed, then the filter obtained has an
asymmetrical amplitude response about the frequency coo'
(= -coo). The finger spacing in the first transducer is then half
that in a filter with a symmetrical response about coo'.



Philips tech. Rev. 36, No. 2 SURFACE -WAVE FILTERS 33

The phase response

So far we have not considered the phase response of
the filter. When the acoustic sources in the transducer
are symmetrically arranged about the centre -line of the
transducer, the phase response will be linear, irrespec-
tive of the amplitude response. The design procedures
described above all impose this restriction and therefore
only produce filters with linear phase response. Some-
times, however, a prescribed nonlinear phase response
is required. Such filters are chiefly used in some
European countries as if. filters in television receivers,
as we shall explain more fully later. We will now give
some attention to the way in which such filters are
designed.

Our method for designing a filter with a nonlinear
phase response is based on the two possible ways that
exist for designing a transducer with a linear phase
response; see fig. 6. The symmetrical transducer
(fig. 6a) has sources of equal magnitude and sign on
either side of the centre -line. Using the Fourier series
expansion to describe the frequency response of the
symmetrical transducer, we find:

F4(0) = B3eiowv B2eiwa2/v Bielcodo) Ble-Jeii/v
B2e-1cocialv+B3e-1,0d2m

= 2B1 cos (codi/v) 2B2 cos (wd2/v)
2B3 cos (cod3/v),

where the strengths of the sources are indicated by
B1,2,3 and the distances from the centre -line to the
source by d1,2,3. For the frequency response of the
asymmetrical transducer (fig. 6b) we find:

Fa(a))= A3elod3/v+ A2eio/2/vd- A lei whiv-A caw:,

_Ate-icod2/v_A3e-i.d3/v

= 2jAl sin (codi/v) 2jA2 sin (cod2/v)

2jA2 sin cod3/v),

where the strengths of the sources are indicated by
A1,2,3 and the polarity by a plus or a minus sign. From
both expressions we conclude that the symmetrical
transducer has a real frequency response, representing
a zero phase shift for all frequencies, while the asymmet-
rical transducer has an imaginary frequency response
(note the factor j), representing a 90° phase shift at all
frequencies.

The method used for designing a nonlinear phase
filter is as follows. The required phase and amplitude
responses are resolved into two components, each with
a linear phase response but with a phase difference of
90° with respect to each other. Each of the components
can be realized with a single transducer: one with a
symmetrical transducer, the other with an asymmet-
rical transducer. If the source positions are arranged
to be the same in both transducers, they can be com-
bined to produce a single transducer, which will have a

B3 B2 B1 j 81 B2 B3

A3 A2 Al

3+A3 E11-1,41

d2

-Al -A2 -A3

B2 -A2

B2#A2 81 -Al B3 -A3

a

b

C

Fig. 6. The diagrams on the right show schematic representations
of a transducer with even symmetry (a), a transducer with odd
symmetry (b) and an asymmetrical transducer, formed by combin-
ing an odd and an even transducer (c). The source strengths are
indicated by A1,2,3 and B1,2,3, the positions of the fingers by
d1,2,3.

nonlinear phase response. The combination is done by
adding the strengths of corresponding sources, as
shown in fig. 6c.

Calculation of the electrode configuration

We have now described how the source strengths and
positions are calculated from the specification of the
filter response for both linear and nonlinear phase
responses. The remaining problem is that of translating
this information into the physical dimensions of the
actual device. The relative strength of a finger func-
tioning as an acoustic source depends on the electric
charge on the finger. This in turn depends on the
capacitance between that finger and the fingers of the
other electrode.

A good approximation is obtained by assuming that
the capacitance is mainly determined by the length by
which a finger overlaps the two adjacent fingers. Allow-
ance does however have to be made for some end
effects. For example, at the end of a finger a small
additional amount of charge is present due to fringing

(2] K. W. Moulding and D. W. Parker, IEEE 1974 Ultrasonics
Symp. Proc., p. 168.

[3] R. F. Mitchell and D. W. Parker, Electronics Lett. 10, 512,
1974.

01 T. W. Bristol, W. R. Jones, P. B. Snow and W. R. Smith,
IEEE 1972 Ultrasonics Symp. Proc., p. 343.
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fields to neighbouring electrodes. In addition, the
capacitance per unit length at the end of the interdigital
array is not the same as at the centre, at least for a long
array. All these effects are allowed for in a program
that calculates the length of each finger from a list of
the required sources.

A particular set of source strengths can only be
obtained with a single configuration, and it may be
that this structure is 'skewed', as shown in fig. 7. This
will occur, for example, when the fingers of one of the
two electrodes have a relatively short overlapping
length with the adjacent finger to the left and a rel-
atively long overlapping length with the finger to the
right. A skewed transducer has an unnecessarily large
aperture, and hence an increased insertion loss. Such
an undesirable configuration can be avoided by syn-
thesizing a set of sources that not only meets the
specified frequency response, but also satisfies some
special rules for preventing skewing. This method has
been found to work in practice and is included in our
filter -synthesis program.

Filter manufacture

The end result of the design process described in the
preceding section is a punched tape suitable for the
control of an automatic cutting machine. This produces
a mask (the artwork) for the photolithographic process.
From there on the electrodes are formed in a sputtered
or evaporated metal layer (usually gold or aluminium)
on the surface of the substrate by standard processes
well known to manufacturers of integrated circuits.
Since only one mask is required there are no problems
of alignment E*].

However, other problems occur, which are peculiar
to surface -wave devices. The electrode systems are
large by integrated -circuit standards (of the order of
millimetres), and the fingers can be long and thin.
Fabrication problems impose a lower limit on the
spacing of the fingers, which determines the highest
frequency the filter can handle. For conventional ultra-
violet photolithography of double -finger transducers
on a Bi12Si020 substrate, for example, this highest fre-
quency is about 250 MHz. If an electron beam is used
instead of light, this limit can be raised to about 1 GHz.
Since the transducers are so large, it is important to
ensure that the optical system does not distort the finger
shapes as this would degrade the performance of the
filter.

The propagation surface of the substrate must be
carefully polished to remove scratches and imperfec-
tions introduced when it was cut. There are two reasons
for this. Firstly, surface scratches may cause breaks in
individual fingers, which would affect the frequency

Fig. 7. In seeking an electrode
design that will give a particular
response, a 'skewed' arrange-
ment may be indicated. This
undesired result can be avoided
if constraints on the strength of
the acoustic sources are included
in the computer program.

response. Secondly, since the energy of the surface wave
is concentrated within a layer one or two wavelengths
deep, its propagation may be affected by damage to
that layer. As an example, the surface wavelength at a
frequency of 37 MHz on a (100) plane of Bi12SiO2o
with propagation in the <110> direction is only 45 pm.
At 370 MHz it is about 4.5 v.m, and so on.

Once the filter has been made, it must be packaged,
to protect the substrate from dirt and moisture, which
would cause damping of the surface waves. The pack-
aging must not of course interfere with the propaga-
tion surface.

Choice of substrate material

The performance of the filter depends not only on
the geometry of the electrodes but also on the proper-
ties of the substrate material. Its size, insertion loss,
stability, reproducibility and cost all depend directly
on the substrate material. Not all of these factors can be
optimized simultaneously and the choice of materials
is therefore always a compromise. We shall now look
more closely at the more important material properties.

When an electrical signal is applied to a pair of elec-
trodes on a substrate of piezoelectric material, not all
of the energy is converted into acoustic waves. Some
of the energy is stored in the capacitor formed by the
two electrodes. The ratio of the stored to the radiated
energy is determined by the square of the electro-
mechanical coupling constant k. The insertion loss is
directly dependent on the value of this constant, which
means that a material with a high value of k is desir-
able. (The electrode capacitance can always be tuned
out with an inductance, of course, but this is not always
convenient and in any case will reduce the bandwidth
of the filter.) In single -crystal materials - which are
usually used - k is a function of the direction and
plane of propagation, given by 151

2(v - ye)
k2 =

V

where v is the free surface velocity and vc is the velocity
when the surface is covered by a massless perfect con-
ductor. Both v and ve can readily be computed from
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the basic constants of the material as functions of the
plane and direction of propagation. We have used the
approach to calculate, for example, the variation of k
in the principal planes of Bii2GeO2o and Bii2SiO2o [61 Fn.

Another important property of the material is the
velocity v of the surface wave. The importance of this
can best be understood if we consider a filter consisting
of two uniform transducers like those shown in fig. 1;
all the fingers have the same length 1, width w and
period p. As mentioned above, the period will be equal
to the wavelength at the frequency wo for which the
insertion loss is a minimum. In the frequency and tem-
perature range of interest, the velocity does not depend
on the frequency. The positions of the maxima and the
nulls (see fig. 3) will thus depend directly on the veloc-

Fig. 8. Transducer with fingers of dissimilar length, which has
`dummy' fingers. Besides the normal active fingers inactive ones
are included as well; if these fingers were not present the wave -
front of the transmitted wave would not be truly planar.

Fig. 9. Transducer with very low interaction between the acoustic
sources. In this transducer the inactive fingers are doubled over
part of their length, at a spacing of Vo, so that the reflected
waves cancel.

ity, which is fortunately highly reproducible from crys-
tal to crystal (to better than 0.1 %) and does not vary
with time, at least in single crystals. The velocity does
however vary with temperature. (For Bi12Si020 this,
together with the temperature dependence of the
dimensions, gives a temperature coefficient for the
delay of about + 118 x 10-6/°C.) It is therefore neces-
sary to choose a material in which the temperature
coefficient is low enough for the particular application.
If a very high stability is required, it is possible to make
use of certain planes in quartz (e.g. the ST cut), for
which the first -order term of the temperature coef-
ficient is zero; unfortunately the value of k2 is then
very low. This is all too common a situation, in which
a compromise choice has to be made ["1.

Problems

In the model used for calculating the filter response
it is assumed that each finger launches a plane wave.
If the finger is short this assumption is not justified,
because of diffraction effects, and corrections are nec-
essary. However, even if the individual fingers do all
launch plane waves, the beam that emerges from the
transducer will not necessarily have a plane wavefront.
This is related to the fact that in a transducer with un-
equal fingers the waves that propagate in different parts
of the aperture do not always pass under the same
amount of electrode metal. Since the velocity under the
metal layer is less than that on the free surface (by
about 1 to 2 %) the wavefront will be distorted. This
can be corrected by including inactive or 'dummy'
fingers [8] in the transducer, as can be seen in fig. 8.

Attention must also be paid to the fact that the waves
are partially reflected from the fingers themselves, as a
result of the change in velocity at the interface between
the free surface and the part covered by the metal. Also
the fingers in a transducer can detect and reradiate
waves launched earlier, and this can degrade the filter
performance, especially the pulse response. This effect
can be minimized by using the double -finger configura-
tions. In these designs the finger spacing is 120, so
that at the centre frequency the reflections from ad-
jacent fingers are of opposite phase. If, because of fab-
[5]

[6]

[7]

[8]

J. J. Campbell and W. R. Jones, IEEE Trans. SU-15, 209,
1968.
R. G. Pratt, G. Simpson and W. A. Crossley, Electronics
Lett. 8, 127, 1972.
R. G. Pratt, G. Simpson and C. W. O'Connor, Electronics
Lett. 10, 369, 1974.
R. H. Tancrell and R. C. Williamson, Appl. Phys. Lett. 19,
456, 1971.
Important contributions to the method of applying the elec-
trodes were made by A. L. Karr of these laboratories.

(**1 Lithium iodate (LiI03) has been reported (V. B. Jipson,
J. F. Vetelino, A. Jhunjhunwala and J. C. Field, Proc. IEEE
64, 568, 1976) as having directions in which the delay tem-
perature coefficient is low but h2 is high. Unfortunately, it
dissolves in water and is thus not suitable for practical
filters.

[*]
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rication problems, double -finger designs cannot be
used, it is possible to use a compromise design in which
the active fingers are single but the inactive ones are
double [91; see fig. 9. This considerably reduces the
interaction.

The electrode structure used to launch the surface
waves can also launch waves into the bulk of the
material. These waves can cause unwanted responses at
frequencies that depend on their velocity. An example
of the effect of these waves on the amplitude response
of the filter is shown in fig. 10. For a periodic radiating
structure waves are launched at an angle 0 to the
surface, where 0 satisfies the usual phase -matching
condition:

p cos 0 = nAB.

Here n is an integer and AB is the wavelength of the
bulk wave. (Strictly, this equality is only valid for an
infinite transducer; in a finite transducer the waves are
launched over a range of values of 0.) The contribution
from the waves that strike the lower surface of the
substrate and are reflected from it can be reduced by
roughening this surface so that they are scattered. The
waves, however, that are launched at small values of 0,
so that they reach the receiving transducer without
being reflected from the lower surface, cannot be
reduced in this way. The only solution is to choose a
direction of propagation in which these waves are not
too strongly excited [10].

Finally, we have to deal with, the fact that in addition
to the direct acoustic path from the transmitting to the
receiving transducer, there are at least three other ways
for an input signal to reach the receiving transducer,
each with its own delay time.

Fig 10. Besides surface waves
the transducer can also generate
waves that propagate in the
interior of the substrate. If these
bulk waves can reach the output
transducer, e.g. by a reflection
from the base of the substrate,
they will affect the frequency
response of the filter. In the
response shown this is the case

' in the part indicated by bw.

- The first way in which the input signal can reach the
output transducer is direct electrical breakthrough due
to the capacitive coupling between the two trans-
ducers. This can be reduced by putting an earthed
metallic strip on the surface between the two trans-
ducers.

The second arises from the fact that the transducers
are bidirectional; in fig. 1, for example, it can be seen
that the input transducer will launch just as much
surface -wave energy to the left as to the right. The wave
going to the left will travel to the left-hand end of the
substrate and will then be reflected to the output trans-
ducer. In a similar way, acoustic waves that pass under
the output transducer will be reflected from the
right-hand end of the substrate. Both of these waves
will arrive at the output transducer with a delay dif-
ferent from that of the wanted signal. These end -
reflected signals can usually be reduced to an accept-
able level by setting the ends of the substrate at an
angle and by putting absorbent material in their path.

The third way in which a delayed signal can arise is
through reflection of a signal at the output transducer
so that it travels back to the input transducer and is
there reflected again back to the output transducer.
This doubly reflected 'triple -transit' signal will have
.three times the delay of the wanted signal. Many
methods have been devised to reduce this signal [11],
but they all require a larger and more expensive sub-
strate or an increased insertion loss, or both. The level
of this triple -transit signal relative to the wanted signal
depends on the k value of the substrate material: the
larger k2, the higher the level. It follows that the level
of the triple -transit signal increases as the insertion loss
of the filter decreases.
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Acoustic surface -wave filters as circuit components

Apart from the frequency response, the other fea-
tures of a surface -wave filter that will be of interest to
a user who wishes to include it in an electrical circuit
are the impedance and the insertion loss. These factors
depend on the substrate material, the bandwidth, the
aperture and the nature of the circuit, as will now be
explained. We shall assume here that we are dealing
with a filter with simple uniform transducers. In the
case of non -uniform finger -lengths some modifications
to the expressions will be necessary.

At the frequency of its peak response, a transducer
can be represented by the simple equivalent circuit
shown in fig. lla. The power dissipated in the resist-
ance R is a measure of the power converted into
acoustic energy. It can be shown [12] that for a uniform
transducer

R=
4AkooCk2

Thus for a transducer with a given bandwidth and
substrate material, the ratio Q of the resistive part R
to the. reactive part X of the impedance is given by

Q = cooCR = n/4N/c2.

This relation provides a method for finding k2 by meas-
uring the impedance of the transducer.

The capacitance of the transducer is given by [13]

C = 801.LN,

where so is the permittivity of free space, sr is the
effective relative permittivity of the substrate material
for the propagation plane and direction used and L is
the aperture of the transducer. The value of L can be
varied within certain limits to give a convenient value
for the filter impedance. The lower limit is set by dif-
fraction problems and the upper limit by the accept-
able size of substrate.

The insertion loss of the device is made up of two
kinds of losses: those not related to matching condi-
tions and those that are. The first category includes
losses in the substrate, ohmic losses in the metallization
and losses that arise in the propagation of acoustic
waves. These can usually be neglected at frequencies
below a few hundred MHz for single -crystal materials
at room temperature. This first category also includes
the losses that arise because the transducers emit
acoustic waves in two directions. In a filter with two
transducers this bidirectional loss is 6 dB, because each
of the interdigital transducers propagates surface waves
in two directions with equal power whereas in our
filter we only make use of one of these directions.

If the filter is terminated by a resistance there will be
a mismatch, since not all the available power from the

P - (Gs + G)2 Q2G2 

The available power from the source PA is given by
2

PA = 4Gs'
so that the fraction of the available power that is transferred to G
is described by

I

Tc

a b

I

1

Fig. 11. a) Equivalent circuit for a transducer at its centre fre-
quencyfo. C capacitance, R resistance. b) Circuit that can be used
to determine the fraction of the available power from the signal
source transmitted as acoustic power. The source, with conduct-
ance Gs, is shown to the left of the dashed line, and the transducer
to the right of it (G = 1IR).

source can be transferred to the resistive part of the
transducer impedance. This introduces a loss of the
second category. If both transducers of the filter have
the same Q, the minimum value of the mismatch loss
for the filter is given by

20 logio 2 dB.
11 + VI + Q21

The magnitude of the losses that will arise with other
types of termination can also be calculated easily.

The expression just given for the minimum value of the loss
with a resistive termination can be derived as follows. We consid-
er the simplified circuit shown in fig. 1 lb. The interdigital trans-
ducer is represented by its equivalent circuit of a capacitance C
in parallel with a conductance G. Power is supplied by a constant -
current source I of internal conductance Gs.

The power converted into surface waves is represented by the
power dissipated in G. At the frequency coo this is given by

12GP -
(Gs wo2C2 

With woC = QG this can be rewritten as:
JOG

4GGs
Pn (G Go2 Q2G2 

For maximum power transfer it is required that

or

It follows that

Gs = VG2 wo2C2,

Gs = G vi + Q2.

(P 2

PA max 1 + 1/1 + Q2

[9] D. E. Penna, D. W. Parker, F. W. Smith and R. Stevens,
Electronics Lett. 10, 489, 1974.

[10] R. F. Mitchell and E. Read, IEEE Trans. SU-22, 264, 1975.
(11] M. F. Lewis, Electronics Lett. 8, 553, 1972.
[12] W. R. Smith, H. M. Gerard, J. H. Collins, T. M. Reeder and

H. J. Shaw, IEEE Trans. MTT-17, 856, 1969.
(133 H. Engan, IEEE Trans. ED -16, 1014, 1969.
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This is the maximum fraction of the available power that can be
transferred to G and hence is the minimum mismatch loss for a
single transducer. For a filter the minimum mismatch loss is the
square of this, if it is assumed that both transducers have the same
value for Q.

Expressing this in decibels, we obtain the above expression.

Surface -wave filter for a television receiver

A block diagram of a television tuner and i.f. section
is shown in fig. 12. The incoming UHF or VHF signals
are converted in the tuner T into signals of frequency
about 37 MHz, the i.f. frequency. The tuner itself is not
very selective and it is the primary function of the
bandpass filter F to separate the wanted signal from
any others that may be present. Since one of the side -
bands of the television signal is partially suppressed
(vestigial-sideband modulation), the shape of the
response curve is very important for good demodula-
tion. To prevent intermodulation distortion in the
receiver, the sound signal must be attenuated by about
20 dB in the filter with respect to the peak of the filter
characteristic, and very accurately located minima
(`traps') must be included in the filter response to
coincide with the carrier frequencies of adjacent
channels. The specification for the amplitude response
for a bandpass filter for the U.K. television system is
shown in fig. 13.

The requirements for the centre frequency and band-
width of this filter are such that the component is
ideally suited to realization by acoustic surface -wave
techniques. The substrate size is reasonably small, yet
the photolithographic definition required is within the
capability of current IC technology. A conventional
television i.f. filter incorporates a number of inductors
that have to be individually aligned in the factory. The
potential advantages of surface -wave filters - no
adjustment, good reproducibility and good reliability
- have obvious attractions.

The cost of a device intended for a very large con-
sumer market is as important as its technical perform-
ance, and this fact has significantly influenced the
direction of our research. The first, and perhaps the
most important, decision to be made before making a
filter is what to use for the substrate material. As
explained earlier, the frequency response of the filter
depends directly on the surface -wave velocity v, and
the material must therefore have a highly reproducible
value of v and one that remains sufficiently constant
with temperature and time. This is particularly
important for the trap frequencies, which must coin-
cide accurately with the carrier frequencies of adjacent
channels. The permissible difference in v from filter to
filter is 0.25 % at most, the temperature coefficient must

V
T F IF

amp

Fig. 12. In a television receiver the intermediate -frequency filter
(F) is connected between the tuner (T) and the if. amplifier
(IF amp).
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Fig. 13. Tolerance mask for the amplitude response of a tele-
vision filter for the system in use in Britain (System I). The am-
plitude response must fit between the hatched regions.
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Fig. 14. a) As fig. 13, but now including the amplitude response
of one of our filters. This completely satisfies the specification.
b) The group -delay response of this filter, again with the appro-
priate tolerance mask.

be smaller than 120 x 10-6/°C and ageing drift during
the life of the filter (about 10 years) must be less than
0.5 %.

The most commonly used material for surface -wave
filters is lithium niobate, LiNbO3, usually with prop-
agation in the z -direction in a y -plane. The value of k2
is 0.048, which is very high. However, we considered
that this material was too expensive for use in a tele-
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vision filter. In the initial phases of our work we
considered the use of piezoelectric ceramic materials,
because of their low cost, but we found that the re-
producibility of the surface -wave velocity v was only
about 1 %, which was far too large to be acceptable.
We therefore returned to the single -crystal materials,
which are more than adequate for the reproducibility
requirements.

One material that we have investigated is bismuth
silicon oxide, Bii2SiO2o, and most of our work has
been concentrated on filters with this material as the
substrate [141. It should be a cheaper material to grow
than LiNbO3, since it has a lower melting point and is
made from cheaper raw materials. It is not ferroelectric
and so does not require polarization. The surface -wave
velocity is about half that of lithium niobate, which
means that the filters are much smaller, so that more
can be made from a slice of given size, thus reducing
manufacturing costs. In the direction that we use (a
<110> direction in a (100) plane), it has an acceptable
value of k2 (0.018) and a temperature coefficient of
delay of 118 x 10-6/°C.

The insertion loss of the i.f. television filter must not
be too high, or the signal-to-noise ratio of the receiver
will be too small. It is difficult to compensate for this
by extra gain in the tuner, because of signal -handling
problems. On the other hand, the insertion loss of a
surface -wave filter should not be too low either, be-
cause of the triple -transit signals. If these reflected
signals are not at least 40 dB below the main signal,
they will produce 'ghost' images in the television
picture. As mentioned earlier, the triple -transit signal
increases in strength as the insertion loss decreases, and
its level is about twice the insertion loss plus an extra
6 dB. If the triple -transit signal is at the stated level of
-40 dB, the insertion loss of the surface -wave filter is
about 17 dB. This situation would be altered if any of
the schemes referred to earlier for reducing the triple -
transit signal were to be used, but in the case of the
television filter the associated costs would be too great.
An insertion loss of 17 dB is obtained from a filter on
a substrate of Bii2SiO2o with a low -Q tuning inductor
at one end; television receivers using such a system
have been found to give a very satisfactory perform-
ance.

The details of the frequency -response requirements
are not the same in the various European countries or
in other parts of the world. So far we have concentrated
on producing designs for System I (U.K.) and System G
(the Netherlands, West Germany, etc.). The amplitude

[14] Another team at our laboratories have developed methods
for making large single crystals of this material; see J. C.
Brice, T. M. Bruton, 0. F. Hill and P. A. C. Whiffin, The
Czochralski growth of Bii2SiO2o crystals, J. Crystal Growth
24/25, 429-431, 1974.

response of a filter for System I is shown in fig. 14a.
This filter is a single -finger design; the uniform output
transducer has 16 fingers and the input transducer 74.
The substrate material is Bi12Si020. The low -inter-
action' layout mentioned earlier is used in the input
transducer, and this helps to keep the group -delay
response flat to within 25 ns across the passband, as
shown in fig. 14b.

The other system (G) is significantly different from
the British one. Here the signal is transmitted with a
predistorted group -delay characteristic. This is done to
compensate for the group -delay characteristics of con-
ventional inductance -capacitance filters. This means
however that the surface -wave filter must accurately
reproduce this group -delay distortion. The amplitude
and group -delay requirements are shown in fig. 15,
together with the measured response of one of our
surface -wave filters. This filter was also made on
Bii2SiO2o and has a uniform output transducer with
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Fig. 15. a) Tolerance mask and measured amplitude response of
a television filter for system G (the Netherlands, West Germany,
etc.). b) Tolerance mask and measured group -delay response for
a filter for system G. This response is designed in such a way that
group -delay distortion occurring elsewhere in the system is com-
pensated. The dashed curve is the calculated response.

35
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18 fingers. In this case a 200 -finger double -finger struc-
ture was used for the input transducer. As can be seen
in fig. 15, both the amplitude and the group -delay
characteristics lie within the tolerances. There is also
good agreement between the predicted group -delay
characteristic and the measured one as shown in
fig. 15b. The mask used to make this filter is shown in
fig. 16.

Gaussian filters

One type of response that can easily be produced
with a surface -wave filter is the Gaussian function.
This response is of particular interest to radar engi-
neers, as it is a shape that gives no ringing of the input
pulse. Since in this application the acceptable insertion
loss is fairly high, we have constructed such a filter on
a Bii2SiO2o substrate with propagation of the waves

Fig. 16. A part of the mask usLd 'or mak ng h. transtinuers in he filter o ig. This part
relates to the input transducer, which has 200 fingers.

Other filters

Surface acoustic -wave filters have been designed for
other applications, such as i.f. filters for radar and
telecommunication. Here the cost of the filter is not
such an important factor as with the television filter.

In radar, where the systems deal with pulses, the
shape of the signals produced by the filter is no less
important than the frequency response. This means
in particular that the triple -transit echo of the surface -
wave filter must be reduced to a level below -60 dB.
The insertion loss of a radar filter is usually designed
to be between 25 and 30 dB so that the triple -transit
echo level is suitably low; occasionally special trans-
ducer arrangements are used that give cancellation or
partial cancellation of this echo. We shall now discuss
three applications of the surface -wave filter in radar
and telecommunication.

in a <100) direction on a (110) plane. This orientation
is particularly favourable for the production of surface
waves without the simultaneous production of bulk
waves [10]. The response of such a filter with a band-
width of 4 MHz (measured between the 3 -dB points)
is shown in fig. 17; the central part of the filter charac-
teristic is compared with the theoretical curve in
fig. 18. The excellent stop -band responses are primarily
due to the almost complete elimination of bulk -wave
responses.

Matched filters

A class of filters that are eminently suitable for real-
ization as surface -wave filters is that of the matched
filters. These filters are used for the optimum detection
of pulses in the presence of noise. This requires that the
frequency response of the filter is matched to the fre-



Philips tech. Rev. 36, No. 2 SURFACE -WAVE FILTERS 41

quency spectrum of the received pulse. For example,
the frequency spectrum of a rectangular pulse is of the
form (sin x)/x; for the optimum detection of this pulse
in the presence of Gaussian noise, we require a filter
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with a triangular function at the output as shown
in fig. 20.

The improvement in signal-to-noise ratio over the
corresponding filter using only the central lobe of the

60 70 80 90-f
Fig. 17. Gaussian response obtained with a surface -wave filter. Filters with a Gaussian response
are applied in radar systems, since they do not introduce 'ringing'.
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Fig. 18. The central part of the response of fig. 17. The crosses are points from the theoretical
Gaussian response.

with an identical frequency response. For a pulse with
a duration of 10 1../.s, modulating a carrier of 13.5 MHz,
the (sin x)/x-like response is shown in fig. 19. The
matched filter responds to the rectangular pulse

response - which approximates to the usual if.
response - is 2.5 dB. Matched filters can be applied
with effect only if the signal to be detected has a well
defined frequency spectrum. Unfortunately, in radars
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Fig. 19. Frequency characteristic
of a matched filter. The filter is
matched to the spectrum of 10-11s
rectangular pulses used to mod-
ulate a 13.5 -MHz carrier. Such a
filter gives better separation of
signal from noise. (The improve-
ment with respect to a conven-
tional filter is 2.5 dB.) For
rectangular pulses the frequency
response should have the form
(sin x)/x.

that use magnetrons as the power source the spectrum
is too ill-defined for this method to be used, and it is
therefore limited to the more advanced types of radar
systems.

In some situations a filter whose response is an
approximation to that of a matched filter will give
adequate results. As an 21 shows a
(sin x)/x response that has been limited to the central
lobe and the first two side lobes. Such a response would

Fig. 20. Output signal from the filter of fig. 19 when a pulse of
carrier frequency 13.5 MHz is applied to the input to the filter.
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Fig. 21. Approximation to the
matched filter. The frequency
response consists of the central
part of the function (sin x)/x
with the first two side lobes.
This response was also obtained
with a surface -wave filter. The
improvement with respect to a
conventional filter is about 1 dB.
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Fig. 22. Amplitude response of a
wideband filter that is virtually
flat from 65 to 115 MHz.
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give an improvement of about 1 dB in signal-to-noise
ratio, compared with that of a conventional filter. It
is difficult to think of any other way of producing such
a response without the use of surface waves.

Wideband filters

In telecommunication systems filters are often nec-
essary that will have a flat frequency response over a
wide frequency band. Such filters, with relative band-
widths of up to 50 %, have been realized with surface -
wave techniques. To keep the insertion loss to reason-
able levels, they were constructed on LiNb03, so as
to take advantage of the high value of k2. These filters
are usually tuned at both ends with a series inductor;
the effect of this tuning on the shape of the response
must be taken into account in the design procedure.
An example of such a filter is shown in fig. 22.
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The work on filters for radar and telecommunication
was carried out with the support of the Procurement
Executive, Ministry of Defence U.K., sponsored by
CVD.

Summary. Acoustic surface waves on a substrate of piezoelectric
material can be employed in an analogue bandpass filter. The
frequency response of the filter is determined by the form and
dimensions of the interdigital electrodes in the transmitting and
receiving transducers. A relatively simple model provides a means
of designing these filters in a systematic way. However, this
model requires correction for factors such as diffraction, reflec-
tion, and interactions between, the acoustic sources. Computer
programs have been developed that design a layout, for a mask -
making system, with the specifications for amplitude and group -
delay characteristics as the input data: The article considers, as
an application, an analogue bandpass filter for use as an i.f. filter
in television receivers. The devices have been developed to' a
point at which they can be considered for commercial production
in quantity. Good results have also been obtained with the appli-
cation of surface -wave techniques to Gaussian filters, matched
filters and wideband filters.
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An automated Langmuir trough
for building monomolecular layers

The number of methods available for arranging
molecules in a particular order, other than by crystal-
lization, is very limited. One of them is the Langmuir
and Blodgett method [1], in which monomolecular
layers of a surface-active substance (or `surfactant';
for example a fatty acid or an ester) on*a liquid surface
are transferred to a substrate (e.g. of glass) by drawing
a strip of substrate upright through the surface layer
(fig. 1). This method makes it a relatively simple mat-
ter to build many tens of monomolecular layers of dif-
ferent chemical composition in any desired sequence [2].

We have built an instrument that works on this prin-
ciple and is free of the difficulties encountered with
other equipment. The design was aimed at functional
mechanization and automatic control. The instrument
(fig. 2) consists of a shallow trough made of a chem-
ically inert synthetic material, which is filled with water
or an aqueous solution carefully freed from surface
contamination. The trough is filled 'brimfull', i.e. until
the liquid level is just above the edge of the trough.
The desired monomolecular layer is then applied to the
water surface. When the apparatus is in operation, a

a

b

Fig. 1. Two cross -sections of a Langmuir trough for the transfer
of monomolecular layers. The trough V contains a salt -water
solution on top of which there is a monomolecular layer of a
substance that lowers the surface tension, e.g. a fatty acid. The
substance is most easily 'spread out' by applying it to the water
as a solution in benzene or chloroform; the solvent then evap-
orates. The polar 'heads' (the COOH groups) of the fatty -acid
molecules are located in the water. The aliphatic hydrocarbon
chains of the molecules are hydrophobic and stick into the air.
The thickness of the layer is equal to the length of the molecules,
which proves that the tails stand upright. By slowly pulling up a
substrate (S) through the surface layer it is possible to transfer to
it a monolayer (a `Langmuir-Blodgett' layer). A second layer can
be placed on the first (`tail to tail') by moving the strip down and
then up again, and so on. In the trough described here a barrier B
keeps the surface pressure in the layer constant, ensuring a 'neat'
arrangement of the molecules. The surface pressure is kept con-
stant by a control mechanism that ensures that the barrier moves
along at a controlled rate during the transfer to S.

moving barrier, like a kind of piston, gradually pushes
the molecules of the surfactant along the surface.
Appropriate geometry and measures such as the use of
a material not readily wetted by water ensure that the
surfactant does not leak away along the barrier. The
barrier maintains a constant surface pressure in the layer,
so that monomolecular layer to be transferred remains
homogeneous. Transfer is effected by means of an
immersion mechanism that moves one or two strips of
the chosen substrate up and down through the surface
layer. The barrier is set in motion by a toothed belt
driven by a stepping motor, which is controlled by the .

surface pressure in the monomolecular layer. This
pressure is measured by the Wilhelmy method (1863) [3]
with a balance that delivers the electrical control signal.

In the Wilhelmy method a strip of filter paper is suspended
vertically from the arm of a balance and is partly immersed in the
liquid. A change An in the surface pressure gives rise to a change
AF in the force acting on the beam, given by:

OF = -s An,

where s is the total circumference (in the liquid surface) of the
filter paper. If the material of the strip does not permit complete
wetting, a factor cos ¢ must be added to the right-hand side of the
equation. The angle # is the contact angle between the material
and the liquid (fig. 3). In the case of filter paper, which is com-
pletely wetted, ¢ is equal to zero.

The control system keeps the surface pressure at any
desired value, with a relative deviation of no more than
1 %. In most cases the speed of response to pressure
changes is determined by the viscosity of the mono -
molecular layer, and not by the electrical and electro-
mechanical parts of the system.

Finally, there is also a control mechanism that keeps
the liquid level constant (to within 30 p.m). This control
is needed first and foremost to prevent leakage along
the barrier, and it also improves the accuracy with
which the surface pressure is measured. The control
mechanism consists of a float that shifts the ferrite core
of a differential transformer when it is displaced,
thereby opening or closing a magnetic valve in the
tube connecting the trough and a liquid reservoir.

The trough is mounted in a glove box in which tem-
perature and relative humidity are kept constant. To
minimize vibration the complete system stands on
rubber strips on a heavy table.

The main difference between the new instrument and
the classical version is the presence of the leakproof
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Fig. 2. The Langmuir trough
with automatic pressure control.
The trough is made of white
synthetic material with inside
dimensions of 50 x 15 x 1.5 cm,
and has two sunken parts to al-
low sufficient room for the im-
mersion movement. Part of the
immersion mechanism, which
can move one or two substrate
strips up and down, can be seen
on the left. The movable barrier
is at the centre. In the left back-
ground there is a strip of filter
paper, suspended from the arm
of a balance, which is partly
immersed in the liquid and is
used for measuring the surface
pressure. The right-hand part of
the trough, which is not visible,
contains a level controller. The
tubes near the bottom of the
trough belong to the thermostat
that holds the water temperature
constant.

barrier. The pressure in the layer to be transferred was
formerly produced and kept constant by a film of oil
(`piston oil') that was also applied to the surface and
separated from the surfactant by a waxed thread. In

-

Fig. 3. The contact angle # between a strip of solid material (left)
and a liquid. For complete wetting the contact angle is zero.

this method the surfactant could easily become con-
taminated by the oil. With such an oil, of course, the
surface pressure could only be fixed at one value; with
the new instrument there is a free choice. A floating
barrier has also been used in earlier methods [4].

As an example of work done with the Langmuir
trough discussed here, figs. 4, 5 and 6 present some
results of an investigation into the influence of the
structure of the dispersed layer on the deposition
ratio [5], i.e. the ratio between the quantities of trans-
ferred material for upward and downward movement

[1]

[2]

[3]

[4]

[5]

Katharine B. Blodgett, J. Amer. Chem. Soc. 57, 1007, 1935.
H. Kuhn, D. Mobius and H. Bucher, in: A. Weissberger and
B. W. Rossiter (eds), Physical methods of chemistry, Wiley,
New York 1972, Part I, p. 577.
See for example G. L. Gaines, Jr., Insoluble monolayers at
liquid -gas interfaces, Interscience, New York 1966, p. 45 ff.
I. H. Sher and J. D. Chanley, Rev. sci. Instr. 26, 266, 1955.
E. P. Honig, J. H. Th. Hengst and D. den Engelsen, J. Colloid
Interf. Sci. 45, 92, 1973.
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of the strip of substrate material. The surfactant used
was a mixture of arachidic acid (C191-139COOH) and
its methyl ester. The deposition ratio of this mixture
depends on its composition (fig. 4). For the same

0.9

0

100 mol

Ci9d-I39COOH

CI3H33COOCH3 0

100mol %

Fig. 4. The measured deposition ratio 0 - the ratio between the
quantities of material deposited during upward and downward
movements - during the building of monomolecular layers
consisting of a mixture of arachidic acid and its methyl ester, as
a function of the composition of the mixture. The trough was
filled with an aqueous solution of cadmium chloride.

400 pN/cm

300
IT

1 200

100

0
18.5 19 19.5 20 x 10-2°m2per

A molecule

Fig. 5. The measured surface pressure IT of a monomolecular
layer consisting of a mixture of arachidic acid and its methyl ester,
as a function of the average surface area A per molecule. 1. pure
acid. 2. acid 75 % (mol.), ester 25 %. 3. acid 50 %, ester 50 %.
4. acid 25 %, ester 75%. 5. pure ester. To the right of a knee point
the surface-active effect of the mixture is weak. To the left of
that knee point the monolayer is said to be in a 'solid phase'.

mixtures the surface pressure in the monomolecular
layer is measured as a function of the average surface
area per molecule (fig. 5). The average surface area can
be calculated from the position of the barrier and the
quantity of surfactant on the water. The extremely
steep part of the curves is called the 'solid phase' of the
surface layer (very small changes in area are associated
with very marked changes of pressure). The tran-

10011N/cm

ITT

50

L
C191-139COOH 100 mol

100mol % C79H39COOCH3 ----

Fig. 6. The surface pressure ITT at the knee points in the curves
of fig. 5, plotted as a function of the composition of the mixture.
There is a striking correlation between this curve and that of fig. 4,
indicating a correlation between the surface pressure at the knee
point (a structure parameter of the layer) and the deposition ratio
during transfer.

sition region around the knee in the curves resembles
the situation in a liquid. For higher values of the
average surface area per molecule the surface pressure
is almost zero: the surface-active effect of the mixture
is then negligible. If the surface pressure at the transi-
tion point between 'solid phase' and 'liquid phase' is
plotted as a function of the composition of the mixture
(fig. 6), we see that there is a striking correspondence
with fig. 4. This indicates that the deposition ratio is
determined by molecular interactions in the mono -
molecular layer.

D. den Engelsen
J. H. Th. Hengst
E. P. Honig

Dr D. den Engelsen, J. H. Th. Hengst and Dr E. P. Honig are with
Philips Research Laboratories, Eindhoven.
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Light transmission of sintered alumina

J. G. J. Peelen

Sintered alumina is the material most widely used for making the discharge tubes of
high-pressure sodium lamps, because it combines good light transmission with the required
chemical resistance to sodium vapour at 1500 K. Depending on the nature of the sintering
process, the material either scatters light very little - it is transparent' - or it scatters
light very strongly - it is only `translucent'. Partly because it seemed to be possible to
improve the light transmission -in which respect the transparent material and the trans-
lucent one are almost on a par -a closer investigation has been made of the correlation
between these properties.

Sintered alumina for sodium lamps

The discharge tube of the high-pressure sodium
lamp, familiar for its golden -coloured light, is almost
invariably made of sintered aluminium oxide (alumina).
In addition to giving reasonable light transmission,
this polycrystalline material is also exceptionally
resistant to the hot sodium vapour present in lamps of
this type. The temperature of the coldest spot is no less
than about 1000 K, and between the electrodes the
temperature can be another five hundred degrees
higher. Ordinary types of glass and even fused silica
cannot be used under such conditions. As well as good
chemical resistance to sodium vapour at 1500 K, the
discharge -tube material is required to have a low va-
pour pressure, high mechanical strength and electrical
resistance, and of course the light loss in the visible
part of the spectrum must be as low as possible.

The use of ceramics was envisaged right from the
beginning, because of their chemical resistance and
exceptionally good refractory properties. The light loss
caused by such materials when used in lamp envelopes,
however, is a troublesome complication. To overcome
this difficulty it is necessary to know the relationship
between the microstructure of the material and its
optical properties.

As long ago as the fifties it was considered that poly-
crystalline alumina (A1203) could satisfy the require-
ments of an envelope material if the density of a sin-
tered-aluminina tube could be increased to a value
close to 100 %. This view was based on the knowledge
that absorption and reflection are of little significance
in this material, and it seemed that light scattering by
pores left behind after sintering was the main reason

Drs J. G. J. Peden is with Philips Research Laboratories, Eind-
hoven.

for the light loss. Some of the incident light would then
be back -scattered from the material, and some of the
rest would travel such a long path owing to repeated
scattering inside the material that absorption would
become significant. The light would therefore emerge
from the material considerably attenuated in the
forward direction. To avoid this light loss a material
of very low porosity must therefore be used.

At the time, the problem in sintering alumina was
the effect of discontinuous grain growth [1]. The
somewhat larger grains, with more strongly curved
interfaces, tended to grow very fast, so that pores
became enclosed in the grains and were unable to dif-
fuse out. R. L. Coble [2] succeeded in suppressing dis-
continuous grain growth by adding 0.2 per cent by
weight of MgO to the alumina. This reduces the num-
ber of pores that are trapped inside the grains, and
prolonged sintering then produces a material that
transmits light reasonably well, though very diffusely.
This material has found wide application; the lamp
envelopes made with it proved to be capable of with-
standing attack from the hot sodium vapour for many
thousands of hours.

This was of course an important practical result, but
it did not answer the questions of how the light trans-
mission is related to the microstructure and of how
this transmission might be improved by other changes
in the sintering process. This relationship has been the
subject of extensive investigations at Philips Research
Laboratories. They showed, for instance [3], that
`continuous hot pressing' [4] at a relatively low tern -

[1] See A. L. Stuijts, Philips tech. Rev. 31, 44, 1970.
[2] R. L. Coble, J. appl. Phys. 32, 787 and 793, 1961.
[3] J. G. J. Peelen, Science of Ceramics 6, XVII, 1973.

J. G. J. Peelen and R. Metselaar, J. appl. Phys. 45, 216, 1974.
[4] G. J. Oudemans, Proc. Brit. Ceram. Soc. 12, 83, 1969.
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perature resulted in a product that scattered light much
less than the one mentioned above, a result for which
there was no immediate physical explanation.

In common parlance the hot -pressed material would
be described as 'transparent', as opposed to the other
type that is better described as 'translucent' (fig. 1).

This article will mainly be concerned with the optical
aspects of the investigation. Among the questions
studied was the extent to which the transmitted light,
apart from being scattered by pores, is also affected by
scattering and birefringence at grain boundaries. This
effect has been found to be virtually negligible. The
calculations of light scattering by pores [*] were based
on Mie's equations for light scattering by spherical
particles Isl. The parameters in these calculations are
the porosity of the material and the characteristic data
for the distribution of the pore radii. Comparison of
the measured transmission spectra from samples of
both 'transparent' and 'translucent' material with
calculated spectra allows these quantities to be deter-
mined; this rather tends to confirm our views concern-
ing the light transmission in polycrystalline alumina.

G. Mie's treatment of light scattering considers a plane
electromagnetic wave incident on a spherical body. The scattered
waves are calculated from Maxwell's equations by requiring that
the waves at the surface of the sphere satisfy certain boundary
conditions. The solution contains the wavelength A in the
medium surrounding the sphere, the normalized radius a/A of the
sphere and the relative refractive index (sphere/amedium The
amplitude of the scattered waves - which depends on the direc-
tion - is found to be the sum of a series of Bessel functions with
the normalized radius in the argument, each multiplied by a
Legendre polynomial. The direction -dependence is expressed in
these polynomials. Three situations may be distinguished: a < A,
a A and a > A. In the first case the first term of the series is
sufficient; this term represents the Rayleigh scattering. For the
case a s -z. A no simple approximations are known. In the case
a > A there tends to be diffraction rather than scattering, and
approximate formulae for this do exist. In our case the most com-
mon situation is a Re, A, which means that the scattered light can
only be determined by computer calculations.

Path of rays and transmission

Fig. 2 shows the situation that arises when a narrow
beam of light passes through a layer of polycrystalline
alumina. We shall take the ratio ///0 of the light inten-
sities in the direction of incidence as a measure of the
transmission. In view of the scattering this in -line
transmission is a minimum measure of the light trans-
mission of the layer.

The light intensity - the luminous flux per solid
angle - was measured with a spectrophotometer which
records the luminous flux in a cone of very small apex
angle (about 0.02 rad). Since this apex angle is not
equal to zero, scattered waves are measured in addition
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Fig. 1. The photograph shows two discs of polycrystalline A1203,
about 10 cm above a printed page. One was made by continuous
hot pressing, the other was sintered with the addition of a small
quantity of MgO. The text under the hot -pressed disc is legible
since this material causes very little light scattering (see fig. 4).

Fig. 2. Paths of rays found when a narrow beam of light passes
through a layer of porous polycrystalline alumina. Scattering in
the material reduces the transmission in the direction of the
incident beam, resulting in diffuse reflection and diffuse trans-
mission. The normal reflection from the front and back of the
layer is not shown; the associated transmission lossie about 15 %.

to the unaffected waves in the direction of incidence.
Some transmission curves determined in this way are
shown in fig. 3. The exceptional steepness of the curve
for hot -pressed alumina indicates a Rayleigh -type scat-
tering, whose effect is inversely proportional to the
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Fig. 3. Measured transmission ///0 of sintered (S) and hot -
pressed (HP) alumina as a function of the wavelength of the
light. The term transmission refers to the ratio of the light inten-
sities taken in the direction of incidence; diffuse light is therefore
not included in the measurements (fig. 2). The thickness d of the
layer is 0.5 mm. The porosity V, is 1 x 10-3 (volume fraction).
For comparison the curve for sapphire is shown (A), the single -
crystal form of A1203.
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Fig. 4. Scattering profile of transmitted light (A = 0.54611m),
measured for sintered (S) and for hot -pressed (HP) alumina.
The relative light intensity is plotted vertically as a function of
the angle GI between the ray considered and the direction of
incidence. The light intensity in the direction of incidence is
arbitrarily assumed to be 100 in both cases. The narrowest profile
belongs to the material that did not affect the legibility of the text
in fig. 1.

fourth power of the wavelength. A second example of
the experimental side of our investigation is the curve
shown in fig. 4, representing the scattering profile of
the transmitted light for both conventionally sintered
and hot -pressed alumina [6]. It can be seen that the

light propagates far less diffusely in the 'hot -pressed
material, while at the same time the transmission is
less - at the wavelength used. The last, perhaps
unexpected, result is equally understandable when
Rayleigh scattering dominates, since this is also strong
in the backward direction.

As noted above, the transmission loss is mainly
attributable to scattering in the material. If the light
travels distances that are no greater than 0.5 to 1 mm,
absorption is ruled out because the absorption coef-
ficient of the material is extremely small. Reflection
from the front and back of the layer (fig. 2) does,
however, make some contribution to the transmission
loss. When the light is normally incident on a com-
pletely smooth surface, the fraction that is not trans-
mitted because- of reflection is about 15 %. The extent
to which the transmission is affected by the bire-
fringence at the grain interfaces of the material depends
on the number of interfaces and thus on the size of the
grains. An exact calculation of this is difficult, but a
kind of overestimate can be made, by assuming the
maximum effect on the transmission at each new re-
fraction. For a material thickness corresponding to
50 grains, the transmission loss estimated in this way
is completely negligible [7].

The scattering of the light in the material is fun-
damentally due to regions of differing refractive index,
such as pores or particles of a second phase - whose
presence is due to dopants or impurities - and also,
apparently, to grain boundaries. The grain boundaries
come into the picture because particles of a second
phase or certain segregations prefer to concentrate
there; in themselves the grain boundaries cause no
light loss of any significance. This statement is based
on the observation that certain single -crystal materials
- which contain no grain boundaries of course -
show no change whatever in their optical properties in
the visible part of the spectrum on a transition to a
polycrystalline form. The region of atomic disorder at
the grain boundary is extremely small, perhaps no
more than a few thousandths of the average wavelength
in the visible region. Rayleigh scattering is certainly
possible here, but the number of such scattering centres
in the light path is so small that no observable effect is
to be expected.

This leaves us with pores and possible particles of a
second phase as the centres that scatter the light. In

[*] These calculations were performed in cooperation with
Dr R. Metselaar of these laboratories.

t5] H. C. van de Hulst, Light scattering by small particles, Wiley,
New York 1957, chapter 9.

[5] J. G. J. Peelen, Conf. on Microstructure of Ceramics, Oxford,
April 1975.

[7] N. Grimm, G. E. Scott and J. D. Sibold, Amer. Ceram. Soc.
Bull. 50, 962, 1971.
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Fig. 5. The microstructure of sintered (above) and of hot -pressed
(below) alumina. The sintered material contains a little magne-
sium oxide, which accounts for its homogeneous structure. The
crystallites of the hot -pressed material are approximately a factor
of 10 smaller.

view of the high purity of our starting material and the
preparation process used, particles of a second phase
may be disregarded. There are, however, pores in the
material, and their number and size do of course
depend very closely on the manner in which the mat-
erial is made.

Material samples

As mentioned earlier, our measurements were car-
ried out both on 'ordinary' sintered alumina samples
and on samples obtained by continuous hot pressing.
The starting material for the sintered samples was
alumina powder with an addition of 0.03-0.2 % of
magnesium oxide. Sintering took about 10 hours and
was carried out in a humid hydrogen atmosphere at a
temperature of 1850 °C. No magnesium oxide was

added to the hot -pressed material. The temperature
was 1400 °C, the pressure 1200 atm and the time
30 minutes; the process took place in an oxygen atmos-
phere. Fig. 5 shows the microstructure in the two cases.
The sintered material consists of grains with an average
diameter of about 25 tIm. The pores are spherical
(radius 0.5-1 p.m) and they lie both inside the grains
and at the grain boundaries. In the hot -pressed mat-
erial it is noticeable that the structure is less homogene-
ous - no magnesium oxide was added - and grain
sizes lie mainly between 1 and 2 [km. In this case the
pores are very much smaller (radius about 0.1 pm), and
most of them lie at the grain boundaries.

The hot -pressed material thus consists of much
smaller grains than the sintered material. In spite of
this, the light scattering by grain boundaries or the
birefringence at these boundaries is apparently not very
significant, for otherwise the material would not have
such a narrow scattering profile (fig. 4). X-ray analyses
and electron -microscope examinations have shown
that in the hot -pressed alumina there is very little if any
preferential orientation of the grains normal to or
parallel to the pressing direction. If preferential orien-
tation existed it could certainly have some effect on the
light transmission.

The porosity of the material is exceptionally low in
both cases; the volume fraction of the pores is no more
than about 0.1 % or less. Although this figure appears
to be very satisfactory, it should be remembered that it
is derived from a difference, which makes it relatively
uncertain. In the calculations of light scattering the
porosity was therefore generally taken as a free param-
eter and not as a known quantity.

Calculation of the light transmission

The theoretical calculations will evidently serve our
purpose if measured results like those given in fig. 3 and
fig. 4 can be described as the effect of light scattering by
pores still present in the samples.

The in -line transmission of light trying to pass
through an alumina layer with homogeneously distrib-
uted pores decreases exponentially with the thickness of
the layer - provided that the layer is sufficiently thin
and the porosity sufficiently low [7]. A relationship of
this kind is also found theoretically when it is assumed
that every pore which the light beam encounters in its
passage through the layer has a scattering effect in-
dependent of the others, and also that a light ray is
never scattered more than once :

1110 = K exp (- yd).

In this equation d is the layer thickness, calculated in
the direction of incidence of the light, and y is the
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Fig. 6. The effective scattering efficiency Qat, calculated as a
function of the quantity eeff, which is a measure of the effective
pore radius reef. The parameter a is the standard deviation of the
assumed logarithmic Gaussian distribution of the pore radii.
Experimental results for the distribution of the pore radii fit
reasonably well for a a of 0.2 to 0.3.
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Fig. 7. The scattering coefficient y for the scattering of light by
pores in a thin layer of sintered alumina, plotted against the
wavelength of the incident light. The points were obtained from
transmission measurements. The curve is the calculated best fit
to the experimental results; see Table I.
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Fig. 8. As fig. 7, but for a thin layer of hot -pressed alumina.

scattering coefficient. The factor K takes account of
the reflection loss, which will not be dealt with here.

The method of calculating the transmission amounts
to the prediction of the scattering coefficient as a func-
tion of the known data for the pores. The pores are
assumed to be spherical with radii that follow a
logarithmic Gaussian distribution. 'Logarithmic' here
means that it is not the pore radius itself but its log-
arithm that follows a Gaussian distribution [8]. It has
been found from photomicrographs of polished mat-
erial cross-section& that this logarithmic Gaussian
distribution represents the reality fairly well in our
samples.

The calculations include the volume fraction Vp of
the pores, the 'effective pore radius' rep[ - i.e. the radius
that identical pores should have to cause the same light
scattering as in the logarithmic Gaussian distribution
- and the standard deviation a. The quantity a is a
measure of the width and also of the skewness of the
distribution; because of this the skewness of the
distribution increases with its width.

The scattering coefficient may be described as the
product of the 'effective scattering efficiency' Qeff and
the total scattering surface Nareff2. The quantity N is
the number of pores per unit volume; the total scatter-
ing surface is calculated in the light path and per unit
of illuminated surface. The scattering efficiency is cal-
culated with a computer from Mie's equations [5]. The
values found are given in fig. 6 as a function of the
quantity eeff, which is equal to 47t(nA1203- n IApore, ref,
where A is the wavelength of the light (in vacuum) and
n is the refractive index. As can be seen, the standard
deviation has a considerable influence on the form of
the curve. Oscillations in the curve, like those for
example for a = 0, were never observed:in- our exper-
iments, which indicates that any assumption of a
uniform pore size would be a long way from the truth.

The agreement between the calculated results and
the experimental results for in -line transmission can
clearly be seen from fig. 7 and fig. 8. The first figure
relates to measurements for a sintered sample, the
second for a hot -pressed sample. In both figures the
scattering coefficient was determined from transmission
measurements at twelve wavelengths. The curve shown
is the best theoretical fit to the experimental results,
and was obtained by using a least -squares optimization
in the choice of the effective pore radius, the standard
deviation of the pore radii and the volume fraction.

[8] The logarithmic Gaussian distribution applies exactly for
quantities that are the result of a process involving steps
where the probability of a change is proportional to the in-
stantaneous value of the quantity. Many growth and break-
down processes belong to this category. See for example
J. Aitchison and J. A. C. Brown, The lognormal distribution,
Cambridge Univ. Press, 1957.
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Table I. The values that give the best fit between theory and
experiment for the effective pore radius reef, the standard devia-
tion a of the pore radii and the fraction Vp of the volume occu-
pied by all pores, for hot -pressed material (`transparent') and
sintered material (`translucent'). The quantity rm is the value of
the pore radius for which there is a maximum in the probability
distribution.

Hot pressed Sintered

reef 0.15 ll.rn 0.59 p.m
rm 0.11 E.un 0.34 [Am
a 0.3 0.4
Vp 4.9 x 10-4 1.9 x 10-3

The values thus determined are listed in Table I. In
view of the relatively large number of wavelengths used
in the measurements, including wavelengths outside
the visible region, the procedure used for the fit may
be regarded as reasonably reliable. As can be seen from
the Table, the pores in the hot -pressed material - the
`transparent' material - are much smaller than in the

sintered material. The values found agree well with
those determined from plots like those of fig. 5.

No calculations have yet been carried out on the
exact shape of the scattering profile (fig. 4). It may be
assumed on experimental grounds, however, that the
profile will become narrower as the number of pores
and the pore radii decrease and the radii come more
into the region of Rayleigh scattering.

Summary. The relationship between the microstructure of poly-
crystalline alumina (Al2O3) and its light transmission has been
investigated. The transmission loss measured in thin layers is
largely attributable to Mie scattering from the pores in the mat-
erial; the reflection losses are about 15 %. The effect of absorption
and birefringence is negligible. The layers investigated were made
by conventional sintering (MgO added) or by continuous hot
pressing. The porosity is about 0.1 %. The radius of the pores left
in the sintered alumina is 0.5 to 1 (J.M, and in the hot -pressed
material about 0.1 p.m. Layers of the first type are diffusely trans-
lucent. The other type of material has a much narrower scattering
profile, and is therefore more transparent. The material is used
for the envelopes of high-pressure sodium lamps.
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Electrostatic printing

U. Rothgordt

Writing and drawing have been used by man for thousands of years as methods for the
storage and dissemination of information. The art of making printed books, allowing
even more people to benefit from the information they contain, is already centuries old.
Today it sometimes seems as though we are in danger of disappearing under an avalanche
of printed paper. Let us only hope that new printing techniques will lead, not to an even
greater avalanche of paper, but to a more sensibly directed, more efficient distribution of
the information. In spite of the increasing importance of optical and acoustic means of
communication, there is still a continuing need for methods that will provide information
in 'black and white'. The design of printing equipment for this purpose that is also compat-
ib le with the requirements set by the use of computers for information processing, or
perhaps by as yet undeveloped machines that will produce printed information at a
terminal, is a challenge to industrial research and development. The results of such
investigations, described in the article below, are machines that are eminently suitable
for the rapid production of text on paper where not many copies are generally required.

The electrostatic printing process is a non -mechan-
ical process, which in its simplest form consists of two
stages. In the first stage, a charge pattern is produced
on a suitable surface by an electric field. In the second,
this charge pattern is made visible and fixed by a
suitable dye powder. It will become clear in the course
of this article why the process is called 'electrostatic':
it certainly does not mean that the actual process is
`static'. The description of 'electrostatic printing' is
often applied incorrectly, for example to techniques in
which a colour change in the paper to be printed is
produced by passing a current through an electro-
sensitive paper. Here we shall confine ourselves to the
two -stage process just mentioned.

Electrostatic printing is also sometimes confused
with the process of electrophotography now widely
used in graphic reproduction. In that process a uniform
electric charge is applied to a photoconductive layer,
which is then exposed to an image of the pattern to be
copied. This produces local changes in the state of

charge. The charge pattern is then developed, again by
using a dye powder.

Electrostatic printers are applied as printers or
plotters in data processing, and also in measurement
techniques for recording measured data, e.g. in the
form of plotted curves. The production of copies at a
remote terminal is another interesting potential ap-
plication. The coded information for the reproduction
of a document is transmitted, e.g. over a telephone line,
and the document is then reproduced in virtually the
original form.

In all these applications mechanical printing methods
have so far been the most widely used [1]; the non -
mechanical methods that have been used include
thermography, 'Ink jet', and the one mentioned earlier
with electrosensitive paper. The high print rates that
can be achieved with electrostatic printing (up to four
pages of A4 paper per second) are of great interest in a
number of these applications. In computer output
devices high speeds are desirable, so that processing

Dr U. Rothgordt is with Philips GmbH Forschungslaboratorium
Hamburg, Hamburg, West Germany. DJ See for example J. Borne, Philips tech. Rev. 29, 205, 1968.
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times are not too greatly affected by the output rate.
In recording devices for measurement applications the
highest frequency that can be recorded is determined
by the maximum paper speed. Another advantage of
electrostatic printing is that it is a non -impact process,
and therefore quiet in operation; the equipment will
also be less subject to wear, which means that there
will be few breakdowns.

Even within the limited definition of electrostatic
printing used here, there are still many ways in which
the basic principles can be put into practice. The
charge can be supplied by a gas discharge from a thin
stylus electrode, or by a small glow discharge. It is also
possible to use very thin electrodes that can be moved
rapidly over a dielectric surface, producing a charge

However, before embarking on a more detailed
description of the printing process, it is perhaps of
interest to briefly mention a few points from the history
of the process (21.

Although the existence of static electricity has been
known for longer than that of electric currents, it was
not until the twenties of this century that P. Selenyi (3)
made the first attempt to make use of electrostatic
phenomena for a printing process. He started by using
a cathode-ray tube whose screen was dusted with lyco-
podium powder on the outside after the beam had
written a charge pattern on the inside. This produced
a copy of the charge pattern. Further stages in the
development were the application of a charge pattern
to a dielectric layer inside a cathode-ray tube, a

Fig. 1. An electrostatic printer used for the real-time presentation of acoustic spectra. The
printer has been opened for loading with paper.

pattern on it. Starting from these basic ideas we have
been able to develop equipment for very widely differ-
ing applications. Fig. 1 shows an example of such
equipment: a 'visible speech recorder'. This is an
instrument that will record acoustic signals in real time;
we shall return to its operation at the end of the article.

In the following sections we shall look more closely
at the various ways in which a charge pattern can be
produced, and also at the requirements for the dielectric
substrate. Besides these methods for applying a charge
pattern, the methods for development are also of
obvious importance. Details of the methods that we
have most frequently used will also be discussed.

cathode-ray tube with an electron -transmitting window
(a Lenard window) with which a charge pattern could
be applied to a dielectric substrate outside the tube,
and finally an ion beam that could be deflected in air.
With the ion -beam method Selenyi was even able to
record television pictures. However, none of his
instruments has ever been of any practical significance.

Technical applications of `electrostatography' only
appeared after 1950, after the promising development
of C.F. Carlson's electrophotography had provided the
incentive. Work was done on a cathode-ray tube in
which the Lenard window used by Selenyi was replaced
by a screen with a large number of copper wires, all
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Fig. 2. Diagrammatic cross-section of an electrostatic printer.
The paper to be printed, which is coated with a dielectric layer,
is drawn through the machine by the transport roller Tr; the ten-
sion and synchronization rollers S ensure that the paper moves
in the correct steps. The paper is charged by the 'comb' of pin
electrodes E and the counter electrode C. The paper then travels
to the developer unit. Here toner and iron powder are continu-
ously mixed together in the mixing chamber Mix. The mixture
is drawn against the paper by the magnet Mag. The toner par-
ticles that have become attached to the charged areas of the
paper are bonded to the paper by heating briefly in the fixer
unit F; this fixes the image. The developer powder is continu-
ously replenished with toner from the supply To to make up for
the toner that has been u ,ed.

+ + +r

E

D

Fig. 3. Schematic diagram of the lines of force around a charged
location on the substrate. D dielectric layer. P paper. Left: with
no external electrode. The lines of force are mainly inside the
dielectric layer and only emerge from the substrate at the edge of
the charged area. Toner particles will in the main only adhere at
such edges. Right: with an external developer electrode E. The
lines of force now emerge from the substrate everywhere, giving
uniform developing.

insulated from each other and at right angles to the
screen [4]. This arrangement gave a fairly high resolu-
tion in the charge image formed on a dielectric surface
pressed against the outside of the screen. In another
case a matrix of electrode pairs was used [51. A gas
discharge was produced between certain pairs, and
some of the charge carriers from the discharge were
deposited on a dielectric substrate. Special precautions
were necessary to prevent too rapid erosion of the
electrodes. This was the experience available to us in
the sixties when we started an investigation to find new
methods of electrostatic printing; the results of this
work are discussed in this article [6].

The principle of an electrostatic printer

An explanation of the printing process [7] will be given
with the aid of a cross-section of an electrostatic printer
(fig. 2). The paper to be printed passes through a
tensioning device, and then arrives at the printing
section, consisting of a printing head and a counter -
electrode array. The printing head consists of a row of
closely spaced pin electrodes, which can apply to the
paper points of charge corresponding to the desired
image. The paper is coated with a special dielectric
layer.

After charging, the paper travels to the developer
unit, where there is a mixture of coarse iron powder and
a fine dye powder, the 'toner'. The toner particles
acquire a charge through friction against the iron
particles, and therefore adhere to them. A magnet
placed behind the paper draws the powder mixture
against the paper, bringing the charged toner particles
into contact with the charged paper surface. The toner
particles, which carry a charge of opposite sign to that
applied to the paper, then adhere to the paper at the
areas covered by the charge pattern, so that the charge
distribution is made visible. In this process the iron
powder has a two -fold function. Unlike the fine toner
powder (particle size between 5 and 30 ti,m), the much
coarser iron powder (particle size 100-400 [km) flows
very freely, which ensures a uniform distribution of
the toner particles over the charge image to be devel-
oped. In addition to this the iron powder brings the
electrostatic field outside the dielectric layer, because
of its electrical conductivity and the good contact be-
tween the particles (fig. 3). The field can thus attract
the toner particles. The field -strength outside the di-
electric layer increases as the external electrode (the
iron powder) is brought closer to the layer. The diam-
eter of the toner particles should not therefore be
much larger than the thickness of the dielectric layer.

The third stage in the process is that of fixing, which
permanently attaches to the paper the dye particles
that were originally held in position by electrostatic
and Van der Waals forces. In the dry development

See for example R. M. Schaffert, Electrophotography, Focal
Press, London 1965, and J. H. Dessauer and H. E. Clark
(eds), Xerography and related processes, Focal Press, London
1965.
P. Selenyi, Z. techn. Physik 16, 607, 1935.
R. W. Crews and P. Rice, IRE Trans. ED -8, 406, 1961.
H. Epstein, Proc. 1955 Western Joint Computer Conf., Los
Angeles 1955, p. 116.
R. S. Howell, West German Patent Application
No. 1 136 519, 13th Sept. 1962.
Many colleagues have contributed over the years to the in-
vestigations described here. I should particularly like to name
Dr R. Lorenz, whose share in the investigations was consider-
able, especially in the earlier stages.
C. P. Hodum, U. Rothgordt and J. Schramm, in: Philips,
Unsere Forschung in Deutschland, part II, p. 182, 1972.
H. F. Frohbach, IEEE Trans. ED -19, 579, 1972.
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process described above fixing is usually accomplished
by heating: the toner particles melt and adhere to the
paper. The most practical arrangement is to heat the
back of the paper, e.g. by passing it over a heated plate.
After fixing the toner cannot be removed.

It may be desirable to generate the charge image,
not on the actual paper to be distributed, but on a
transfer surface that can be re -used. After development
the toner image can be transferred by an electrostatic
field to ordinary paper, and then fixed. The electro-
static field on the transfer surface can then be developed
again, and another copy made on paper, or the surface
may be cleaned electrically and a new charge pattern
generated.

The stages described here are found in one form or
another in all the variations of the electrostatic printing
process to be described.

Charging the substrate

Before starting upon a description of the various
methods of producing a charge image, it will be useful
to look more closely at the physical effects that occur
with a single electrode and a dielectric substrate. The
substrate can be paper, coated with a thin dielectric
layer, it can be a plastic (materials such as `Mylar',
Ilostaphan', polyethylene and polycarbonate are
suitable) or a ceramic layer on a rigid base, as used for
a transfer surface for an image to be transferred to
ordinary paper. Quantities of importance in all these
substrates are the capacitance per unit area of the
dielectric layer, the time constant of this capacitance
and the conductivity of the paper. The capacitance
determines the amount of charge per unit area that
might reasonably be applied. The normal development
processes require a charge density of a few times
1074 C/m2. For charging to 100 V the capacitance
should be at least several microfarads per square metre.

The time constant should be at least high enough to
give no noticeable loss of charge between charging and
development; a value of several minutes is therefore
desirable. This requirement sets no problems, since
substrates are available that will hold a charge image
for months.

Fig. 4 gives a diagrammatic representation of a
single electrode with counter electrode, on opposite
sides of the paper with its dielectric layer. The paper is
lightly pressed against the counter electrode (104 to
105 N/m2) to keep the contact impedance sufficiently
low. The charging electrode is held about 10 p.m from
the surface of the dielectric layer.

If a large number of electrodes are embedded in a
block of dielectric material, the correct spacing from
the paper can be obtained by blowing air between the

electrode block and the paper; the roughness of the
paper surface may itself be sufficient to ensure the
correct spacing. The air gap governs the whole process
of charging, since charge can only arrive at the substrate
when charge carriers are able to cross the gap. This can
happen with a self -sustained gas discharge.

It might appear that there would be some danger of
the electrodes burning away in such a discharge. In
fact, however, the discharge extinguishes as soon as the
potential of the dielectric layer has reached a certain
value; the charge involved here is relatively small, so
that the energy dissipation is also small, and the elec-
trodes do not burn away.

The breakdown of a gas discharge is most easily
described by the Paschen curve. This gives the relation
between the electrode spacing, the gas pressure and
the breakdown voltage of a self -sustained discharge for
the case of two parallel planar electrodes. We shall not
consider the physical basis of the Paschen curve further
here [8]. Fig. 5 gives the Paschen curve for air at a pres-
sure of 1 atm and shows that the breakdown voltage
then has a minimum at an electrode spacing of 8µm.
At this spacing the substrate can be fully charged at a
voltage as low as 380 V. The total voltage that must be
applied between a pin electrode and the counter elec-
trode is however higher than the breakdown voltage of
the discharge, because of the voltage drop across the
paper and the contact impedance between paper and
counter electrode. Fig. 6 shows an equivalent circuit
for the arrangement. It should be remembered here
that the resistance Rd of the dielectric layer is very high,
and that the capacitance Cd of this layer and Cg of the
air gap are larger than the capacitance Cp of the paper
because of the greater thickness of the paper. It is
necessary to keep the paper resistance relatively low,
to ensure that the time constant of the paper (Tp = RpCp)
is low enough for short voltage pulses to break down

D

P

Fig. 4. Charging by a pin electrode. E electrode. G gas discharge.
D dielectric layer. P paper; the paper is made to conduct by the
addition of hygroscopic salts. C counter electrode.
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the discharge. At a pulse length of 10 is the time
constant Tp must be no greater than 1 is. Since Rp is
the paper resistance per unit area, it is equal to epd,
where ep is the resistivity of the paper and d is its thick-
ness. Similarly, the capacitance per unit area Cp is
equal to Ep/d, where Ep is the permittivity of the paper,
so that Tp = epep. The relative permittivity of the

1000 V

800-

600 -

400

200
0 50

d
100pm

Fig. 5. The breakdown voltage Vi for a gas discharge in air at a
pressure of 1 atm as a function of the width d of the air gap (the
Paschen curve).

Fig. 6. Equivalent circuit for
the combination of electrode,
substrate and counter elec-
trode. Rg and Cg resistance
and capacitance of the air
gap ; the Zener diode Z takes
account of the breakdown
voltage of the gas discharge.
Rd and Cu resistance and
capacitance of the dielectric
layer. Rp and Cp resistance
and capacitance of the paper.
Re and Ce are the effective
resistance and capacitance of
the contact impedance. All
resistance and capacitance
values are for unit area.

1Cg-

Cd

Cp

OCT

Rd

Rp

1.   1)   
Fig. 7. OCR -A characters, printed with 7 electrodes per mm.
This series of numerals has been designed for simple recognition
in a reading machine. The electrode configuration is shown
beneath the figure 2; four characters can be printed per cm of
line length.

paper is about 2.5, which means that op should not be
greater than about 4 x 106 SI cm.

Such a low paper resistance can only be achieved by
taking special measures to increase the conductivity.
The best electrical properties are obtained by introduc-
ing finely divided carbon into the paper, but this
does have the disadvantage of darkening it. If it is

essential to have white paper, the only way of increas-
ing the conductivity is by ionic conduction, i.e. by
applying ionized salts. The conductivity obtained in
this way depends on the degree of dissociation of the
salts, and hence on the humidity of the paper and
consequently on the ambient humidity.

As well as the resistances and capacitances discussed
above, the equivalent circuit also includes the transition
to the counter electrode, which is represented by Re
and Cc. For charging with a single electrode these can
be taken together with Rp and Cp, the corresponding
quantities for the paper.

Charging with a row of pin electrodes

As already indicated in the introduction, the electro-
static printing techniques have a very wide field of
application. In one particularly adaptable kind of
system, an image is produced by printing separate
points with a fixed electrode system. The preferred
arrangement for this is a row of closely spaced pin
electrodes. These can be spaced as closely as ten per
millimetre.

For printing alphanumeric characters, which are
generally printed with a point matrix, 4-6 pins per mm
are usually sufficient; for the OCR -A characters
(fig. 7), however, seven pins per mm are necessary.
The shapes of the various characters are stored in a
coding memory, e.g. in a circuit used as a 'read only'
memory (ROM) as patterns of dots arranged in hor-
izontal rows. A line of characters is printed as a number
of rows of dots formed by calling up in succession the
rows of dots for all the characters in the line. At the
beginning of each row of dots the correct rows for all
the characters have to be chosen from the coding
memory.

With a page of A4 format 800-1000 points are
required for the length of a line. To enable all these
points to be separately energized with a voltage of
400-500 V, the same number of switches is required.
However, since a gas discharge first breaks down above
a particular voltage, it is possible to make use of a
coincidence circuit. The number of switches required is
then considerably less.

An initial version of a coincidence circuit is shown
in fig. 8. Each pin electrode is connected via two

[81 J. Schramm and K. Witter, Appl. Phys. 1, 331, 1973.
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resistors to two switches, the character switch and the
group switch. These switch a voltage V, which is a
little lower than twice the breakdown voltage for the
discharge: V would thus have a typical value of 700 V.
Only those electrodes that are connected to the voltage
line through both switches will in fact be at this voltage.
If only one of the two switches is connected to the
voltage line and the other is connected to earth, then
because of the potentiometer effect only half the supply
voltage will appear at the electrode. The gas therefore
does not break down, and the electrode applies no
charge to the paper.

In another method, now widely used by several manu-
facturers, a group of electrodes is selected with the aid
of a counter electrode consisting of separate sections,
each of which can be independently switched [9]. The
spacing between the electrodes is so small (about
0.1 mm) that it is not possible to separately use two
electrodes on either side of the boundary between two
sections of the counter electrode. This is because the
potential does not change sharply at the boundary, but
changes gradually over a distance of a few millimetres
(fig. 9). The width of this zone depends on the resist-
ance of the paper and the contact impedance between

V

V,

-Vo

x

Fig. 9. The potential V on the substrate as a function of the
distance x, at the boundary between two counter electrodes. One
electrode is at a voltage + Vo, the other at - Vo; the distance be-
tween the two electrodes is 2b.

Fig. 8. Diagram of a coincidence
circuit for energizing n x m elec-
trodes. The electrodes are divided
into m groups of n electrodes.
Each electrode is connected via
two resistors to one of the group
switches G and to one of the
character switches S. Only those
electrodes that are connected to
the voltage line through both
switches will be at the voltage V;
in other cases the voltage is # V
at most. The voltage V is chosen
such that V is greater and }V
smaller than the breakdown
voltage of the discharge between
an electrode and the substrate.

paper and counter electrode. If not too high a voltage
is selected for charging, the images obtained are
blurred at the edge of the counter electrode in use at
that moment. At higher voltages the edge quality is
good, but characters of the previous or following group
may appear as shadows in the text.

The situation in the boundary region between two counter
electrodes is shown in fig. 10. We shall assume that one electrode
is at a voltage + Vo, the other at - Vo; the distance between the
two electrodes is 2b. The contact conductivity per unit area is
represented by Ge (dimensions CI -1 cm -2) and the resistivity of
the paper by ep (dimensions I2 cm). If we now assume that
1 /Ge >> Opd, where d is the paper thickness -a condition always
fulfilled in practice -a very simple relation can be derived for
the voltage variation V(x) in the substrate [10] :

d2 - -PGe IV(x)- Vol.
dx

o

d

Putting ElpGcld = ,u2, we have for x b the solution

V(x) = Vo exp (- ,ux)
(1 + ,ub) exp (- ,ub) f'

the graph of which has already been shown in fig. 9. The points
x = f b are important here; at these points the potential
V (± b) in the substrate must be as close as possible to the elec-
trode potentials + Vo and - Vo.

dx

Vo di (

-b 0
x

Fig. 10. Diagram relating to calculation of the potential variation
along the substrate in the boundary region between two counter
electrodes. The current in the substrate at the location x is i(x);
the increase in the current over the distance dx is di(x).
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Fig. 11. Diagram of the circuit
with separately energized counter
electrodes. The groups a and b
of the character switches S are
used alternately. If for example
one of the electrodes in group 3
has to be used, then the counter -
electrode switches C3 and C4
must also be connected. This
ensures that the potential of the
substrate opposite group 3 is
everywhere high enough for
breakdown of the discharge.
Opposite simultaneously con-
nected electrodes in the groups I
and 5, however, the potential is -V1
not high enough for breakdown.

Since

{

0

+ V, o

S 1 2 3 4 -1

I II 1111 I II 11111111

V(b) = Vo
1 + ,ub'

we must therefore have ,ub >1. In practice au will be about 1 mm -1,
so that special precautions will have to be taken for counter
electrodes for which b < 1 mm.

These difficulties can be avoided by arranging that
the boundary between two groups of pin electrodes is
opposite the centre of a counter electrode, and then
always energizing two adjacent counter electrodes
simultaneously (fig. 11). Although this does require
separate control for adjacent electrode groups, the
edge effects mentioned above are eliminated if the
groups are sufficiently wide. In comparison with the
circuit with the resistance network the switches now
only have to handle half the supply voltage; on the
other hand in the most favourable case I/1 times as
many switches are required.

-800
-400 0 400 800V

V

Fig. 12. The charge Q per unit of line length as a function of the
applied voltage V for charging by direct contact between elec-
trode and substrate. The two curves apply for polycarbonate
sheet of different thicknesses, and hence different capacitances
per unit area.

Charging by direct contact between electrodes and
substrate

The previous section described charging by a self -
sustained gas discharge between the electrode and the
substrate. Such a discharge must always extend over a
small region in order to exist, and therefore does not
give a true image of the electrode on the substrate. The
charge spot on the substrate is appreciably larger than
the electrode, particularly for small electrodes. The
smallest charge spot that can be produced in this way
has a diameter of about 0.1 mm. To achieve a high
resolution with an electrostatic printing process another
method of charging must therefore be used, without
the self -sustained discharge. This also implies that the
electrode voltage must be lower than the 380 V corre-
sponding to the minimum of the Paschen curve.

We have worked with a direct contact between the
electrode and substrate [11]. This can only be done
when both electrode and substrate are very smooth, so
that the pressure of the electrode against the substrate
can be fairly high. Only certain very smooth sheet
plastics can then be used, and the electrodes must be
made of extremely hard material that will take a
polish, but must also be a sufficiently good conductor.
The substrate must be fairly thin to give a sufficiently
high capacitance per unit area, so that sufficient charge
can be applied to the substrate even with low volt-
ages. In our experiments we used `Mylar' sheet plastic,
with one side metallized to produce a counter elec-
trode.

Fig. 12 effectively summarizes the results of experi-
ments in which pin electrodes were pressed against
sheet plastic with a pressure of about 5 x 106 N/m2. In
the central region there is a linear relation between the

(91 U. Rothgordt, West German Patent No. 1 946 815.
OM U. Rothgordt, Philips Res. Repts. 29, 139, 1974.
[11] U. Rothgordt, K. Witter and H. D. Hinz, to appear shortly

in IEEE Trans.
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applied voltage V and the charge it produces per unit
length of the written trace. Dividing by the width of
the trace (100 p.m) gives the surface charge density a.
At V = 0 friction alone gives a certain charge density
cro. In practice it is found that oo is constant for a given
combination of electrode and substrate material; it is
therefore possible to compensate for cro.

The central portion of the curves can be simply
described by a = ao (60316,V)V. It is found that
Da/AV is exactly equal to the capacitance per unit area
of the substrate. This means that here, unlike the case
of charging with a gas discharge, the full applied volt-
age contributes to the supply of charge. Another impor-
tant feature is that charge is only applied where elec-
trode and substrate actually touch. Fig. 12 shows that
at higher voltages strongly nonlinear behaviour ap-
pears. This is due to a gas discharge between the sides
of the electrode and the substrate; it is associated with
a distinct broadening of the trace. For good resolution
these higher voltages should therefore be avoided.

In recording a charge image each point of the com-
plete surface of the substrate must come into contact
with an electrode in turn. Because a fairly high contact
pressure is required electrode arrays cannot be used
here, and only a limited number of electrodes can be
allowed to make simultaneous contact with the sub-
strate. The device whose principle is shown in fig. 13
satisfies this requirement. The most important com-
ponent is a rapidly rotating cylinder. The substrate
covers a part of the circumference of the cylinder. An
insulated electrode is mounted in the cylinder wall, and
protrudes 100 µm beyond the cylinder surface. The cyl-
inder is given a small axial displacement after each re-
volution, so that the electrode describes a raster on the
stationary substrate. By varying the electrode voltage
appropriately a charge image can be written on the
substrate. The situation in the immediate neighbour-
hood of the electrode is shown in fig. 14. Charge
spots about 10 p.m in diameter can be produced with
this device. An experimental microprinter based on
this principle has been produced, which can print
characters reduced by a factor of 24. Such printers are
generally referred to as COM (for Computer Output
on Microfilm) printers. Compared with other COM
printers the one described here has the advantages of
being smaller and less expensive; it can print at the
same rate as fast mechanical printers.

A virtual feature of such equipment is the behaviour
of the 'stylus' that makes contact with the dielectric
sheet. Wear is unavoidable here. The hardest materials,
such as diamond or sapphire, cannot be used here,
because of their high electrical resistivity. It has how-
ever been found that whiskers of SiC (prismatic, single -
crystal filaments of diameter about 20 p.m) give suf-

ficient conductivity for this application. Because of the
single -crystal structure the wear of the whiskers is
small, and also very uniform. Since no change in the
shape or size of the whisker surface occurs in use, up
to 5 x 1010 points can be printed with a single electrode
before any deterioration in quality is observed. This
figure corresponds to about 105 printed pages.

Electrostatic grey -scale printing

For grey -scale printing it is necessary to vary the
charge applied to the separate points. This is difficult
with the methods that use a self -sustained discharge.

We therefore directed our work towards a variable
charge source. An important condition here is that the
charging process must take place under normal atmos-
pheric conditions, so that the substrate does not have
to be inside an evacuated enclosure, as would be the
case in charging with an electron beam.

These requirements can be met with various types of
gas discharge, such as spark, arc, glow and corona
discharges. For simplicity, the obvious one to choose

Fig. 13. Printer with charging by direct contact between electrode
and substrate. The `Mylar' belt B, on which the image is printed,
lies against the surface of the rapidly rotating drum D. The elec-
trode E protrudes about 100 p.m beyond the surface of the drum.
The drum is slowly displaced, continuously or in steps, along its
axis (one step per revolution). In this way charge is applied to the
substrate line by line. When an image is complete the belt has to
be moved across an image width.

E
Fig. 14. Cross-section of the electrode of the printer of fig. 13.
The rapid rotation of the drum D increases the air pressure be-
tween the surface of the drum and the belt B. This lifts the belt
from the drum slightly. The little 'bulge' in the substrate where
the electrode E makes contact ensures sufficient contact pressure.
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Fig. 15. Cylindrical corona discharge as source of charge carriers.
A corona discharge (corona voltage VO is maintained between a
cylindrical electrode and an axial wire. The charge carriers are
drawn towards the substrate by a voltage Vo between the outer
electrode and a 'drain'.

.x

C

r

Fig. 16. Electrode configuration for grey -scale printing with a
spark discharge. Ions produced in a spark discharge between -the
pin electrode Es and the ring Er are accelerated in the direction of
the substrate P by the field from the drain C. The dashed lines
indicate the field configuration between the various electrodes,
which gives a contraction of the ion beam. The charge spot
produced is smaller than the diameter of the cylindrical hole in
the insulator I. The degree of contraction depends on the voltage
on the electrode C.

D
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Fig. 17. The optical density D as a function of the drain voltage
Vs for print produced with the arrangement of fig. 16.

would be the corona discharge. However, with a simple
cylindrical corona discharge as in the arrangement of
fig. 15 the current density is too low to give a practical
printing speed. It has been reported 1121 that the current
density can be increased by using a pin electrode in
combination with a special gas in the discharge region.

In our laboratories we have used a spark discharge [13].
The charge carriers from the discharge are focused to
a narrow beam by a diaphragm functioning as an elec-
tron lens. A cross-section of the discharge region is
shown in fig. 16. This construction can be obtained by
placing in front of the pin electrode a thin sheet of
ceramic, metallized on one side, with a hole in it
slightly greater than the pin and concentric with it
(hole 250 [i.m, pin 150 p.m). The perforated metalliza-
tion serves as a ring electrode and is separated from the
pin by a gap of 50 p.m. The substrate is located up to a
millimetre away from the spark electrodes. The counter
electrode, behind the substrate, is here more appro-
priately called a 'drain'.

The similarity to the electrode of fig. 4 is however
only in appearance. The ring electrode is connected to
earth, while high -voltage pulses of 1 to 1.5 kV and
pulse length several 11.s are applied to the pin electrode.
This produces a brief spark discharge between the
electrodes. The discharge produces large numbers of
charge carriers, and these are drawn off by applying to
the drain a voltage pulse of opposite sign to that on the
pin and of somewhat longer duration.

The field distribution obtained ensures that for
constant pulse height and duration a constant quantity
of charge carriers arrives at the substrate in a spot
roughly corresponding to the hole in the insulator. The
diameter of the spot and the charge density depend on
the diameter of the hole and the height of the two
pulses.

By varying the height of the voltage pulse on the
drain the charge density can be modulated, thus giving
different shades of grey when the charge image is
developed OA]. The relation between the optical density
and the voltage of the drain is shown in fig. 17. From
the information presented it follows that grey shades
can be satisfactorily printed with the electrode con-
struction described. With this arrangement we have
succeeded in obtaining 15 shades of grey distinguish-
able to the eye at a resolution of 10 points per mm.

The spark -electrode construction is of interest not
only because of the charge control it offers, but also
because of the much larger distance permissible be-
tween electrode and substrate without adversely affect-

(12] W. Simm, 4. Int. KongreB ftir Reprographie and Informa=
. tion, Hannover 1975, p. 26.

(13] G. Krekow and J. Schramm, Feinwerktechnik Micronic
77, 219, 1973.

[1A] G. Krekow and J. Schramm, IEEE Trans. ED -21, 189, 1974.
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ing the magnitude or sharpness of the dots of charge.
In writing a charge image on the rotating drum of an
image -transfer machine, for example, it is difficult to
keep all the pins of a row of electrodes at an accurate
spacing of 10 (lin from the surface of the drum. Charg-
ing with spark electrodes, which will operate at a spac-
ing of a few tenths of a millimetre from the drum, offers
a solution.

Developing and fixing a charge image

The developing process, whose name is borrowed
from photography, is not a chemical reaction here. It
consists in bringing the substrate on which the charge
image is written into contact with a fine dye powder,
usually called the toner. The toner particles are held in
position at the charged places on the substrate by
electrostatic forces. The development only proceeds
successfully when the toner particles are brought into
contact with the substrate in a relatively low concen-
tration; with higher concentrations the toner would
stick to the substrate everywhere because of molecular
forces. The toner particles are therefore either suspended
in a fluid, or mixed with a much coarser powder, the
carrier. .

Both methods of developing have their own advan-
tages and disadvantages. Developing with a suspension
is chiefly recommended for high -resolution printing
processes, like the method described earlier in which
there was direct contact between electrode and sub-
strate. If a powder developer is used, it is much easier
to transfer the developed image to another substrate:
we shall return to this transfer process later. For
developing the charge images obtained with a gas dis-
charge we have given preference to powder developers.

The developing process is shown schematically in
fig. 18. The powder developer consists of about 2
toner and 98 % iron powder, which is the carrier. Fric-
tion between the two kinds of particles gives them op-
posite electrical charges.

Except at the edges of the charged areas, the field
from the negative charge on the dielectric layer is
almost entirely inside the layer, and does not emerge
from it (fig. 3). If the conducting iron powder is brought
into its surroundings, however, the whole field pattern
changes and a field does appear outside the layer. If the
field -strength is high enough, toner particles will be
pulled away from the iron powder and will be attracted
to the charged areas of the substrate surface. A suf-
ficient degree of development is obtained at a charge
density of 2 x 10-4 C/m2, while 5 x 10-4 C/m2 is re-
quired for complete saturation.

The transfer of the toner particles from the iron
powder to the substrate surface is a charge transport

and is therefore associated with a current. To maintain
the original potential differences the circuit for this cur-
rent must be completed, as shown schematically in
fig. 18. In general there will also be a limited amount of
toner deposition on the uncharged parts of the sub-
strate: this can be prevented by including a voltage
generator (voltage up to about 20 V) in the short-
circuiting connection.

Fresh toner will obviously have to be added to the
developer mixture from time to time to make up for the
toner that has been used. It is however more important
to ensure good homogeneity of the developer mixture.
A number of methods have been investigated for this
purpose; the most important ones are the cascade
process and the magnetic -brush method. In the cascade
process the substrate carrying the charge image is tilted
and.sprinkled with the developer mixture. The mixture
flows downwards over the substrate, leaving a thin
layer of toner at the charged places. The magnetic -
brush principle can be applied in many ways. In one
version, a round bar magnet is used, mounted inside a
closed non-magnetic tube. When magnet and tube are
dipped in a mixture of toner and iron powder, a 'brush'
is formed at the end of the tube. When the brush is
moved over the substrate toner remains behind at the
charged places. The developer arrangement pictured
in fig. 2, is a variant of this principle. Magnetic -brush
development gives better image cover, since more toner
can be applied to the charged places than with the
cascade process.

A particularly suitable and easily constructed solu-
tion to this problem is our eddy chamber, shown in
fig. 19. The iron powder used here as carrier for the

Fig. 18. Powder developing process with a mixture of coarse iron
particles and fine toner particles. The two kinds of particles
become oppositely charged by friction between them. A conduct-
ing path between the iron particles and the back of the substrate
causes the lines of force from the charge to emerge from the sub-
strate, as was shown in fig. 3.
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toner is drawn against the substrate by a magnet behind
the paper. If the paper moves upwards, powder mixture
is carried along by friction with the paper. Because of
the combined effects of the magnetic forces and gravity
very strong eddies are produced in the powder, and
these ensure effective homogeneity. A developer of this
type gives satisfactory results with paper speeds up to
5 m/s. The principle is less useful for paper speeds

Fig. 19. Eddy chamber for developing electrostatic printing. The
paper strip P, coated with a dielectric layer that carries the charge
image, moves vertically upwards. The back of the paper runs
against the chamber wall W. On the other side is the mixing
chamber Mix, containing a mixture of toner and iron powder.
This mixture is drawn against the paper by the magnet Mag. The
powder is carried upwards with the paper because of friction;

" this initiates eddies in the powder, which ensures thorough
mixing of toner (To) and iron powder.

F

C L Pr D

Fig. 20. Diagram of an electrostatic printer with a transfer surface
to transfer the toner image to ordinary paper. The transfer surface,
the endless belt B, runs anticlockwise; it is printed at Pr and
developed at D. At T the toner image is transferred to the paper
P (the final surface) and is fixed at F. The transfer surface is
cleaned at C and the charge image is neutralized at L. A new
charge image can then be applied to the transfer surface.

below 10 cm/s, since the eddy effect is not then strong
enough. In such a case one form or another.of magnetic
brush would be preferable, e.g. the arrangement shown
in fig. 2; this has helical ridged rollers to homogenize
the powder mixture. The roller speed must be matched
to the speed of the paper.

The final stage in the direct printing process is fixing
the toner, now relatively weakly attached to the sub-
strate. In developing with a toner suspension adhesives
are added to the fluid; these provide the bond between
toner and substrate when the fluid has evaporated. In
dry -development processes are used in which the par-
ticles are bonded to the substrate by the effect of mech-
anical pressure or by heating.

The transfer of electrostatically printed images

So far we have only examined the direct printing
process, in which the charge pattern is applied to the
actual surface to be printed. This surface was therefore
provided with a dielectric coating. There are also print-
ing processes in which the charge image and the devel-
oped powder image are produced on a transfer surface,
and the powder image is then transferred to ordinary
paper [151. The transfer surface can then be used to give
many prints of the image. An endless belt of dielectric
material is often used as the transfer surface, or a drum
with a dielectric coating. This process is of particular
interest for the high4peed print-out of computer
results, an application in which the cost of the paper is
important and more than one print of the same text is
usually required. With these requirements in mind we
have studied more closely the transfer of a powder
image.

The transfer, which could take place in the arrange-
ment shown in the diagram of fig. 20, can be briefly
described as follows. The transfer surface with the
powder image is brought into contact with a final sur-
face (paper) that runs at the same speed as the transfer
surface. A potential difference of the appropriate
polarity is now applied between the two surfaces; this
removes the charged toner particles from the transfer
surface and transports them to the final surface. The
potential difference required may be a few hundred
volts; it must not however be greater than the break-
down voltage of air. There are no particular require-
ments for the electrical properties of the final surface.
To ensure that the toner particles do indeed remain
attached to the final surface, it is important that the
two surfaces are separated in the electric transfer field.

[15] U. Rothgordt, West German Patent Application
No. 1 272 316.
H. -D. Purps and U. Rothgordt, Int. Conf. on Communica-
tions, Montreal 1971, p. 15-14.
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The charge image on the transfer surface is preserved
when the powder is transferred, so that development
and transfer can be repeated if desired, to give one or
more copies.

Before new information is introduced all the remain-
ing toner must be removed from the transfer surface
and the charge image must be neutralized. Residual
toner can be removed with a cylindrical brush, a
`vacuum cleaner' or a squeegee. The neutralization of
the charge image is in fact a reversal of the charging
process and is also carried out with a gas discharge. In
this process the transfer surface runs close to a number
of sharp metal knife-edges, to which an erase voltage
is applied. The magnitude of this voltage is such that
at places where there is no charge on the surface, no
discharge is produced. At the charged areas, however,
the erase voltage and the potential due to the surface
charge combine to produce breakdown, which erases
the charge image.

As mentioned above, either drums or endless flexible
belts are suitable as the transfer surface. They must
have the same electrical properties as formulated
earlier for special paper, and must be sufficiently stable
mechanically to permit 104 to 106 print cycles to be run
without significant loss of quality.

Applications of the electrostatic printing process

The electrostatic printing process can be very adapt-
able and is therefore of interest in cases where various
very different kinds of data have to be recorded rapidly.
The only limitation is that it does not give print instan-
taneously (like a typewriter). The main advantages
derive from the speed of the actual printing process,
which is high, even compared with other non -mechan-
ical processes, and in the silent operation of the process.

The difference between the examples now to be
described is not so much in the actual printing process
as in the pretreatment used to convert the information
to be recorded to a form suitable for the electrostatic
printing process.

For printing alphanumeric characters a fixed comb
of pin electrodes is generally used. The method of
printing letter characters with a matrix, typically of
seven by nine points, has been given earlier. Some text
printed in this way on a machine that can reach speeds
of 20 000 lines/min (paper speed 1.4 m/s) is reproduced
in fig. 21.

Another interesting application is the combination
of an electrostatic printer with a computer visual
display. In these displays a television -type raster is
often used for reproducing the information, with
alphanumeric characters imaged by a dot matrix. This
means that the equipment associated with such a
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Fig. 21. Text from an electrostatic printer. The maximum printing
speed of the printer used here is 20 000 lines/min.
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Fig. 22. a) Left: A.C. waveform, shown on an oscilloscope screen.
Right: The same waveform, but now reproduced by sampling at
regular intervals in time. The coherence between successive points
in time can now no longer be seen (unless the figure is viewed in
such a way that the height is foreshortened).
b) Electrostatic prints of sampled values, with the coherence be-
tween successive points restored by printing vertical lines between
two sampling values.

a
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display can easily be modified to produce an electro-
statically printed text. In this way the total content of
the display can be put on paper in less than five
seconds.

Fig. 23. Enlargement of a grey -scale image obtained by electro-
static printing. The original image was 21 x 35 mm.

H 0

Fig. 24. Time -dependent acoustic spectrum ('visible speech dia-
gram') for the spoken sound 'Hoy'.

An example of an electrostatic printer that will
`draw' is a recorder. The analog signal to be recorded
must be sampled and digitized at regular intervals.
Each of the values obtained must then be applied to a
particular pin in an electrode comb. The points printed
sequentially in this way must approximate as closely as
possible to an uninterrupted line. If, however, optimum
use is made of the analog -to -digital converter and the
available time per sampling, it cannot always be guaran-
teed that an uninterrupted line will be produced. This
can lead to moire effects, as fig. 22a shows. The original
coherence of the points is then no longer obvious,
because points that follow one another in time and are
almost on the same vertical line will be much further
apart than points belonging to different periods of the
signal, but at similar horizontal levels. To restore the
coherence between successive points without raising
the sampling rate of the analog -to -digital converter, we
print not only the point for the signal value at a partic-
ular instant, but also, at the same time, all the points
between this value and the last recorded point. The
result of this processing is shown in fig. 22b. The desired
coherence is restored.

Another field in which electrostatic printers are of
increasing importance is that of facsimile systems. In
these systems a document at the transmitting station is
scanned point by point, the density of each point coded,
sent over a telephone line, and a point of the desired
density printed at the receiving station. In the simplest
and most common arrangement only two levels are
distinguished: black and white. An electrostatic printer
with a comb of pin electrodes is eminently suitable for
such a system; a particular electrode can be selected
rapidly and virtually at will. This is of special interest
because modern facsimile systems use an optimum run-

length coding system, in which the information is not
transmitted point by point, so that a printer that fol-
lows step by step is less desirable. The speed of an
electrostatic printer can readily be adapted to handle
the massive flow of coded data because of the short time
necessary per point (about 10 I./.$). This is not however
the place to go into further detail about these coding
systems "61.

Besides the transmission of black -and -white images,
such as text or line drawings, it may also be necessary
to transmit shades of grey, as in the transmission of
satellite photographs. The grey -scale printer described
earlier is very suitable for this purpose. Fig. 23 shows
an image produced with such a printer [34].

As the final example, the use of an electrostatic prin-
ter as a rapid x -t plotter will be mentioned. In this case

[16] But see for example H. Meyr, H. G. Rosdolsky and T. S.
Huang, IEEE Trans. COM-22, 826, 1974.
U. Rothgordt, Electronics Letters 11, 101, 1975.
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the printer, which has already been shown in fig. 1, is
connected to a computer, and the system thus formed
provides real-time spectra of acoustic signals [17]. The
technique of 'Fast Fourier Transformation' for, this
application, has been known for some time; it can be
successfully used in obtaining spectra at scanning fre-
quencies up to 10 kHz M. The Fast Fourier Transform
gives the acoustic energy present in a large number of
frequency intervals of width A f during a fixed time
interval At. The width of the frequency intervals
depends directly on the rate at which the complete
spectrum is scanned. The time -dependent spectrum
produced in this way consists of the separate regions
At x A f , with a signal amplitude indicated for each
region. With an electrostatic printer this spectrum can
be recorded by showing each region as a matrix of
64 locations, with more or fewer locations occupied by

[17) U. Dibbern, Int. Conf. on Speech communication and
processing, Boston 1972, p. 412.
U. Rothgordt, 8th Int. Congress.on Acoustics, London 1974,
p. 721.

[18) -A. V. Oppenheim, IEEE Spectrum 7, No. 8, p. 57, August
1970.

black points, depending on the amplitude to be
recorded. With 4 points per mm each matrix occupies a
2 -mm square. Fig. 24 gives an example of such a
spectrum.

Summary. Lines and alphanumeric characters can be drawn by
applying a charge distribution corresponding to the desired pat-
tern to a dielectric sheet or to coated paper. The charge can be
applied by producing a gas discharge between a pin electrode
above the substrate and a flat electrode below it; it is also possible
to move a thin conducting pin over the substrate and to apply a
voltage between the pin and the back of the substrate. Another
possibility is to produce a spark discharge between two electrodes
above the substrate and to draw charge carriers towards the
substrate by a voltage on an electrode placed below it. The
smallest charge dots that have as yet been produced with a gas
discharge have a diameter of about 100 i.tm; with direct contact
diameters down to 10 vm have been reached. The charge image
is then developed by bringing it into contact with a mixture of
dye powder (toner, particle size 5-30 (Am) and iron powder
(100-400 u.m). The iron powder flows freely because of its fairly
large particles, ensuring an even distribution of toner particles
over the charge image. The conducting iron particles also have
the function of extending the electrostatic field due to the charge
image to the outside of the dielectric layer. It is also possible to
use a suspension of toner in a suitable fluid for development.
Finally, the image must be fixed on the substrate. The main
applications of the electrostatic printing process are in data pro-
cessing, where the high speeds attainable (up to 20 000 lines per
minute) are of great interest.
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The measurement of visual conspicuity

Man only perceives a small part of what is to be seen
around him. The choice of viewing direction is an
initial, rough selection. The observer's attention then
determines the part that is consciously seen of what
falls within the field of view. What does this being seen
depend on? We all have some idea about this: some-
thing is noticed because it differs from its environment in
qualities such as shape, colour or size. An understand-
ing of selective perception in vision is desirable for
such purposes as the designing of traffic -signal systems
and the appraisal of inspection and checking tasks.

Experiments aimed at providing a fundamental
insight into the process of visual perception have to be
based on a highly simplified observation situation. For
this purpose we have chosen a test pattern consisting
of a large number of randomly situated light spots of

equal size and brightness against a dark background,
to which one spot of deviating size is added. The ques-
tion now is what determines whether the deviating spot
is noticed at a single glance. It is found that around the
fixation point a `conspicuity area' can be indicated
within which the deviating spot must lie if it is to be
noticed. The subject is instructed to look fixedly at a
certain point on a monitoring screen, on which the test
pattern is briefly displayed (for a time of 75 ms), and
then to indicate where the deviating spot was situated.
The time of 75 ms was chosen to eliminate the influence
of eye movements, which do not take place uniformly
but in intervals of 150-500 ms. Because of the influence
of the structured background the conspicuity area
proves to be much smaller than the total visual field
(fig. 1). The size of the conspicuity area is determined
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Fig. 1. One of the test patterns used in the investigation described
here. In this case there are two spots whose diameter differs from
that of the background spots. The dashed circles approximate to
the conspicuity areas of the deviating spots, for normal reading
distance (25 cm).
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Fig. 2. The 'radius' R of the conspicuity area of a spot as a func-
tion of the diameter D of the spot. Angular dimensions are
given. Curve a relates to a single bright spot against a uni-
formly dark background, curve b to a bright spot against a
background of randomly distributed spots of equal brightness
with a diameter of 3.5°.

by the extent to which the spot searched for deviates
from the background. Factors of importance here are
the background structure and the difference in size
and brightness between the deviating spot and the
background spots (fig. 2). The concept of the con-
spicuity area allows a good description of the visual
search behaviour of an observer to be obtained. It is
necessary, however, to distinguish the conspicuity area
from the larger area within which the detail will be
discerned by an observer who knows its location.

The title photograph shows the experimental ar-
rangement used in our investigation of visual search
behaviour. The subject looks at a test pattern consist-
ing of an arbitrary arrangement of spots in which one
spot differs from the rest. The observation time is not

Fig. 3. Displacement of the
mirror image of a fixed light
point given by the cornea of
the eye for two extreme di-
rections of the visual axis.
The position of this mirror
image is found to give a use-
ful measure of the direction
of the visual axis. An infrared
light source was used in these
experiments, to prevent the
subject from being affected
by glare.
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Fig. 4. Diagram of the arrangement for studying visual search.
With the aid of a video recorder VI a test pattern is displayed on
a monitor Mont, which is viewed by the subject (E eye of
subject). To record the movements of the eye a narrow beam of
infrared radiation from a lamp Ll is directed through a semi -
reflecting mirror MI on to the cornea of the eye. The beam
reflected from the cornea passes through the semi -reflecting
mirror M2 to the video camera Cami. The test pattern is picked
up, via M3, by camera Cam2, as also is the light from lamp L2,
with which the subject indicates that he has found the deviating
spot. Time measurements are made by a digital clock C. which
is picked up by the camera Cam3. The signals from the three
video cameras can be collectively recorded on video recorder V2
and observed - while the experiment is taking place or later -
by the experimenter on monitor Mon2. The magnification of
Caml is chosen in such a way that the position of the cornea
reflection on Mon2 corresponds to the subject's point of fixa-
tion on Monl.

fixed, but the observer searches until he finds the deviat-
ing spot. The position of the subject's head is fixed,
to enable the eye movements to be recorded (fig. 3).
The subject gives a signal as soon as he finds the
deviation, so that the time he needed to find it is known.
All this information is recorded on magnetic tape by a
number of video cameras. A diagram of the arrange-
ment is given in fig. 4.

The following two models of visual search can be
made. The pattern can be systematically scanned,
e.g. 'line by line', or the searching movements of the
eye may be completely arbitrary. In both cases the
movement takes place in jumps, and during each fixa-
tion interval an area of the size of the conspicuity area
is viewed in the search for the deviation. In a systematic
search, i.e. line by line, the cumulative probability of
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P

Fig. 5. The cumulative probability P of finding a deviating spot
against the background of equally bright spots as a function of
the search time t. Curve a gives the expected form for a 'systemat-
ic' visual search, curve b that for random searching movements of
the eye. In the latter case it may take a very long time before the
object sought is found. The points indicate measurement results.
They show that against a structured background, as used in our
experiments, the searching process can be described by assuming
a non-systematic visual search. From the form of the curve drawn
through a series of measured points the radius of the correspond-
ing conspieuity area can be derived.
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Fig. 6. Relation between the radius R of the conspicuity area as
found in measurements with a single fixation, and the radius e as
calculated from the curve in fig. 5, giving the cumulative prob-
ability of finding a deviating spot as a function of time.

finding, the deviation will increase linearly with time.
In the random searching movement this probability
will be an exponential function of time (fig. 5). In
both cases the cumulative probability as a function of
time will be directly connected with the size of the
conspicuity area.

Fig. 5 also 'shows the results of a- number of expeii-
ments that indicate that the exponential function is the
best approximation to a visual search. The size of the
conspicuity area as determined in measurements of
this type shows a direct relation. with the results of the
determination mentioned above of the conspicuity
area from a series of brief observations of the test
pattern (fig. 6).

A later step in our experiments was to display test
patterns containing two spots of a different diameter.
The instruction here was to localize the large spot only
(in fig. 1 the spot with the smaller conspicuity area). It
was found that the observer directed his eyes towards
the other spot, the one with the larger conspicuity area,
more often than would correspond to arbitrary visual
searching movements. The extent to which this hap-
pened was also found to be directly related to the size
of the conspicuity area of the spot that was not
searched for.

The concept of conspicuity area is thus found not
only, as we have first shown, to be directly correlated
with particular parameters of the test pattern, but also
to be a good starting point for understanding visual
search.

F. L. Engel

Ir F. L. Engel, formerly with the Institute for Perception Research,
Eindhoven, is now with Philips Research Laboratories, Eindhoven.
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A fast actuator for an anti -lock braking system

D. R. Skoyles

It is very important for road safety that cars should not skid when the brakes are applied
suddenly. There is a danger of this on wet or icy roads, where the wheels can easily
become locked. To prevent this from happening various anti -lock braking systems have
been developed. This article describes an electro-hydraulic brake -pressure control with a
number of new features. It was initially developed for testing electronic circuits for
anti -lock systems and the design has given such good results in trials that it has been
taken as the starting point for the further development of anti -lock braking systems.

Introduction

When the brakes of a vehicle are applied a certain
amount of 'slip' must occur between the wheels and the
road. The word 'slip' is used here as an indication that
the braked wheels rotate more slowly than they would
if they rolled freely f*]. When the brakes are first ap-
plied, the wheels continue to roll over the road, but the
rate of rotation decreases because of the elastic defor-
mation in the part of the tyre that forms the contact
patch on the road surface. As the brake pressure in-
creases, the speed of the wheels relative to the road
decreases and eventually the wheel will lock. The
degree of slip as the wheel approaches lock is a com-
plicated function of the characteristics of the brake,
the tyre and the road surface. Other factors such as the
speed and deceleration of the vehicle also come into
play.

When the wheels of a vehicle are locked, the stopping
distance generally becomes larger, and if the front
wheels are locked, steering becomes impossible. Most
drivers are fully aware of this frightening loss of con-
trol and do not attempt to apply the brakes fully if the
road surface appears to be slippery. Even experienced
professional drivers are unable to brake at the maxi-
mum value as they cannot allow for the difference in
characteristics from wheel to wheel.

In the interests of safety it is clear that wheel lock
should be avoided. Some way must therefore be found
of preventing the brakes from being applied too hard.
If this can be done automatically, a driver would be
able to brake fully in an emergency, while full steering
control and normal handling will be maintained.
Many practical solutions to this problem have been
proposed: a few of them are now in use on a limited
scale. This article describes a hydraulic pressure con -

D. R. Skoyles, M.I.E.E., is with Mullard Research Laboratories,
Redhill, Surrey, England.

trol or actuator for an anti -lock system; the device was
devised and constructed for testing electronic control
modules for such a system in a vehicle. At the time
there was no existing actuator with a fast enough
response for the purpose. The actuator was initially
developed for private cars, but it may well be suitable
for other vehicles. Many features of this actuator are
used in more recent anti -lock systems under develop-
ment.

Before we begin the actual descriptions of the design
and construction of the actuator, we should first consid-
er the behaviour of a skidding vehicle, tyre charac-
teristics and the arrangement of anti -lock systems.

Construction and use of anti -lock systems

There are three fundamental parts to any anti -lock
system: a sensor that measures the wheel speed (or
some related speed), a processor unit (typically elec-
tronic or fluidic) and a mechanical actuator that can
briefly reduce the brake pressure and then restore it
again as long as there is pressure in the master cylinder
of the braking system. The wheel sensor may measure
the speed of a single wheel or of a number of wheels.
The output quantity is a signal whose frequency or
voltage is proportional to the wheel speed. This signal
is applied to the processing unit, where it is used to
predict an imminent wheel lock. If necessary, the out-
put signal from the processor is made to operate a
solenoid valve or other actuator to reduce the brake
pressure. More than one such actuator may be used.
In most anti -lock systems the brake force falls while
the solenoid (or other device) is energized, and in-
creases when the solenoid is switched off (after the
danger of a wheel lock has passed). Since the passive
state of the pressure regulator corresponds to normal
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braking, a certain measure of fail-safe behaviour is
automatically built into the system.

Ideally the combination of sensor control circuit and
actuator would be fitted to each wheel separately,
allowing each tyre to have the optimum grip on the
road. This would give the driver maximum braking and
steering control, but it is costly. In many existing sys-
tems a single actuator is used to control one axle or one
pair of wheels. In such cases the control must be
applied to the rear wheels, as the following argument
shows.

Although an anti -lock system will in general reduce
the stopping distance, its most important function is
to prevent loss of control of the vehicle. At first sight
it would appear that it is more important to prevent

direction. If the driver now keeps the front wheels pointing in a
direction parallel to AB, the vehicle continues to move with its
long axis parallel to AB until it comes to a stop. This motion is
very unstable, however, and requires great skill on the part of the
driver. If the driver does not alter the position of the front wheels,
then small random deviations will cause the vehicle to move in a
direction other than AB, e.g. at right angles to 01F1. The centre
of gravity continues to move along AB, i.e. at right angles to
01P1. The vehicle therefore describes a circle, centred on 0, and
starts to rotate in a clockwise direction at an angular velocity
directly proportional to the velocity in the forward direction and
inversely proportional to the radius 01P1 After a short time the
centre of gravity of the vehicle has moved to P2; the deviation of
the front with respect to AB has become larger and the centre of
the rotation has moved to 02. Since 02P2 < 01P1 the angular
velocity of the rotation has increased. In this way the vehicle goes
via position 3 to position 4, where it makes an angle of 90° with
the original direction. Here the front is stationary for an instant

A

Fig. 1. Illustrating the behaviour of a vehicle if wheels become locked during braking.

the front wheels from locking, since these do the steer-
ing. (This would also appear to give a shorter stopping
distance, since most of the braking force is provided by
the front wheels owing to weight transfer.) This is not
so, however: a moving vehicle with a single pair of
wheels locked will eventually travel in the original
direction but with the rolling pair of wheels trailing [1].
If only one pair of wheels is to be controlled, it must
therefore be the rear wheels.

The behaviour of a vehicle when wheels are locked during
braking will be discussed with the aid of fig. 1. The vehicle is
travelling along the line AB. It is assumed that only the rear
wheels lock, at the instant when the centre of gravity of the
vehicle is at the point Pi. If the long axis of the vehicle now
deviates slightly from AB, the front of the vehicle starts to move

 in the 'direction determined by the position of the front wheels,
while the centre of gravity of the vehicle continues to move in the
direction AB and the locked rear wheels can skid equally in any

and the vehicle rotates about the centre of the front axle. In
position 5 the rear wheels move in front and the centre of the
rotation is at 05, while the radius 05P5 now becomes greater and
the angular velocity decreases. In position 6 the vehicle is almost
in stable motion again, parallel to AB, but with the locked rear
wheels in front. A number of second -order effects have been
neglected in this qualitative description [2]

If anti -lock control is applied to the rear wheels only, the front
wheels will lock and skid when the vehicle is strongly braked
under adverse conditions. If the long axis of the vehicle now

[*] This is the technical definition of slip, which we shall use in
this article. A sliding movement of a car with locked wheels
will be called 'skid'.

[1] H. Darwin and C. V. Burton, Side -slip in motor cars,
Engineering, Sept. 1904.
G. Jones, The skidding behaviour of motor vehicles, Proc.
Auto. Div. Instn. Mech. Engrs 1962/63, No. 1.

[2] Fig. 1 and the associated explanation are mainly taken from:
J. Bradley and S. A. Wood, Factors affecting the motion of a
four -wheeled vehicle when some of its wheels are locked,
Proc. Instn. Auto. Engrs 25, 59-62, 1930/31.
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deviates slightly from the direction of travel, the frictional forces
between the front tyres and the road in the direction of 'notion will
produce a torque that will tend to swing the vehicle further round.
However, the transverse forces on the rolling wheels (the rear
wheels here) will set up a much larger torque, tending to restore
the long axis of the vehicle to the direction of travel.

The tyre -road interface

Since rubber is elastic, the tyre and the tread have
a certain flexibility, and this has an influence on the
friction between tyre and road [3]. Fig. 2 shows, greatly
exaggerated, the deformation of the rubber where the
wheel contacts the road during braking.

As a point on the tyre periphery moves into the
contact patch its effective distance from the centre of
the wheel decreases and it is at the same time subjected
to a shear force which distorts it. The distortion is a
function of both the shear (retarding) force and the
weight acting on the wheel. For a given weight, there
is an instant when the distortion with increased braking
reaches a maximum value at which it is too great to be
maintained by the frictional drag of the road surface
and at this point sliding of the rubber occurs. Break-
away and consequently sliding begin first at the rear
edge of the contact patch where the distortion is
greatest and the vertical contact force lowest. As the
retarding force increases, the tread distortion increases
and the break -away spreads towards the centre of the
patch, where the vertical contact force is greatest.
Eventually, as the brake pressure increases further, the
shear force inevitably reaches a value which causes
sliding even at the centre [4]. Before this point is
reached the retarding force available is always increas-
ing but once the sliding area has grown sufficiently to
include the centre of the original contact patch, the
force from the gripping rubber drops rapidly as sliding
starts, lowering the friction force from the static to the
sliding value. This decreases the effectiveness of the
front part of the contact patch. The action is cumula-
tive: increase of sliding area results in still lower
restoring forces and the wheel rotation rapidly degen-
erates to the locked condition. This process is illustrated
in fig. 3 where vehicle retarding force and braking
pressure are plotted against time.

The laws of friction impose upper limits on the maxi-
mum retardation forces available at the tyre -road
interface. For a typical tyre on a good, dry level sur-
face a vehicle retardation of about 0.8 g is possible.
(1 g is the acceleration due to gravity.) This figure is
independent of the tyre contact area and of the mass
of the vehicle.

Fig. 4 shows how the angular retardation 0 achieved
on various surfaces depends on the slip [5]. The slip S
is defined by:

Fig. 2. Distortion of a tyre by the drag of the road when a wheel
is braked. C represents the contact patch and the arrow rep-
resents the direction of motion of the vehicle. The dashed lines
represent radial planes through the centre of the wheel; the solid
lines show schematically how these planes are distorted when the
wheel is braked. Part of the distortion lies in the side wall of the
tyre and part in the tread. The distortion is greatest near the rear
of the contact patch.

Pb

t
Fig. 3. Variations of the frictional force between tyre and road
surface for increasing brake pressure. The frictional force Fr and
the brake pressure pb are plotted in arbitrary units. At R there is
still complete grip of the road surface; C indicates the point
where the break -away from the road surface has expanded to
include the centre of the contact patch. The wheel then locks and
Fr decreases to the constant value that applies for the sliding
tyre.

S (1
0,x

100 %,

where 0, is the actual angular velocity of the wheel and
0, is the angular velocity the wheel would have if rolling
freely.

Although other measurements could give results
somewhat different from those of fig. 4, it is in general
true that if wheel slip could be held between 12 and
15 %, a retarding force would be available which (on
most surfaces) would be higher than the retarding
force available from a locked wheel.
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The retardation -slip characteristics show that even
light braking (low retardation) is accompanied by a
certain amount of wheel slip. This does not necessarily
imply sliding as such, but each part of the rubber tread
is distorted as it forms a part of the contact patch dur-
ing braking and each new distortion occurs at the
expense of the angular velocity of the wheel. This
produces a rotation which is slower than that of a
freely rolling wheel.

The higher the peak retardation ratio (= peak retar-
dation divided by retardation at S = 100 %, see fig. 4),
the greater the increase in stopping power given by a
good anti -lock system. On wet slippery surfaces the
peak retardation ratio of the slip characteristic (fig. 4)
depends on the ability of the tyre tread to break
through or squeeze out the moisture film between rub-
ber and road. Since this is more difficult at high speeds,
the peak of the slip characteristic has a value which
decreases with speed. It is also very dependent on tyre -
tread design and surface texture. A worn tyre with a
tread of less than 1-2 mm has inadequate drainage [6]
and the braking force on a smooth wet surface is
therefore less than that with a full tread. A rough road
surface allows improved drainage and the difference
between a worn and an unworn tread is less marked.
Experiments have shown that tread is unimportant on
normal dry surfaces, where even bald tyres give excel-
lent performance.

A good, dry road surface offers higher road adhe-
sion and higher braking torques are possible without
the danger of wheel lock. Fig. 5 shows some slip charac-
teristics for various road surfaces. The retarding torque
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Fig. 4. Retardation -slip characteristics of various road surfaces,
showing that the peak retardation is mostly attained for a slip
of between 10 and 15 %. 1 dry asphalt, 2 wet asphalt (thin water
film), 3 wet asphalt (thick water film), 4 fresh snow, 5 packed
snow, 6 ice.

given by the road -tyre drag is plotted (instead of the
retardation) as a function of the slip S.

When the high -slip region of the torque -slip curve
is nearly horizontal, the retarding force of the locked
wheel is not greatly different from the peak braking
torque near 15 % slip. In this situation the reduction in
brake pressure that the anti -lock device must provide
to allow the wheel to recover to the stable side of the
curve must in fact be less than in the case of a steeper
slip characteristic. The way in which the anti -lock
device reduces the brake pressure will be discussed in
the next section.

Gravel surfaces and loose snow behave anomalously
(see figs. 4 and 5) because the material piles up in front
of the wheels.

77
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Fig. 5. Braking torque Tr available on various surfaces as func-
tion of the slip S. 1 good surface, 2 gravel (the hump is due to
piling up). If T1 is the braking torque at which the wheel started
to lock on a good surface, a small reduction ST to Tr will return
the wheel to a safe braking condition. The same torque reduction
would be inadequate for a more slippery surface, as can be seen
from curve 3.

Principles of anti -lock systems

Before discussing the principles on which an anti -
lock system can be designed, it is important to recog-
nize the surprising fact that one essential piece of infor-
mation - the true road speed of the vehicle - is not
readily available. As we saw earlier, the peripheral
speed of the wheel is only equal to the road speed if
there is zero slip. As soon as slip appears, the two speeds
differ. The wheel speed can easily be measured by a
transducer at the wheel. To determine the slip, however,
the actual speed relative to the road must be known.
Apart from such obvious methods of measurement as
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G. Temple, The dynamics of the pneumatic tyre, Endeavour
15, 200-205, 1956.
K. N. Chandler, Theoretical studies in braking, Part I: Effects
of longitudinal slip for a single wheel, Proc. Auto. Div.
Instn. Mech. Engrs 1960/61, No. 4.
P. Muller and A. Czinczel, FISITA 14th Congress, London
1972, p. 3/92.
G. C. Staughton, The effect of tread pattern depth on skidding
resistance, Report of the Transport and Road Research
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a fifth wheel (not acceptable for private cars), or more
complex methods such as Doppler radar (too expen-
sive), there is no simple way of doing this. The road -
speed information necessary for anti -lock control -
or some approximation to it - must therefore be
extracted in another way.

An estimate of the minimum road speed at any given
instant can be derived from the wheel speed at the
moment the brake is applied and an assumed maximum
attainable deceleration of the vehicle. This can be
conveniently obtained electronically by using a voltage
proportional to the wheel speed and a circuit in which
the maximum deceleration is simulated. This circuit
gives a reference voltage proportional to the estimated
road speed. The voltage corresponding to the instan-
taneous wheel speed is now compared to the above
reference voltage. If it is less than 85 % of this value this
means that the slip of the wheel is excessive.

The best possible braking would be obtained if the
brake pressure could be always held at the value
coinciding with the maximum retarding force available
at each instant from the road (see figs. 4 and 5). If the
wheel is held at this 'state of maximum adhesion' the
maximum lateral or steering force is in general ob-
tained [7]. In practice the optimum brake pressure
cannot be used because regulating the pressure to this
(changing) optimum value requires the true slip of the
wheel to be known accurately at every instant. It might
appear that a good compromise would be to regulate
the brake pressure at a level lying at a more stable
point just below the peak adhesion region of the
retardation -slip curve (fig. 4). However, this also turns
out to be impracticable because of the variation in
road -surface friction, and there are also problems of
long-term stability. In practice the pressure is therefore
`modulated' about the optimum, i.e. cycled about the
point of maximum adhesion, high slip values causing a
reduction of mean pressure. This allows for varying
surfaces and changes of weight between the wheels.
Since lower slip values arise repeatedly, a fairly simple
method can be used for supplying the electronic control
module with regularly updated computed information
about the wheel slip: this information is essential for
determining the correct instants for the relaxation and
re -application of the brake pressure.

For a level -force -slip characteristic (fig. 5, curve 1), reduction
to below the locking pressure may appear to provide a braking
force lower than that of a locked wheel but this is not necessarily
so. The pressure may be modulated about a value well below the
optimum pressure, without any reduction in the average vehicle -
retarding force. Wheel inertia plays an important part here. The
following statement may help to clarify this: if the vehicle is mov-
ing fast with all wheels locked owing to excessive brake pressure
and the brake pressure is instantaneously reduced to zero, full

`braking' is maintained until the wheels have been accelerated
(by the road) to about 85 % of the vehicle speed (i.e. about 15
slip). The retarding force after zero brake pressure is produced
here not by brake torque but by wheel inertia.

The sum of the torques acting on the wheel is zero:

Tr + Tb = 0,

where Tr is the road torque, Tb is .the brake torque, I is the mo-
ment of inertia of the wheel and Ow is the angular acceleration.
When the brakes are applied, the stored energy of the vehicle is
reduced but so is the stored energy of the wheels as they decrease
in speed. When the brakes are released the acceleration of the
wheels by the road is associated with an inertial reaction torque
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Fig. 6. a) The angular velocity d of the wheel, plotted as a func-
tion of time. 0, represents the vehicle road speed expressed in
terms of the angular velocity of a (hypothetical) freely rotating
wheel. For t < to the speed is constant; at t = to the brakes are
applied. The deceleration 0.. of the vehicle, which is given by the
slope of the curve 6,, then changes from 0 = 0 to 0.. = -K,
where K is assumed constant. The maximum value of K in prac-
tice is found to be about 0.8 g. When the brakes are applied there
is always some slip. The curve 0,v shows how the wheel speed
would vary in the ideal case, i.e. braking such that the slip
remains between 10 and 15 % (see the peak retardation in fig. 4).
b) Variations of the true wheel speed O. The upper dashed line
is the tangent to the curve Os, at a point where the slope 0w corre-
sponds to a deceleration of 1.5 g. This line is the velocity reference.
The lower line is drawn parallel to the upper line and below it
such that the distance S' represents a 5 % slip with respect to the
velocity references. This implies that at the time t01 the decelera-
tion of the wheel is well in excess of the reference at 1.5 g; at this
point the solenoid valve is energized. c) The variation of the
brake pressure pb with time, as controlled by the energization of
the solenoid valve. (The shape of this curve is discussed later in
this article, with the construction of the valve.) At to,. the
solenoid valve is de -energized. 42, to2 etc. are subsequent cycles
of operation.
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/11,, which has the same sense as Tb. The energy required to build
up this torque is extracted directly from the kinetic energy of the
vehicle.

Many anti -lock control devices make use of the wheel inertia
effect; it is a feature which greatly facilitates the realization of
practical systems.

When the control circuit detects a potential wheel
lock, a solenoid valve is opened to relieve the brake
pressure. After a certain inevitable delay, the grip of
the brake on the wheel will have decreased sufficiently
for the drag force of the road to re -accelerate the
wheel: the slip therefore starts to decrease again. When
the slip has been sufficiently reduced, the brake pres-
sure can be increased again by closing the solenoid
valve. The whole process - detection of excessive slip,
opening of solenoid valve and closing it - is now
repeated as shown schematically in fig. 6a, b and c. The
brake pressure and the slip are thus continually cycled
about the point of maximum adhesion (fig. 4).

The first energization of the solenoid valve takes
place just after the wheel has been decelerating at a
rate greater than that corresponding to a vehicle
deceleration of 1.5 g (well above the maximum vehicle
deceleration attainable). Actual switch -on occurs when
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Fig. 7. a) Elementary circuit for the comparison of the wheel -
speed sensor voltage with an artificial reference corresponding to
a wheel deceleration of 1.5 g. The output voltage ye from the
wheel sensor (a voltage generator) is proportional to the wheel
speed, Vo = kOw. The capacitor is charged to this voltage via the
diode but the charge leaks away at a rate determined by CR.
R and C are chosen such that the charging rate corresponds to a
deceleration of 1.5 g. b) Variations of the voltage Vo from the
wheel sensor. As soon as the wheel deceleration is lower than
1.5 g the voltage Vc across C is equal to Ve, but if the deceleration
exceeds 1.5 g (at time t'), vd falls below Vc. A sensing circuit
gives a signal if the voltage Vs becomes negative, i.e. if Vo falls
below 0.95 Vc (the line V0.95). This signal is used to energize the
anti -lock solenoid (at the time te1). The slip is then about 5
greater than it was when the reference was first exceeded. The
energization is removed again at the time (01 when Vo again be-
comes larger than Vo.95.

the wheel slip amounts to more than 5 % relative to' he
reference speed corresponding to a deceleration of
1.5 g (hence at time tel in fig. 6b). This is not the ideal
instant for the start of the energization, but the actual
slip will be greater than 5 % since vehicle deceleration
will always be far lower than 1.5 g, and the vehicle
speed will always be above the computed reference.

The slope of the ideal curve 0,,. in fig. 6a corresponds to a
wheel -speed control such that there is always 15 % of slip, i.e.
such that Ow remains continuously 15% below the curve It
might appear to be better to wait until the wheel speed had
dropped to the value corresponding to 15% slip (maximum adhe-
sion) before energizing the solenoid to relieve the brake pressure,
but in practice it is more advantageous to energize as soon as
possible in the case of rapid brake application (slow application
allows the desired slip value of 15 % to be reached). In addition,
it is more convenient to operate with a single slip setting for the
wheel sensor (the tapping in fig. 7a, see below). When the slip of
the wheel begins to decrease (re -acceleration to the vehicle speed)
the brake pressure has to be re -introduced sufficiently slowly to
enable the wheel to reach the stable side of the curve to the left of
the peak in fig. 4). A repetitive pressure -cycling action is then
possible. If the stable side of the curve were. not reached, the
control circuit would not get enough information to assess the
slip and the wheel would lock.

Fig. 7a gives a highly simplified example of a circuit
in which the artificial reference voltage corresponding
to a vehicle deceleration of 1.5 g is compared with the
voltage from the wheel -speed sensor. This voltage Vo,
which is always proportional to the wheel speed Ow,
is applied to the capacitor C via a diode. A resistance
R is connected across the capacitor, giving a constant
RC corresponding to a deceleration of 1.5 g (RC is
usually greater than the cycle time tee - tei):

Vo
V = Vo e-tICR VO 1 - - = Vo - - t.

RC RC

The voltage across R cannot therefore fall faster than
= Vo/RC; see the line Vc in fig. 7b.
For a given wheel speed Ow, a voltage Ve = kOw is

generated. The capacitor is charged to this voltage,
which therefore appears across R. On sudden braking,
the wheel velocity can fall faster than the fixed rate

= Vo/RC, which is made to correspond to a vehicle
deceleration of about 1.5 g. Whenever this happens we
know that Ow has a value larger than that correspond-
ing to 1.5 g. The solenoid valve is energized if the
voltage Vo falls below the voltage at a tapping on R
corresponding to 0.95 R (at the time tel., if the curves
Vo and Vo.95 intersect). This will occur at a slip value
5 % in excess of the reference line. When the speed of
the wheel has increased again such that Vo > V0.95 (at
time t01), the solenoid valve is de -energized, and the

[7] K. E. Holmes and R. D. Stone, Tyre forces as functions of
cornering and slip on wet road surfaces, Report of the Trans-
port and Road Research Laboratory LR 254, 1969.
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whole cycle is repeated again if required. The circuits
used in practice are more complex to allow for a con-
stant slope at all wheel speeds and also to accommodate
all kinds of delays and second -order effects.

An actuator for an anti -lock system

The actuator used has the form shown in fig. 8. It
consists of a solenoid valve, a variable restrictor and a
pump. The pump is driven directly by the wheel.

The actuator was designed with the seven following
aims in view:
It should be a small compact unit which can be housed
within the wheels (no vulnerable pipes or signal wires
across the vehicle, potential sources of failure).
The actuator should not affect the normal operation of
the brakes.
The instant at which the brakes are reapplied should
depend on the decrease in slip during an anti -lock
period and also on anti -lock behaviour during pre-
vious cycles.
The brake pressure should not be allowed to fall so far
that under -braking results when the wheel is freed
from lock.
Fail-safe arrangements should be included in case of
circuit or wiring failures or other faults.
There should be a single solenoid valve for brake -
pressure control.
The control system should be completely independent
of the driver.

Incipient wheel lock causes the control circuit to
open the solenoid valves and hence reduce the brake
pressure. When the wheel has recovered to a safe
condition (left -of -peak in fig. 4) the solenoid is closed
and the fluid that has flowed from the brake cylinder B
is returned to the pressurized master cylinder M. If this
were not done the drivers' foot would continue to
move towards the floor in an effort to maintain the
pressure in a 'leaking' system. At the same time the
pressure in the brake cylinder increases again. To obtain
the maximum braking this should happen as quickly
as possible; the rate of pressure build-up should not be
affected by, factors other than the behaviour of the
wheel.

The variable restrictor

On a good road surface the wheel can recover speed
rapidly because of the high frictional drag of the road
on the tyre. For this reason a higher rate of pressure
recovery is required on a good surface than on a poor
surface. This is arranged by designing the actuator in
such a way that the pressure -recovery rate is a function
of the total time for which the solenoid has been
energized. This is done by the variable restrictor V

(fig. 8). The longer the solenoid is opened (poorer sur-
face) the more the cylinder D with the plunger Ji is
driven to the right and the slower the build-up of pres-
sure in the brake after the solenoid has closed again.
On a good road surface the wheel recovers its speed
very rapidly after a high slip : the solenoid is only
energized for a short time and the plunger hardly

Fig. 8. The anti -lock braking system. The ac ual braking system
consists of the master cylinder M and the brake cylinder B that
operates the brake of a wheel. The main parts are a solenoid valve
S which relieves the brake pressure when the wheel is about to
lock, a variable annular restrictor V with plunger Ji, which deter-
mines the rate of pressure build-up in the brake after the solenoid
valve has closed again, and a pump P which returns diverted
brake fluid to the master cylinder. The pump can be located in
the wheel and driven by it. F is a fail-safe control valve which
closes in the event of faulty operation of S. R is a reservoir for the
diverted brake fluid; this brake fluid displaces the piston D, so
that the quantity of fluid in R determines the amount of closure
of the restrictor V (see also fig. 9). J2 is a second plunger mounted
on D, which modifies the rate of brake -pressure recovery.
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Fig. 9. Pressure in the brake cylinder decreasing as a function of
time, and its dependence on the solenoid energization time. to
represents the instant at which the solenoid is energized. There is
first a slight delay a before the pressure begins to drop (a few
milliseconds). If the energization continues for a long time the
pressure can drop to pmin. A typical energization lasting for a
time (t2 - te) allows a build-up of pressure at the rate indicated
by the angle r after the solenoid has closed. A shorter energization
results in a more rapid pressure build-up. Longer energizations
are accompanied by a slower increase until to is exceeded. At this
time the reservoir R (fig. 8) is full and pressure would be restored,
in the absence of pump P, even if the solenoid remained ener-
gized. If, however, the pump was operating, all fluid would be
returned to the master cylinder and no pressure build-up would
be possible until the solenoid was de -energized.
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penetrates the opening, so that the brake pressure can
build up sufficiently rapidly to keep up with the rapid
recovery of wheel speed. This is illustrated in fig. 9.

The variable restrictor cannot be designed to provide
the optimum rate of pressure rise for all kinds of road
surfaces, because its restrictive effect depends on
factors other than the position of D (fig. 8), which are
determined by the amount of brake fluid in the reser-
voir R; the pressure rate also depends on the viscosity,
for example. However, the variable restrictor allows
high rates of pressure recovery for good surfaces with-
out compromising the performance on a poor surface.
Also, because the closure of the restrictor depends on
the position of D in the reservoir, the control becomes
self -corrective, i.e. if the wheel under anti -lock control
on a poor surface suddenly encounters a good surface,
the restrictor is rapidly withdrawn since the fluid is
quickly pumped from the reservoir and there is no
further replenishment via the solenoid. The restrictor
adapts rapidly to the new conditions and allows a higher
rate of pressure recovery.

Control of the brake pressure in the manner de-
scribed relies on the fact that the slip decreases to a
lower value than the optimum (15 %, see fig. 4). Any
system in which the vehicle speed is not actually meas-
ured or computed has to rely on this. If for any reason
the slip does not decrease from the original high value
to a value in the stable region, the control system will
measure too high a value of slip. However, under these
circumstances the variable restrictor extends the con-
trol logic in the sense that each solenoid energization
ensures a succesively lower rate of pressure build-up
(more and more closure of the restrictor) until the slip
does become sufficiently small. Although in this meth-
od of slip reduction the slip temporarily exceeds the
optimum value, this is preferable to a complete lock of
the wheel. The variable rate of pressure build-up is
very important and eases the task of the electronic
control unit.

The restrictor plunger Ji is completely withdrawn for normal
braking. When fluid has been diverted from the brake via the
solenoid valve to the reservoir (R, fig. 8), the brake pressure
exercises pressure on the fluid in the reservoir via the plunger.
When the reservoir is nearly empty, the outlet to the pump is
partially blocked by the plunger J. At this point the plunger Ji
takes up a position such that when anti -lock control has ceased
the brake fluid can flow into the brake cylinder at the maximum
rate for good surfaces. The rate at which this happens increases
as the reservoir finally empties, despite the damping action of the
plunger J2. The maximum time for the wheel to regain speed dur-
ing an anti -lock cycle is in the region of 0.1 s; this is short
compared with the time taken for Ji to reach the open position
when anti -lock control has ceased.

The rate of increase of the brake pressure after an anti -lock
energization of the solenoid valve is controlled mainly by the

restrictor but it also depends on the viscosity of the brake fluid,
the pressure in the master cylinder, the brake pressure, the
capacity of the brake cylinder, the compression of the brake
linings, the spring pressure of the brake calipers, the cross-section
of the plunger and its radial clearance (referred to above qual-
itatively as the closure). The flow rate of the brake fluid through
the restrictor is given by

7.(dg3 Pp,
12711

where 4 is the volume flow in m3/s, d the diameter of the restrictor
in m, g the annular gap in m, Op the pressure difference in N/m2,
/ the length of the restrictor in m and n the viscosity in Ns/m2.
The formula shows that the flow rate is very sensitive to changes
in the clearance of the restrictor plunger. Very close tolerances
are therefore required.

The viscosity of brake fluid at 20 °C is ten times the viscosity
at 100 °C and a tenth of the viscosity at -20 °C. Changes in
viscosity can be compensated by using materials with different
expansion coefficients for the restrictor housing and plunger; this
gives an annular clearance which varies linearly with temperature.
The change in flow rate is then proportional to the square of the
temperature but the variation in viscosity with temperature is
logarithmic. The compensation can therefore never be perfect
and further compensation may be necessary for optimum opera-
tion at extreme temperatures.

The pump

The pump (P in fig. 8), driven directly by the wheel,
must have the following characteristics:
a) Even at low road speeds it must be able to return
all the fluid to the master cylinder, i.e. it must be able
to rapidly empty the reservoir when the solenoid valve
is closed.
b) At high speeds and low brake pressures the pumping
efficiency should fall to a low value.

The first feature ensures that the anti -lock device
operates well even at low speeds. The second feature
ensures that the wheels have sufficient time to regain
speed even after locking at high speed and low brake
pressure. This feature is fortunately present in most
simple pumps. In a typical case a simple plunger pump
may be used, the plunger being pushed against a shal-
low cam (which revolves with the wheel of the vehicle)
by the brake fluid in the reservoir (R in fig. 8). At low
brake pressures the pump plunger cannot move
rapidly because the passage between the reservoir and
plunger acts as a restrictor. Also, at high speeds the
pump plunger will be unable to follow the cam com-
pletely. The rate of pumping 0 is therefore controlled
by the restriction to the pump inlet. This is 'shown in
fig. 10.

The effect of the pumping action is to reduce the
amount of fluid in the reservoir R and hence give a
displacement to the left of the plunger Ji of the vari-
able restrictor V. The rate of flow of fluid from master
cylinder M to the brake cylinder B therefore increases
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as pumping continues and this enables the system to
adapt to a good surface after having been on a poor
surface. High vehicle speed would theoretically give
scavenging (emptying) of R at too high a rate (the
scavenging rate is proportional to the speed) but the
restrictive effect of Ji and the connection between R
and P (fig. 8) is sufficient to limit this to a suitable value
without the necessity for any additional impedance.
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Fig. 10. Illustrating the pumping rate 0 as a function of wheel
speed 6, at various positions of the plunger J2 (fig. 8). Curves
1, 2, 3 are for high and medium brake pressures, showing the
pumping rates 0 attainable when the plunger J2 permits full flow.
The line Qm represents the maximum pumping rate when the
plunger does limit flow. Curves 4 and 5 represent the rates for
low brake pressures.

The solenoid valve

When not energized the solenoid valve is closed. At
pressures up to about 20 000 kN/m2 (3000 p.s.i., 200
atm) it completely prevents the flow of fluid. When
energized it must release fluid at a rate which permits
a brake -torque decay rate of about 2100 Nm/s and,
equally important, when de -energized it must interrupt
and stop the flow of fluid very rapidly. The operating
current for the solenoid has to be provided by the car
battery and in practice this means that the maximum
current is about 10 A. The armature pull -in time
should be below 7 ms at this current and any reduction
of this time improves the braking performance.

The anti -lock system described here uses a solenoid
with a flow control which allows an initial rapid drop
of fluid pressure corresponding to a decrease in brake
torque of 180 Nm, followed by a linear fall rate corre-
sponding to 14 000 Nm/s (matched to the brakes of the
test vehicle). If the initial drop in pressure alone deter-
mined the 'modulation depth' (the relative decrease in.
brake pressure, see fig. 6c) this would give rise to
+ 17 % of modulation on a dry surface (coefficient of
friction u Re, 1) and ± 100 % modulation on a slippery
surface (y Re, 0.15). The large modulation depth is
necessary on slippery surfaces for the wheel to recover

its speed with a reasonable acceleration (about 4 g).
The maximum theoretical acceleration is about 7 g but
only about 4 g is usually available on a slippery sur-
face, because there is always some residual brake pres-
sure due to seal reilience. The fixed initial drop in
pressure at tel in fig. 6c provides an effective and simple
way of obtaining the smaller pressure modulation
required for good road surfaces. It would be difficult
to control a fast pressure drop accurately by electronic
methods, on account of the delay that would occur
between the signal from the wheel sensor and the re-
action from the actuator.

The linear drop in pressure (tei to toi in fig. 6c) is
introduced partly to reduce the effect of transducer and
circuit delays but mainly to reduce the turn-off delay
of the solenoid itself.

The operation is as follows. In the much simplified
diagram of the solenoid valve shown in fig. 11 it can
be seen that the piston G around the armature contains
a number of orifices H. The pressure drop across an
orifice is proportional to the flow, and this 'flow' force
tends to close the valve at E, while armature current I
will tend to open it. A constant flow results, but this
can be altered by change in I. Since the valve at E is
always partially closed, if I drops sharply to zero, the
flow is quickly stopped.

The action described above comes from the inter-
action of various forces. With the valve opened there is
an equilibrium of forces if

p3A3 - (pi -p2)A2 -Fs + FA = 0,

where Fs represents the sum of the spring forces and
FA the magnetic force exerted on the armature; the
other quantities are shown in fig. 11. Neglecting the
small terms p3A3 and Fs, we find that the armature
force FA required is

FA = - p2)A2

The force exerted on the armature in a coil is propor-
tional to the square of the current I, i.e.

FA = Kli 2.

The pressure difference between the two sides of the
piston G is proportional to the rate of flow of brake
fluid through the orifice H:

pi = K24.

It is this flow that provides the linear drop in pressure
referred to above. The equilibrium equation for the
forces is then

= K2A24,

showing that the flow rate q is controlled only by the
current, since all the other factors are constants.
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Fig. 11. The solenoid valve (S in fig. 8. Fluid enters from the
brake cylinder B via valve F). W solenoid windings, A mild -steel
armature. E main flow orifice. G concentric piston containing
orifice H. C 0 -ring leak protection. Si, S2 and Ss compression
springs. pi is the pressure to the right of piston G, pa the pressure
to the left of G, pa the pressure in the exit line to the reservoir R
and pump P. The effective area of G is Az, and the area of the
exit line is A3.

B

(via F)

Fig. 12. Fail-safe flow -control valve (F in fig. 8). Brake fluid
enters at B from the brake and leaves at S for the solenoid. Dur-
ing the first moments of braking before anti -lock functioning of
the solenoid can begin any flow through the fail-safe valve must
be due to faulty opening of the solenoid valve. The pressure drop
produced across A by the flow drives the piston to the left,
blocking further fluid flow. If, however, there is no fault, A must
be cleared from the bore before the expiry of a certain time which
depends on the brake pressure (see text and fig. 13). Ai cross-
section of piston rod. A2 area of piston, g width of annular gap,
d diameter of A, I length of channel C with piston in equilibruim
position (zero brake pressure), determined by spring Si.

Pb

Pb

Pb,

t2 ti t
Fig. 13. Brake pressure pb as a function of time t for hard brak-
ing H and light braking L. The shaded areas are equal. Their
magnitude determines the time within which the wheel has
decelerated so far that the solenoid valve is energized (the worst
case is when the road is so slippery that the brake pressure only
has to overcome the inertia of the wheel). The solenoid valve
should therefore be tested within this time for correct operation,
and any remedial action taken. If no fault is found the fail-safe
valve must be opened before tz (for hard braking) or ti (for light
braking).

Safety features

As mentioned earlier it is imperative that the anti-
lock equipment should not increase the chance of the
brakes failing in normal operation. Two fail-safe
protections are therefore included: the first allows for
the condition where there is a permanent leak through
the solenoid valve, and the second takes care of
the dangerous situation which would arise if the
solenoid for some reason became permanently ener-
gized. The undesired consequences of a leak are easily
avoided by including an 0 -ring seal in the sealing face
of the armature of the solenoid valve (C in fig. 11). A
light spring S2 biases the armature to the left so that
the 0 -ring makes good contact with the face. If there
is a leak through the seal E the pressure inside the
space sealed off by the 0 -ring is low and the brake
pressure acting on the back of the armature presses
the armature to the left with a force that exceeds the
force available from the solenoid. This of course
inhibits any anti -lock control in the event of emergency
braking but it does allow normal braking in spite of
solenoid leakage. When there is no leak, the armature
is free to move to the right when the solenoid is
energized.

The second and most important protection is prp-
vided by a hydraulic flow -control valve, illustrated
schematically in fig. 12 (F in fig. 8). It would be no use
relying on electrical protection (switching off the
power), as this would not be effective in the case of
some types of short-circuit or in the event of a faulty
seal or a 'sticking' armature in the solenoid valve.

The hydraulic control valve of fig. 12 detects fluid
flow due to faulty operation or failure of the solenoid
valve. Only under one special set of circumstances can
flow due to this cause be distinguished from flow due
to normal anti -lock operation. This situation arises at
the onset of braking, before it is possible even theoret-
ically for the anti -lock mechanism to have been called
into use. Wheel inertia plays an essential role here,
since a certain brake pressure will always be required to
reduce wheel speed even if the wheel is not in contact
with the ground. This means that a certain value of
the pressure -time integral (fig. 13) must have been
reached before the anti -lock mechanism can be called
into operation. During this stage of inertial braking,
therefore, any flow of fluid through the solenoid valve
must be due to a fault. This flow is used to drive the
piston A (fig. 12) to the left in order to stop any further
flow.

If the system has not' failed, the assembly must be
driven to the right before the pressure -time integral has
exceeded a given value in order that A may be cleared
from the bore so that the solenoid can perform' its
anti -lock function if required. The piston is driven to'
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the right when the brake pressure acting on A over-
comes the spring force.

When there is zero leakage at the solenoid valve, the net force
on the piston A driving it to the right is pbAl - Fs. This is
approximately equal to pbAl if the spring pressure Fs is low.

Movement of A is opposed by the viscous flow 4 of fluid
through the annular channel C:

ng3d
12nx

where d is the diameter of the piston, g the gap width, and xis the
remaining length of the channel (the initial equilibrium length,
when there is no brake pressure, is I). The pressure difference Ap
across the channel is equal to the excess hydraulic pressure set up
in the fluid to the right of the piston by the force acting on the left-
hand face, i.e.

=

OP = (pbAi- F0/(A2- At).

Since the spring force Fs < pbAi and Ai < /12:

PoAt/A2.

The velocity of the piston is then

4 4 ng3d pbAl nil2g3pbAi= A2- Al A2 12.77x A22 6?7x A23/2

where d is expressed in terms of A2.
The time r for A to clear the bore C, i.e. for the fail-safe valve

to be put out of action, is thus given by the equation

7r1/2g3A/- f xdx -
6r/A23/2

Pbdt,

from which it follows that:

3i A23/212
f Pb dt- nit2g3A,
0

The value of the integral must be less than that corresponding to

the time for the wheel to be braked to the chosen slip criterion
(>.- 10 % in our example) under adverse conditions. This value de-
pends on the moment of inertia of the wheel and is given by Kb/A0,
where AO is the permitted velocity change corresponding to the
chosen slip (> 10 %) and Kb is a constant relating the braking
torque to the braking pressure.

Provided the value of the integral satisfies the requirements,
the fail-safe valve is cleared well before the anti -lock action could
be called on to take place.

The anti -lock actuator described here, originally
built for testing the electronic circuits of anti -lock sys-
tems, has worked well in field trials. Later versions
have been constructed with flow control via edge
orifices instead of annular channels to give a more
viscosity -independent behaviour. Some of these actua-
tors, incorporating many of the features described
here, are now under further development elsewhere.

Summary. Description of an electro-hydraulic brake -pressure
control, developed for testing electronic circuits for anti -lock
braking systems for road vehicles. After an introduction to the
problem and a short description of the contact between the tyre
and the road surface on braking, a survey is given of the basic
principles of anti -lock systems. Such a system consists of three
main parts: a sensor for the angular velocity of the wheel, a
processing unit, and an actuator that, if required, can reduce the
brake pressure and increase it again (this has since been
modified and improved). The actuator includes an electronically
controlled solenoid valve, which reduces the brake pressure if
wheel lock is imminent by causing brake fluid to flow out of the
brake system, a pump that returns the fluid to the master
cylinder, and a variable restrictor, which ensures that the rate at
which the brake pressure increases again depends on the type of
road surface. Various fail-safe arrangements are included to give
trouble -free operation: if a leak occurs in the solenoid valve, or
even if the valve stays open, normal braking is retained.
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An experimental video -telephone system

E. A. Aagaard, P. M. van den Avoort and F. W. de Vrijer

`Mr. Watson, come here, I want you.' Those were the first words ever transmitted loudly
and clearly by telephone. It was the 10th of March 1876 and Alexander Graham Bell was
calling to his assistant for help, having splashed battery acid over his clothes while instal-
ling a new type of microphone. A hundred years have passed since then: the telephone is
now commonplace and thought and interest have moved on - in the direction of a combina-
tion of speech and vision. The video telephone is still in an experimental stage; not because
the necessary techniques are unknown but because of a desire to assess the value to the
user of the various facilities it offers. A small experimental system has been in operation
at Philips Research Laboratories for a number of years. Now the Netherlands Post
Office and Philips have jointly set up a 'national' experimental network and linked it up
with the original system. The article is mainly concerned with the system used at the
Research Laboratories and gives a general description. A subsequent article will examine
in greater detail the digital means used for synchronization and sound transmission.

Video telephone

The video telephone or videophone enables users
not only to hear but also to see each other. The call
gains considerably by this addition: users can see each
other's facial expressions and show each other draw-
ings, documents, etc. Contact is thus closer and con-
versations are possible which could not be conducted
by ordinary telephone. The video telephone can even
be used for conferences, so that participants do not
have to travel.

The television picture accompanying the speech
forms a valuable addition to the telephone call even if
only the head and shoulders of the user are clearly
imaged. Naturalness is still further enhanced if the nor-
mal handset is replaced by a loudspeaking telephone.

A video telephone of this kind can be achieved with
existing techniques. For sufficient sharpness the picture
has to have about three hundred lines; the video signal
employed will then have a bandwidth of about 1 MHz.
The transmission of signals with that bandwidth over
existing telephone cables is possible over short dis-
tances. As in the existing telephone service, the connec-
tions for a video -telephone service have to be estab-
lished through an exchange. Existing automatic tele-

Ir E. A. Aagaard and Ir P. M. van den Avoort are with Philips
Research Laboratories, Eindhoven; Dr F. W. de Vrijer is with
Philips Research Laboratories, as a Scientific Adviser.

phone exchanges are not suitable for switching signals
with such a large bandwidth; either they will have to
be modified or special exchanges must be built.

In view of this situation it has been suggested that
completely new broadband systems should be built,
which could also be used for the transmission of data
and facsimile and for the distribution of broadcast
television. The existing telephone cables, however,
could still be used for local video -telephone circuits.

To enable the technical problems associated with a
video -telephone service to be studied and the utility of
such a service to subscribers to be evaluated, a small
experimental system of 20 stations was set up at
Philips Research Laboratories in Eindhoven. Some of
these stations are located in video -telephone kiosks for
general use. The system, which went into operation in
1972, has now been incorporated in a larger experimen-
tal network with trunk circuits between The Hague,
Leidschendam, Hilversum and Eindhoven (fig. 1), set
up jointly by the Netherlands Post Office and Philips
Telecommunication Industries [1]. This larger system,
comprising a total of 65 stations, went into use in
March 1974.

El) L. J. W. van Loon, H. van der Hoff and S. J. A. Knijnenburg,
An experimental video telephone network, Philips Tele-
comm. Rev. 32, 11-23, 1974.



86 E. A. AAGAARD et al. Philips tech. Rev. 36, No. 4

This system is also intended for experimental pur-
poses only and does not imply any decision concerning
the future introduction of an actual service. It is quite
possible that the video telephone will first go into
normal service in government departments, commerce
and industry, and not become available in the private
sector until very much later.

It is difficult to predict the extent to which the need
to travel will be affected by the existence of a reliable

0

Fig. 1. The 'national' experimental video telephone network.
Subscriber sets are installed at the Netherlands Post Office estab-
lishments at The Hague and Leidschendam and on Philips
premises at Hilversum and Eindhoven, as well as Philips Research
Laboratories (Nat. Lab.). The longer distances are spanned by
radio links and coaxial cables. The total number of terminals is 65.

video -telephone service, but the question is an interest-
ing one in view of the expected increase in personal
travel. This is why the experiments include the holding
of conferences by video telephone (fig. 2). At any rate
users report that they find a video -telephone call
comes somewhere between an actual conversation and
a telephone call; perhaps there is some significance in
the fact that people with a choice like using the video
telephone for longer calls.

The account of the video telephone given here is a
technical one. It deals with the subscriber's station and,
briefly, with the method of sound transmission and
synchronization. First, however, we shall discuss the
signal standard chosen for the video telephone.

Choice of signal parameters

Picture

The bandwidth of a television signal is determined
by -the number of picture elements per second which it
is desired to transmit. This number increases with the
number of lines per picture and the number of pictures
per second; for a given picture height it is also propor-
tional to the picture width.

The bandwidth B is given by:

I PB = n- afK,1 -m

where n is the number of lines and a the ratio of the width to the
height. The visible picture consists of fewer than n lines; a pro-
portion pn occur in the field -flyback time. Initially, therefore,
there are n2(1 - p)2a elements per picture. These have to be trans-
mitted f times per second. The time available for this, however,
is not continuous; for a fraction p of the field time and a fraction
in of every line time (line -flyback time) no picture information is
transmitted. This increases the bandwidth by a factor of
(1 - p)-1(1 - m)-1. Finally, a correction has to be made for
perceptual reasons. The line structure makes the resolving power

Fig. 2. Conference by video telephone. Conference stations have been installed at several
points in the experimental network. In the experimental station shown here (at Philips
Research Laboratories) only a single large monitor is used; the other conference stations
employ several ordinary video -telephone sets.



Philips tech. Rev. 36, No. 4 VIDEO TELEPHONE 87

of the eye in the vertical direction smaller. A subjectively equiv-
alent reduction in the horizontal direction is also permitted;
this is taken into account in the Kell factor K, which is smaller
than unity. We have taken a value of 0.65 for K.

A picture rate of 25 per second is an obvious choice,
since it is the same as that employed by TV broadcast
stations. One advantage of this picture rate is that it is
compatible with the use of fluorescent lamps, whose
light emission has a ripple synchronous with the 50 Hz
of the mains voltage. As in television, interlaced scan-
ning, i.e. the scanning of first the odd lines and then the
even lines, is used to avoid flicker. To ensure that a

A picture consisting of about 300 lines ensures a
good head -and -shoulders likeness of the speaker. The
associated bandwidth is over 1 MHz. Such a picture
can be compared with a quarter of an ordinary tele-
vision picture (fig. 3). Unrepeatered transmission over
existing local telephone cables is possible up to 11-2
kilometres; beyond that amplification will be neces-
sary, especially for the highest frequencies. We opted
for 313 lines because this number makes conversion to
the broadcasting standard (625 lines) and vice versa
relatively straightforward [2]. This decision was wel-
comed internationally for the same reason. A 625 -line

Fig. 3. A picture of about 300 lines, as used for the video telephone, is equivalent to one -
quarter of the picture used for broadcast television.

sideways movement does not make the speaker disap-
pear immediately from the screen, the width of the
picture is greater than its height; as in broadcast tele-
vision the 'aspect ratio' is 4 : 3.

There is little freedom of choice for these various
parameters, and it is consequently the number of lines
which mainly determines the bandwidth. Here a com-
promise has to be struck between the picture quality
and the transmission requirements. If existing tele-
phone cables are used locally for the video telephone,
two problems arise because of the high frequencies:
attenuation, and crosstalk on other pairs. The per-
missible attenuation is limited by crosstalk, noise and
other interference. To reduce these effects repeaters
have to be introduced into the cable at regular inter-
vals.

picture has a bandwidth of 4.8 MHz and can usually
only be conveyed over a short distance on a telephone
cable.

Sound

The limited bandwidth customary in telephony (300
to 3400 Hz) does not yield very satisfactory reproduc-
tion over a loudspeaking telephone. To improve the
quality of the sound we extended the bandwidth to
5 kHz, so that the sound is now comparable for quality
with that of medium -wave sound broadcasts. This

[2] M. C. W. van Buul and L. J. van de Polder, Standards con-
version of a TV signal with 625 lines into a videophone signal
with 313 lines, Philips Res. Repts. 28, 377-390, 1973, and:
Standards conversion of a videophone signal with 313 lines
into a TV signal with 625 lines, Philips Res. Repts. 29, 413-
428, 1974.
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increase in bandwidth was possible because the sound
is not transmitted along a telephone line in the
normal way but is digitally encoded and then combined
with the video signal.

The video -telephone set

The design of a video -telephone set requires a study
of both the surroundings in which it is used (lighting,
site, sound level, etc.) and the human factors that play
a part in relaxed and natural conversation 131.

A video -telephone set for the experimental network
was developed at the Research Laboratories (fig. 4);
this was followed later by a design by Philips Tele-
communication Industries (PTI) for the 'national'
network (fig. 5). The sets differ in a number of minor
technical features. They both consist of three units: the
actual picture unit, the control unit and a service unit.
The picture unit comprises the picture monitor, the
camera and also the loudspeaker or loudspeakers. The
control unit carries the pushbuttons for selecting the
desired subscriber, a number of switches and the
microphone of the loudspeaking telephone; it also
incorporates a handset which can be used instead of
the loudspeaking telephone. The service unit, which
can be stored out of sight, houses the power supplies
for the other two units and networks for matching to
the telephone lines.

Location of the video -telephone set

When two people are seated at a table talking to
each other their eyes are at approximately the same
level and 120 cm to 2 metres apart. It is not practical to
simulate this situation exactly with the video telephone;
the picture unit would get in the way. In practice it will
have to stand on the corner of a table or desk, and the
viewing distance will then be 90 cm to 1 metre.

Fig. 4. Video -telephone set de-
veloped and in operation at
Philips Research Laboratories.
It consists of a picture unit, a
control unit and a service unit.
The picture unit incorporates
both the camera (top centre) and
the picture tube, as well as the
loudspeaker. The control unit
contains the microphone of the
loudspeaking telephone system
in addition to the pushbuttons
for 'dialling' calls, and several
switches for a variety of func-
tions; if necessary, the loud -
speaking telephone can be re-
placed by the handset. The ser-
vice unit contains various supply
circuits and also provides the
matching to the telephone lines.

The picture size is related to this distance. It has
been chosen such that the 300 or so picture lines are
only just visible; larger dimensions would not help and
could even be a nuisance. The picture height has to be
one -sixth to one -tenth of the viewing distance [4], i.e.
9 to 17 cm. The picture height of existing 9 -inch mon-
itor tubes comes within this range and these have been
used for the video telephone.

The picture is seen with minimum distortion if the
picture screen is set at right angles to the direction of
viewing, i.e. with a slight backward slope. This means,
however, that annoying reflections from the ceiling
lighting can occur in the slightly convex screen; the
slope has therefore been decreased slightly (in the PTI
version the entire unit can be tilted backwards a little).

Brightness and contrast

Unlike a television receiver the video telephone is
used in very brightly illuminated surroundings. Bright
lighting is in fact necessary for the camera. Without
suitable precautions the brighter ambient light would
lead to reflections in the picture screen, direct reflection
on the smooth face of the picture tube and diffuse
reflections on the phosphor layer. The images reflected
from the picture screen are annoying and the phosphor
reflections give a diffuse background light, reducing
the contrast between dark and light parts of the
picture.

To counteract the diffuse reflection from the phos-
phor layer the picture tube is made of dark -tinted glass
which attenuates the light. The reflected light passes
through the glass twice and the light from the picture
only once so that the relative brightness of the picture
is improved.

The direct reflections are suppressed by an optical
filter system consisting of a polarizing filter with a
birefringent layer, in front of the picture. The diffusely
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Fig. 5. Video -telephone station
set designed by Philips Telecom-
munication Industries (PTI) for
use in the national experimental
network. Like the set devel-
oped at Philips Research Labor-
atories (fig. 4) it consists of three
units. The technical differences
are only minor.

reflected light is also attenuated twice by a factor of 2,
i.e. in total by a factor of 4, by the polarizing filter.
Reflections from the filter itself are prevented by an
anti -reflection coating.

The method used to suppress the direct reflections is illustrated
in fig. 6. The polarizer P transmits only the incident light with a
particular direction of polarization (vertical in the figure). In the
birefringent layer B the optical axes are at angles of 45° to this
direction of polarization. The polarized incident light can be
considered as the sum of two equal components polarized along
these axes. Light polarized along the SS axis is propagated less
rapidly through the layer than the other component. The thick-
ness of the layer is such that on leaving the layer the first com-
ponent has a phase lag of a quarter -cycle in relation to the other
component. The emergent light is thus right -circularly polarized.

After reflection from the front of the picture tube it is left -
circularly polarized, becoming horizontal after its second passage
through the birefringent layer. It therefore cannot pass through
the vertical polarizer.

4 fl
P

Fig. 6. Suppression of mirror (direct) reflections on the picture
tube. A screen consisting of a polarization filter P and a bire-
fringent layer B is placed in front of the picture tube. On passing
through P and B, the incident light is circularly polarized. The
direction of rotation of the polarized light is reversed on reflec-
tion at the picture tube. After its second passage through the
birefringent layer the polarization is linear, but now in a
direction perpendicular to that of the incident light; the polariz-
ing filter therefore does not transmit the reflected light.

Eye contact

People engaged in an ordinary conversation look
each other in the eye from time to time. With the video
telephone the eyes are imaged slightly above the centre
of the screen, which is where the lens of the camera
should therefore be sited for eye contact. It has however
been found that a deviation of the direction of viewing
in the vertical plane goes unnoticed up to an angle of
3° and does not seem unusual until it reaches 12°. The
camera lens is located just above the screen, in the
middle. This is the direction in which any deviation is
most readily tolerated; the deviation here is in fact 7.5°.
If the lens were placed below the screen, the deviation
would be less favourable, while the camera would also
`see' more of the brighter ceiling lighting.

Image plane, depth of focus

The camera lens ensures that an image plane situated
about 1 metre in front of the camera is imaged sharply
on the target of the miniature `Plumbicon' camera tube
used in the video telephone. The dimensions of the
image on the target are about 8 x 6 mm. In the PTI
stations the lens can be focused on objects at a greater
distance to show a wall panel or blackboard.

The camera is equipped with a lens of continuously
variable focal length (zoom lens). The picture area is
largest at the smallest focal length. It must be sufficient-
ly large to allow the user some freedom for small
movements but it must not be unnecessarily large,
either, because the face would then appear too small.
The image plane can be shifted vertically by tilting the
camera, over a range of ± 4°. In the PTI station the
camera is not tilted but the scanned part of the target
[3]

[4]

R. R. Stokes, Human factors and appearance design consid-
erations of the Mod II `Picturephone' station set, Conf. Rec.
1968 IEEE Int. Conf. on Communications, Philadelphia,
pp. 130-135.
R. Theile, Fernsehtechnik, Springer, Berlin 1973.
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in the camera tube is shifted, while zooming is effected
electrically rather than optically, by reducing the
scanned area of the target.

The depth of focus has to be sufficiently large to
allow the speaker to move forwards and backwards
slightly without the picture becoming blurred. How-
ever, any loss of definition less than that resulting from
the line structure is imperceptible and therefore per-
missible. At the lowest focal length used, 16 mm, the
depth of focus with the diaphragm fully open (f/2.8)
is 70 cm, which is adequate. Zooming reduces the depth
of focus considerably; see fig. 7. Fortunately, the zoom
lens is used chiefly for displaying documents, when the
reduced depth of focus is not a disadvantage.

The diaphragm is automatically controlled to
ensure the correct illumination for all lighting levels.
The adjustment is effected by comparing the output
voltage from the camera tube with a reference voltage.

Graphic mode

Documents can be most conveniently shown to the
person at the other end of the line if they can be placed
flat on the table. A small retractable mirror with a lens
attachment has been installed above the camera lens
for this purpose. With this mirror in position the
object plane coincides with the surface of the table.
The maximum size of the object plane is then about
18 x 13.5 cm, and this can be reduced to a minimum of
about 8 x 5.5 cm by zooming.

150cm
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Fig. 7. The depth of focus D of the camera optics as a function of
the relative aperture d of the lens. A the normal focal length
(f = 16 mm) with the diaphragm fully open (f/2.8), the depth
of focus is 70 cm, which is adequate for imaging the speaker.
Zooming increases the focal length and reduces the depth of
focus.
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For good legibility at the far end of the connection
documents have to be printed in a bold letter face. A
printed page taken from this journal, for instance,
would not be legible. Typed text is a borderline case.
Drawings have to be simple and lines not too thin; a
felt-tip pen gives good results.

Voice switch

Unlike the ordinary telephone system, the loud -
speaking video -telephone system has separate speech
circuits for the outgoing and incoming directions be-
cause the sound is combined with the picture to form a
single signal. Without special precautions a closed cir-
cuit, partly electrical and partly acoustic, due to feed-
back from the loudspeaker to the microphone would be
created for the sound and self -sustained acoustic oscil-
lation (`singing') could occur. To prevent this, sound
signals are admitted to only one direction of transmis-
sion at any given time. This is done by a voice switch in
the video -telephone station, which compares the strength
of the incoming signal with that of the outgoing signal
and decides whether the outgoing signal will be trans-
mitted. Switching occurs with a slight delay, chosen
such that excessively frequent switching, e.g. due to
background noises, is avoided, while loss of some
speech elements due to the operating delay is not found
to be annoying.

The voice switch derives its control signals from a
compression -expansion (compander) circuit associated
with the digital coding of the sound signals.

Screening

The combination of equipment needed to form the
video -telephone station tends to give rise to certain
characteristic faults. One of these is a disturbing
whistle at the line frequency; another is the interference
at the camera section from the deflection fields and
voltages in the picture tube.

The line frequency used for the video telephone is
7825 Hz. Unless precautions are taken, a tone at this
frequency is radiated as a result of magnetostriction in
the transformers of the line -deflection and EHT cir-

,
cults and in the deflection unit of the picture tube. This
line frequency is in the middle of the audio band, unlike
that which occurs in broadcast television (at 15 625 Hz)
and which many viewers do not even notice. The main
sources are the transformers;. they are encapsulated in
rubber in the video -telephone station and fitted with
acoustic screening. This has the effect of making the
EHT and deflection circuits somewhat bulky.

The magnetic and electrical crosstalk due to the
deflection signals is another typical video -telephone
problem, since the camera tube and receiver tube are
alongside each other while the picture scanning is not
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synchronous. The deflection fields in the picture tube
have to be very strong to deflect electrons with an
energy of 12 keV through an angle of 90° and some of
this energy tends to find its way to the camera tube,
where the electrons have an energy of only 300 eV. To
prevent this, both the picture section and the camera
section are fitted with magnetic screening.

Another problem is the crosstalk from the line -fly-
back pulses of the monitor to the camera preamplifier.
Here again careful screening and the avoidance of
earth loops were found to be necessary.

Control unit

Unlike the picture unit the control unit is within
arm's reach. One of the switches on it can be used by
the caller to display his own picture on the screen for
monitoring purposes. The outgoing picture or sound
can also be suppressed, and communication estab-
lished with a secretary set. The zoom lens and, in the
PTI station, the distance setting, are also controlled
from this unit.

Signal transmission

Sound

As already mentioned, the sound signal is first
digitally coded and then combined with the video
signal. A four -wire circuit with separate outward and
return paths for the sound, as well as for the picture,
is therefore available, simplifying the incorporation of
a loudspeaking telephone. Furthermore, because of the
digital coding of the sound, the sound level and hence
the operation of the voice switch are independent of the
line attenuation and, unlike transmission in analog
form via a separate line [51, the sound channel is

relatively insensitive to disturbance by crosstalk. An-
other advantage of the joint transmission of the picture
and sound is that no transmission -time differences can
occur between them, as can happen when they have
separate transmission paths.

The combination of the sound signal with the video
signal is possible because of the 'gaps' in the video
signal. No video information is transmitted during the
line and field flybacks. There is therefore a time interval
available at the end of each line (B in fig. 8) for the
transmission of other information. Part Bi is used for
a signal which synchronizes the clock frequency at the
receiving end with that at the transmitting end, and
the remaining part B2 is available for the sound signal.
These signals are transmitted in digital binary form;
the bit rate is 128 times the line frequency, i.e. 1.0016
Mbits/s. Time interval B contains 20 bits; the first 12
(a series '0101 . . . 01') are used for bit synchronization,
the last eight for the sound. The sound signal is coded

C

D

A

81 B2

S

Fig. 8. Diagram illustrating how the picture is composed of lines
(in reality more than are shown here). There are two fields; the
odd field is written first (dashed lines) and then the even one
(solid lines). A line period is A + B; video information can be
transmitted during A, and B is used for bit synchronization (B1)
and digitized sound transmission (B2). The lines contain the
actual picture signal during period C and other information
during the vertical flyback time D. In period Di a digital signal
consisting of a continuous succession of l's and 0's is transmitted;
it is required at the start of a call in order to synchronize the clock
signals and establish the black level. In period D2 groups of 32
bits are transmitted for synchronization of the even field (Si)
and the odd field (S2), together with dialling signals (S). The
time still remaining in D2 can be used to convey other informa-
tion (e.g. call charges).

by means of delta modulation, employing signal com-
panding with digital control [6]. With eight bits per line
period there is a bit flow of 62.6 kbits/s. The bits are
generated with fixed intervals and stored in a shift
register for transmission in groups of eight at the
increased bit rate of 1.0016 Mbits/s during the B2
periods. The process is reversed in the receiver, result-
ing in a flow of equidistant bits.

Synchronization and signalling

The form chosen for the synchronization signals in
the video -telephone network is different from that used
in television broadcasting, where the amplitude of the
sync pulses is about 40 % of the distance between the
black and white levels in the video signal; see fig. 9.
This amplitude is inconveniently large for video tele-
phony; the line repeaters can only amplify distortion -
free up to a certain amplitude and as much of this
signal space as possible must be available for the

[5] See the `Picturephone' issue of Bell Syst. tech. J. 50, 1971
(No. 2, pp. 219-709).

[61 J. A. Greeflces and K. Riemens, Code modulation with dig-
itally controlled companding for speech transmission, Philips
tech. Rev. 31, 335-353, 1970.
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actual video signal. Moreover, sync pulses of large
amplitude have a marked tendency to cause inter-
ference on other circuits. For these and other reasons
it was decided to employ a digital synchronization
system with pulses of amplitude only 10 % of the black -
to -white distance; see fig. 10. These pulses are situated
symmetrically about the black level, which is conse-
quently easily identified. This also means that only 5 %
'of the black -to -white distance need be reserved as
signal space for the sync pulses.

All sync signals at the transmitting and receiving
ends are derived from a high -frequency oscillator
which also generates the bit -clock signals. The oscil-
lator at the receiving end is synchronized with the
transmitting oscillator by means of the pulses in period
B1. Signals S1 and S2 are used for field synchronization
and can be easily accommodated in the vertical -flyback
period. These signals are shown in fig. 8, where Si is

Wh

B1

Fig. 9. Sync pulse in a broadcast -television signal. The amplitude
_of,the pulse is about 40 % of the distance between the white level
 Wh and the black level B!. The pulse therefore occupies a consid-
erable part of the signal space.

I-
B1

_11132p1

Fig. 10. Sync pulses in the video -telephone signal. Pulses for bit
synchronization are transmitted in period Bi (see also fig. 8) and
the sound in digital form in period Bz. This is done both during
the transmission of the picture (above) and during the vertical -
flyback time (below). A line from the vertical -flyback time is
shown in which the field -sync signals Si and the dialling informa-
tion S occur. The peak -to -peak value of the sync signal is 10

. of the distance between the white level Wh and the black level
B!; the additional demand on the signal space by the sync signal
is thus only 5 % of the black -to -white distance.

10%

WO%

A

Wh

B1

Si ISIS

the signal for even fields and S2 that for odd fields. They
are series of 32 bits; S2 is the logical inversion of Si.
The pattern of this series is stored in the receiver and
the flow of incoming bits is continuously compared
with it. The bit series (in which the first 31 bits corre-
spond to a period of a 'maximum -length sequence') is
chosen in such a way that the chance that interference
will cause the receiver to indicate a correspondence at
the wrong time is at a minimum. This sync system is so
insensitive to noise and other interference that syn-
chronization is not lost until interference levels are
reached at which the picture and sound have already
become unacceptable.

In the first part D1 of the vertical flyback period D
(fig. 8), a continuous succession of 0's and l's is trans-
mitted for the purpose of effecting clock synchroniza-
tion at the start of a call and establishing the black
level. Only after this synchronization can the signal Si
and S2 be decoded.

Iii the second part D2 of the vertical -flyback period
many bit places are still not used. Ten lines are sup-
pressed per field; D2 contains five of these in the
experimental network but can be extended. Every line
can accommodate 128 bits, 20 of which are needed for
line synchronization and sound, which continue during
the flyback period. That leaves 540 bit places per field,
of which only 32 are used for field synchronization. A
use can be found for the remaining bits. A modest start
has been made in the experimental network by using
4 bits immediately after the 32 -bit series to transmit the
called subscriber's number, which is conveyed in dig-
itally coded form to the exchange.

This still leaves an unused bit flow of approximately
25 kbits/s, but this could be employed to carry various
kinds of information, not necessarily connected with
the video -telephone call. An example of such informa-
tion directly associated with the operation of the sys-
tem would be a statement of the charge for a call or a
warning that a third subscriber is calling.

Summary. Since 1972 a video -telephone service has been in use
by way of an experiment at Philips Research Laboratories in
Eindhoven; there are 20 terminals. Since March 1974 the service
has been connected to Philips establishments at Eindhoven and
Hilversum and the Netherlands Post Office at The Hague and
Leidschendam. The system uses a 313 -line television picture. At
local level the video signal, which has a bandwidth of over
1 MHz, is conveyed on ordinary telephone lines, with repeaters
inserted at intervals of 2 km. Radio links and coaxial cables are
used for trunk traffic. A telephone exchange with special facilities
is necessary. The sound signal, digitally coded, is transmitted
during the line -flyback time of the television picture. A loud -
speaking telephone is used. There are conference stations and
video -telephone kiosks. The value placed upon a video telephone
call by the users is found to be somewhere between those of an
ordinary telephone call and an actual conversation. Video calls
last longer on average than ordinary telephone calls.
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Carbon foam

W. F. Knippenberg and B. Lersmacher

Introduction

Types of carbon and graphite, such as charcoal and
the electrographites, have many technical uses - the
carbons, for example, because of their adsorbent
properties, and the graphites because of their high
thermal and electrical conductivities and their resist-
ance to corrosion, even at high temperatures. This
makes the graph ites a very suitable material for
crucibles, arc -discharge electrodes, electrodes for high -
temperature electrolysis, etc.

This range of well established types of carbon,
which are still as important today as they ever were,
has been widened in recent years by the introduction of
some new types, in particular pyrolytic graphite and
glassy carbon. Both materials and their potential
applications have been the subject of previous articles
in this journal [1].

In their structure these two new types of material
represent two extreme forms that can be produced by
carbon atoms with their tendency to form bonds in
the layered lattice structure of graphite. Pyrolytic
graphite has a density approaching that of single -
crystal graphite (2.265 g/cm3), and the crystallites from

Dr W. F. Knippenberg is with Philips Research Laboratories, Eind-
hoven; Dr B. Lersmacher is with Philips GmbH Forschungslabora-
torium Aachen, Aachen, West Germany.

The article below deals with a new and promising va-
riant of the familiar carbon and graphite materials. The
special feature of this new material is that although its
thermal and electrical conductivities are relatively low,
owing to its low density, it can nevertheless be made very
strong. Because of this combination of properties and
its intrinsically inert chemical nature it shows promise for
a wide range of applications from internal prostheses to
heat shields for space technology.

The description of the new material is preceded by a
general discussion of the structure and growth of graphite
carbon. A series of photographs, showing the appearance
of various forms of carbon, clearly indicates how the
pattern of growth is affected by the conditions under
which the growth takes place.

Fig. I. Photomicrograph of a polished section of pyrolytic
graphite, deposited at 2000 °C from propane on an electro-
graphite substrate. The photograph was made with polarized
light. The preferred orientation of the crystallites is apparent in
the parallel paraboloidal cones. The cones are built up from
curved graphite layers in which the line normal to these layers
(the c -axis) and the direction of the cone axis differ only very
slightly. The relief in the photograph arises because the sections
of the cones, which in reality lie in a single plane, reflect the
polarized light with different intensity, since the cone intersections
represent different cross -sections of the crystal lattice.

[1] Pyrolytic graphite is discussed in: W. F. Knippenberg,
B. Lersmacher, H. Lydtin and A. W. Moore, Philips tech.
Rev. 28, 231, 1967, and glassy carbon in : Philips tech. Rev. 31,
369, 1970, and also in: B. Lersmacher, H. Lydtin and
W. F. Knippenberg, Chemie-Ing.-Technik 42, 659, 1970.
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a

Fig. 2. a) Scanning electron photomicrograph of a fracture plane in pyrolytic graphite. The
fracture lines clearly show the layer structure of the material. b) Transmission electron photo-
micrograph of pyrolytic graphite. The ordered atomic carbon layers can be seen that give rise
to a sharp electron diffraction pattern (c).

a

Fig. 3. a) Scanning electron photomicrograph of a fracture sur-
face of glassy carbon made by pyrolysis of phenol -formaldehyde
resin on heating to 1400 °C. The fracture surface shown is typical
of glassy material (`conchoidar fracture). b) Transmission elec-
tron photomicrograph of a splinter of this glassy carbon. In parts
of the photograph the atomic carbon layers are visible, forming
entangled skeins, whereas in other parts there is hardly any
structure. The structured areas of the material correspond to an
electron diffraction diagram as in (c), the other areas to a dif-
fraction pattern as in (d). C

C

d
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which it is built up exhibit a strong preferential orien-
tation - compared with the crystallites in electro-
graphites - giving this material certain properties that
closely resemble those of the ideal graphite crystal
(figs. 1 and 2). Glassy carbon has a much lower
density (1.5 g/cm3), owing to its much less ordered
(`paracrystalline') structure. Even though such order
as is present extends only over a short range, strong
carbon -to -carbon bonds give strong cohesion to the
`crystallites' (fig. 3) -a situation different from that
in the conventional carbons. The lower density is

associated with relatively low thermal and electrical
conductivities.

Both materials typically possess mechanical proper-
ties superior to those of conventional types of carbon
and graphite, i.e. higher values of compressive strength,
tensile strength and stiffness. A practical limitation in
the use of these materials, especially glassy carbon, is
that they cannot be made very thick.

This article deals with a further development, which
has given material that may be described as 'carbon in
macroporous form', or briefly as 'carbon foam'. It is
a very light material, made by pyrolysis - thermal
decomposition - of certain foamed polymers. Unless
special precautions are adopted in the pyrolysis, the
carbon foam obtained is generally of low mechanical
strength, and until now has only been of use for thermal
insulation. We have developed a carbon foam, which
we call 'glassy carbon foam', that does have relatively
high mechanical strength (fig. 4). This new variant
continues the development, initiated with glassy car-
bon, towards lighter and stronger types of carbon,
thus opening up further prospects of completely new
applications.

Glassy carbon foam is prepared by impregnating a
polymer foam of reticular structure (fig. 5) with a
carbon -rich liquid, such as a solution of a phenol -
formaldehyde resin. Heat treatments are then per-
formed to expel the solvent and carbonize the impreg-
nated porous material; under certain conditions a
material emerges that combines very high porosity
with great strength, because the introduced resin phase
has acquired the character of glassy carbon during the
pyrolysis.

In attempting to produce a material that is both
light and strong a compromise always has to be found
in a case like this. Adding more glassy carbon will make
the material stronger but at the same time heavier. As
we shall see presently, the density determines many
other properties in addition to the strength. The density
depends not only on the porosity of the original
material but also on the degree of impregnation and on
the method of pyrolysis. The range of variation is be-
tween 0.1 g/cm3 and 1.0 g/cm3 (compared with 1.5 g/cm3

Fig. 4. A piece of glassy carbon foam (12 cm long).

for solid glassy carbon). This corresponds to a varia-
tion in compressive strength of about 50 to about
25 000 N/cm2. Although these compressive strengths
are greater than those of 'non -reinforced' carbon foam
(whose compressive strength is at the most 20 to
30 N/cm2), they are of course less than those of glassy
carbon, which range from about 26 000 to 50 000 N/cm2.
Set against this lower compressive strength is the
advantage that glassy carbon foam can be made at any
thickness, whereas for compact glassy carbon the
upper limit is in practice about 3 mm.

The properties of a carbon material depend to a very
great extent on its structure - taking the word in its

Fig. 5. Scanning electron photomicrograph of foamed poly-
urethane used as the starting material in the preparation of glassy
carbon foam. Comparison of this photograph with the end prod-
uct illustrated in the title photograph shows that the open
reticular structure originally present has partly closed up in the
end product: cell walls are now visible as well as cell filaments.



96 W. F. KNIPPENBERG and B. LERSMACHER Philips tech. Rev. 36, No. 4

widest sense - which in turn is closely related to the
manner in which the material is produced, and also of
course to the ways in which the carbon can grow under
the given conditions.

In the next section we shall deal first with the struc-
ture and growth of carbon in general, before going on
to discuss the preparation, properties and applications
of glassy carbon foam, the real subject of this article,
in the later sections.

In view of the accessibility and size of the internal
surface of this material, special attention will also be
given to the possibilities of converting it into a metal -
carbon composite or a carbide, completely or partly,
while retaining its porosity.

Structure and growth of carbon

Apart from diamond modifications, produced at a
pressure between 104 and 105 bars, graphite is the stable
solid modification of the element carbon. The charac-
teristic feature of graphite is its hexagonal layer struc-
ture, illustrated in fig. 6: planar layers of carbon atoms
are stacked in a regular configuration of hexagons in
which the smallest atomic spacing is 1.42 A (compared

ckL
in6

with 1.54 A in the tetrahedral configuration of di-
amond). Half the atoms of each layer have the same
position as those in the next layer above: the other half
lie beneath the centres of the hexagons formed by the
atoms of the next layer. This gives two equivalent
stacking alternatives. In the stable graphite modifica-
tion the atoms of the third layer have the same posi-
tions as those in the first layer. The other alternative,
in which the atoms of the fourth layer have the same
positions as those of the first, is the metastable
rhombohedral modification of graphite.

In graphite the distance between two adjacent layers
is 3.35 A. The small atomic spacing - and hence the
strong bonding - inside a layer, and the weak bonding
between the layers have long explained the ease with
which the layers of graphite can be displaced relatively
to one another and the graphite crystal cleaved parallel
to these layers (see also fig. 2a).

It is known from X-ray and electron -diffraction
patterns that both periodic and non -periodic stacking
variants frequently occur in graphite. There are also
variants in which the layers are rotated in relation to
each other (fig. 7). The frequent occurrence of such
stacking variants, and also of dislocations and twin -

b

a

b

a

Fig. 6. Above: schematic repre-
sentation of the atomic carbon
layer structure of the stable
hexagonal modification of graph-
ite. For the projection perpen-
dicular to the layers the struc-
ture has the appearance shown
below. Bottom left: electron -
diffraction diagram correspond-
ing to this structure.



Philips tech. Rev. 36, No. 4 CARBON FOAM 97

a

1)

Fig. 7. a) One of the possible
deviations fom the ideal struc-
ture: a rotation of the atomic
carbon layers relative to one
another through an angle of 30°.
The diagram illustrates two layers
rotated in this way, in a projec-
tion perpendicular to the layers,
clearly demonstrating the way in
which periodic density centres
occur [2]. b) Electron -diffraction
diagram corresponding to struc-
tures of this type.

ning, all indicate that the energy differences associated
with these deviations from the ideal structure are
small [31.

The wide latitude for variation in the lattice con-
figuration, as outlined above, accounts for the ease
with which carbon deposits based on the graphite
lattice are able to adapt, in their nucleation and
growth, to a compulsion imposed upon them to assume
a particular macroscopic form.

The growth of carbon starts with nucleation, pos-
sibly on a substrate, and it may be fed from a gaseous,
a liquid or a solid phase, called the mother phase, in
which carbon is present in a certain degree of `super-

saturation'.
The most unperturbed growth takes place when

there is homogeneous nucleation in an isotropic mother
phase. In the 'ideal' case where the building units of the
lattice being formed are able to take up their equilib-
rium positions completely freely, a morphologically
ideal single crystal emerges. In practice, ideal growth
does not take place, and if for example the transport in
the mother phase is the slowest step in the growth
process, and if furthermore the 'building elements'
have little possibility of migrating on the nucleus, the
pattern of the material and heat flows will influence the
manner of growth. It will do so all the more strongly
since, as we have seen above, carbon deposits are
highly flexible and adapt easily to an external con-

straint. The manner of growth is also influenced by the
substrate in the case of heterogeneous nucleation. Here
not only the nature and form of the substrate are
important but also the fact that the nuclei on the
substrate are fixed in relation to one another and
therefore interact. The same applies when the growth
takes place, without a substrate, in a solid mother
phase.

The influence of the growth conditions is reflected
not only in the form of growth but also in the degree of
perfection of the three-dimensional atomic lattices
formed, and in the way in which these differently
nucleated structures are interconnected.

Some of the various modes of carbon growth are
depicted in figs. 8 to 11.

The modes of carbon growth can most easily be studied on
dispersed forms ofc arbon, such as carbon precipitates in gases
and in metals. It is much less easy to study the growth process of
a compact phase like the one that occurs in the formation of
glassy carbon foam. Most success has so far been achieved in
investigations on simple inorganic substances such as silicon
carbide. In the pyrolysis of this material the SiC crystals originally
present are found to change to porous graphite crystals while
preserving their outward shape [4]. Studies of the much more
complex pyrolytic conversions in organic substances have pre-
viously resulted only in some broad understanding of the
chemistry of the conversions and of the structural changes taking
place during pyrolysis [5], but the details of the growth mechanism
are still uncertain.

Preparation of glassy carbon foam

The preparation of carbon foam has until now gen-
erally been based on thermosetting, not thermoplastic,
materials. With rising temperature thermosetting mat-
erials become hard because of the occurrence or further
expansion of a three-dimensional - and irreversibly
cross -linked - network of polymers. Thermoplastic
materials, on the other hand, soften as the temperature
is increased; they usually consist of linear polymers
that do not become cross -linked under the influence of
heat. Phenol, urea and epoxy -resin foams all belong to
the first group, whereas polyvinyl -chloride, polyester,
polyurethane and acrylonitrile-butadiene-styrene foams
are included in the second group.

Whereas the thermosetting materials can often be
carbonized as desired without altering their shape, the

[2]

[3]

[4]

[5]

See for example D. D. Double and A. Hellawell, Acta Metal-
lurgica 17, 1071, 1969, and W. Bollmann, Crystal defects and
crystalline interfaces, Springer, Berlin 1970.
S. Amelinckx, P. Delavignette and M. Heerschap, in:
P. L. Walker, Jr. (ed.), Chemistry and physics of carbon 1, 1,
Dekker, New York 1965.
A. J. van Bommel, J. E. Crombeen and A. van Tooren, Sur-
face Sci. 48, 463, 1975.
See for example E. Fitzer, K. Willer and W. Schafer, in:
P. L. Walker, Jr. (ed.), Chemistry and physics of carbon 7,
237, Dekker, New York 1971, and J. L. White, G. L. Guthrie
and J. 0. Gardner, Carbon 5, 517, 1967.
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Fig. 8. There are various modes in which a carbon -containing
system may yield to the growth compulsion arising from carbon
supersaturation. The 'ideal' case is that in which the deposited
carbon atoms are completely free to take up their equilibrium
positions. The form of graphite crystal occurring under these
conditions, as can be predicted from estimated surface energies or
numbers of dangling bonds at the surface, is that of the tabular
crystal (a). This has the general shape of a hexagonal prism, with
the major basal plane parallel to the atomic carbon layers, bounded
by first -order prismatic and pyramidal planes. However favour-
ably the growth conditions may be chosen in practice (low super -
saturation, high temperature, etc.), these forms of graphite are
nevertheless seldom encountered, and never in dimensions of
more than a few millimetres.

Fig. 9. Growth -kinetic factors even more dominant than those
shown in fig. 8b are manifested in this picture in the form of
whiskers, either as 'ribbons', which expand in one dimension in
the direction of strong C -C bonds in the atomic carbon layers (a),
or as 'columns', which grow in the direction of the weak bonds
between the layers (b). As in all whisker growth, both variants
must have been caused either by accelerated growth at the top or
by inhibition or blockage at the side walls. In the first case the
growth, once started at the top, keeps gaining on the growth else-
where, even in crystallographically equivalent directions. This
may be the result of local catalysis or of the greater concentration

The fine example shown here was obtained from an iron melt
prepared by Ir L. Kalvelage and Dr J. Nitschke at the Institut
fur Metallurgic der Kernbrennstoffe and Theoretische Mitten-
kunde of the Technische Hochschule Aachen.

A much more commonly encountered growth mode, which is
related to the first one, is lamellar growth (b). The plane of the
lamellae is again parallel to the atomic carbon layers, but the
ratio of diameter to thickness may be, for example, 104 times
greater than that in the tabular crystal. In the case shown here it
is clear that the growth kinetics, which particularly favour rapid
growth in the direction of the strong carbon bonds, completely
overshadow the thermodynamic factors. These lamellae also
orginated from an iron melt, where different growth conditions
evidently prevailed.

always present near the top. In the second case the inhibition or
blockage is due to adsorption of impurities, which takes place
more slowly at the top than the growth at that location. The
situation shown in (a) is an example of the first case, i.e. accel-
erated growth at the top upon the growth of ribbons from an
iron melt, while (b) is due to inhibition at the side walls caused by
adsorption of CO, when columns are grown from CO gas at
2000 °C [61.

[6] See for example H. B. Haanstra, W. F. Knippenberg and
G. Verspui, J. Crystal Growth 16, 71, 1972.

b
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Fig. 10. Owing to the ease with which defects can be introduced,
and effects such as twinning can arise, carbon layers faithfully
follow all the irregularities in the substrate surface. In (a) it can
be seen how two carbon threads (diameter about 1000 p.m),
consisting of 10 000 intertwined fine filaments, are completely
enveloped by a layer of pyrolytic graphite, produced from the gas
phase at 2000 °C. The photograph also shows how neatly the
tops of projecting unravelled filaments (diameter about 7 p. m )
have been rounded off. In (b) and (c), which are longitudinal and
transverse sections through a single filament respectively, it can
be seen from the fracture lines that the atomic carbon layers in
this process are always parallel to the substrate surface. These
photomicrographs, like that of fig. I, were taken in polarized
light, so that the characteristic growth cones are again visible.

0.05mm

Fig. 11. Easy twinning when there is a strong growth compulsion
and little opportunity for the 'building elements' to migrate also
creates the possibility of a quasi -isotropic mode of growth, gen-
erally known as nodular growth. This can give rise to spherical
nuclei which, given the appropriate growth conditions, could
grow out in the manner illustrated in fig. 10, thus resulting in the
formation of 'globular' graphite in a metal melt. The photo-
micrograph in (a) was taken in polarized light and shows a cross-
section of a globular graphite sphere grown in a palladium melt.
Different though the outward form is from that illustrated in
fig. 8b, the underlying mode of growth is again essentially lamel-
lar, although here, because of the spherical nucleation, it gives
concentric shells. Although in this respect the result resembles
the carbon deposition around a thread as shown in fig. 10, the
difference between this pyrolytic graphite from the gas phase and
globular graphite from a metal melt is also particularly striking:
in the metal -melt case, conceivably owing to the pressure in
the melt, a degree of orientation is obtained (see detail magnifica-
tion (b), received from Dr B. Knook, Kamerlingh Onues Labora-
tory of Leiden University), which has previously only been temperatures above 3000 °C and at pressures of 100-500 bars.
obtained after hot pressing of pyrolytic graphite (see c). The It can be seen that, as a result of this treatment, the variation in
photomicrograph in c was taken in polarized light and shows a orientation originally present in each growth cone (see fig. 1) has
polished section of hot -pressed pyrolytic graphite, treated at largely disappeared.

b
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thermal treatment of thermoplastics usually requires
special precautions to ensure that the polymer does not
depolymerize and evaporate, or melt, before becoming
carbonized in the required manner.

The process that we use to form the carbon skeleton
for the glassy carbon foam is nevertheless based on
foamed thermoplastic, in particular on foamed poly-
urethane. The reason for this is that advantage can
then be taken of the exceptionally wide range of pos-
sible variations in the cellular (or reticular) structure of
these particular foamed materials [7].

The foamed polyurethanes have pores with an aver-
age diameter of 0.1 to 5 mm, depending on the degree
of hardness obtained in the preparation. The 'softer'
kinds exhibit the desired structure consisting of
`filamentary cells', which provide an open skeleton
whose pores are readily accessible, and to which it is
therefore easy to apply a 'second phase'.

Before the foamed material is impregnated with the
carbon -rich liquid that will supply the second phase
on pyrolysis, it must first be stabilized to ensure that
the impregnating agent does not cause the material to
swell, soften and eventually collapse.

Preliminary treatment: stabilization of foamed thermo-
plastics

Stabilization is sometimes effected by using gas oxi-
dation to cross-link the starting polymers. We adopted
a faster method by applying a protective layer to the
thermoplastic filament cells by means of a liquid treat-
ment. In this method of 'stabilization' an open foamed
polyurethane is immersed at 80 °C in a solution of
polyvinyl alcohol (5%) in water, and the water is then
evaporated at 100 to 130 °C. The effect of this is to
envelop the original cell filaments with a film of poly-
vinyl alcohol, which dOes not readily dissolve in the
impregnating agent used in the next preparation step
for the formation of glassy carbon.

Impregnation: introduction of thermosetting material

Since the purpose of the impregnation is to coat the
material with a film of carbon -rich material capable of
being converted into glassy carbon by pyrolysis, the
coating substance will have to be a suitable type of
thermosetting material [8].

The impregnation was usually carried out with
phenol -resin solutions in ethyl alcohol. The amount of
resin to be used can be regulated by the concentration
of the impregnating agent and the number of times the
impregnation is repeated. The more concentrated -
and viscous - the impregnating agent, the less often
the impregnation need be repeated. We have found
that it is preferable to repeat the impregnation many
times with an agent of low concentration and hence

low viscosity, because this is the only way to achieve
sufficient homogeneity and preservation of the open
structure.

Before each fresh impregnation the layer previously
applied has to be consolidated in a drying and poly-
merization process, for example by keeping everything
for 20 to 30 minutes at 130 °C.

Pyrolysis and purification

A special method of pyrolysis is also required to con-
vert the applied resin in the glassy carbon [8]. This is
because the glassy carbon possesses the feature, unique
among all the carbon products prepared from organic
substances by pyrolysis, that it owes its great strength to
the fact that the 'graphite crystallites' are formed dur-
ing. -pyrolysis in situ, while retaining their mutual
cohesion through strong C -C bonds (see also fig. 3b).
This implies that the pyrolysis must be carried out in
such a way that the decomposition products do not
escape abruptly.

After undergoing the preliminary treatment de-
scribed above, the material is subjected to a heat treat-
ment in two stages [8]. In the first stage, which includes
the carbonization, the temperature is gradually raised
in an inert atmosphere to 900-1000 °C (see fig. 12,
curve I). The material is now completely carbonized,
but it still contains impurities, such as auxiliary
materials used in the polymer preparation and hydro-
gen, one of the principal decomposition products of the
pyrolysis process.

The second heating stage, designed to remove the
impurities, is carried out in vacuum, and the tempera-
ture can now quickly be raised to 1600 °C or higher
(curve II in fig. 12).

T

10 100 1000h

Fig. 12. Heat treatment for the pyrolysis of a resin -coated foamed
polymer to produce glassy carbon foam. After an initial stage, in
which the temperature varies as a function of time as illustrated
in curve 1, the material is subjected to a second treatment as
shown by curve II. The first step causes carbonization, the second
step is designed to remove impurities.
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The very gradual nature of the first heating stage is
necessary to give the decomposition products an
opportunity to escape by slow diffusion processes. This
ensures that the structure of the material is not
destroyed, giving a fragmented product.

-. "The sluggishness of this diffusion sets the limit to the
thicknesses in which glassy carbon can be produced.
The porous structure of carbon foam however, reduces
the severity of the problem: the glassy carbon applied
is still thin, but the product as a whole is not.

Properties of glassy carbon foam

The properties of glassy carbon foam are directly
connected with the density. The variation of compres-
sive and shearing strength with density is shown in
fig. 13a and b. It should be noted here that these prop-
erties are also affected by the pore structure (size,
shape and concentration), so that the values given
should only be regarded as averages. A suitable com-
promise between strength and lightness can be found
in the density range from 0.75 to 0.3 g/cm3, which
corresponds to a pore volume of 50 to 80 %. The
therMal and electrical conductivities as a function of
density are shown in fig. 13c and 13d.

[III,
0.4. 0.8 1.2 g/cm"

Q

d

Fig. 13. The graphs in (a), (b),
(c) and (d) present the compres-
sive strength ap, the shearing
strength as, the thermal con-
ductivity R and the electrical
conductivity y respectively as a
function of the density e. The
dashed lines relate to values for
non -reinforced carbon foam.

The dashed line in the figure indicates the values
found for non -reinforced carbon foam. It may be
concluded from this that, if the density of glassy car-
bon foam is increased by a factor of 10 over that of
non -reinforced carbon foam, the strength can be in-
creased by no less than a factor of 100. This 'asym-
metry' partly accounts for the gain in strength offered
by our glassy carbon foam.

Another improvement offered by glassy carbon foam
as compared with ordinary carbon foam is found in its
resistance to oxidation ( fig. /4). Although oxidation of
both glassy carbon foam and non -reinforced carbon
foam starts at about the same temperature, irrespective
of the density, it proceeds more slowly with rising tern -

17] See for example C. J. Benning, Plastic foams, volumes I and
II, Wiley, New York 1969.

[8] Since present knowledge of the pyrolytic growth process is
still scanty and superficial, the choice of the basic chemical
materials and the form of pyrolytic treatment was based
mainly on experiment. Variation of these factors leads to very
great changes in the properties of the applied layer of glassy
carbon.

[9] We shall not consider the technical details of the carboniza-
tion process here. This is conventional, as described in:
A. K. Thoeni, G. K. Baker and R. P. Chartoff, Bendix tech. J.,
Spring 1969; B. Lersmacher, Hochtemperaturfester Schaum-
stoff, Vortragsmanuskript DGLR-Tagung, Bremen 1969;

' American patents Nos. 3387940, 3121050 and 3342555;
French patent No. 1388818. .
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perature in the case of the denser material. A contrib-
utory factor here is the slower gas diffusion with smal-
ler pores. It should also be noted here that this resist-
ance to oxidation can be substantially improved by
applying a thin layer of pyrolytic graphite to the glassy
carbon. A product obtained in this way, which could
be called foamed graphite at the correct ratio of
pyrolytic graphite to glassy carbon, will not be dealt
with here.

Modifications

Carbon has long been known as a chemically inert
substance. If the temperatures are high enough, how-
ever, carbon will react with almost any element,
whether metal or non-metal. Many carbides have very
important technological applications. We are thinking
here not so much of the salt -like carbides, such as
calcium carbide, but of the metallic carbides, which

100%
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20

pz0.1 0 0. 0.31g/cm'
0.2 0.4. 0.6 g/cm3

0
300 400 500 600 700 800 900 °C

Fig. 14. The mass loss AG/Go of glassy carbon foam due to oxi-
dation after the material has been left for one hour in a furnace
in which the temperature is raised in steps of 50°. The solid
curves relate to six types of glassy carbon foam of different
density; the chain -dotted lines correspond to a carbon foam
partly reinforced with pyrolytic graphite. In this material there is
a greater resistance to oxidation, at a relatively low density
(0.31 g/cm3), than for glassy carbon foam.

Fig. 15. Scanning electron photomicrograph of silicon -carbide foam with a 'smooth'
silicon -carbide layer (a) and with a silicon -carbide layer covered with whiskers (b).

result from the action of carbon on the elements of the
fourth, fifth and sixth subgroups of the periodic table.
These refractory carbides, which include the carbides
of titanium, zirconium, tantalum, molybdenum and
tungsten, represent an important class of materials for
machining. Another example is silicon carbide, which is
important not only for its hardness and grinding prop-
erties but also for its great resistance to oxidation.

As we have said, glassy carbon foam allows these
materials to be manufactured in porous form, with all
the associated advantages. In the preparation the

appropriate elements for reacting with the carbon can
be added to the open pores, usually in the form of gas-
eous or liquid compounds.

Among the elements that can be combined with
glassy carbon foam in this way, tantalum appears to
be particularly interesting, since tantalum carbide com-
bines a high melting point (3800 °C) with a low vapour
pressure.

In the presence of oxygen, carbon is really no longer
a chemically inert substance, even at relatively low tem-
peratures (see fig. 14). An improvement in this respect
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is achieved by converting the surface of the glassy
carbon foam into silicon carbide by reacting the surface
with silicon.

We have tested the resistance to oxidation of this
`silicized' material by exposing it to air for 50 hours at
a temperature of 1000 °C. Samples in which the applied
silicon had been completely converted to silicon carbide
showed no loss in mass under these conditions and no
reduction of compressive strength.

This method of `silicizing' carbon foam can also be
carried out in such a way that instead of a 'smooth'
silicon -carbide layer (fig. 15a) a covering layer is

formed which has SiC whiskers that penetrate into the
pores (fig. 15b). A whiskered skeleton of this type
seems to lend itself excellently as a means of rein-
forcing metals to provide great stiffness.

Some actual and potential applications

The lightness, strength and chemical resistance of the
glassy carbon foam we have prepared at once suggest
the possibility of using it as a structural material.
When we consider its low thermal conductivity, it
becomes clear why the material is able to meet the
space -technology specifications for self-supporting
heat shields (e.g. in the 'Space Shuttle' project). The
material is of course generally attractive for heat
insulation in the more earth -bound applications as
well. The nature of its porosity (which makes the
internal surface readily accessible) means that the
material could also find useful application as catalyst
substrates, corrosion -resistant filters, heat exchangers,
etc. Its electrical conductivity allows it to be used in all
kinds of electrodes, in combination with the other ap-
plications. If its electrical conductivity is suitably ad-
justed, the material can also be made suitable for the

manufacture of heating elements. The possibilities we
have described for varying and modifying this material
greatly increase its potential applications in industry
under a wide variety of conditions.

The new material is also of interest in medical
science. Since it is immunobiologically neutral and
also, because of its pore structure, provides a good
basis on which new tissue can grow, it would seem to
be very suitable for internal application in prostheses.
It can be given a close functional resemblance to real
bones by filling moulds of solid glassy carbon with
glassy carbon foam.

Our main application for the material so far is in
glass technology. Glassy carbon is already widely used
here since it is not 'wetted' by molten glass and it stands
up well to the thermal shocks often encountered in
glass treatment. The extension of the development to
give glassy carbon foam has very greatly widened the
useful scope of the material in this field.

Summary. A light and porous type of carbon is described, called
glassy carbon foam, which has relatively low thermal and elec-
trical conductivities but is very strong. It is prepared from foamed
polyurethane with a reticular structure; the foamed material is
successively stabilized, impregnated, e.g. with a phenol -formalde-
hyde -resin solution, and subjected to a mild pyrolytic treatment.
The material owes its strength to the formation of glassy carbon
from the resin phase (this is why the pyrolysis is subject to certain
restrictions). The density of the material, and hence its compres-
sive and tensile strengths and its thermal and electrical conductivf-
tiesare controlled by varying the porosity of the original foamed
material, the degree of impregnation and the method of pyrolysis.
The magnitude and accessibility of the internal surface also allow
the material to be converted into a variety of porous metal -
carbon composites and carbides. The product obtained when the
material is reacted with silicon is highly resistant to oxidation.
Glassy carbon foam - and its various modifications and corn:
binations - can be used as a structural material, for heat shields,
for corrosion -resistant filters, heat exchangers, electrodes, heating
elements, internal prostheses, etc. and in glass technology.

The subject is introduced with a general discussion of the
structure and growth of carbon.
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Continuous cooling in the millikelvin range

F. A. Staas

The cooling of a system to very low temperatures is a means of investigating weak
interactions that would be completely swamped by other effects at higher temperatures.
In the temperature range of about 1 to 10 K, superconductivity and superfluidity are
among the striking effects that arise because of the dominance of certain interactions.
There are quite a number of interesting interactions, however, such as magnetic inter-
actions between nuclear spins, that only become dominant in the millikelvin range. As
long ago as the thirties the millikelvin range was reached by means of adiabatic de-
magnetization, but this method has the disadvantage that the cooling process is a
`single -shot' method. Continuous cooling in this range first became feasible with the
advent of the 'dilution' refrigerator' in the sixties. The dilution refrigerator described
in this article is capable of extracting about ten times more heat per second from the
environment than earlier types.

Low -temperature research would nowadays scarcely
be conceivable without liquid helium as a 'cold bath'.
Under normal pressure helium boils at 4.2 K. In 1908,
on the very same day that he became the first to liquefy
helium, Kamerlingh Onnes obtained a temperature of
1 K by vigorously pumping away the helium vapour
above the liquid (the experiment was in fact part of an
abortive attempt to solidify the helium).

Temperatures much lower than 1 K cannot be
reached in this way, because the cooling capacity then
approaches zero. This quantity is determined by the.
amount of helium vapour that can be removed per
second, iri other words it depends on the pumping
capacity and the vapour pressure. At 1 K the vapour
pressure of helium is still 16 Pa (0.12 mm Hg), but
at 0.5 K it is no more than 2.1 x 10-3 Pa (1.6 x 10-5 mm
Hg). In 1932 W. H. Keesom obtained a temperature of
0.71 K (vapour pressure 0.5 Pa) with a pumping capac-
ity of 6751/s. These figures relate to naturally occurring
helium, which consists almost entirely of 4He. It is pos-
sible with the (very expensive) isotope 3He, which has a
higher vapour pressure at the same temperature (boiling
point 3.2 K), to reach a temperature of about 0.3 K by
pumping.

The millikelvin range was opened up in the thirties by
means of 'adiabatic demagnetization'. This method,
which will not be dealt with here, has the disadvantage
for the experimenter that the cooling process occurs
once only (single -shot experiment). Continuous cooling
in the millikelvin range did not in fact become possible

Dr F. A. Staas is with Philips Research Laboratories, Eindhoven.
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Fig. 1. Phase diagram of liquid mixtures of 3He and 4He. T is
the temperature, X the molar concentration of 3He in the mix-
ture; X = n31(n3 tt4), where its and 114 are the number of
moles of 3He and 4He respectively. In region I (He I) the liquid
is normal, in region II (He II) the 4He component shows super -
fluid properties. In the hatched region phase separation takes
place.

until the sixties, with the advent of the dilution refrig-
erator discussed in this article.

The operation of the dilution refrigerator is based on
some special properties of liquid mixtures of 4He and
3He. These are summarized in the phase diagram given
in fig. 1, which shows the temperature Tplotted against
the molar concentration X of the 3He in the mix-
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ture. On cooling, pure 4He (X = 0) changes at the
`A point' (2.17 K) from a normal liquid (`He I') into
a liquid with superfluid properties (`He II'). Above
0.88 K 4He and 3He are miscible in all proportions;
the 2 -temperature in this region decreases as X increases.
Below 0.88 K, however, the liquid separates to form
two phases : a 'dilute mixture' (d), which has a low
content of 3He, and a 'concentrated mixture' (c), with
a high content of 3He.

The concentrated mixture is the lighter of the two
and thus floats on the dilute mixture. The concentrated
mixture behaves as a normal liquid. In the dilute solu-
tion, however, the 4He is superfluid, and the 3He atoms
contained in it are not impeded in their movement; it is
as if for these atoms the 4He does not exist. The 4He
thus behaves like a kind of vacuum, and the 3He dis-
solved in it may be regarded as a gas.

This 'gas' has an exceptionally high density com-
pared with that of a normal gas at the same tempera-
ture. In about 1960 the location of the part of the phase -
separation line between 0.88 K and 0.4 K was known
experimentally. It showed that at 0.5 K, for example,
phase c is in equilibrium with a phase d that contains
approximately 20 % of 3He, i.e. 7 x 10-3 mol/cm3. This
is more than a thousand times the density of normal
3He gas that is in equilibrium with liquid 3He at 0.5 K.
Since these large quantities can indeed be removed
selectively from the dilute solution, very effective cool-
ing should be possible. This is the basic principle of the
dilution refrigerator [1]. The heart of the refrigerator is
the mixing chamber in fig. 2. When the 3He is removed
from the dilute solution d, the 3He in c goes over to d.
Like evaporation, this mixing process takes up heat,
since it is the fastest atoms from c that have gone over
to d. This heat is extracted from the chamber, which
is therefore cooled.

C

d

Fig. 2. The mixing chamber, the heart of a dilution refrigerator.
When the 3He is extracted from the dilute solution (d), 3He goes
from the concentrated mixture (c) to d. This mixing process
closely resembles evaporation and, like evaporation, it takes up
heat.

The first dilution refrigerators [2] worked better than
expected. This was because the solubility of 3He in 4He,
extrapolated to T = 0, does not occur at X = 0, as
had originally been thought, but at X = 6.4% [3] (see
fig. 1). Unlike the situation with normal vapour, there
remains in the dilute solution, even at the lowest tem-
peratures, a considerable quantity of 3He which can be
removed.

Dilution refrigerators are now widely used in labora-
tories all over the world. In most of them, 3He is cir-
culated by means of a pump. The most important of
the quantities that determine the cooling capacity is the
circulation rate 7/3, i.e. the number of moles of 3He
passing through a given cross-section per second. There
is also a version in which 4He is circulated instead of
3He [4] ; in this type the 4He is conducted towards the
phase -separation plane instead of 3He.

In this article we shall discuss a new type of dilution
refrigerator, in which 3He and 4He both circulate. In
this refrigerator we have been able to circumvent some
of the typical limitations of the 'conventional' type
employing 3He circulation. The result is a cooling capac-
ity one or two orders of magnitude higher than in the
conventional refrigerator. By way of introduction we
shall first discuss the conventional refrigerator and its
limitations, and then very briefly describe the refrigera-
tor using only 4He circulation.

The conventional dilution refrigerator

The operation of the conventional dilution refrigera-
tor is illustrated by the diagram in fig. 3. A 3He-4He
mixture is cooled to about 1.5 K and then cooled further
by pumping. The composition is chosen in such a way
that phase separation finally takes place in the mixing
chamber M. A heater wire H may be used to ensure that
the temperature of the vaporization chamber (or 'still')
V, which is connected to M via the pipe P2, does not
fall below 0.7 K. At this temperature the partial vapour
pressure of 3He above the mixture is still high enough
(9 Pa = 7 x 10-2 mm Hg) for the 3He to be effectively
pumped away. The 4He evaporates to a much lower
extent; the gas contains 98 % of 3He. The 3He is thus
selectively removed from the dilute solution (d), so that
heat is extracted from the system in M as described in
the caption of fig. 2. Also because the concentrated

[1] H. London, G. R. Clarke and E. Mendoza, Phys. Rev. 128,
1992, 1962.

[2] H. E. Hall, in: J. F. Allen (ed.), Superfluid helium, Academic
Press, London 1966, p. 7.

[3) D. 0. Edwards, D. F. Brewer, P. Seligman, M. Skertic and
M. Yaqub, Phys. Rev. Letters 15, 773, 1965 (predicts
X = %).

[4] K. W. Taconis, N. H. Pennings, P. Das and R. de Bruyn
Ouboter, Physica 56, 168, 1971.
N. H. Pennings, K. W. Taconis and R. de Bruyn Ouboter,
Cryogenics 14, 53, 1974.
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3He (c) entering through the pipe Pi via the heat ex-
changer W is precooled by the liquid in the pipe P2,
the temperature in M falls to 0.1 K or lower. The liquid
in P2 is preheated in W. The 3He evaporating in V is
returned at a pressure of 13 x 103 Pa (10 cm Hg) by an
external pump to the chamber C, which is kept at 1.5 K
by thermal contact with an evacuated helium bath,
where the gas condenses. The concentrated 3He returns
to Pi through the flow resistance W', which takes up
the pressure difference of 13 x 103 Pa between C and Pi
and is in thermal contact with V. The diagram in fig. 4
indicates the phases through which the liquid passes
in going from C to V.

The part of the system drawn in fig. 3 is contained in
a vacuum. The only connections with the outside world
are the pump leads, the thermal contact of C with the
helium bath, the heater H and other measurement and
control leads.

1.5K

I

t t
0.7K

0.1K

S

O

M

H

Fig. 3. A conventiona dilution refrigerator. Cooling takes place
in the mixing chamber M, where 3He of the concentrated mix-
ture (c) transfers to the dilute solution (d). The 3He passes through
the pipe Ps and enters the vaporization chamber (or still) V, from
which it is pumped away; the vapour consists almost entirely of
3He owing to the great difference in the vapour pressures of
3He and 4He. The 3He is compressed to about 10 cm Hg, con-
denses in the vessel C (1.5 K) and returns to the mixing chamber
via the heat exchanger and flow resistance W' and the pipe P1.
W heat exchanger. S sample. H heater.

Fig. 5 shows a conventional dilution refrigerator de-
veloped at Philips Research Laboratories. Six models
of this type have been operated in various laboratories
by way of trial [5]. Particular attention has been paid
to the heat exchangers in these very compact machines:
these heat exchangers present a problem which we shall
examine more closely later. Another difference com-
pared with many other dilution refrigerators is that the
flow resistance W' is variable and pressure -dependent;
it opens up as the pressure increases. This makes it
easier to work with the refrigerator; starting in par-
ticular is faster. In the new refrigerator, which will be
discussed later, the rate of 3He circulation is much lar-
ger, so that a pressure control of this type is a practical
necessity.

Just as when pumping out an ordinary gas, the pipe P2
should not form a high 'flow resistance'. If it did, the
concentration of 3He contained in the liquid in the
vaporization chamber would be too low, and so too
therefore would the vapour pressure above the liquid.
To prevent this, P2 must be made sufficiently wide. In
this problem of 3He transport through P2 the concept
of the 'pressure' of the 3He in the dilute solution plays
an important part. It must not, for example, have any
significant gradient. We shall now take a closer look
at this concept.

The dilute solution

The pressure to be assigned to the 3He 'gas' in the
dilute solution is in fact the osmotic pressure of 3He in
superfluid 4He. The reality of this can be demonstrated
in an arrangement like that in fig. 6. Two vessels are

2K

T

V

C

0 50 100%
X

Fig 4. Phase diagram showing the phases which the liquid passes
through between C and Vin fig. 3. Me is the concentrated phase
in M, Md the dilute phase.
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Fig. 5. A conventional dilution refrigerator developed at Philips
Research Laboratories. M mixing chamber. Vvaporization cham-
ber (or still). WI, the last heat -exchanger sections before the
mixing chamber, each with a foil partition of 350 cm2. W" heat
exchanger and pressure -dependent flow resistance.

connected by means of a `superleak'. This is a tube
filled with a powder so fine that only superfluid 4He will
pass through it. The left-hand vessel contains superfluid
4He, the right-hand one a mixture of superfluid 4He
with 3He. As in the case of water and a sugar solution
separated by a semipermeable membrane, the osmotic
pressure in the arrangement shown in fig. 6 gives rise
to a difference of level.

According to Van 't Hoff's equation, sugar in water
behaves as an ideal gas: the osmotic pressure is

P = eRT, (1)

where e is the molar density of the sugar. If this relation
were also to apply to 3He in 4He, circulation would
eventually become impossible because the pressure of
the 3He would fall to zero as the temperature in the

mixing chamber decreased. In fact, however, the situa-
tion is much more favourable: even at T = 0 the
osmotic pressure of the equilibrium solution of 6.4
3He in 4He is still 2300 Pa (17 mm Hg). The pressure
has this value because the 3He behaves like a Fermi-
Dirac gas, as we shall now briefly explain.

In quantum -statistical terms, there are two classes of
particles : bosons and fermions. 4He belongs to the first,
3He to the second. If Bose-Einstein statistics are
applicable, each quantum state can be occupied by an
arbitrary number of particles, whereas in Fermi-Dirac

Posm

X > 0

Fig. 6. Osmosis of 3 He in 4He. The left-hand vessel contains pure
4He, the right-hand vessel a mixture of 3He and 4He. The super -
leak S passes the superfluid 4He but not the 3He. The difference
in level in millimetres, Posm, is the osmotic pressure measured
in millimetres of helium. The 3He may be thought of as a gas
contained within the volume of the 4He in the right-hand vessel.
The surface of the liquid constitutes an impermeable membrane
for this 'gas', owing to the strength of the Van der Waals forces
that prevent it from passing through the surface. The gas tries
to expand, and such expansion can take place by displacement
of the liquid through the superleak. This displacement continues
until the pressure of the gas (the osmotic pressure) is in equilibrium
with the hydrostatic pressure. A similar explanation would apply
to the osmosis of sugar in water.

statistics a quantum state can be occupied by no more
than one particle. As an illustration, fig. 7 shows the
distribution at T = 0 for a number of particles over
the quantum states in the momentum space of a free
particle in two dimensions. The bosons (fig. 7a) are
all in the lowest state (Bose-Einstein condensation),
whereas the fermions (fig. 7b) fill a 'sphere' in momen-
tum space. The bosons (4He) need not be considered
here. We merely note that superfluidity is usually at-
tributed to Bose-Einstein condensation.

Even at T = 0, fermions therefore possess momen-
tum and kinetic energy, and hence also exert a pressure
at T = 0. This pressure is generally given by:

P = U, (2)

[3] These were built by A. P. Severijns of these laboratories.
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Fig. 7. Momentum space for a free particle in two dimensions.
The lattice points are the quantum states. At T = 0 all particles
condense in the lowest state in the case of Bose-Einstein statistics
(a). In the case of Fermi-Dirac statistics the particles at T = 0
occupy a 'sphere' of lowest states (6). Thus, at T = 0, Fermi
particles (fermions) still possess an average momentum. This
accounts for the osmotic pressure which 3He in 4He still possesses
at T = 0.

where U is the kinetic energy per cm3. (The ideal gas
law (1) follows from (2) with U = i eRT for a Boltz-
mann gas.) We consider a volume of 1 cm3 and fill it
at T = 0 with one particle after another. The radius p
of the Fermi sphere - the sphere of occupied states in
momentum space - then steadily increases. The num-
ber of particles present at a given instant in the volume
of 1 cm3, i.e. the density n, is proportional to the volume
of the Fermi sphere, i.e. to p3, if n is large. On the other
hand, the energy 8 of the last particle added is equal to
p2/2m, where m is the mass per particle. Consequently
a is proportional to n213. Fig. 8 gives a plot of a as a
function of n. The total energy U is the sum of all the
particle energies. For large n the quantity U can be
expressed as an integral equal for n = no to the cross-
hatched area in fig. 8. The effective mass of 3He atoms
in superfluid 4He is 2.34 times the true mass. Using this
to calculate the integral to a limit no corresponding to
X = 6.4 %, we then find from (2) a pressure of 2900 Pa
(22 mm Hg) for the Fermi-Dirac gas. The discrepancy
from the experimental value (2300 Pa) must be attrib-
uted to a weak interaction between the 3He atoms.

Fig. 9 demonstrates once again the practical impor-
tance for the dilution refrigerator of the fact that the
3He behaves like a Fermi-Dirac gas.

Finally, we shall briefly consider the solubility of 3He
in 4He. The volume of liquid 3He is 37 cm3 per mole,
that of 4He is 28 cm3 per mole. Thus, 3He atoms occupy
a greater volume in the liquid than 4He atoms.
Theoretically this would be expected: the amplitude of
the zero -point vibration, which each enclosed particle
still performs at T = 0, is greater for the lighter 3He
atoms. Fig. 10 pictures the situation for liquid 3He
floating on liquid 4He; the difference in atomic volumes
is greatly exaggerated. Owing to the attractive forces
(Van der Waals forces) the particles tend to bunch as
closely as possible together. A 4He atom will not tend

to move towards the 3He, where it would have fewer
neighbours at a greater distance (measured from centre
to centre). Conversely, a 3He atom will prefer to move
towards the 4He, since it will then have more neigh-
bours at a shorter distance. On the other hand, the 4He
atoms will have to move away from each other to admit
a 3He atom. As confirmed by theoretical calculations [6]
it turns out that energy is gained upon such a transition,
i.e. the thermodynamic potential tie of 3He atoms in
pure liquid 3He in relation to that in pure liquid 4He
is positive. As the Fermi sphere fills up, however, the
energy gain decreases with the increase in the number
of 3He atoms in the 4He, and equilibrium is reached at
X = 6.4 %. In fig. 8, a may be regarded as the thermo-
dynamic potential ,ud of 3He atoms in a dilute solution

Fig. 8. The energy s of a particle as a function of the particle
number n in the case of Fermi-Dirac statistics when a volume of
1 cm3 is filled by particle after particle at T = 0. The energy
per cm3 (U) of a Fermi-Dirac gas with no particles is equal to
the cross -hatched area. From the relation c cc n2/3 it follows
that the hatched area is equal to 2/3 of the cross -hatched area.
This is therefore equal to the pressure P. Applying this approach
now to helium, e is the thermodynamic potential aud of 3He atoms
in the dilute solution (compared with that in pure 4He). A dilute
solution is in equilibrium with concentrated 3He when Ad is equal
to the thermodynamic potential ,u0 of 3He atoms in the con-
centrated 3He.

with respect to that in pure 4He. At equilibrium, tid is
equal to ,uc.

The energy gain on the transition of a 3He atom from
pure 3He to pure 4He is in sharp contrast with the con-
siderable energy loss, due to the Van der Waals forces
in the liquid, that occurs on the transition of an atom
from the liquid to true vacuum. It is of course the
magnitude of this energy loss that accounts for the
vapour pressure being so small at low temperature. In
4He the Van der Waals forces are stronger than in 3He
and therefore the vapour pressure of 4He is lower at
the same temperature, as we have already seen.
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Cooling capacity and lowest attainable temperature of
dilution refrigerators

Heat exchangers

One of the factors that limits the cooling capacity of
the conventional dilution refrigerator is the heat ex-
changer W in fig. 3. Why should this be?

The cooling takes place because the 3He atoms in the
dilute solution possess more energy than those in the
concentrated mixture. Furthermore, the 3He in the
dilute solution in the pipe P2 takes up additional heat
from the concentrated 3He in Pi because it expands
(Posm is constant, T increases and X decreases; see
fig. 9). The internal energies in the two phases are
known from measurements of specific heats. Below
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Fig. 9. Left-hand part of the phase diagram, with lines of constant
osmotic pressure (solid lines), for a dilute solution which is in
equilibrium with concentrated 3He at 50 mK and 10 mK. These
lines are followed in the pipe P2 of fig. 3 if the pressure drop in
the pipe is negligible. If the 3He behaved as an ideal gas and not
as a Fermi-Dirac gas, the dashed lines would be followed (XT
constant, see eq. 1), and the concentration in the still would have
been much smaller, i.e. Xi' and X2' instead of Xi and X2. The
vertical line (X constant) from a concentrated mixture of 0.1 K
relates to the new refrigerator (p. 111); this gives a much greater
concentration (X3) in the vaporization chamber.
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Fig. 10. Simple representation of liquid 3He float' ng on liquid
4He. The difference in atomic volumes is greatly exaggerated.

0.7 K the energy transported downwards through Pi
by the concentrated solution per mole of 3He is aT2,
and the energy transported upwards by the diluted solu-
tion in P2 is given by f3T2 per mole of 3He, where a is
equal to 12 J/mol K2 and /3 to 94 J/mol K2.

The energy -flow balance over one of the closed sur-
faces a, b or c in fig. 11 is therefore given by:

Q 1.13aTi2 = 1139T22. (3)

Q is the heat absorbed per second from the environ-
ment by the mixing chamber, i.e. the cooling capacity.
Ti and T2 are the temperatures of the liquids in Pi and
P2 at the level of the chosen cross-section.

A complete analysis leads to rather complicated cal-
culations [73, but the following simple considerations
give a qualitative picture of the situation. The tempera-
ture in the lower part of P2 is equal to the tempera-
ture TM of the mixing chamber, T2(a) = TM. Let us
now first assume that the heat exchanger is so good
that the temperatures at the lower end are identical:
Ti(a) = T2(a) = TM. From the balance over the area
(a) it then follows that :

Q = n3(13- ci)Tm2 = 82 ti3Tm2 . (4)
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Fig. 11. Lower part of the conventional dilution refrigerator, with
closed surfaces a, b and c over which the energy balance is taken.
M, W, S, P1, P2 are as in fig. 3.

[6] L. J. Campbell, Phys. Rev. Letters 19, 156, 1967.
[7] F. A. Staas, K. Weiss and A. P. Severijns, Cryogenics 14,

253, 1974.
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Eq. (4) gives the cooling capacity Q at a given TM, or
the lowest attainable temperature TM for a given heat
load Q. The equation shows that in the first case the
cooling capacity increases, and in the second case the
attainable temperature decreases for increasing values
of ha.

Raising n3 indefinitely, even if it could be done, is
however no help if the heat exchanger is not ideal. This
is because only a limited quantity of heat can be trans-
ported per unit time from Pi to P2. With increasing i'23
a value is eventually reached at which it is no longer
possible to cool the liquid in Pi from 0.7 K, the starting
temperature, to the temperature of the mixing chamber.
It then follows at once from eq. (3) that the cooling
capacity at a given n3 is smaller than it was before, since
Ti is now greater than T2 at the lower end of W. Let us
now suppose, however, as a second extreme case, that
the heat leakage Q is zero. Then from eq. (3), for each
cross-section between a and c:

T2=j/a/i8T1=0.35Ti. (5)

The lowest attainable temperature is now determined
by the lowest value of Ti(a) that can be reached with
the heat exchanger:

TM = T2(a) = 0.35 Ti(a).(6)
Taken together this yields "the following picture. If

we let the circulation rate n3 increase from zero, the
heat exchanger is initially adequate, and eq. (4) is ap-
proximately valid. This implies that at a given Q the
temperature TM decreases. At a later stage, however,
the heat exchanger is no longer able to cope. Ti(a) then
begins to rise. Since at the same time Q has then be-
come relatively small, eq. (6) is approximately valid,
so that TM also starts to rise. There is therefore an
optimum value for n3, which is higher the better the
heat exchanger.

In a good heat exchanger the two liquid flows are
separated by only a thin foil with the largest possible
surface area. Heat exchangers of this type serve their
purpose well down to about 100 mK. As the tem-
perature decreases further, however, they rapidly deter-
iorate because of the marked increase in the Kapitza
resistance. This is the resistance to the heat flow that
arises at the interface between two dissimilar media,
and is a consequence of the difference in the velocity of
sound in the two media (due to differences in density
and stiffness). Owing to this acoustic mismatch the
majority of the phonons -- i.e. the waves that are
responsible for the heat transport - are reflected from
the surface. In a heat exchanger for liquid helium the
Kapitza resistance is about 104 times as large as the
thermal resistance of the metal of the wall itself.. The
steep rise with falling temperature is attributable to a

decrease in the phonon density. The heat flow
through the interface can be represented by

QK cc T14 - T24. (7)

- If there is any significant difference between Ti and
T2, as in the case where the heat leakage is negligible
(see eq. 5), then QK is almost completely determined
by Equation (7) shows that QK is strongly depend-
ent on

The increase in the Kapitza resistance is a serious
obstacle to the attainment of temperatures below
10 mK. An added difficulty is that the viscosity of
liquid 3He behaves very differently from that of the
superfluid: it increases with falling temperature. Be-
cause of the large surface area necessary in the heat
exchanger, at low T and high 1'73 this can easily lead to
considerable viscous heat generation in Pi, which
counteracts the cooling.

Largely because of the improvements in heat ex-
changers there are now conventional dilution refrigera-
tors available that can reach a Ti(a) of about 30 mK,
and therefore a TM of about 10 mK. In the refrigerator
shown in fig. 5 the part of the heat exchanger at the
lowest temperature is divided into four sections WL;
the partition in each of these, separating the liquids,
is a folded sheet of foil with a surface area of 350 cm2.

The optimum value of h3 determined by the heat ex-
changer amounts to about 10 (J.mol/s in small refrigera-
tors, and to about 100 i.mol/s in large ones. This cor-
responds to cooling capacities at 100 mK of the order
of 10 p.W and 100 µW respectively, as may be deduced
from eq. (4). In the new type of dilution refrigerator to
be discussed shortly, the heat exchanger problem has
been completely bypassed. As a result it is advantageous
to use higher rates of circulation. With an fi3 of about
1 mmol/s we have achieved a cooling capacity at
100 mK of the order of 1 mW.

QK

Other factors

In the still of the conventional dilution refrigerator
the concentration of the 3He in the liquid, and con-
sequently the vapour, pressure of the 3He above the
liquid, is fairly low (see fig. 9). This implies that to reach
a large fi3 a high pumping capacity is required. The very
high circulation rate of 1 mmol/s used in the new
refrigerator would necessitate a very expensive pump
installation in a conventional machine. As we shall
show, this is not the case in the new refrigerator because
we have succeeded in applying a special method of
forced circulation of the 3He in the dilute solution,
increasing the vapour pressure in the vaporization
chamber by about 30 times.

Finally, we should mention the following difficulty in
the conventional refrigerator. At the top of the pipe P2
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the temperature is higher and X therefore lower (see
fig. 9), which means that the liquid at the top is heavier
than at the bottom. Convection can thus easily be
caused by gravity, resulting in a higher 3He concen-
tration near the top. This means that the 3He 'gas' is
not able to expand as much, and thus takes up less heat
from the inflowing concentrated 3He. In the conven-
tional cooler shown in fig. 5, convection is avoided by
arranging the four sections WI, of the heat exchanger
in such a way that in these sections the 3He in the dilute
phase flows downwards. As will be seen from the fol-
lowing, the convection problem is not encountered in
the new dilution refrigerator.

Cooling with 'He circulation

The principle of cooling by 4He circulation, referred
to as `superfluid injection', is illustrated in fig. 12. Two
chambers, Mi and M2, connected by a relatively wide
tube, are filled with liquid helium mixed in such a ratio
that when M2 is cooled a phase separation takes place
in it. Owing to the density difference between the two
phases, Mi is then automatically filled with concen-

d

0

0

0

0..
M2

Fig. 12. Superfluid injection. Superfluid is injected into the cham-
ber MI through the superleak Si. The 3He (c) present in this
chamber dissolves in it, extracting heat from the environment.
The dilute solution produced drops down to the lower cham-
ber M2. In the refrigerator with 4He circulation [4], superfluid
pure 4He is extracted through the superleak S2; the 3He remain-
ing in M2 returns to the concentrated mixture. The heat developed
in this demixing process is dissipated via a 3He bath under
reduced pressure in contact with M2.

trated 3He. Superfluid 4He is now continuously injected
into Mi through the superleak Si. A new interface is
thus produced between the superfluid and the concen-
trated 3He. Here the mixing takes place that gives the
required cooling. The dilute solution continuously pro-
duced in this way overflows and 'falls' through the
interconnecting pipe into M2. Whether this does in fact
take place in the form of 'droplets' as suggested in
fig. 12, we do not know, but it will be convenient here
to speak of droplets.

In the Kamerlingh-Onnes laboratory at Leiden a
cooling system has been made [4] in which the super -
fluid 4He is extracted from M2 through a superleak S2
and returned to Si. The 3He supplied by the droplets
cannot pass through S2, and has to return through the
phase -separating interface in M2 to the concentrated
mixture c. In this segregation process (`condensation'
in the liquid -vapour model) heat is generated which is
removed by means of thermal contact between M2 and
an evacuated 3He bath; in this way M2 is kept at 0.4 K.

The refrigerator thus obtained has two intrinsic ad-
vantages : there is no convection problem and it gives
almost ideal heat exchange because of the direct thermal
contact between the two liquids. A temperature of
10 mK has been reached in Ml, and the circulation rate
and cooling capacity are about the same as those of a
large conventional refrigerator. Any further increase in
the circulation rate, however, is counteracted by
Kapitza-resistance problems in the removal of the heat
generated in M2 to the 3He bath.

On the other hand, the liquid in such a refrigerator can be put
under pressure, since there is no free liquid surface. At about
33 bars the 3He solidifies, and on a further increase of pressure
the solid 3He is cooled further - through an effect that will not
be dealt with here - although the cooling is not continuous. In
this way a temperature of 3 mK has been reached.

The new refrigerator with 3He and 4He circulation

The dilution refrigerator that we have developed [8]
also uses superfluid injection, with the intrinsic ad-
vantages mentioned above. Instead of segregation,
however, there is mixing in the lower chamber since
this itself, acting in turn as a mixing chamber, forms
part of a conventional dilution refrigerator. In this way
the temperature in M2 can be kept at 0.1 K, with no
Kapitza-resistance problems.

Fig. 13 shows a diagram of the system. Mi and M2
are the two chambers of the refrigerator. The conven-
tional arrangement incorporating M2 differs from that

[8) F. A. Staas, A. P. Severijns and H. C. M. van der Waerden,
Physics Letters 53A, 327, 1975.
See also: G. Frossati, G. Schumacher and D. Thoulouze,
Proc. 14th Int. Conf. on Low Temp. Physics, Otaniemi (Fin-
land) 1975, Vol. 4, p. 13.
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in fig. 3 in that the superfluid in the pipe P2 is now not
stationary; P2, together with V and S2, now forms the
return channel for the superfluid that is pumped
through Si to Mi. This permits an enhanced circula-
tion of 3He, as will presently be shown. First, however,
we shall discuss the 4He circulation.

4He circulation

The 4He is circulated by means of a fountain pump [91
(F in fig. 13). To explain its operation we shall recapit-
ulate some of the properties of superfluid 4He with
reference to the 'two -fluid model'. In this model the
liquid is taken as being composed of a superfluid com-
ponent and a normal component. The density en of the
normal component depends on the temperature, as
indicated in fig. 14. The entropy is carried entirely by
the normal component.

The normal component is unable to pass through a
superleak. This gives rise to the difference in level in
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0
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Fig. 13. The new dilution refrigerator with 3He and 4He circula-
tion. In Mi the cooling takes place as in fig. 12. The lower cham-
ber forms part of a conventional arrangement, as in fig. 3. The
pipe P2, together with the superleak S2, now forms the return
passage for the superfluid injected into MI, which is circulated
by the fountain pump F (see fig. 16). The restrictions (R) in P2
cause the critical velocity vas of the superfluid to be greatly ex-
ceeded, with the result that the 3He is drawn along, giving a
greatly increased 3He circulation.

en

00 0.5 1.0 1.5 2.0 2.5K
T

Fig. 14. The density en of the normal component in 4He as a
function of temperature T.

the situation shown in fig. 15, which closely resembles
that of fig. 6. This effect, known as the fountain effect,
can in a sense be regarded as osmosis of the normal
into the superfluid component: the superfluid is drawn
to the side where on is greatest. (Nevertheless the term
osmosis is better avoided here, since each component
can be converted into the other, which is not usually the
case in osmosis.)

A simple fountain pump is illustrated in fig. 16. Two
chambers, A and B, are interconnected by the capillary
C, and connected through the superleaks Si and S2
with the 4He in the vessel V. Chamber B is kept at the

T = 0

Pf

T >0

Fig. 15 The fountain effect. A temperature difference between
two vessels filled with superfluid 4He and interconnected by a
superleak gives rise to a pressure difference. The difference in
level is the fountain pressure Pe in the right-hand vessel when
the temperature in the left-hand vessel is zero. The effect is
attributable to the normal component, and is therefore very
small at temperatures below about 1 K (see fig. 14). Apart from
its use in the fountain pump, it is therefore not very significant
either in the conventional or in the new dilution refrigerator.
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temperature T of the bath by heat exchangers; A is kept
at a temperature T AT by means of an additional
heat supply.

Since the normal component cannot pass through
the superleak, the superleaks Si and S2 transmit no
entropy; the heat Q generated in A is therefore com-
pletely removed through C and B. This heat transport is
equivalent to transport of the normal component,
which is formed in A and then converted into a super -
fluid in B. Because of the fountain effect, superfluid is
now drawn from V into A via S2. The same effect,
however, would cause superfluid to flow from B to A
via C, if it were not for the fact that the superfluid is
dragged along by the normal component that flows in
C from A to B. This drag effect occurs when the normal
component exceeds a critical speed yen; the liquid then
becomes turbulent. In designing C close tolerances
therefore have to be observed. If the capillary is too
wide, the heat conduction will be so good that the
desired temperature difference AT will not be attain-
able; if it is too narrow, the normal component en-
counters such resistance that the velocity and hence
also fi4 remain too low.

It is only because of this fountain pump that the
refrigerator illustrated in fig. 13 can reach the desired
n4. Above 1 K the fountain -pressure increases rapidly
with temperature; the fountain -pressure difference
between 1 K and 1.8 K can be as much as 20 000 Pa
(150 mm Hg). A pressure as high as this is necessary to
make the system work. This is because the fountain
pressure has to oppose the osmosis of the 3He in V,
which would try to draw the superfluid through S2 into
V. Another point, as we shall see, is that the pump is
`loaded' by the 3He circulation.

3He circulation

If the 4He liquid flowing through a tube exceeds a
critical velocity yes, the superfluid becomes turbulent.
(This is not the same effect as the turbulence in tube C
in fig. 16; yes and yen depend in a different way on the
tube diameter.) This property is utilized in the refrigera-
tor to increase the circulation of 3He. This is done by
including restrictions in the pipe P2 in such a way that
the liquid flow is increased to a velocity that is a
multiple of the critical velocity. As a result, the 3He is
drawn along by the 4He, the velocities of the 3He
and 4He become identical and n3 becomes equal to
X/(1 -X) times n4. The dilute mixture therefore
changes very little in composition, as expressed by the
vertical line we have drawn in fig. 9. At the tempera-
ture of 0.7 K the vapour pressure in V reaches about
270 Pa (2 mm Hg).

Some of the concentrated 3He pumped through Pi
into M2 (circulation rate /73) makes a detour via

mixing there and then entering the dilute solution in
M2 by way of the droplets (internal circulation n31);
the remainder (n32) mixes directly in M2. We now have

/13/1)4 = X2/(1 - X2),

n31/n4 = X1/(1

and therefore

n32/n4 = X2/(1 - X2) - X1/(1 -

Here X1 and X2 are the concentrations on the phase -

A B

V

T

Q

Fig. 16. Fountain pump. When B is kept at the temperature T
of the helium in vessel V by thermal contact, and A is raised to a
temperature T AT, the 4He is caused to circulate. Si and S2
are superleaks.

0.5K

T

Xl X2
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20%

Fig. 17. Detail of the phase diagram, with the temperatures Ti
and T2 and the concentrations Xi and Xi of the dilute solutions
in the mixing chambers MI and M2 of fig. 13. When Ti and T2
are lower than about 0.1 K, Xi and X2 are approximately equal.
No further mixing then takes place in M2, so that this chamber
remains at a temperature of about 0.1 K.

NI F. A. Staas and A. P. Severijns, Cryogenics 9, 422, 1969.
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ig. 18. Experimental model of the new dilution refrigerator.
M1 and M2 are the upper and lower mixing chambers. The con-
necting tube is coiled to reduce the thermal contact between M1
and M2 through the tube wall.

separation curve at the temperatures Ti and T2 of the
two mixing chambers. Ti is lower than T2, and Xi is
therefore smaller than X2 (fig. 17). The quantity n32
is thus positive, so that M2 is in fact cooled. However,
the phase -separation curve is almost vertical at
T < 0.1 K. This means that n32 is almost zero, so that
M2 is not cooled beyond about 0.1 K. From that point
onwards, M2 acts as a heat exchanger, which brings the
3He flowing from the pipe Pi to a temperature of 0.1 K.
The external circulation h3 is now fully available to
contribute towards the cooling capacity in Mi.

Results

Although the new refrigerator, an example of which
is shown in fig. 18, is still in an experimental stage, the
following very provisional results indicate that it works
well. The results were obtained with a model in which
the superleak Sl (see fig. 13) had not yet been connected
through the heat exchanger W" to the lower part of P2
or with M2, though it did have a heat exchange with
the vaporization chamber V. This implies a fairly large
heat leakage from Mi.

When we set the conventional part of the arrange-
ment into operation we find, as with a conventional
dilution refrigerator, that the inlet pressure of the
external 3He pump is about 100 Pa (1 mm Hg), corre-
sponding to a circulation rate h3 of 1 mmol/s. In a con-
ventional refrigerator the inlet pressure then decreases
to 2 Pa, and i/3 then falls to 10 Eisnol/s when the tem-
perature of the mixing chamber goes below 0.1 K. In
the new refrigerator, however, the fountain pump is
brought into operation when the temperature T2 of the
lower mixing chamber M2 reaches about 0.35 K. At
that moment the temperature Ti of the upper mixing
chamber is about 0.7 K. After the fountain pump has
started up, T2 first rises to 0.45 K, while Ti falls rapidly.
When Ti has reached about 0.45 K, both Ti and T2
decrease further. In this way a temperature Ti of 20 mK
can be reached about 10 minutes after the fountain
pump has come into operation. The lower mixing
chamber takes a longer time (half an hour or an hour)
to reach the temperature of 0.1 K. In spite of the heat
leakage, the lowest temperature Ti we have reached
is about 10 mK.

The cooling capacity can be calculated approximately
from the rate at which Ti decreases, since the specific
heat of the helium present in MI is known. A calcula-
tion along these lines, at a given fountain -pump speed,
gives the value quoted earlier for the cooling capacity:
1 mW at a temperature Ti of 100 mK.

Summary. Since the sixties continuous cooling in the millikelvin
range has become possible with 'dilution refrigerators', in which
the heat of mixing is extracted from liquid helium present in two
phases in a 'mixing chamber': a dilute solution of 3He in super -
fluid 4He, with a mixture rich in 3He above it. The 3He in the
dilute solution is extracted through an upper vaporization cham-
ber (still) at a higher temperature, and then returned to the
mixing chamber after compression and recondensation. In refrig-
erators of this type the heat exchangers required between the
upward and downward streams of 3He are the main obstacle to
the cooling process below 0.1 K. It is also difficult to circulate the
3He rapidly and to avoid unwanted convection in the upward
stream. A new dilution refrigerator is discussed in which these
difficulties have been overcome. The circulating 4He is injected
into a mixing chamber filled with 3He; the resultant dilute solu-
tion falls into a lower chamber which forms part of a conventional
dilution -refrigerator circuit. The heat exchange between the
liquids in the pipe connecting the two chambers is almost ideal.
The 4He carries the 3He along with it in restrictions in the pipe,
thus enhancing the 3He circulation. So far a minimum tempera-
ture of about 10 mK has been reached and a cooling capacity of
1 mW at 100 mK, i.e. an order of magnitude higher than that of
a conventional dilution refrigerator.
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Electro-optic deflection of a laser beam

U. J. Schmidt

Although it seemed at first that the laser would have many technical applications, they
have been relatively few in number until a few years ago. At Philips Forschungslabora-
torium Hamburg a group of scientists have designed and developed a practical method
for deflecting a laser beam in a large number of fixed directions (`digital deflection').
This method offers a whole range of possible applications, from magneto -optic computer
memories to data projection on a screen several square metres in area, with 106 picture
elements. One of the prototypes of such a display is already in use elsewhere in Germany.

A new technique, known as digital light deflection,
allows a beam of laser light to be deflected very rapidly.
The deflection is controlled by electrical signals, with-
out the need for any moving mechanical components.
The method makes use of classical physical effects and
can in principle be used to deflect any light beam, but
owes its significance to the special properties of laser
beams. After a certain amount of refinement, this new
electro-optic technique will make the laser available
for application in many different fields of technology.
These could include telecommunication, mass mem-
ories [*], the manufacture of microfiches, and large -

screen projection.
This article will be chiefly concerned with the deflec-

tion method developed at Philips Forschungslabora-
torium Hamburg. As an example of an important ap-
plication, a large -screen projector controlled by a com-
puter will be described. This gives a picture several
square metres in area and consisting of 1024 x 1024
(i.e. 220) picture elements. Before going on to discuss
this application, we shall first consider the physical
basis of our deflection method, as well as some of the
technical aspects of the equipment and some of the
details concerning the design of the 20 -stage deflector
that forms the heart of the large -screen projector 0-1.

Dr U. J. Schmidt, now with the Philips Data Systems Division at
Eiserfeld, West Germany, was formerly with Philips GmbH For-
schungslaboratorium Hamburg, Hamburg, West Germany.

The physical basis of digital light deflection; the prin-
ciple of a 20 -stage deflector

Fig. la gives the starting point for our method of
digital deflection [2l: the double refraction in a prism,
preferably ground from a calcite crystal, in such a way
that the refracting edge of the prism is parallel to the
optical axis. With this arrangement a well known
experiment can be performed : a beam of light incident
on the prism will be seen to separate into two beams,
the 'extraordinary' beam (1) and the 'ordinary' beam
(2). The extraordinary beam is linearly polarized paral-
lel to the optic axis, the ordinary one perpendicular to
it. If the incident beam is itself already linearly polar-

[*]

[ii

[2)

An article on this will appear in the next volume of Philips
Technical Review. (Ed.)
Further descriptions of this application can be found in:
U. J. Schmidt, Present state of the digital laser beam deflec-
tion technique for alphanumeric and graphic displays, in:
E. Camatini (ed.), Progress in electro-optics, Plenum Press,
New York 1975, pp. 161-179;
W. Thust, Grossbilddarstellung mit Laser, Umschau 75,
374-375, 1975;
W. Thust, Laser beam deflection in large scale display
writing, Acta Electronica 18, 233-239, 1975;
E. Schroder, Digitale Laserstrahl-Richtungsmodulation und
ihre Anwendungen, Feinwerktechnik Micronic 78, 64-68,
1974;
E. Schroder, Digital electro-optic light deflection, 4. Int.
Kongrell ftir Reprographie und Information 1975, Zusam-
menfassung der Vortrage, pp. 40-42.
U. J. Schmidt, in: D. K. Pollock, C. J. Koester and J. T.
Tippett (ed.), Optical processing of information, Spartan
Books, Baltimore 1963, p. 98.
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ized parallel to the optic axis, the light only propagates
in direction 1; if the beam is polarized perpendicular
to the optic axis, it only propagates in direction 2. This
effect we now put to use. It explains why the deflection
method that we describe here is known as 'digital'. By
orienting the polarization plane so that either the one
or the other of the two orthogonal polarization states
arises, the incident light beam can be deflected in either
the first direction or the other.

based on various physical effects, but as yet the only
practical type that will give speeds into the µs range or
faster is the well known Kerr cell. The essential com-
ponents of a Kerr cell (fig. 2) are two planar electrodes,
of length 1, placed opposite each other and with an
electro-optic liquid between them. When a voltage is
applied across the electrodes, the liquid becomes bire-
fringent. The state of polarization of light passing
through the cell then undergoes a change. The phase

a
Fig. 1. a) When a beam of light is incident on a prism of birefringent material (refracting
angle y) whose optic axis (o a) is parallel to the refracting edge, the beam separates into a beam
linearly polarized parallel to the optic axis (beam 1, the 'extraordinary ray'), and a second
beam, polarized perpendicular to the optic axis (beam 2, the 'ordinary ray'). If the incident
beam is itself linearly polarized in one of these two directions, then only one beam is trans-
mitted. By rotating the plane of polarization of the incident beam through 90°, the transmitted
beam can be made to switch from direction 1 to direction 2, and vice versa (`digital deflection').
b, c) A separation into two parallel beams can be obtained by using a birefringent crystal with
two parallel surfaces and the optic axis in the direction of the arrow, or by using a birefringent
plate and an ordinary mirror M, with the angle of incidence such that the ordinary ray (o) is
reflected and the extraordinary ray (e) is just not reflected. In cases (a) and (c) the elements
must be located in a medium of suitable refractive index.

V V

Fig. 2. Principle of the construction of a Kerr cell. Two parallel electrodes are located in an
electro-optically active liquid. When a voltage V is applied, the liquid becomes birefringent.
A phase difference dependent on the applied voltage then appears between the component of
the emergent beam polarized parallel to the electric field and the component polarized perpen-
dicular to the field. If the incident light is linearly polarized with the plane of polarization in
the state shown, and the voltage is selected to give a phase difference of 180°, then the emergent
beam is also linearly polarized, in a plane perpendicular to the first one.

The principle just described is not the only one that can be
applied in the digital deflection of a laser beam. Two other solu-
tions have been quoted in the literature [31 [4]. These are indicated
schematically in fig. lb and lc; in both cases a birefringent plate
is substituted for the birefringent prism. The two possible polar-
ization states are then used to give a beam displacement by bire-
fringent refraction or a deflection as a result of birefringent
reflection.

The polarization plane can be made to rotate in a
number of ways. Because of the high-speed operation
required in many applications, it is necessary to use
electro-optic polarization modulators with no moving
parts. Polarization modulators can in principle be

difference 0 between the amplitude component of this
beam parallel to the applied field and the component
perpendicular to it is given by Kerr's law:

0 = Bl(V/d)2, (1)

where B is Kerr's constant and d is the spacing between
the electrodes. With such a device an incident linearly
polarized beam can be converted into a linearly polar-
ized emergent beam whose plane of polarization makes
an angle of 90° with that of the incident beam. This is
done by setting these directions of polarization at an
angle- of 45° to the direction of the electric field and
also applying a voltage such that the phase difference
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between the two components of the emergent beam is
exactly equal to 180° (`-1-). shift'). It follows from (1)
that this voltage must be equal to d(rr/B1)4.

The combination of a polarization switch and a
prism, as shown in fig. 3a, is the basic element of our
devices for deflecting a laser beam: we call the com-
bination a deflector stage. Fig. 3b illustrates the vital
step that took us from the simple experiment of fig. la
to the concept of the digital deflector; the two direc-
tions in which the first stage deflects the light can each
be doubled by adding a second stage, which splits the
light by an angle twice as large as the first stage. To
generalize, a series of N stages, with the splitting angle
of each successive stage twice that of the one before,
allows the beam to be directed towards the 2N different
addressable locations. Fig. 4 shows an extension of the
idea, in which a linear deflection is converted to one in
two dimensions, for a six -stage deflector. The prisms
in three of the stages are rotated by 90° about the axis

CP

45°45°

a

b

Fig. 3. a) A deflector stage consists of a combination of a Kerr
cell (fig. 2) and a calcite prism (fig. la). The voltage V across the
cell determines whether the emergent beam from the stage will
have the direction I (from fig. 1) or the direction 2. b) A simple
two -stage deflector. The deflection obtained with the first stage
can be doubled by the second if the refracting angle of the prism
in the second stage is twice that of the prism in the first.

Fig. 4. A six -stage deflector (schematic) for deflecting a laser beam in two directions. The
calcite prisms (CP) and the electrodes (E) of the Kerr cells are contained in a glass trough
filled with nitrobenzene.

of the system; their refracting angles are the same as
those of the other three prisms. The square scan pattern
of 8 x 8 locations provided by this six -stage deflector
can of course be extended in powers of two in the x -
and y -directions independently by adding stages.

In recent years a number of experimental deflectors
based on the principle of fig. 4 have been constructed.
Deflectors constructed and tested so far have had a
maximum of 20 stages; in the meantime it has been
found that 22 -stage deflectors are also a technical
possibility. Fig. 5 is an illustration of one of our 20 -
stage deflectors; more technical detail about this will
be given later.

A third dimension could be added to the movement of the
beam focus by complementing the x -y deflector with a third series
of stages, which contain birefringent lenses in place of birefringent
prisms [2]. The optic axes of these lens elements would then have
to be parallel to those of the prisms or perpendicular to them.
The operation of the stages with the lenses allows the colli-
mated laser beam to be changed to a convergent or a divergent
beam. Just as before, 2N image locations in the direction of the
axis are obtained, provided that there are N of these focusing
stages.

[3] W. Kulcke, T. J. Harris, K. Kosanke and E. Max, IBM
J. Res. Devel. 8, 64, 1964.

[4] T. J. Nelson, Digital light deflection, Bell Syst. tech. J. 43,
821-845, 1964.
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f ig. 5. Photograph of a 20 -stage deflector. The deflector consists of two sections of ten stages,
each constructed in accordance with the principle shown in fig. 4. The thin leads carry the
supply to the Kerr cells. Part of the laser can be seen at the far left. The unit at the far right is
a dynamic polarization filter - i.e. a combination of a linear polarizer and a Kerr cell - for
suppressing cross -talk.

Features and problems

The deflection method illustrated in fig. 3 and fig. 4
possesses a number of attractive features. First of
all there is the fact that the pattern of discrete beam
positions is defined by the refracting angle of the bi-
refringent prisms. A deviation from the required voltage
will therefore not affect the position of the deflected
laser beam, but only introduce a certain amount of
cross -talk. This arises because an incorrect voltage
gives the laser beam a polarization lying between the
two orthogonal stages of polarization, so that two
beams emerge from the deflector stage: one is the signal
beam, the other the cross -talk beam, which usually has
only a low intensity. An expression for calculating the
cross -talk and a method for reducing it will be discussed
later.

The second advantage is that each of the discrete
beam positions is characterized by an unambiguous
address; for an N -stage deflector this consists of N
binary digits. Each digit describes the state of one of
the Kerr cells. This means not only that the control
logic for the laser beam can be very simple, but also
that the electronic circuits of the deflection system can
be directly connected to a digital computer.

If each Kerr cell of a deflector stage is energized by
its own electronic voltage generator - this is the third
important advantage - then the switching time is the
same whether one Kerr cell or more are switched
simultaneously. If this condition is satisfied, the deflec-
tor has random-access characteristics. Whatever the
previous beam position, the switching time is always
the same.

In the optical components, the use of birefringent
prisms in the form of single elements limits the number
of surfaces per stage in the light path to the absolute
minimum of two. The reflection losses in our deflectors
are only about 0.2 % per stage. The absorption in cal-
cite is low.

Compared with other possible forms of polarization
switches the Kerr cell offers many advantages:
- Provided the temperature is the same everywhere,
a liquid forms a body that is ideally homogeneous.
- The production of schlieren effects as a result of
temperature gradients can be effectively suppressed by
circulating the active liquid.
- Because a liquid is isotropic large slope angles are
permissible between the beam and the axis of the
system.
-A liquid does not give a piezoelectric effect.
- Both real and imaginary parts of the permittivity
are small for many liquids, including nitrobenzene.
- The absorption of many liquids is small in the
visible spectrum - this is also true for calcite.

The greatest problem with liquids is the small value
of Kerr's constant. Nitrobenzene, for example, which
is one of the most sensitive liquids available, requires
an electric field -strength of 35 kV/cm. This is much
higher than the 100 V/cm that is sufficient for mod-
ulation by the applied field in some modern electro-
optic crystals. The difference is however partly can-
celled out by the fact that the permittivity of these
crystals is at least two orders of magnitude greater than
those of the liquids. This means that the electric field
energy required in a polarization switch with a liquid
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is not much greater than in a switch with a crystal.
When the various positive features listed above for the
deflection with liquid electro-optic modulators are set
against the characteristics of the solid-state deflectors,
the general conclusion would appear to be that the
liquid type is the more easily produced in practice.
(This conclusion might no longer be valid if other
requirements were set for the speed, resolution, etc.)
The experimental results obtained so far seem to con-
firm these views: operating versions of the solid-state
deflector with up to 14 stages have been described [5] [6],

whereas 22 -stage liquid -type deflectors have been
made [7].

So far the discussion has been limited to the mod-
ulation of the direction of propagation of the collimated
beam. In most applications it is necessary to convert
the pattern of directions into a pattern of positions.
This can be done by placing a lens behind the deflector.
The beam will then be focused at the focal plane of the
lens. With a laser beam of zero (spatial) order
the intensity distribution at the picture element is
Gaussian. The full width of this distribution, taken
between l/e2 intensity points, is equal to 4AfInw, where
f is the focal length of the lens, A the wavelength
and w the diameter of the beam at its smallest cross-
section (the 'waist).

In the next section we shall look at a number of the
many technical problems encountered in the design of
a liquid -type deflector.

Technical design

The technical problems encountered in the construc-
tion of a digital deflector using single calcite crystals
and Kerr cells filled with nitrobenzene can be roughly
divided into two groups : those related to the properties
of the electro-optic liquid and those related to the
characteristics of the electronic circuits. There is also
the requirement for small mechanical tolerances in the
alignment of the prisms and the spacing of the elec-
trodes. This is necessary because of the need for
accurate location of the beam and for low cross -talk.
We shall look first at the requirements for close tol-
erances in the electrode spacing.

If the relative 'cross -talk intensity' is defined as
A///o, then the following expression can be derived for
the permissible relative tolerance in the electrode sep-
aration:

Ad/do = ilmnl{mn ± arc cos (1 + .6,///0) - 1. (2)

In this expression inn is the 'prerotation' of the plane
of polarization - this will be discussed later; m is an
integer. Table I gives a few numerical values for the
tolerance in the separation as a function of m.

Table I. The maximum permissible deviation (Ad/do) from the
ideal spacing of the electrodes of a Kerr cell for cross -talk of 1 %
(A///0 = 0.01) as a function of the prerotation of the polariza-
tion plane On x 90°) produced by a fixed voltage.

Ad/do - Ad/do

1

2

3

0.028
0.016
0.010

0.033
0.017
0.011

In the adjustment of the birefringent prisms, it is
found that the greatest accuracy is required in setting
the angular orientation about the axis of the system,
particularly for the prism with the largest splitting
angle. Considering the prism of the Nth stage we find
that the maximum permissible angular deviation 0 is
determined by the relation

0 < 0.2/2N-1. (3)

If the displacement in a row of beam positions is not
allowed to exceed 20 % of an elementary deflection
angle, then this means that 0 in a 20 -stage deflector
should not be greater than 1.5'.

The magnitude of the voltage pulses necessary for
the operation of the Kerr cells - up to 8.5 kV in a
20 -stage deflector - necessitates a liquid of low con-
ductivity, and hence of the lowest possible impurity
content. If the resistivity of the liquid is lower than:
about 5 x 1010 C2cm, the current in each Kerr cell has
a value greater than 1 V.A, and schlieren effects will
therefore arise. These completely upset the optical
homogeneity of the cell, which is the principal advan-
tage of the liquid cell over the solid-state type.

The necessity for high purity is in itself a difficult
requirement, and indeed we had to develop a special
procedure for purifying commercially available nitro-
benzene [8]. But the problem is intensified on two other
counts: nitrobenzene of the desired conductivity is
first of all highly hygroscopic and secondly it is a very
good solvent - because of the high dipole moment of
the molecules. For these reasons the cells in our deflec-
tors are of glass, a chemically clean substance, which
will cause hardly any 'doping' of the nitrobenzene. In
addition the cells are hermetically sealed. The produc-
tion of the glass vessels necessitated the development
of a special . high -precision construction technique.
Fig. 6 shows such a cell, for a 10 -stage deflector. In the
next subsection we shall look more closely at the prob-
lems of the electrical circuits.

[8]
[6]

[7]

[8]

G. Hepner, IEEE J. QE -8, 169, 1972.
P. Waterworth and D. C. J. Reid, Proc. First European
Electro-Optics Markets and Technology Conf., Geneva
1972, p. 248.
E. Schroder, Proc. Seminar Elektro-Optik, Munich 1972,
p. 144.
U. Kruger, R. Pepperl and U. J. Schmidt, Proc. IEEE 61,
992, 1973.
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Fig. 6. Glass trough with ten sets of electrodes and ten calcite prisms; when the trough is
filled with nitrobenzene ten deflector stages are produced.

To obtain some idea of the magnitude of the effect of in -
homogeneities in the material that the laser beam passes through,
we have performed model calculations on the assumption that
the diameter of the inhomogeneities is small compared with the
beam diameter and that the distribution of the phase changes
caused by these inhomogeneities is Gaussian [9]. The intensity
distribution in the image plane can then be expressed by a power
series in a, the standard deviation of the Gaussian curve for the
phase variations in the wavefront of the beam. The first term of
this series describes the original beam (the zero -order mode), the
remaining terms describe the scattered light. Fig. 7 gives a graph-
ical representation of the first term as a function of a after the
beam has passed through one stage of a 20 -stage deflector. If for
example scattering losses of 5 % are permissible, the r.m.s. phase
change must remain below A/110. This is a value that is very
difficult to achieve with synthetic electro-optic crystals, as

proposed for solid-state deflectors. The graph shows that even for
much higher scattering losses, e.g. 50 %, the desired crystal per-
fection should correspond to A/30, which is still an exacting
requirement.

The electrical circuits

The design parameters for a 20 -stage deflector make
a voltage of 20 kV necessary for the last Kerr cells of
the deflector. To allow operation at a much lower
control voltage use has been made of the nonlinear
(square -law) variation of the Kerr effect; see fig. 8. If
a bias voltage is applied such that the polarization plane
of the light passing through the cell is given a `prerota-
tion' of an integral number of times 90° - let this in-
teger be m - then the control voltage of the cell will be
reduced by a factor of (m 1)-1-. For m = 1, for
example, this voltage is 0.4 of the bias voltage.

XX
100 70 50X ZU 30 ---""G-X121r

0.5 1.0 1.5
oiN

Fig. 7. Light loss due to scattering in a detector with N stages.
The relative intensity I' of the beam (i.e. of the unscattered light)
is plotted against the quantity ON, where a is the r.m.s. value
of the phase variations in the wavefront of the beam that are
introduced in a single stage of a 20 -stage deflector. With the
upper scale the curve shows how the relative intensity of a beam
that has passed through a single stage depends on a.
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Fig. 8. The phase angle "P between the components leaving the
Kerr cell and polarized perpendicular and parallel to the applied
electric field depends on the square of the applied voltage V. A
phase angle of 180°, necessary for a 90° 'rotation' of the plane
of polarization (see figs. 2 and 3), can therefore be achieved with
a much smaller control voltage if a bias voltage is applied.
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Fig. 9. Schematic diagram for
the control of a Kerr cell with
high voltage, without bias volt-
age (see fig. 8). The switches S
must be capable of switching a
voltage of several kV with speeds
in the region of hundreds of kHz
(see fig. 10).

+24V

To

Si

d C2

Fig. 10. Schematic diagram of the high -voltage supply for the
control of the Kerr cells. The series of transistors T1-Tio in the
upper half of the figure performs the functions of the switch Si in
fig. 9, and the series Tio-T1 in the lower half that of S2. The
resistors Rp ensure a uniform voltage distribution when a group
of transistors conducts, and the capacitors ACi when the group
does not conduct. U1, Us pulse transformers. TA, TB transistors
for control of the two switches. Rv bias resistor to limit the
(dis)charge current.

In the design of the high -voltage supplies for the
Kerr cells of a deflector use is made of the fact that only
two voltage levels are necessary and that Kerr cells
form a capacitive load. Fig. 9 is a schematic diagram of
the solution, which is essentially simple. Switch Si
serves for charging the Kerr cell, switch S2 for dis-
charging it. If the high voltage VB is not to be short-
circuited during the beam switching, the combination
of the two switches must operate so that one contact
opens before the other closes. Such switches can be
constructed in various ways. For the switching speeds
mentioned earlier (in the range of hundreds of kHz)
and for the switching voltages desired (up to 8.5 kV) the
transistor circuits shown in fig. 10 have been adopted.
The transistors T1 -T10, which together form a single
switch, can each be put into the conducting state by a
pulse from the corresponding secondary winding of the
pulse transformer Ui or U2. The primary windings are
supplied with pulses from low -voltage digital transistor
circuits (TA and TB).

The chain of resistors and capacitors ensures that the
distribution of the voltage across the transistors is
uniform and constant. The resistances are made small
enough for the current in them to be ten times as large
as the leakage current in the non -conducting group of
transistors. The capacitances AC are given values such
that the effective capacitance to earth is the same for
all the non -conducting transistors. This ensures that
the capacitive current that flows when the other switch
conducts produces the same voltage across all the
transistors.

The switch (Si or S2, fig. 9) that should conduct at a
particular beam position starts to open again after each
supply pulse (from TA or TB). The current iR that starts
to flow in the resistors will then tend to produce a volt-
age 4-VB across the Kerr cell, instead of VB or 0. This
undesired effect can be prevented by making the
switch conduct sufficiently frequently; the intervals
between the supply pulses are therefore made small
in relation to CT/R/iR, where C is the capacitance of
the cell.

This problem of the correct charge distribution has
further complications associated with it. In the arrange-
ment shown in fig. 4 there is appreciable capacitive
coupling between the adjacent Kerr cells. A change in
the voltage across one cell therefore affects the voltage
across the adjacent cells. To compensate for this effect,
the switches associated with these adjacent cells should ,

be conducting when there is such a change. For this
reason, and for the one mentioned earlier, the switches
Si and S2 are opened at intervals corresponding to the

[9] U. J. Schmidt, E. Schroder and W. Thust, Appl. Optics 12,
460, 1973.
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switching rate f of the laser beam. A further complica-
tion arises because the current for charging or dis-
charging the Kerr cell is considerably higher than the
current necessary to compensate for the capacitive
coupling. The base signal for the transistors Ti (fig. 10)
is correspondingly adjusted, to ensure that no charge
remains at the base after the transistors have stopped
the current. Otherwise the transistor chain would con-
tinue to conduct - on account of the lifetime of the
charge carriers at the base - while the other transistor
chain was already starting to conduct for the next
`jump' of the laser beam.

Aberrations and their compensation

In this section a number of effects will be considered
that would degrade the quality of the digital deflection
if no countermeasures were taken: the cross -talk be-
tween channels, the influence of the operating tempera-
ture and the dispersion.

Cross -talk between channels

In switching the beam to a desired position the state
of polarization should be purely linear and collinear
with or perpendicular to the optic axis of the prisms in
the deflector. These conditions will not be exactly satis-
fied in general. A number of effects have the result
that a certain percentage of the light is polarized in a
plane orthogonal to that of the signal beam. These
include an incorrect control voltage, or an incorrect
electrode spacing, field perturbations in the Kerr cells,
incorrect alignment of the prisms, off -axis directions
of the beam (apart from those in the 'horizontal' and
`vertical' plane) and inhomogeneities in the double
refraction of the prisms. Assuming for simplicity that
the degree of cross -talk is the same in each stage, we
can easily calculate the cross -talk in the beam leaving
the deflector. If the cross -talk arising in each stage is a
fraction a of the original intensity of the beam, the
intensity /sAr of the signal beam leaving the Nth stage
is equal to /0(1 - a)N . We then find a power series in
a for the cross -talk. The linear term in a describes light
that is polarized orthogonally with respect to the
signal beam; if a << 1, this term will be by far the
largest of the series. This allows the greater part of the
cross -talk to be suppressed, by passing the deflected
beam through a 'dynamic polarization filter' consisting
of an extra Kerr cell and a fixed linear polarizer [10].
This Kerr cell is so arranged that it always keeps the
signal beam polarized in a direction parallel to the
direction of transmission of the polarizer. In this way
the cross -talk light described by the odd terms of the
series is suppressed. The total transmitted cross -talk
Co when this countermeasure is not applied is equal to

Table H. The signal -to -background ratio (SBR) without and with
the polarization filter.

Number
-of stages

Number
of beam

positions

Cross -talk
per stage

SBR

Without
filter

With
filter

20

20
24

106

106

2 x 107

0.01

0.02
0.03

50

12.5
3.5

500

125

40

Io - IsN
CO = = 1- (1- cON Not. (4a)

/0

But if the polarization filter is used, there remains
cross -talk

C1 = 1 cc)N coN-icx ti ZN(N-1) co.
(4b)

These expressions provide the respective signal-to-
noise ratios directly:

and

s )N
SBA) = =.

(1 -a
1/Na (5a)

/000 Na

Is (1 c)N
SBR1= -

IoCi 1 - (1 - cc)N -N a (1 - a)N -1

21N2a2. (5b)

The numerical values in Table II show the marked
improvement when the polarization filter is used. This
improvement is particularly remarkable when the
cross -talk is less than 1 % per stage.

The equations (4) and (5) are applicable when the
cross -talk is at the same level in both states of the
polarization switch. This is not always the case: for
deflectors with nitrobenzene it is found that the lower

Fig. 11. Changes in the deflection pattern with temperature are
mainly due to the temperature sensitivity of the nitrobenzene.
These effects on the pattern can be almost completely eliminated
by mounting the last calcite prism upside down. The angle S is
the change produced by temperature in the direction of the axis
of the deflection pattern; cfiu angle between the upper deflection
direction and the axis of the system; the same, but for the
lower deflection direction.
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state corresponds to an applied voltage of zero, with a
then zero. In most of the experimental deflectors that
we have made, however, a bias voltage is applied as
explained in the previous section. Then a is not equal to
zero and its magnitude corresponds to that in the
higher state.

Compensation of the influence of the operating tempera-
ture

A deflector containing simple prisms, as shown in
fig. 4, has the undesirable characteristic that a change
in the operating temperature causes drift in the deflec-
tion pattern. This effect arises because in addition to
the row of birefringent prisms there is also an asso-
ciated row of prisms of nitrobenzene, whose refractive
index varies fairly strongly with the temperature. A

3'45" 15°3540" 29°7'10"

1 1 1 IIIIl
2.9°19Z5"

+6°
+4°

LI{

T+2°
10 20 30 °C

0
-2°
-4°
-6°

a

If the last prism is 'upside down', this equation takes
the form

N- cc E
dT

yi = -yl
n=1

The full equation reads:

1 do (2N -1)II dne 1 dno dnu

no dT no -ne) 2 dT dT dTY (7)

where no is the elementary splitting angle of the deflec-
tor, n e and no are the refractive indices of the bi-
refringent material and nu is the refractive index of the
liquid surrounding the prisms. When calcite and nitro-
benzene are used, and if the maximum permissible shift
specified for a deflection pattern of 1024 x 1024 posi-
tions is set at no more than a tenth of the elementary

5°3340'i 521.5
5°3320" 10 20 30°c521

95/q

4,

-5°25'01
-5°2520"

1509
509.5

Fig. 12. a) Movement of the digitial deflection pattern with changing temperature in a 10 -stage
deflection system containing right-angled prisms. 0 is the angle between the directions in
question and the axis of the system. a upper beam position. / lower beam position. ax position
of the axis of the deflection pattern. The dashed lines refer to the case in which the last prism
is not upside down (see fig. 11), b) The same graph on an enlarged scale. no is the elementary
splitting angle.

simple measure helps to reduce this effect very consid-
erably [111: instead of mounting all the prisms the
`right way' up, the last one is mounted 'upside down'
(fig. 11). If we assume a linear relation between the
angles of the prisms and their refraction - an approx-
imation (of Snell's law) that is valid for small angles -
the improvement obtained from this measure can be
calculated directly. The change in direction do (per
degree of temperature change) of the axis of the pat-
terns of a system with no correction is proportional to
the refracting angles yi of the prisms (which form a
geometrical progression):

N

dT cc E Yi = ± (2N- 1) Yl.n = 1
(6)

[10] U. J. Schmidt, Physics Letters 12, 205, 1964.
[ill U. J. Schmidt and W. Thust, Opto-electronics 2, 29, 1970.

splitting angle, a maximum permissible temperature
change of + 36 °C is obtained. If the last prism had
not been inverted the value would have been ± 0.036 °C.

A more accurate approach shows that the permissible
temperature variation will not be as large as the one
just quoted, on account of the change that occurs in the
refractive index of the prism material. This effect causes
a change in the splitting angle with temperature in each
prism. A detailed analysis shows that the sine function
in Snell's law does have to be taken into account for the
small changes that still remain. Fig. 12 shows the
numerical results of computer calculations that take
these higher -order effects into account. It can be seen
from the graph that the permissible change in tempera-
ture under the condition mentioned above is now
± 4 °C, a value still representing an improvement of
about 100 times.
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Dispersion effects

So far it has been tacitly assumed that the deflected
beam is monochromatic. In some types of application
it could well be desirable to use two or three colours.
When light of more than one wavelength must be
deflected by the same deflector, dispersion effects will
affect the splitting angle of the individual deflector
stages and also the position of the deflection pattern
and the control voltage of the Kerr cell. The conse-
quences of these three dispersion effects can be cor-
rected for in a relatively simple way.

In the case where the deflector is controlled by a
computer, the differences in position between picture
elements associated with different colours can be
reduced to zero by giving each position on the screen
a corresponding address for each colour. If compensa-
tion to a fraction of the resolution angle is desired,
extra deflection stages will be necessary for the asso-
ciated small changes in position.

A second possible method would be to design an
objective lens that had a dispersion exactly equal to
that of the prism but of opposite sign. Calculations
have shown that such a lens can be designed without
too many complications 112].

The displacement of the axis of symmetry of the
system with wavelength, the second dispersion effect
mentioned above, can be almost completely com-
pensated by inverting the last prism, as in eliminating
the temperature sensitivity; the residual effect can be
neglected.

The third dispersion effect, the wavelength depend-
ence of the Kerr effect, can only be corrected by chang-
ing the control voltage when changing to another
wavelength. Electronic circuits that can do this have
been designed and constructed. Fig. 13 shows a
schematic circuit. The operation of the high -voltage
switches Si is in principle identical to that of the
switches used in producing the fundamental control
voltages, as described in the previous section.

VMode

Fig. 13. For light beams of different wavelengths, the voltages
Vmod that make the plane of polarization rotate by 90° are also
different. They can be obtained with the circuit shown. The high -
voltage switches S are of the same type as those of fig. 10, and
Si. and S2 also have the same function. Vv,A bias for light of
type A. Light of type B requires another bias, which is obtained
by applying a correcting voltage A V via S4.

Refraction aberrations

A further aberration should be taken into account when either
the refracting angles of the birefringent prisms or the deflection
angles become so large that the sine function rather than its
argument should be used in Snell's law. The effect of this kind of
aberration is an irregularity in the pattern of the deflection posi-
tions. A binary progression in the refracting angles of the bi-
refringent prisms of a deflector, for example, would introduce

18°

14°

10°

6°

2°

-2°

-6°

-10°

- 14°

-18°

Q

18°

14°

10°

6°

cs, 2°

1 -2°

- 6°

-10°

- 14°

-18°

X X x X

X X x X x

X

X

X

X

x

X

X

X

X

Y

X

X

X X

X X X X x

X x x x x

x

-10°

x x

sisy

10°

Y X

X x X

X x

x x

X X

X X

x X X x

X X X x

-10°
95

10°

Fig. 14. a) If the refracting angle of the birefringent prisms or the
deflection angles become so large that the sine function in Snell's
law can no longer be approximated by its argument, 'pincushion'
distortion appears in the deflection pattern. The example shown
here is the deflection pattern of a Wollaston prism with an apex
angle of 103°: 4 x 8 incident beams are doubled up to a field of
8 x 8 beams. b) The improvement gained by using two isosceles
prisms with an apex angle of 128° (see fig. 15).

Fig. 15. Two methods of combining birefringent prisms to reduce
distortion in the deflection pattern.
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positional jumps between the corresponding subpatterns. A
simple method for eliminating this aberration is to adjust the
refracting angles of the prisms, going from those with the smallest
angles to those with the largest, to bring the adjacent lines of the
subpatterns concerned to distances corresponding to the desired
elementary distance. This will not of course correct the non -
linearity due to the varying angle of incidence, which causes not
only a change in the distance in the x- and y -direction between
adjacent subpatterns, but also in all intermediate directions,
which in turn introduces distortions of the 'pincushion' type
(fig. 14a). Compensation is not easy in this case, since there is no
broad spectrum of birefringent materials available that is com-
parable with the available range for isotropic optical materials.
The only type of correction available is the use of composite
prisms made from a number of elements, as shown in fig. 15 [13].
Fortunately this kind of correction is not found necessary in
systems that have resolutions corresponding to a maximum of
2048 x 2048 positions and for any applications as yet considered [7].

splitting angles is of no great significance in most ap-
plications, since in general the beam is required to
make jumps over larger distances less often than jumps
over shorter distances.

The beam switching times obtained with these cir-
cuits range from 250 ns at voltages of 2.5 kV to 900 ns
at 8.5 kV. Fig. 16 shows oscillograms of the control -
voltage pulses. In this experiment a d.c. bias corre-
sponding to a prerotation of 90° for the plane of polar-
ization of the light beam is applied across the Kerr
cells. Owing to the square -law nature of Kerr's law,
and the cost function for the intensity changes in the
respective beam positions, the switching time of the
light beam is about 7 % smaller than that of the volt-
age.

Table Ill. Technical details of one of the experimental 20 -stage deflectors.

Stage
No.

Prism angle (y) Aperture Electrode
spacing
(mm)

Voltage (for )1. = 520.8 nm)

d stage h stage d (mm) h (mm) Bias (kV) Control (kV)

1 6' 1.4 1.4 1.6 5.3 2.1
2 12' 1.4 1.4 1.6 5.3 2.1
3 24' 1.4 1.4 1.6 5.3 2.1
4 48' 1.4 1.4 1.6 5.3 2.1
5 1°36' 1.4 1.5 1.6 5.3 2.1
6 6' 1.4 1.6 1.6 5.3 2.1
7 12' 1.4 1.7 1.6 5.3 2.1
8 24' 1.4 1.8 1.6 5.3 2.1
9 48' 1.4 1.9 1.6 5.3 2.1

10 1°36' 1.5 2.0 1.6 5:3 2.1
11 1°36' 3.0 4.0 4.5 14 6.5
12 3°11' 50" 3.0 4.1 4.5 14 6.5
13 6°22' 20" 3.0 4.2 4.5 14 6.5
14 1°36' 3.1 4.6 4.5 14 6.5
15 3°11' 50" 3.1 4.9 4.5 14 . 6.5
16 6°22' 20" 3.3 5.3 4.5 14 6.5
17 12°35' 15" 3.6 5.6 4.5 14 6.5
18 12°35' 15" 4.0 6.4 4.5 14 6.5
19* -25°11' 30" 4.7 7.0 6.0 20 8.8
20* -25°11' 30" 5.5 8.6 6.0 20 8.8

* These two prisms are upside down to eliminate temperature effects.

Details and performance of a 20 -stage deflector

In this section more details will be given of the 20 -
stage deflectors that we have made and tested DA], and
which have been applied in the large -screen projection
system that will be described in the next section. All
the deflectors we have built (Table III) are designed for
half -overlapping beam positions and they operate with
electronic circuits like those shown in fig. 10. For con-
trol voltages up to 4.5 kV ten 2N3439 transistors are
used in each switch, and for voltages up to 9 kV ten
BU 205/208 transistors. The switching rates that can be
attained with these transistors vary from 500 kHz at
voltages less than 2.5 kV to 60 kHz at control voltages
of 8.5 kV. The fact that the switching rates therefore
become smaller for the deflector stages with the larger

The deflectors are usually used with the bias giving
a prerotation of 90° in the polarization plane, as just
mentioned. To prevent the occurrence of schlieren
effects, we have kept the current below about 0.4µA per
stage: this corresponds to a resistivity of 3 x 1010 S2cm.
As a rule this value was not found to deteriorate as a
function of the number of hours of operation. On the
contrary, the resistivity usually improves with time in
most cases. Measurements of the operation of the
dynamic polarization filters - described in the pre -

[12] G. Kuttner, internal report, Rodenstock Optische Werke,
1973.

[13] U. J. Schmidt and W. Thust, Optilc 32, 570, 1971.
[14] H. Meyer, D. Riekmann, K. P. Schmidt, U. J. Schmidt,

M. Rahlff, E. Schrader and W. Thust, Appl. Optics 11, 1732,
1972.
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L

Fig. 16. Oscillograms of high -voltage pulses for a Kerr cell. The left-hand time scale is 10 t.ts
per division, the right-hand one 0.2 E..ts per division. The right-hand picture shows that at a
voltage of about 10 kV the switching time is about 1µs. At lower voltages the switching time
is shorter.
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Fig. 17. The optical section of the 20 -stage deflector shown in fig. 5, used in an experimental
large -screen projector for alphanumeric data. L laser. P polarizer. Deli 10 deflector with
10 stages. fi (40 mm) and f2 (80 mm) telescope pair. fa (90 mm) and fit (35 mm) projection
optics. K Kerr cell. F polarization filter. and f2' matching lenses. P projection screen.

vious section - have indeed shown an appreciable
reduction in the cross -talk between channels. If the
power ratio of the strongest cross -talk beam and the
signal beam is taken as a measure of the interference,
we find that the operation of the dynamic polarization
filter improves this ratio by a factor of about 20.

A large -screen projector for the presentation of alpha-
numeric and graphic data

We have constructed an experimental image -projec-
tion system, which is shown schematically in fig. 17.
Its operation is simple in principle. To prevent flicker
of the image, the laser beam is deflected at a field scan
rate of about 60 Hz. The control signals can be derived
from a digital memory of any type, in which each word
of 20 bits represents a beam position. The data can be
supplied by a process computer; its input data may be
of any standard form. The projection rate is of course
primarily determined by the switching rate of the beam,
500 kHz, for which the corresponding image has 8000
picture elements (= beam positions). It has been estab-
lished experimentally that this capacity can be in -

P

150 cm

creased, at constant switching rate, by working with an
irregular scanning pattern [15]. The random-access
addressability of the deflector is then particularly
advantageous. As an example, the effective scanning
rate can be increased by a factor of two if for a first
field only one of every two pairs of points is scanned,
and the intermediate points form the following second
field. In this way the capacity can be increased to
16 000 picture elements. A further increase can be
obtained by using random -scanning methods like those
used in image projection by cathode-ray tubes.

In spite of the high radiation intensity of laser beams,
which makes them particularly suitable for deflection,
their application in the projection of bright large
images has not previously been very successful, because
of the low efficiency of the laser process. The widely
used gas lasers, for example, only have an efficiency of
less than 0.01 %. Since pictures of television type - i.e.
pictures scanned line by line - require an intensity of
1 W/m2 for visibility in an illuminated room, about
20 kW of electrical power must be applied to each

(151 W. Thust, Int. Symp. Society for Information Display, San
Francisco 1972, and Acta Electronica 18, 233, 1975.
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Fig. 18. The experimental system for large -screen projection with its screen (foreground). The
screen measures 2 x 2 m2 and is about 4 m from the deflection equipment.

Fig. 19. The projection system seen from above. There are two parallel deflectors, which permit
images in two colours to be projected.
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square metre of the screen. (In this calculation it has
been assumed that there is a light loss of 50 % in the
optical system.)

In the large -screen projector described here this
quantity is much smaller, at least for producing images
of graphs, because the equipment has random-access
addressability. No beam suppression is therefore re-
quired, as would be the case in a line -scanning system.
All the power that the laser can supply is used for the
presentation of data. Compared with a line -scanning
system there is an improvement equal to the ratio of
the total image area to the part of the image area con-
taining the information. This ratio can be as high as
50 for certain kinds of data. In general terms, 150 mW
of laser power will give an illuminance of 1500 lux on a
2 m2 screen. This is sufficient to allow the image to be
observed in normal indoor illumination. Fig. 18 and
fig. 19 are photographs of the experimental 20 -stage
deflector. A close-up of the screen is shown in fig. 20.

The problem of granulation

A problem that arises in all imaging systems with
laser beams is that of granulation. This effect is present
in all systems based on. coherent optical imaging and
containing scattering- centres. It has been analysed and
utilized extensively at, many laboratories, including
our own [16). If no. special; precautions are taken, an
observer looking at an image formed by laser light
will notice that each picture element is composed of an
irregular pattern of bright dots, separated by regions of
zero intensity. The effect is due to interference between
the elementary waves that are emitted by the scattering
centres with a statistical spatial distribution, but coher-
ent in time. Each movement of the observer's eye, or
of the screen, which produces scattering, makes the
pattern change.

Quite apart from the fact that the granulation is very
annoying for the observer, it also degrades the effective
resolution of imaging, since the 'median value' r of
the dark regions increases with the distance of observa-
tion in accordance with the equation

r (8)

where L is the distance between observer and screen, p
the diameter of the pupil of the eye and A. the wavelength
of the light. Above a particular distance the value of r
exceeds the diameter of the picture element, which
means that the element concerned is completely missing.
Many attempts have been made to eliminate the
granulation effect. This is a relatively easy matter for
static images. Small movements of a suitably located
scatterer, or of the actual scatterer that causes the
granulation, will generally make the granulation dis-
appear. This is because such movements cause a large

number of statistically independent granulation pat-
terns to move across one another, which 'averages out'
the brighter and darker regions.

The theory indicates that the mean relative fluctua-
tion in intensity (<(I - <I>)2>)+ is related to the number
of granulation patterns n by the equation [16]

- <I>)2>r

<1>2

To give a pleasing laser image, about 100 patterns
should be superimposed. This relatively large number
is a particular problem with dynamic images, where
the laser beam only remains in any position for a few
microseconds, which means that the rate of change of
the granulation patterns should be about 100 MHz.

In monochrome systems it is sufficient to coat the
screen with a phosphor layer, so that the time coherence
is destroyed by the conversion of the light [17]. This
method is satisfactory up to the level at which the
phosphor saturates. Often, however, the mono-
chromaticity of the light is degraded to an extent that
is undesirable for good reproduction.

A method for suppressing the granulation effect,
which we have developed and applied at our labora-
tories, is to give a relative motion to two scatterers
spaced by only a few microns [16] This could be done
by applying two scatterers to the bearing surfaces of a
push-pull spiral -groove bearing [18]. Movement of the
scattering centres over a correlation length gives a new
granulation pattern. The two scatterers in our arrange-
ment are located at an intermediate image plane (the
common focal plane of the lenses A and f4 in
fig. 17), so that a scattering area of only a few cm2 is
required. Since in practice the correlation lengths at
this plane are only a fraction of a micron, velocities of
about 10 m/s will be sufficient for dwell times of the
order of 2µs for the beam.

Finally, there is a third method that should be men-
tioned, in which no mechanical movement is required;
see fig. 21. A scatterer, located at the plane St of the
primary - almost microscopic - image, magnifies the
angular aperture of the laser beam of spatial order zero
such that it fills the aperture of the projection objective
02. The wavefront of the beam at this objective is
again that of a granulaticin pattern. Changing the
phases of the individual granulation waves would
change the granulation pattern of the imaging ray that
arrives at the projection screen. This is done by placing
an ultrasonic cell Tat the objective 02 and exciting the
medium in the cell at a frequency whose wavelength
corresponds approximately to the mean diameter of the
granulation at the location of the ultrasonic wave. At a
frequency of 500 kHz, for example, a complete cyclic
process through a large number of granulation patterns

(9)
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will take place within 2 Various spatially independ-
ent ultrasonic waves will amplify this effect. Initial
experiments have confirmed the effectiveness of this
method. A disadvantage is the loss of intensity, by a
factor of about two, because of the scattering process
at the plane St. The method does however preserve the
monochromaticity of the light, and is independent of
the wavelength.

Appendix: The optimization of the geometry of the prism deflector

In designing a deflector system, it is of course desirable to try
to optimize the design for parameters such as the resolution, the
scanning rate, the power and the control voltage, the dimensions,
the amount of material required, and so on. Some of these param-
eters are fixed as soon as a basic design has been drawn up, others
are interrelated, and those still to be chosen cannot all be opti-
mized at the same time. Just which ones should be optimized will
also depend on the kind of application and the method of opera-

DIGITALE LASERSTRAHLABLENKSTUFE

DIE GRUNDELEMENTE EINER LASERSTRAHLABLENK-

STuFE SIND EINE KERR-ZELLE UND EIN KALKSPAT-
PRIsmA. 3E NACH DER POLARISATIONSRICHTUNG DES

EINFALLENDEN LICHTES WIRD DER LASERSTRAHL IM
DOPPELBRECHENDEN PRISMA ENTwEDER NACH OBEN
;sIEHE NEBENSTEHENDES BILD A) ODER NACH UNTEN
sIEHE BILD B) GEBROCHEN. IN BILD A IIEGT DIE

POLARISATIONSRICHTUNG DES LASERSTRAHLES PARALLEL
ZUR OPTISCHEN RCHSE DES KALKSPATPRISMAS,

WAEHREND SIE IN BILD B SENKRECHT DAZU GERICHTET
1ST. DIE BEIDEN ABLENKRICHTUNGEN SIND DURCH

DIE EIGENSCHAFTEN DES DOPPELBRECHENDEN PRISMAS
FESTGELEGT. DAVON ABWEICHENDE RICHTUNGEN SIND
NICHT MOEGLICH.

BEVOR DER LASERSTRAHL IN ORS KALKSPATPRISHA
EINTRITT, DURCHLAEUFT ER EINE KERB-2ELLE.

DIESE GESTATTET, DIE POLARISATIONSEBENE DES
LICHTES ELEKTRONISCH IN DIE GEWuENSCHTE LACE
Zo STEUERN. DIE KERR-ZELLE BESTEHT PUS 2WEI

ELEKTRODEN, ZWISCHEN DENEN SIGH EINE ELEKTRO-
OPTISCH AKTIvE FLUESSIGKEIT BEFINDET. OHNE
SPANNUNG AN DEN ELEKTRODEN OHLD C) DURCHLAEUFT
DER LICHTSTRAHL (MIT DER POLARISATIONSRICHTUNG

...SO) DIE KERR-2ELLE UNBEEINFLUSST. DURCH

ANLEGEN EINER SPANNUNG wIRG DIE FLUESSIGKEIT
OPTISCH ANISOTROP. BEI EINER BESTIMMaEN
FELDSTAERKE WIRD DANN IN DER FLUESSIGKEIT DIE

POLARISATIONSEBENE DES LICHTES UM 900 GEDREHT
,BILO D). DER LASERSTRAHL KANN ALSO DURCH
ANLEGEN EINER SPANNUNG AN BEIDE ELEKTRODEN
ODER DURCH KURZSCHLUSS DES ELEKTRODENPAARES
IN DIE EINE ODER DIE ANDERE RICHTUNG ABGELENKT

WERDEN.
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Fig. 20. Example of an image consisting of 40 000 points: scanning rate 12.5 Hz. The text
explains the principle of operation.

Defl 01 St 02 T P

Fig. 21. Suppression of granulation with a scattering plate and an
ultrasonic transducer. Defl deflector. 01 lens forming an image
on the scattering plate St. 02 lens imaging St on the projection
screen P. T ultrasonic cell.

[16] E. Schroder, Optics Comm. 3, 68, 1971.
En] L. G. Van Uitert, D. A. Pinnow and J. C. Williams, Appl.

Optics 10, 150, 1971.
[18] H. J. W. M. Volman, Philips tech. Rev. 35, 11, 1975.
(19] A discussion of optimization in relation to the beam diam-

eter is given in the article of note [14].

tion. A further consideration of the design approach shows that
the important 'free' parameters that govern quantities such as
control power or voltage are the sequence of the deflector stages,
the geometry of the deflector and the diameter of the laser beam.
In the following we shall determine the optimum geometry for
minimum control voltage and for minimum control power, and
we shall examine the extent to which the results are of importance
for the design of a deflector [93 [19]. We shall begin by establishing
the sequence of the deflector stages. Although a number of com-
binations could be considered, we shall only consider two here,
shown in fig. 22, which will be sufficient to show how the per-
formance of the deflector depends on the stage sequence. With
the aid of fig. 22a, we first determine the geometrical dimensions
of the deflector if a laser beam of wavelength Altz and diameter d
(single mode TMoo) is to be deflected. The quantity d refers to the
diagonal distance between the 1/e2 intensity points of the beam
at its smallest cross-section. If the deflector is to be able to handle
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Fig. 22. Two different configurations for a
deflector stage: alternating (a) and sequen-
tial (b). Configuration (a) gives the lowest
control voltage, configuration (b) gives the
smallest energy consumption.

ly
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2y

N

Ny

2x

Z1_7 .2
a beam of this diameter (d = di), then the deflector devices for
each successive stage must be larger. From fig. 22a we find for
the width dN and the height hN of stage N:

dN = d 2N (21) Paid, (10a)

= d 2N (31) f3Ald. (10b)

The quantity 13 is related to the elementary splitting angle no by
/3 = 7700. ; I is the length of a stage. For the second equation it
is also assumed that 2N >> N. If the electrodes are oriented as in
the diagram and if we assume that the length Ip of the prism in
each stage is small with respect to the electrode length we find
that the voltages for the deflectors are independent of the length
of a stage, and hence of the length of the deflector, while the
power required increases with the electrode length.

The deflector can now be optimized with the aid of these equa-
tions, for example with respect to the parameters already men-
tioned: the control power or the control voltage. In the case of
control power, a distinction can once again be made between the
optimization of the complete deflector or of a particular stage.
We shall consider the optimization of a stage, the simpler case,
since optimization of the complete deflector requires a knowledge
of the method of use, e.g. as to whether the stages all operate at
the same frequency.

Making use of equations (10) and Kerr's law (1), and also of
the expression for the energy E stored in a capacitor:

E = CV2, (11)

we find that the energy PN used in stage Nis given by the relation

PN = SegINIUstfIB, (12)

where eeo is the dielectric constant and f the switching rate of
the laser beam. Differentiating this equation with respect to d
gives expressions relating to a minimum of energy consumption
by the last stage of the deflector:

dN = 2.84 (4200.0, (13a)

hN = 3.48 (1213A1)0.5, (13b)

PN,min = 4.95 so RP1f1213. (13c)

N

2770

b

ly

(N -1)x

Nx

The control voltage of this stage is given by

VN = 2.84 (R/342B)0.0. (14)

Similarly, the geometry at optimum voltage can be characterized
by the equations:

dN = 2.82 (2N /3A00.0,

hN = 3.53 (2N /3A00.0,

VN,Tain = 2.82 (PI3Al2B)115,

PAT = 5 (eeo/2B) f
(15)

(16)

An identical procedure can be performed for the stage with the
configuration of fig. 22b.

If we compare the separate expressions for the voltage and the
energy consumption, we find that the configuration of fig. 22b
is most suitable for minimum power and that the configuration
of fig. 22a requires the lowest control voltage.

Summary. A useful method for deflecting a laser beam through a
fixed angle has been developed at Philips Forschungslabora-
torium Hamburg. The method uses a combination of a bi-
refringent calcite prism and a Kerr cell filled with nitrobenzene.
The beam follows the direction of the ordinary or the extraor-
dinary ray, depending on the presence of voltage at the Kerr cell;
this voltage has a value such that it changes the polarization plane
of the beam by 90°. An experimental imaging system has been
made with deflectors consisting of 20 deflector stages of this
type - the largest that has been made contains 22 stages. This
system gives an image of several m2, consisting of 1024 x 1024
(i.e. 220) picture elements, with no granulation. The system is
controlled by a computer. The Kerr cells used permit switching
rates up to 500 kHz. The beam need not scan the screen line by
line, but can jump directly to any other picture element. No laser
light is then lost and the image can be viewed in a normally lighted
room. One of the prototypes of such a system is already in use
elsewhere in Germany. Other applications for the deflectors exist,
e.g. in magneto -optic memories.
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Transport of tungsten by the water cycle

From the earliest times in the development of lamps
with tungsten filaments, a transport cycle was recog-
nized whereby the tungsten was oxidized at a high
temperature, under the influence of water vapour, to
give a volatile compound that could be reduced to
tungsten again at colder locations in the lamp.

accordance with the law of mass action; the equilib-
rium depends on the ratio of the partial pressures of
the water and the hydrogen. The equilibrium is also
very sensitive to temperature, tending to the right with
rising temperature: above 2000 °C the oxidation rates
can be very rapid, and this applies for typical filament

Fig. 1. Tungsten coil enclosing a lacy cylinder of tungsten -molybdenum alloy. This has
developed during the setting of the coil in a moist atmosphere, which has caused the tungsten
to be deposited on the grain boundaries of the molybdenum mandrel. The W-Mo alloy formed
locally does not dissolve in the etchant used for removing the mandrel. (Magnification 300 x .)

Although Irving Langmuir had postulated an explana-
tion for this transport as far back as 1913 [1], it was to
be another 50 years before sufficiently reliable thermo-
dynamic data were available for the development of a
more complete and convincing picture of the transport
mechanism [2].

The tungsten is transported in the form of a volatile
hydrated oxide. The transport reaction can be described
by the equation

W 4H20 ± WO3H201 3H2.

This reaction moves in the appropriate direction in

operation. At cooler parts of the system such as the
envelope deposits of oxides or metal will occur. The
composition of these deposits is again determined by
the gas composition and the local temperature.

In the case of lamps this transport is a nuisance,
since minute residues of water vapour can lead to
erosion of the filament and darkening of the bulb.
There are also other cases in which the tungsten

['J I. Langmuir, Proc. Amer. Inst. Electr. Engrs. 32, 1895, 1913.
[2) G. R. Belton and R. L. McCarron, J. phys. Chem. 68, 1852,

1964.
F. H. R. Almer and P. Wiedijk, Z. anorg. allgem. Chemie 385,
312, 1971.
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transport can be troublesome. One example is the
occurrence of 'insoluble mandrels' in the manufacture
of tungsten filament coils. In the 'setting' of filaments
wound on a molybdenum mandrel the presence of
water in the gas mixture can make the conditions
favourable for tungsten transport. Although in this
case there is no temperature difference, any tungsten
deposited on the molybdenum mandrel dissolves and
forms an alloy at the surface, preferentially at the grain
boundaries, since it is there that the chemical activity

By using the water transport cycle it is possible to
apply a thick and strongly adherent tungsten layer to
substrates that do not oxidize at high temperatures in
a water -vapour atmosphere. Molybdenum and nickel,
like most of the higher -melting -point metals, can
readily be coated, but not high -chromium alloys; these
are too readily oxidized to be suitable.

The apparatus can be relatively simple, as for most
chemical transport processes. The tungsten tube acting
as the source and the substrate to be coated are placed

Fig. 2. Tungsten dendrites that have formed during the plating of tungsten under unsuitable
conditions. These undesirable by-products can assume very attractive shapes. (Magnification
45 x .)

and the diffusion rate are highest. After etching, a thin
lacy network remains that gives a striking and attractive
`memory' of the grain boundaries at the surface of the
mandrel (fig. 1). This network has been found to con-
tain 50 % tungsten. In those cases in which the heat
treatment is continued for longer, the individual meshes
of the network gradually fill up, so that a full shell
tubing is eventually produced. This is a nuisance in a
production process, but the structures developed offer
an elegant display of thermodynamic principles.

Fortunately, this transport reaction is not invariably
undesirable. It is relatively easy to arrange the condi-
tions so that a cohesive layer is deposited at acceptable
rates [3]. This makes the water -transport cycle an
alternative to other methods, such as the reduction of
tungsten halides or carbonyls [4].

in sequence inside an envelope. A stream of humidified
hydrogen is passed through the tube that is held at the
desired temperature by r.f. heating. To obtain a homo-
geneous and thick layer it is also desirable to heat the
substrate. It is of essential importance here to choose
the temperature and the gas flow correctly. If the con-
ditions are not optimum, single -crystal tungsten den-
drites may be produced (fig. 2); while these are
aesthetically attractive, they are not very useful.

[3] G. L. Davis and M. G. Charlton, High Temp. - high Press. 6,
277, 1974.

[4] J. F. Berkeley, A. Brenner and W. E. Reid, Jr., J. Electrochem.
Soc. 114, 561, 1967.
F. W. Hoertel and J. G. Donaldson, U.S. Bur. Mines, Rep.
Invest. No. 6915, 1967.
See also the articles 'Research on incandescent lamps', Philips
tech. Rev. 35, 295-306, 1975 (No. 11/12), with their quoted
literature.
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Fig. 3. The surface of a tungsten deposit obtained under opti-
mum operating conditions for the water cycle. (Magnification
2500 x .)

With favourable conditions, tungsten layers of
extremely high purity are obtained, apart from a small
oxygen content (up to about 0.05 %); these layers are
free of porosity. As mentioned earlier, they adhere well
to non -oxidizing substrates. The deposits do not re-
crystallize, even when they are heated to high tempera-
tures. The surface of the coating is faceted (fig. 3), so
that the surface gradually becomes rougher as the
thickness of the coating is increased.

Fig. 4. Cross-section of a tungsten deposit produced on a molyb-
denum substrate (below) under optimum conditions. It can be
seen clearly that the molybdenum grain boundaries continue into
the tungsten layer. (Magnification 200 x .)

The crystals are deposited in a columnar structure,
with the grain boundaries tending to run more or less
normal to the surface of the substrate. An epitaxial
layer can be obtained on a molybdenum substrate, and
also on other suitable materials, as can clearly be seen
in the cross-section shown in fig. 4.

G. L. Davis
Dr G. L. Davis is with Mullard Ltd, Mitcham, Surrey, England.
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Intermetallic compounds;
background and results of twenty years of research

J. H. N. van Vucht

The rich variety presented by the elements of the periodic system suggests a countless
number of ways of finding new materials with new properties. This article reports on just
such an exploration in the domain of the metals.

The motivations that prompted this investigation varied from a direct requirement from
the manufacturer to a vague and intuitive feeling on the part of the investigator that a
particular subject was going to become important to science and technology. Sometimes,
an investigation that seemed to be petering out came suddenly to life again years later
with the discovery of new sustenance.

Such a course of events is probably characteristic of all research: although it may
appear to be rather random and unplanned, it does in fact have direction and purpose. In
this particular sector the end results have included an increase in the (BH)max of
magnetic materials to a value of 164 kJ/m3 (20.2 X 106 gauss oersted) - for a time the
highest value attained anywhere- a breakthrough in the development of shape memories,
and the discovery of a material, LaNi5, whose astonishing capacity for storing hydrogen
opens the way to a number of interesting potential applications.

Introduction

The search for substances with new properties

Anyone seeking to make new materials - in our
case metallic materials - that have interesting new or
greatly improved properties, will do well to reflect
beforehand on the origin of these properties, both
physical and chemical. He will then find it necessary
to distinguish between intrinsic and extrinsic proper-
ties: the intrinsic properties are those attributable only
to the nature of the atoms and their interrelationships
(interaction, lattice structure), the extrinsic properties
are those imposed on the material, deliberately or not,
by deviations from the ideal structure.

Changes in both the intrinsic and extrinsic properties
of a material can be brought about by physical and
chemical methods. We shall assume that physical
treatments such as deformations and quenching and
their effects on material properties are sufficiently well
known; we should like to take a closer look at the
chemical methods here.

The chemical methods consist in bringing other
elements into play. The resultant changes cannot always
readily be distinguished as intrinsic or extrinsic, for
when a second element is introduced there is the
possibility of more than one phase being stable, which

Dr J. 'H. N. van Vucht is with Philips Research Laboratories,
Eindhoven.

necessarily leads to phase boundaries. The extent,
number and nature of such phase boundaries are open
to variation, which leads to changes in extrinsic proper-
ties. If we ignore these possible secondary influences of
the chemical method, in short if we look only at the
purely intrinsic changes, we can then distinguish be-
tween three possibilities. This will be explained in
more detail for systems consisting of two components DJ.

In the first possibility, which is illustrated by the
phase diagram in fig. la, it is energetically more
advantageous for atoms A and B to keep away from
each other and for each atom to surround itself with
kindred atoms. At the temperatures where only the
solid aggregation state is stable, and outside the regions
in which A and B are mutually soluble - which may be
extremely small - we always find a mixture of two
phases that are in equilibrium (coexistence) with each
other. The intrinsic properties can be thought of as
arising from the superimposition of the intrinsic prop-
erties of each of the components.

A second possibility is illustrated by the phase dia-
gram in fig. lb, which relates to metals A and B whose
chemical affinity for each other differs very little from
their affinity for their own kind. Both elements have
the same crystal lattice and each kind of atom occupies
as many lattice points, in a random distribution, as
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corresponds to its composition percentage (mixed
crystal). In this case the intrinsic properties change
gradually from those of pure A to those of pure B. This
need not happen monotonically and may be associated
with a maximum or a minimum.

a

C

temperatures from a disordered to an ordered structure
can have electrical, magnetic or mechanical conse-
quences.

If we take two metals A and B that have a strong
mutual preference as our starting elements, they will in

c-
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Fig. 1. a) Schematic phase diagram of a binary system whose atoms show a marked preference
for their own kind. An example is the system Ag-Cu. 1 liquid, 51 an A -rich solid phase and s2
a B -rich solid phase. In the region si s2 a mixture is stable that consists of two kinds of
crystals, e.g. nearly pure Ag and nearly pure Cu crystals. b) Schematic phase diagram of a
binary system whose atoms show no preference for being surrounded by atoms of their own
kind and may equally be surrounded by atoms of a different kind, e.g. Ag and Au. In the
regions all the crystals have the same lattice in which, depending on the composition, more or
fewer A and B atoms are distributed in a disordered way among the lattice sites. c) Schematic
phase diagram of a binary system whose atoms show a slight preference for being surrounded
by atoms of the other kind, e.g. Cu and Au. At low temperatures new lattices are formed
(si, 52 and 52) which roughly resemble those of the pure components but possess a different
periodicity. At high temperatures the weak energetic preference for being surrounded by
atoms of a different kind is overcome by the effect of entropy. d) Phase diagram of the system
La -Al [2], as an example of a system that is rich in intermetallic compounds, with new physical
and chemical properties, because of a marked preference for being surrounded by atoms of
the other kind. This diagram demonstrates the very different behaviour of the various com-
pounds on a change in temperature: the highest melting point is that of LaAl2; at a tempera-
ture increase LaAl decomposes into another solid and the liquid, and at a fall in the tempera-
ture Lao.ssAl2.12 decomposes into two other solids.

The third possibility is explained in fig. lc and d.
If the constituent atoms A and B show a slight pref-

erence for the neighbourhood of the other kind, a
completely disordered mixture will occur at high tem-
peratures, but at low temperatures a certain ordering
will take place. A new phase then arises with a new
lattice (although closely related to that of A and B) and
with new properties. A transition of this kind at low

general show a strong inclination to form entirely new
types of lattice with varied configurations of A and B
atoms, depending on their mixing ratio. Thus, in the
La -Al system, whose phase diagram is given in fig. ld,

[1]

[2]

A detailed treatment of phase diagrams is given in J. L.
Meijering, Philips tech. Rev. 26, 12 and 52, 1965.
K. H. J. Buschow and J. H. N. van Vucht, Philips Res. Repts.
22, 233, 1967.
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six intermetallic compounds are formed with lattices
that differ from each other and from those of the start-
ing elements. All have their own intrinsic properties.

It will be clear from the foregoing that the investi-
gator looking for new properties will prefer to look for
such new lattices, because there is a greater probability
of finding sharp changes in properties. A new lattice of
this kind may form the starting point for further op-
timization that can lead to the desired property. This
optimization can be carried out chemically, e.g. by
making suitable mixed crystals, or physically, e.g. by
introducing the appropriate lattice defects.

In this article we shall take examples from widely
different fields - getters, superconductors, permanent
magnets, shape memories and hydrogen storage
devices - to illustrate how in a number of cases the
adoption of the strategy described here has led to in-
teresting and even spectacular scientific and technical
results.

Other research tools

Work has been done at Philips Research Labora-
tories for a number of years on a wide variety of
metallic systems, with a variety of suitably adapted
methods. The preparatory methods are all designed to
minimize the incorporation of foreign elements in
starting materials of the highest possible purity.
Thermal analysis is used to obtain a knowledge of the
exact details of the phase diagrams. X-ray analysis is
also used, where necessary at temperatures ranging
from 5 K to 2000 K. At a somewhat more advanced
stage X-ray analysis is employed to determine the
precise atomic structure of the compounds {3].

Measuring the properties of the compounds obtained
involves the use of a great diversity of techniques. In
the early stages of searching in a wide area it is desirable
to obtain a quick impression; intensive and accurate
measurements will only be carried out if real promise
appears.

We have been able to carry out theSe measurements
in a wide temperature range and also, in recent years,
in a large range of pressures M. We can for example
measure magnetic properties and electrical conductivity
at temperatures up to 2000 K and at pressures up to
105 bars, though it must be admitted that not all com-
binations of these measurement conditions are yet
possible.

About twenty years ago research on intermetallic
compounds was mainly directed towards materials that
could be used as getters in small thermionic valves. We
shall deal with this work first because of the many
connections between it and the subjects of later inves-
tigations.

Getters

In thermionic valves a getter is generally introduced
for the purpose of chemically binding the gases released
after the evacuated valve has been sealed off. The getter
metal most commonly used is barium, which is vapor-
ized by heating it in the sealed -off valve, so that it
condenses in the form of a thin metallic film on the
valve wall. In this state the barium is highly active and
absorbs the residual gases, notably hydrogen, oxygen,
nitrogen, water vapour and carbon dioxide and to a
lesser extent hydrocarbons and carbon monoxide.

This type of getter could not however be used in the
miniature valves made for hearing aids, because the
metal film causes short circuits and unwanted ca-
pacitances.

In 1945 a non -evaporating getter became available
that was found to be ideally suited for binding the
principal residual gases, hydrogen and oxygen, in these
miniature valves. This getter was made by sintering
thorium powder together with a powder of an alu-
minium alloy and `Cer-Misch-Metall' (an alloy of rare-
earth metals with cerium as the main constituent). The
getter, in the form of a fine powder, is sintered to a
component of the valve and is readily activated by
heating it, e.g. electrically, after the valve has been
sealed off.

In an endeavour to explain the operation of this get-
ter we made an extensive study of the ternary system
thorium -cerium -aluminium. We found that the getter
is an intermetallic compound with the crystal lattice of
Th2Al (fig. 2), in which the cerium atoms are randomly
distributed over the thoriani ,sites. It was found that
there are interstices between the thorium atoms into
which hydrogen atoms easily fit. The pure metal
thorium also contains such interstices, and this metal
can likewise be used for binding hydrogen, but Th2A1
is more suitable for two reasons. Firstly, hydrogen dif-
fuses much faster in the Th2A1 lattice than in the Th

Th

0 Al

Fig. 2. Crystal structure of the hydrogen getter Th2A1 [5]. The
hydrogen atoms prefer to occupy the tetrahedra formed by the
Th atoms, two of which are shown in the figure.
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lattice, partly because the hydride lattice of Th2A1 that
is formed contains more vacancies than that of thorium.
Secondly, it is easier to make a large reactive surface
from Th2A1 because, unlike thorium, it is very brittle.

What exactly is the function of the cerium? Unlike
hydrogen, oxygen will only diffuse reasonably quickly
into a metal lattice like that of Th2A1 at a very high
temperature. The first reaction with oxygen to occur at
the outer surface leads to the formation of an oxide
layer, which has a sealing effect for pure Th2Al, and
rules out the possibility of any further reaction with
oxygen, or even with hydrogen. Cerium ensures that
the oxide coating on the getter remains permeable, so
that the rate of reaction with oxygen and hydrogen
remains high.

This is presumably a consequence of the fact that the
element cerium can be either trivalent or tetravalent.
When cerium is oxidized, Ce203 forms first and then
CeO2. The Ce203 lattice may be regarded as a some-
what more rarefied Ce02 lattice containing an ordered
arrangement of oxygen vacancies. The presence of these
vacancies allows oxygen to diffuse rapidly through the
Ce203 layer formed on oxidation on the metal side.
The CeO2 layer formed at the oxygen side of the Ce203
is much less bulky than the Ce203 and therefore does
not form a complete seal.

We therefore see that there is a sudden marked im-
provement in intrinsic getter properties when the
thorium lattice is converted into the lattice of Th2Al,
and that a further modification of that lattice by dis-
solving cerium atoms in it gives a further improvement
- an optimum result is achieved by substituting
cerium atoms for about one in every eight thorium
atoms.

Superconductors

The property known as superconductivity, in which
the electrical resistance drops to zero at very low tem-
peratures, is found in many metals, intermetallic com-
pounds and alloys. For the elements, the critical tem-
perature Te (transition temperature), the maximum
temperature at which superconductivity occurs, is

highest in niobium : 9 K. It would be useful to have
superconductors with a transition temperature of at
least 20 K, since it would then be possible in principle
to use liquid hydrogen for cooling instead of liquid
helium.

It has been found that the value of the transition
temperature depends on the average concentration of
the valence electrons. If tetravalent zirconium atoms
are substituted for pentavalent niobium atoms in the
niobium lattice, the result is to increase the concen-
tration of the valence electrons, and the transition tern -

La In3_xSnx

n
3.75 el/at

Fig. 3. The transition temperature T0, i.e. the highest temperature
at which superconductivity occurs, as a function of the average
number of valence electrons n in:the LaIna-zSnx lattice [6].

perature can be raised from 9.2 K to 10.8 K. In a
similar way the substitution of tetravalent tin atoms
for trivalent indium atoms at arbitrary sites in the
LaIn3 lattice, bringing the concentration of valence
electrons to more than 3.5 electrons per atom, results
in a marked increase in the transition temperature
(fig. 3).

A marked improvement to 18 K was achieved with
the intermetallic compound Nb3Sn, which has a
characteristically different lattice (fig. 4). A charac-
teristic feature of the configuration is that the rows of
Nb atoms are perpendicular to each other, and at a
10 % smaller spacing than in pure niobium. The reduc-
tion of the distance between the niobium atoms is
evidently made possible by the stabilizing effect of the
Sn atoms, which are situated in the interstices formed
by the network of rows. The value of the transition
temperature does not appear to depend primarily
on the nature of the stabilizing atoms. A lattice of
this type, with a composition Nb3(A10.75Ge0.25) for
example, has a transition temperature of slightly more
than 20 K [71.

A complication, however, is the fact that it is not
always easy to prepare such a lattice with the correct

[3]

[4]

[3]

[6]

[7]

See P. B. Braun and A. J. van Bommel, Philips tech. Rev:'
22, 126, 1960/61.
The method used will be the subject of a forthcoming article
in this journal.
J. H. N. van Vucht, Interaction of Th2A1 and related getters
with hydrogen, thesis, Eindhoven 1963.
E. E. Havinga and M. H. van Maaren, Physics Repts. 10C,
107, 1974, in particular fig. 28.
G. Arrhenius, E. Corenzwit, R. Fitzgerald, G. W. Hull, Jr.,
H. L. Luo, B. T. Matthias and W. H. Zachariasen, Proc. Nat.
Acad. Sci. U.S.A. 61, 621, 1968.
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stoichiometric composition and with the desired degree
of order, so that the result obtained is not the optimum.
Recently, however, this has been achieved in the prep-
aration of Nb3Ge, and this has brought the critical
temperature to the previously unequalled value of
23.2 K [8].

It should be noted in passing that the information we
obtained in that study about the phase diagram of the
Nb-Sn system enabled us to understand why it was
never possible to make Nb3Sn from the elements at
temperatures below 950 °C, even after protracted heat-
ing (9]. The explanation lies in the formation of the
compounds Nb6Sn5 and NbSn2, which result in layers
that form a seal. Above 930 °C these compounds are
not stable. With the knowledge thus obtained we suc-
ceeded in devising a process in which Nb3Sn can be
formed fast enough to produce superconducting coils.

Permanent magnets

We have already described how our research on get-
ters led to a better understanding of the rare-earth
metals, and of cerium in particular. These rare-earth
metals attract attention much more for their magnetic
than for their gettering properties.

In the series of rare-earth metals arranged in order of
atomic number, also known as the lanthanide series,
the electron shells are not filled in the outer shell but in
the deeper 4f shell; this has the result that all these
elements are trivalent. Since in filling the 4f shell in the
order mentioned electrons with a parallel spin are
added first and only afterwards electrons of opposite
spin, the spin S per atom first increases and then drops
to zero. The coupling of the orbital momentum L takes
place in the first half of the series by the subtraction
L- S, in the second half by the addition L ± S. The
resulting magnetic moments are shown in fig. 5.

Quite apart from these effects there is a reduction in
.the atomic radius, called the lanthanide contraction,
which is caused by the increase in the nuclear charge.
This means that we have here a series of chemically
almost identical elements that differ in atomic radius
and in magnetic behaviour.

The 4f shell that 'carries the magnetism' is usually
unaffected during the formation of compounds, and
this makes it interesting to study the magnetic inter-
action of the rare-earth atoms with non-magnetic atoms
in the same lattice and also with magnetic atoms of
other elements, such as iron, cobalt, manganese or
nickel. In the case of the system Sm-Co the combina-
tion of magnetic atoms of different kinds in one lattice
led to a breakthrough in permanent -magnet technology.

Material for permanent magnets should have a high
saturation magnetization and a high crystal anisotropy.

The saturation magnetization is not particularly high
in the system Sm-Co ; cobalt has a relatively large
magnetic moment per atom, but that of samarium is
relatively small owing to the subtraction of spin and
orbital momentum (fig. 5). However, the hexagonal
lattice of SmCo5 in particular does have a very high
crystal anisotropy (fig. 6), which gives this material its
special value.

This journal has already reported on the race to
achieve ever higher values of (BH)max, which cul-
minated in a value of 164 kJ/m3 (20.2 x 106 gauss
oersted) for SmCo5 sintered in a special way [10].

Fig. 4. Diagram of the crystal lattice of Nb3Sn, in which three
rows of Nb atoms at right angles to one another are connected
by lines. In this material the distance between the Nb atoms is
10 % shorter than in the pure niobium lattice, which has a favour-
able effect on the height of the transition temperature (18 K in
Nb3Sn as against 9.2 K in pure niobium).

me

58 60 62
Ce Pr Nd Pm Sm Eu

64 66
Gd Tb Dy Ho

z

68 70
Er TmVb Lu

Fig. 5. The effective magnetic moment me per atom as a function
of the atomic number z in the lanthanide series.
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In 1972 a (BH)max of 207 kJ/m3 was attained by
replacing some of the samarium atoms in the SmCo5
lattice by praseodymium atoms, which have a higher
magnetic moment and hardly affect the crystal aniso-
tropy on substitution. Not so long afterwards this
record was broken by a group who succeeded in grow-
ing small single crystals of SmCo5 in which they also
replaced some of the samarium atoms by cobalt atoms,
which have a higher magnetic moment. The magnetic
moment of these substituted cobalt atoms aligns itself
in the lattice parallel to that of the other cobalt atoms
in the lattice. This effect, taken with the fact that the

It was found that at the beginning and end of the
lanthanide series the structure of the RA13 is very
simple : from LaAl3 to GdA13 there is a hexagonal
close -packed structure, and from ErAl3 the cubic close -
packed structure is found (fig. 7), but between these
there are unknown complex structures.

We assumed that we were concerned here with
polytypes. The term polytypes refers to lattices that are
identical in two dimensions and differ from each other
only in one dimension [123.

The hexagonal and the cubic close -packed structures
may be regarded as the two limiting cases of a series of

Fig. 6. Model of the hexagonal lattice SmCo5 (Sm green, Co brown) illustrating how the
pattern of the structure in two directions at right angles is entirely different. This explains the
high crystal anisotropy of this material.

density and orientation of the magnetic atoms in a
single crystal are optimum, led to a (BH)max of
254 kJ/m3111].

The significance of this breakthrough lies in the new
scope it allows to the designers of various kinds of
equipment since the magnets can now be made so small
and light.

Polytypism of close -packed AB, compounds

The fact that the atomic radius in the lanthanide
series changes while the number of valence electrons
remains constant gives the investigator the chance to
study the geometrical factors that play a role in the
stability of compound lattices, since the concentration
of the valence electrons, which also has an effect,
remains the same in all cases.

As a direct offshoot of the work on Th-Ce-Al getters
we investigated the R -Al systems (where R stands for
an element from the lanthanide series). One of the
interesting results of this work was the discovery that
a tri-aluminide occurs in nearly all these systems, but
not with the same crystal structure.

polytypes. They can be thought of as built up from the
same two-dimensional layers, which differ from each
other in the third dimension because of a different
method of stacking.

If we look at one atomic position in such a layer
(position A), we see that in the cubic close -packed
structure this atomic position in the adjacent layer has
been displaced by 1/3 of the diagonal of the unit cell
(position B), then again by 1/3 of the diagonal in the
next layer, (position C), and that in the third layer it
returns to position A. In the hexagonal close -packed
structure the return to the first position takes place

L. R. Testardi, J. H. Wernick and W. A. Royer, Solid State
Comm. 15, 1, 1974.
J. H. N. van Vucht, D. J. van Ooijen and H. A. C. M.
Bruning, Philips Res. Repts. 20, 136, 1965.
See for example:
K. H. J. Buschow, W. Luiten, P. A. Naastepad and F. F.
Westendorp, Philips tech. Rev. 29, 336, 1968;
F. F. Westendorp and K. H. J. Buschow, Solid State Comm.
7, 639, 1969;
H. Zijlstra, Philips tech. Rev. 34, 193, 1974.
A. S. Ermolenko, A. V. Korolev and Ya. S. Shur, JETP
Letters 17, 359, 1973.
This effect has also been observed in silicon carbide, for
example; see A. H. Gomes de Mesquita, Philips tech. Rev.
30, 36, 1969.



142 I. H. N. VAN VUCHT Philips tech. Rev. 36, No. 5

immediately after the first displacement by 1/3 of the
diagonal. Thus, in the cubic close -packed structure the
stacking order is ABCABC . . , and in the hexagonal
structure the order is ABAB .

For our purposes a different notation is useful. In
the hexagonal close -packed structure each layer lies
symmetrically between its two neighbouring layers,
whereas in the cubic case its situation is asymmetrical.
In our notation, h (for 'hexagonal') denotes each layer
that lies symmetrically between its neighbouring layers
and c (for 'cubic') denotes each layer in an asymmet-
rical position. With this notation the transition from
cubic close packing (cc . . .) to hexagonal close pack-
ing (hh .) that takes place in the lanthanide series
can be symbolically expressed by cc . . . , hcchchcchc . . ,

hchc . . . , hhchhc . . . and hh (fig. 8).
Why does the material show a growing preference

for a more hexagonal polytype as the atomic radius
increases (and the atomic number decreases)? In all
layers the large minority atoms R are surrounded by
six smaller Al atoms (fig. 9). In the hexagonal packing
the atoms located at identical positions are separated
from each other by only one layer (compared with two
layers in the cubic case). As the R atoms increase in
size, the small Al atoms can more easily make room
for them in the interstices. In the hexagonal packing
the dispersal of the small atoms makes room for the
large atoms in both neighbouring layers, leading to a
closer packing. In the cubic case the advantage of such
dispersal for the large atoms in the one neighbouring
layer turns into a disadvantage for the large atoms in
the other. The larger the R atoms the greater the gain
in free energy of the closer packing thus achieved, and
hence the increasing preference for the more hexagonal
polytype.

Research on alkaline -earth -lead compounds and
other materials [14] has shown that this is a general rule
in crystal lattices with AB3 compounds built up on the
close -packed principle. In these compounds it is of
course also necessary to take into account the effect of
the electron concentration as well as that of the
geometrical factors.

The knowledge thus obtained [15] enabled us to pre-
dict that the crystal structure of Ba5(Pb1.2,T13) would
'show the stacking characteristic' of a 5/7 hexagonal
structure, 'i.e. the stacking hhchhhc (fig. 10). This pre-
diction was confirmed by X-ray analysis of powders [16].

[13] A more detailed desCription is given in I. H. N. van Vucht
and K. H. J. Buschow, J. less -common Met. 10, 98, 1965.

[AA] J. H. N. van Vucht, J. less -common Met. 11, 308, 1966.
[1.5] E. E. Havinga, J. H. N. van Vucht and K. H. J. Buschow,

Philihs-Res,..Repts. 24, 407, 1969.
[16] E. E. Hkvinga and J. H. N. van Vucht, Acta cryst. B 26, 653,

1970.
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Fig. 7. Vertical cross-section (upper left) and two horizontal
cross -sections (lower left) of the hexagonal unit cell of a close -
packed ABa compound. The corresponding cubic stacking is
illustrated on the right (only in vertical cross-section). In the
stacking of the layers each atom is always displaced by 1/3 of
the diagonal. The cubic stacking arises from successive displace-
ments in the same direction, so that the original position is
resumed in the third neighbouring layer. In the hexagonal case
a zigzag progress is followed, and after one displacement through
1/3 of the diagonal the original position is resumed again. The
notation often used for the cubic stacking is ABCABC
and for the hexagonal stacking ABAB . . . In the hexagonal case
each layer is symmetrical with respect to the neighbouring layers;
in the cubic case it is asymmetrical. Calling the symmetrial posi-
tion h and the asymmetric position c, the hexagonal stacking can
be denoted by: hh . . . , and the cubic by cc . . . The value of
this notation is clear from fig. 8.
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Fig. 8. Schematic representation of polytypes occurring in tri-
aluminides of rare-earth metals [131.

Fig. 9. A layer of a close -packed lattice of an RA13 compound,
with R atoms that are large compared with the Al atoms. At the
position K in the hexagonal case both R atoms of the identical
neighbouring layers above and below can use the space left
vacant by the displacement of the Al atoms. In the cubic case this
only applies for the R atom of one of the layers; the R atom of
the other layer is then located exactly at L, where the Al atoms
have been crowded together by the dispersal around K. This
prevents the formation of an optimum close -packed structure.
The larger the R atoms are compared with the Al atoms the
greater the tendency towards the formation of a hexagonal close -
packed structure.
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Fig. 10. Schematic representation of the structure of Bas(Pb12,T13).

Shape memories

Close -packed AB compounds are related to close -
packed AB3 compounds, as illustrated in fig. 11. In
compounds of the AB type it is also possible to imagine
a series with a pure hexagonal close -packed structure
at one end and a pure cubic close -packed structure at
the other, with all kinds of polytypes in between. The
search for such polytypes brought the intermetallic
compound NiTi to our
notice, a substance with a
remarkable property, which
was not understood at the
time: shape memory.

AB compounds show
more often than AB3 com-
pounds the tendency to
change at high temperatures
to a less close packing
(fig. 12), in particular to
structures of the CsC1 type
(or of the tungsten type in
the case of elements). In
NiTi the temperature at
which the transition takes
place from the closest pack -

.0,4

,"0" AD' ,A0

0:0:0:0:0
0:0:0:0:0

Fig. 11. Illustrating the relationship between close -packed AB
lattices (centre) and AB3 lattices (left and right), which applies for
both the cubic and the hexagonal forms.

Fig. 12. Illustrating the transition from the ideal close -packed AB
lattice (both cubic and hexagonal) to the less closely packed
structure of the CsC1 type (left), which provides the explanation
for the shape -memory effect of a large number of alloys. Q' and
Q are positions of the close -packed AB lattice (the upper atom
lies in an interstice formed by the three lower ones), and P is a
position of the lattice of the less closely packed type (the upper
atom lies on a 'saddle point' of two atoms beneath it).

ing to the less closely packed CsC1 structure is only
slightly above room temperature. It seemed an obvious
assumption that this - diffusionless - transition was
related to the memory effect observed.

Fig. 13 demonstrates the operation of a shape
memory. Fig. 13a shows a wire of NiTi, which was
originally shaped in the name of our firm and then
deformed beyond recognition at room temperature.

a
Fig. 13. Illustrating the shape -memory effect. A wire of NiTi, originally shaped to produce the
name Philips, was deformed beyond recognition at room temperature (a); after the tempera-
ture was raised by passing an electric current through the wire, the wire returned to its former
shape (b).
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In fig. 13b it can be seen that when the temperature is
raised the name Philips re-emerges; one indication of
how accurately the original shape is recovered is that
the dots in fig. 13a appear exactly above the i's.

In its closest -packed structure NiTi at room tem-
perature is very ductile, and above the transition tem-
perature of 60 °C it is hard, brittle and difficult to
deform. Deformations applied at room temperature
disappear, as we have shown, spontaneously and
immediately when the temperature is raised above the
transition temperature, and after cooling the metal
returns exactly to the shape it had before the deforma-
tion: it has 'remembered' its former shape.

This spectacular property has found small-scale
application in NiTi clamping rings, and many patents
have been taken out for other applications varying
from self -deploying satellite antennas to an application
as a deformable wheel, capable of supplying energy
from a fairly small temperature difference between two
heat reservoirs.

Explanation of the shape -memory effect

Let us now try to picture the atomic events taking
place during the structural transition. This can best be
done by starting from the situation above the transition
temperature (the CsCI lattice). The atoms of each layer
lie on the 'saddle points' of the next neighbouring layer
(fig. 12). When the temperature is lowered the structure
changes to the most closely packed stacking (hexag-
onal, cubic or an intermediate form). When this hap-
pens the rows inside a layer move in such a way that
the diabolo-shaped interstices change into triangular
interstices. There is also a change in the relative posi-
tion of the layers as a whole: the atoms of the one
neighbouring layer then no longer lie on the saddle
points of the other, as they did in fig. 12 (position P),
but at the interstices (position Q).

At the transition temperature the two positions are
thermodynamically equally stable: no activation free
energy is necessary for changing from the one position
to the other. At a somewhat lower temperature (when
position Q is thermodynamically only very slightly
more advantageous than position P) a force exerted on
the lattice to deform it can very easily cause a relative
displacement of the illustrated atomic planes. The
atoms then jump from one interstitial position Q'
(equivalent to Q) via a P position to the interstitial
position Q.

In the case of chemically symmetrical triangular
interstices the process may repeat itself from the new

.;interstice via the two possible saddle positions that now
become available in the direction of the strain. This
explains' the familiar fact that at the temperature of the
transition from the W lattice to the cubic or hexagonal

PdTi
<500°C

PtTi
<1000°C

FeTi

CoTi

AuTi NiTi

<600°C >60°C

AuTi

<600°C

AuMn

>300°C

0 25 50 75 100%

Fig. 14. Nomogram of a number of mixed systems of AB com-
pounds that show the close -packed structure at room tempera-
ture (left) and AB compounds that have the CsCI structure at the
same temperature. Compounds of the first type are ductile under
these conditions, those of the second type are difficult to deform.
Mixing on an atomic scale causes an abnormally high ductility in
the concentration region (thick black lines), and this ductility is
associated with the occurrence of a shape -memory effect. The
explanation lies in the fact that the temperature at which a
transition tends to take place from one type of stacking to the
other (in some cases this lies below absolute zero) is shifted to
the region just above room temperature on mixing.

close -packed structure pure metals like iron or zir-
conium are very easily deformable.

These pure metals, however, do not give a memory
effect. For this to be possible it is at least necessary that
the atoms of a layer are able to 'feel' where they have
come from after a displacement. If the layers are built
up from asymmetrical interstices, this requirement is
met. In AB compounds like NiTi (fig. 12) the atoms of
one kind are found in rows that are in turn surrounded
by rows of the other kind inside and outside the plane.
If, before the deformation (at room temperature),
atoms of the one kind are situated at position Q' and
after the deformation at position Q, then during the
deformation they are displaced across the saddle points
in the rows of the other atoms. On a further displace-
ment the atoms have to be moved across saddle points
of a different kind, which have a higher activation free
energy since they are also formed by an atom of their
own kind. We therefore assume that for each shearing
plane the deformation remains confined to this one
`saddle jump'. (Macroscopically the NiTi object may
still have undergone a considerable change of shape.)
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The original high -temperature position on the saddle
point can clearly be distinguished from the two other
possibilities; when the temperature is raised to above
the transition point the atoms again return to this
saddle point.

This picture of the atomic events taking place during
such a transition made it clear that this property could
not be unique to NiTi, and in 1970 it led us to the
discovery of 23 previously unknown alloys with this
shape -memory effect (fig. 14). We were even able to
demonstrate that the copper -tin system, which has
been studied since ancient times, also has a shape -
memory effect in the composition Cu3Sn. We do not
know, however, whether this effect has ever been
observed previously.

Storage of hydrogen

We have already dealt with the gettering properties
of some of the intermetallic compounds of rare-earth
metals, and have discussed the suitability of SmCo5 as
a material for permanent magnets. Reseach into these
intermetallic compounds has yielded yet another sur-
prising result.

Under the influence of the atmosphere, the coercive
force of SmCo5 and hence its (BH)max decrease
noticeably. Investigation of this effect showed that it
was associated with the hydrogen atoms, and the fol-
lowing new and highly important properties of SmCo5
were discovered 117]. Firstly, the material, unlike an
ordinary getter, very readily reacts with molecular hy-
drogen, even at room temperature; secondly, it releases
the hydrogen again very easily; and thirdly, both the
take-up and release of hydrogen take place in consid-
erable quantities. In fact, SmCo5 is a 'getter' with a
high equilibrium pressure, somewhat higher than
1 bar.

For hydrogen taken up under high pressure to be
released again it is therefore sufficient to lower the pres-
sure to atmospheric pressure. With an ordinary getter
the object is the permanent 'removal' of the hydrogen;
any release of hydrogen is only permissible under
rather drastic conditions. This newly discovered pro-
perty, however, allows the hydrogen to be easily
stored temporarily.

The next step was to determine how other com-
pounds whose crystal structure is isomorphous with
that of SmCo5 would behave as a hydrogen -storage
medium. It was found that the most suitable compound
in this respect is LaNi5 [18].

[17] H. Zijlstra and F. F. Westendorp, Solid State Comm. 7, 857,
1969. .

[18] J. H. N. van Vucht, F. A. Kuijpers and H. A. C. M. Bruning,
Philips Res. Repts. 25, 133, 1970.

The thermodynamic properties of the system
LaNi5-H2 are indicated in fig. 15. At room temperature
and a pressure of about 2.5 bars hydrogen can be
absorbed until the composition LaNi5H6.7 is reached.
This reaction is reversible, which means that if the hy-
drogen pressure is allowed to drop to less than two
atmospheres - there is a slight hysteresis effect - the
hydride form decomposes to the original metal, with
the release of hydrogen.

PH2

2 3 4 5 Sat 14/mot LaNi5

Fig. 15. The pressure of hydrogen PHI in equilibrium with LaNis
as a function of the hydrogen concentration c at different tem-
peratures. If for example the H2 pressure is raised to greater than
about 3 bars at 21 °C, hydrogen is absorbed until the composi-
tion LaNisH6 is reached approximately. Conversely, the hydro-
gen thus absorbed is released again when the pressure is lowered
to less than 2 bars.

The metal behaves like a 'hydrogen sponge'. During
the formation of the hydride it does indeed swell,
growing by 25 % of its original volume, just like a
sponge absorbing water.

An effect of this expansion is illustrated in fig. 16,
where a small piece of freshly prepared metal exposed
for the first time to hydrogen gas is observed to crumble
spontaneously into small crystallites. The clean, active
surface formed during the fracture and fragmentation
has the effect of speeding up the reaction. The crum-
bling continues until a very fine powder is formed, with
an average grain diameter of 5 1.m and a very large and
highly reactive surface that has a high sorption rate
even down to well below 0 °C.

The potential applications of a substance possessing
such properties are legion. As a storage medium for
hydrogen it has advantages over steel gas cylinders or
Dewar vessels for liquid hydrogen. The hydrogen
density in the LaNi5H6.7 lattice is nearly twice as great
as in liquid hydrogen. In addition, a tank containing
LaNi5H6.7 does not need to have a particularly thick
wall, since the pressure in it at room temperature is
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only 2.5 bars. The heat of dissociation of the hydride
(approximately 7.7 kcal/mol H2) could be used in a
gas -refrigerating machine (cryogenerator). By making
use of the temperature dependence of the equilibrium
pressure above the hydride it has proved possible to
make a thermocompressor with no moving parts,

Fig. 16. The destructive effect of the spontaneous take-up of
hydrogen by an LaNis casting, demonstrated by letting this take
place at high pressure on a piece of gauze in a thick-walled
cylinder. The strongly expanding metal gradually crumbles into
hydride grains that pile up underneath the piece of gauze.

intended for a hydrogen cryogenerator in the 20 K
temperature region [19]. The hydride is also suitable for
use as an electrode in rechargeable batteries. Unlike
conventional electrode materials, this hydride retains
metallic conduction during the chemical reactions in
the battery. LaNi5 is used as a pressure buffer, e.g. in
combination with nickel -nickel -hydroxide batteries in
space satellites. The use of LaNi5 avoids the formation
of excessive hydrogen pressures while these batteries are
being charged by solar radiation.

Much attention has also been given to the possible
use of LaNi5 as a hydrogenation catalyst. The reaction
between impurities and the lanthanum at the surface
produces an oxide with the release of pure nickel,
which is a highly active catalyst, in much the same way
as the well known Raney nickel. Finally, an obvious
application of LaNi5 is its use as a purification medium
for hydrogen, since hydrogen and its isotopes are the
only gases that are able to penetrate into the LaNi5
lattice.

As with other materials, the special requirements
imposed by different applications can be met by LaNi5
over a certain range. As an electrode material in bat-
teries, for example, it is preferable to use LaNi5 in
which copper atoms have been introduced in a disor-
dered way to occupy nickel sites. This material has
better mechanical properties than pure LaNi5. Of
course, this also changes the equilibrium pressure and
storage capacity of the material. Generally speaking,
all kinds of properties can be changed 'to order' by the
substitution of related elements for La or Ni.

1's] H. H. van Mal, Chemie-Ing.-Technik 45, 80, 1973.

Summary. The background and results of 20 years of research on
intermetallic compounds are described. It is shown how know-
ledge acquired in the investigation of getters has led to discoveries
in entirely different fields. The results include the elucidation of
the structure of various tri-aluminides of rare-earth metals,
insight into the shape -memory effect of alloys such as NiTi, the
development of material with a high (BH)max value for permanent
magnets and the discovery of the capacity of LaNis for absorbing
hydrogen in large quantities and readily giving it up again.
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Single -mask bubble memory with rotating -field control

W. F. Druyvesteyn, F. A. Kuijpers, A. G. H. Verhulst and C. H. M. Witmer

Current developments indicate that bubble memories will have capacities exceeding 106
bits and access times shorter than 1 ms. It therefore seems likely that they will be of
greatest use in applications where 'high-speed' core or semiconductor memories are not
large enough and conventional 'large' memories (magnetic tape and large discs) are not
fast enough. The competitors for such applications are the charge -coupled devices. In
both types the bits are moved through shift registers; in bubble memories this is done
with the aid of a rotating magnetic field. The shift -register operation is obtained with
circuits produced by photolithographic methods. The advantage of bubble memories is
that only a few masks are required. 'Single -mask' memories are obviously particularly
important here. Bubble memories are generally controlled by current pulses, and in some
cases the rotating field that propels the bubbles also has a control function. When rotat-
ing -field control is used, the sense of rotation is reversed at preset times. For single -mask
memories it would greatly simplify matters if complete control could be obtained via the
rotating field alone. This article shows that rotating -field control is in fact satisfactory
on a laboratory scale.

Introduction

In bubble memories the information is carried by
`magnetic bubbles'. The medium for the bubbles is a
thin layer of ferromagnetic material magnetized per-
pendicularly to the layer by an external magnetic field
Ho. The bubbles form stable but extremely mobile
cylindrical domains of opposite magnetic polarity in
the layer; see fig. I. Such domains are possible only in
material that is magnetically anisotropic, with the
`easy' direction of magnetization perpendicular to the
layer, and in a relatively small interval of values of Ho.
In the present experimental memories the diameter of
the bubbles and the thickness of the layer are a few
microns.

Series of preferred positions for the bubbles are
created in the layer, usually by means of permalloy
strips. A bubble in one of these positions represents the
binary 'I' and the absence of a bubble the '0'. A fre-
quently used pattern of strips is illustrated in fig. 2; the
details are of the dimensions of a bubble. The preferred
positions depend on the direction of an auxiliary

Dr Ir W. F. Druyvesteyn, Dr Ir F. A. Kuijpers, A. G. H. Verhulst
and C. H. M. Witmer are with Philips Research Laboratories,
Eindhoven.

magnetic field H1 in the plane of the layer. In fig. 2
this field is in direction 1; in this situation the 'positive'
bubble -attracting poles 1 form the preferred positions.
If field H1 is now rotated in a counter -clockwise sense,
the bubbles jump successively to the new nearest pre-
ferred positions 2, 3, 4, 1 . . . and thus move from the
bottom to the top. The permalloy pattern therefore
forms a shift register for the information. If the 'rotat-
ing field' Hi. rotates in the clockwise sense, the informa-
tion shifts downwards. This type of shift register
- with additional elements of other shapes - is

Fig. 1. The magnetic bubble, a cylindrical domain whose mag-
netization is in the opposite sense to that of the rest of the layer,
which is magnetized in the direction of a constant external field
Ho perpendicular to the plane of the layer.
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employed in the majority of bubble memories devel-
oped to date, and we shall confine our discussions here
to this type.

The way in which a computer memory is usually
arranged is illustrated in fig. 3. The information is
stored in a number of small loops Li, L2 ... in which
the bubbles move along tracks like those shown in
fig. 2. These loops are connected to a large loop Lo,
which is used for writing in, reading out and erasing
information. To enable the arrangement to operate as
a memory, there has to be a bubble generator (G), a
detector (D), an annihilator (A) and also various transfer
gates to enable bubbles to be switched from one track
to the other at will.

These functions can be provided in a variety of ways.
One method frequently used is to place a pattern of
non-magnetic conductors underneath the permalloy
pattern on the magnetic layer. Transfer gates, gen-
erators, etc. are then controlled by current pulses. An

L.

I

,
[

L

I

I

IT
3

I

I, I

L 3

L
I

ri
Fig. 2. Pattern of permalloy strips on a magnetic film, for guiding
the bubbles. With the auxiliary field Hi (in the plane of the film)
in position 1, the sites 1 form bubble -attracting poles; with Hi
in position 2, sites 2 assume this function, and so on. If the field
is rotated counter -clockwise (CCW rotation) the bubbles move
upwards; clockwise (CW) rotation causes them to be displaced
downwards.

example is the transfer gate in fig. 4. The conductor is
shown shaded. The rotation of the field Hi is always
counter -clockwise. If a bubble enters via track Si, it
normally leaves the transfer gate at Sz, via poles P and
Q. If, however, a current pulse is sent through the
conductor for a quarter -cycle of the rotating field
starting when the bubble is at P, the bubble is subjected
to a force to the left and directed into R. It then con-
tinues its path through S3.

The production of such memories with a permalloy
pattern and a conductor pattern makes great demands
on technological skill. The patterns are applied to the
magnetic layer by a photolithographic technique. Even
in a simple experimental memory the permalloy pattern
may easily consist of hundreds or even thousands of
bars, tees and other elements measuring only several
microns across, and application of such a pattern
demands extreme care and accuracy (see for example
fig. 12). The application, by means of two photomasks,

A

D

-..

Lo

G

Li

L2

Fig. 3. Layout of a computer memory. The lines represent bubble
tracks of the kind shown in fig. 2. L1, Lo .. . minor loops for the
storage of information, Lo major loop for write-in, read-out and
erasure. G bubble generator, A annihilator, D detector. The
transfer gates used to direct bubbles from one track to another
are not separately indicated.

of two patterns accurately positioned in relation to each
other adds an extra order of difficulty. 'Single -mask
memories' - memories made with only one mask -
are obviously at a great advantage here. Absence of the
relative positioning requirement means not only that
the production of memories for bubbles measuring
about 5 p.m across is a great deal simpler but also that
it becomes more realistic to consider using submicron
bubbles.

Single -mask memories can be controlled in two
ways. Current pulses can also be used here, but now
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Fig. 4. Current -controlled transfer gate. Hi always rotates in
the CCW sense. a) The bubbles normally move from Si via poles
P and Q on to Si. At a particular current pulse i in the conductor
(grey), a bubble at P is subjected to an extra force to the left,
moves into R and passes on via Si. b) Section A -A enlarged. The
force to the left on the bubble arises because the field Hi of the
current through the conductor (grey, between the magnetic film
and the permalloy strip) decreases the external field on the left
and increases it on the right (see also fig. 9).

they have to move through the permalloy. In this case
the pattern has to incorporate not only pole -forming
ends but also through -paths for the current. A con-
figuration of this type [11 is illustrated in fig. 5; it can
be used either as a transfer gate or as a bubble splitter.
In practice the main drawback of this method is the
rather large amount of heat developed because of the
relatively high resistance of the permalloy.

The alternative is to use the rotating field for control.
The direction of rotation of the field is reversed at cer-
tain times, which are specified in the control program.

Both methods have their advantages and disadvan-
tages and a combination of the two will probably yield
the best result eventually. In this article, however, we
propose to show, with the aid of suitable patterns and
the associated programs, that rotating -field control on
its own is capable of operating a fairly complicated
memory adequately, even though the field acts on all
the bubbles simultaneously.

For completeness we will consider in more detail the
structure of a 'memory chip', i.e. a chip several mm2
in area containing one circuit of the type shown in
fig. 3. A bubble memory normally contains many such
chips, which in some types of memories are identical.

Fig. 5. Current -controlled transfer gate for a single -mask
memory ['i. The bubble tracks in the major loop Lo and the
minor loop Li consist of chevrons. H1 always rotates CCW. To
transfer bubble B2 (field position 2) to site B4 (field position 4),
i.e. from Lo to Li, a current pulse with a length of nearly one half -
cycle is applied in the central permalloy strip. This holds the
bubble in the transverse direction so that it moves towards B4 in
preference to B4. A current pulse between 4 and 2 can transfer a

from Li to Lo. By using different pulses the pattern can
also act as a bubble splitter or `replicator' which splits a bubble
circulating in Lo into two and diverts one into Li.

The structure of a memory chip

Probably the most successful media for bubbles
are single -crystal films of certain types of iron gar-
net, epitaxially grown on a single -crystal substrate
of gadolinium gallium garnet (GGG). The com-
position of the films which we use is approximately
Smo.3Y2.7Gai.2Fe3.8012. The magnetic properties can
be varied by modifying the composition. It is these
properties, together with the thickness of the film and
the external field, that determine the diameter of the
bubble. A typical film is 5 p.m thick and the diameter
of the bubbles is 7 p,m in an external field of about
50 Oe (4 kA/m). If the external field becomes too large,
the bubble disappears; if it becomes too small, the
bubble changes into an elongated domain (see fig. 6).

The speed of a memory is determined by the speed
of rotation of the rotating field. The memories we shall
discuss here continue to operate effectively at frequen-
cies as high as 200 kHz. Using magnetic materials of
different compositions it is not impossible to reach
frequencies above 1 MHz.

11) T. J. Nelson, AIP Conf. Proc. 18 (19th Ann. Conf. on Mag-
netism and magnetic materials, Boston 1973), Part 1, p. 95,
1974.



152 W. F. DRUYVESTEYN et al. Philips tech. Rev. 36, No. 6

10pm

2R

5

-1/ 3.4 3.6

Hr

3.8 4.0 4.2 4.4 4.6kA/m

0 I I

42 44 46 48 50 52 54 56 580e
Ho

Fig. 6. The diameter 2R of a bubble as a function of the external
field Ho. The bubble shrinks with increasing field, finally dis-
appearing at the collapse field H. With decreasing field it changes
at the run -out field Hr into a filamentary domain. The case illus-
trated above is that of a 5 -p.m film with a saturation polarization
J8 of 15 mT (in the Gaussian system, a saturation magnetization
47rMs of 150 gauss) in which the usual parameter 1, indicating
the characteristics of the film, is 1 p.m. (In the Gaussian system

= aw/47rM82, where aw is the energy per cm2 of magnetic domain
wall.)

The external field is usually generated by coils or permanent
magnets; in general magnets are to be preferred because the
contents of the memory will not be erased if the power fails. The
rotating field is produced by crossed coils carrying currents with
a relative phase difference of 90°. With rotating -field control it
has to be possible to reverse the sense of rotation in each of the
four field positions (see fig. 2) within a period that is very short in
relation to the cycle of the rotating field. This has been success-
fully achieved at Philips Research Laboratories at a frequency of
100 kHz using current generators that can deliver currents of
3 A into coils of 20 [LH [2].

We shall now explain in somewhat greater detail the behaviour
of a bubble when the external field is varied.

Let us assume that the energy of a layer of infinite extent of
thickness d, with no bubbles and subject to an external magnetic
field Ho directed upwards is zero. The generation of a bubble in
this layer can mean a reducti6n in energy, because the demagnet-
iZing energy Ed is negative, since the spins adjacent to the bubble
produce a downward demagnetizing field at the bubble (see
fig. 7), and a bubble in that field has a lower energy (Ed) than an
upward magnetized area would have. Ed increases in absolute
Value'with the radius R of the bubble (see fig. 8). Two loss terms

have to be set against this. Because of its opposite magnetization
the bubble has a positive field energy in the external field Ho;
this is proportional to its volume, i.e. to Red. Moreover, the
energy Ew of the domain wall is positive because the spins in the
wall are at an angle to each other and are not in the preferred
direction. This contribution is proportional to the wall area, i.e.
to Rd.

Fig. 8. Contributions to the energy of a bubble. Ed demagnetiza-
tion energy, En field energy, Er domain -wall energy.

Et

1

=oimmel
Ro

H,

R

Hr

Fig. 9. Total energy Et of a bubble in an external field Ho. The
bubble is stable at a radius Ro at which Et is a minimum.
Dashed lines: the total energy if the external field is equal to the
collapse field He or the run -out field Hr (Hr < Ho < He); in
the first case Et only just fails to have a minimum. For a decreas-

Fig. 7. The demagnetizing field Ha in the space occupied by a ing field the minimum becomes lower; bubbles therefore move
bubble. Since it is directed downwards, the demagnetization in the direction of decreasing field -strength if the field has a
energy Ed of a bubble is negative. gradient.
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The sum Et of the contributions in fig. 8 as a function of R
sometimes has a minimum (fig. 9) because, as R increases, the
decreasing Ed is at first dominant, but later EH becomes dominant.
The value of R at this minimum is the radius assumed by the
bubble. EH increases with increasing field Ho; the minimum
moves to the left and the bubble therefore becomes smaller. The
minimum also becomes flatter; at the 'collapse field' He it dis-
appears and so does the bubble (see fig. 6). For a decreasing field
the radius increases until at field Hr - the `run -out field' - the
cylinder is no longer stable for elliptical deformations and changes
to an elongated domain.

As the field decreases not only does the bubble become larger
but the energy minimum becomes lower (fig. 9). In a spatially
modulated external field the bubbles therefore move in the direc-
tion of decreasing field. The operation of the permalloy poles is
based on this effect: a pole attracts if it lowers the external field
locally. It can also be seen that bubbles have to repel one another:
they increase the field in their vicinity.

Fig. 10 is a schematic diagram of a section through
a memory chip. The diagram shows the substrate
(GGG), the magnetic film (IG), the permalloy layer (P)
and a gold layer (Au) for contacts, and also a dielectric
intermediate layer (Q) and a layer implanted with ions
(I) in the iron garnet. The dielectric layer, usually of
Si02, improves the mobility of the bubbles. If it is not
present the bubbles, which are themselves 'magnets',
stick too easily to a permalloy pole -forming projection
when this is nominally no longer a preferred position,
like magnets to a soft -iron sheet. This adhesive effect
decreases rapidly with increasing thickness of the inter-
mediate layer.

Ion implantation is one of the methods used for sup-
pressing 'hard' bubbles. These are unwanted bubbles
with a highly deviant behaviour. They are stable over
a much wider range of values of the external field and
display a much greater variety in dimensions than
ordinary bubbles. Moreover, they are not very mobile.
These and other properties are the result of a com-
plicated structure of the domain wall. We will not
discuss this in greater detail here [21.

Au

P

Q

I

IG

GGG

0.7pm

0.4pm
0.7,um

1.0.2pm

5pm

500,um

Fig. 10. Cross-section through a memory chip, schematic. GGG
substrate. IG magnetic film of iron garnet. Q dielectric inter-
mediate layer of quartz glass. P permalloy pattern. Au pattern
of gold for contacts. A thin layer I of the iron garnet is implanted
with ions to suppress 'hard' bubbles. A layer of titanium oxide
(5 nm) between Q and P to improve the adhesion of the permalloy
and a layer of molybdenum (0.1 (im) on P and Q to improve that
of the gold are not shown.

A memory chip of the kind illustrated in fig. 10 is
produced in the following way at Philips Research
Laboratories. The iron -garnet film is deposited on the
substrate epitaxially from the liquid phase [3] and bom-
barded by Ne+ ions with an energy of 100 keV and at
a density of 2x 1014 ions per cm2 (`ion implanta-
tion') [41. Then the surface of the chip is thoroughly
cleaned, and the dielectric layer, a 5-nm film of titanium
oxide (not shown in fig. 10), and the permalloy film are
deposited on it in turn by sputtering. The titanium
oxide is applied to ensure good adhesion of the per-
malloy. The sputtering takes place in a 13.56 -MHz
argon discharge, using cathodes with coatings of quartz
glass, titanium or a permalloy consisting of 80 % by
weight of nickel and 20 % by weight of iron. In the case
of the titanium oxide the atmosphere contains 3-4 % of
oxygen in addition to the argon; the film here is formed
by 'reactive sputtering' of the titanium -coated cathode.

The pattern in the permalloy is created by a photo-
lithographic technique in a manner similar to that
adopted for ICs. A solution of positive photoresist is
distributed very evenly over the surface and dried by
rapidly rotating the chip with a few drops of solution
on it (3 s at 10 000 revs/min and 30 s at 3000 revs/min).
The resist is then exposed through a mask carrying the
appropriate pattern. After processing, the pattern
remains on the permalloy as photoresist.

The permalloy left uncovered has then to be removed
by etching. In view of the accuracy required in the
lateral direction -a fraction of a micron - we favour
etching by sputtering (`ion etching') [5]. In this process
the chip is attached to the cathode and bombarded by
Ar+ ions from an r.f. discharge. Since both the per-
malloy and the resist are etched, the resist film has to
be so thick that it does not disappear before the per-
malloy. As a result of the ion bombardment the resist
that is left is hardened and special resist removers have
to be used. It can also be removed ultrasonically.
However, the permalloy need only be bared where it
will later have to make contact with the gold coating.
Details of a permalloy pattern after this process can be
seen in fig. 11.

To ensure better adhesion of the gold a 0.1-11m
molybdenum layer is deposited by sputtering before
the gold layer itself. Photolithographic methods are
used to form the gold strips that connect the permalloy

[21

[3]

[4]

[2]

See W. F. Druyvesteyn, A. W. M. van den Enden, F. A.
Kuijpers, E. de Niet and A. G. H. Verhulst, in: Solid state
devices, 1974, Proc. Conf. Nottingham (Inst. Phys. Conf.
Ser. No. 25), p. 37, 1975.
For a description of this process see J. A. Pistorius, J. M.
Robertson and W. T. Stacy, Philips tech. Rev. 35, 1, 1975.
This is done at the Institute for Nuclear Physics Research,
Amsterdam.
See for example H. Dimigen and H. Ltithje, Philips tech.
Rev. 35, 199, 1975.
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Fig. 11. Scanning -microscope photographs of permalloy patterns. The magnifications are
420 x (left) and 830 x (right). The directions of viewing are at angles of 30° and 15° respec-
tively to the surface.

detector to the detection equipment. Since these are
broad strips and no great accuracy is necessary (see
fig. 12), the disadvantage of the two -mask technique
is not found here. The gold is etched by a wet -chemical
process. The entire surface is then covered with a
protective coating. A number of circuits are made
simultaneously on a single chip; the circuits are sep-
arated by scribing with a laser beam and breaking.

Single -mask memories with rotating -field control

We shall now discuss the method of control with a
rotating field by reference to an example: the memory
circuit [61 in fig. 12. It will be obvious from its very
modest dimensions that this memory is not suitable for
immediate application but is intended merely to dem-
onstrate the possibilities of rotating -field control. The
circuit follows the scheme shown in fig. 3 : a major loop
Lo for write-in and read-out, six minor loops , ...,L1

L6 for the actual storage, a bubble generator G, an
annihilator Al and a detector D. We shall first consider
briefly the generator, the annihilator and the transfer
gates and then the organization of the circuit as a whole.
Then we shall look at detection more closely.

The bubble generator is illustrated in fig. 13, where
a series of photographs also show it in action [7]. A
master domain circulates permanently under the square
permalloy area. When the field rotates from position 3
to position 4, the projection A forms a strong negative
pole that assists the movement from B to C. The
negative pole formed at D in position 1 cuts through
the domain that has meanwhile become elongated. We
have found that a small projection E (not present in
the generator illustrated in the photographs) assists this
division. When the rotation is counter -clockwise, the
generator produces an uninterrupted stream of bubbles.

We will consider the generation of information from
this stream later.

When the sense of rotation is reversed a bubble
annihilator must not start to act as a bubble generator.
The annihilators shown in fig. 12 - A1, A2 and A3 -
are not ideal in this respect and we shall limit our
discussion here to the improved version shown in
fig. 14. A bubble that has arrived at A in position 1 of
the rotating field (fig. 14b) is made to merge with the
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Fig. 12. Experimental memory circuit arranged in the layout of
fig. 3. Lo major loop. L1, L2 ... L6 minor loops. G generator. Al
annihilator. Sig generator lock (see p. 157). Sa annihilator lock.
Annihilators Ai and A3 form part of the generator lock. Magni-
fication 100 x .
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Fig. 13. Above: pattern of a bubble generator [v]. Be/ow: the gen-
erator in action.

large domain under the chip despite the mutual repul-
sion of domains if the rotation is counter -clockwise.
This process is largely due to the strong repulsion by D
in position 2. To increase this repulsion and reduce the
attraction by E, the vertical bar of the tee is lengthened.
When the rotation is clockwise (fig. 14c), the large
domain under F in position 3 does not tend to cross to
A on transition to position 2, but is driven into pocket

Fig. 14. a) Annihilator. b) The
condition in field position 1 for
CCW rotation, immediately be-
fore a bubble merges with the
parent domain. c) The condition
in field position 3 for CW rota-
tion ; there is no tendency for the
parent domain to replicate.
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B by the attraction of B plus the repulsion of C and D.
The principle of the transfer gate with field control is

illustrated in fig. 15 [8]. The dots represent the preferred
positions. The normal direction of rotation is counter-
clockwise; the bubbles then move from track Si to track
S2. For a bubble at the switch point B (field position 1)
the nearby position C is designed to be more attractive
than A if the field rotates clockwise to 4. Similarly, F
has a greater attraction than D for a bubble at E when
the field rotates from 2 to 3 (counter -clockwise). Conse-
quently, a bubble at B in field position / ends up at G
after three quarter -cycles of clockwise rotation, fol-
lowed by three quarter -cycles of counter -clockwise
rotation. We denote this program by (1), -3, +3,
where the minus sign refers to clockwise (CW) rota-
tion, and the plus sign to counter -clockwise (CCW)
rotation. The number in brackets refers to the initial
field position. The net number of cycles in this pro-
gram is zero; consequently, all the other bubbles are
back in their starting positions (1) when it ends.

Fig. 16 shows an application of this principle. The
number of quarter -cycles between switch points B and
E is not critical, and there are seven in fig. 16. The

S2

Fig. 15. Transfer gate with field control, schematic [8]. The suc-
cessive poles are indicated by dots. In field position 4, C exerts
more attraction than A on a bubble in B, and in field position 3,
F exerts more attraction than D on a bubble in E. Thus the
program 'from field position 1, three CW quarter -cycles followed
by three CCW quarter -cycles', causes a bubble with B as its start-
ing point to move to G. After the program all other bubbles are
back in their starting positions (1).

[6] W. F. Druyvesteyn, F. A. Kuijpers, E. de Niet and A. W. M.
van den Enden, IEEE Trans. MAG-10, 757, 1974.

[71 R. F. Fischer, IEEE Trans. MAG-7, 741, 1971.
[8] P. C. Michaelis and I. Danylchuk, IEEE Trans. MAG-7, 737,

1971.
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associated program is (1),-7, +7. The asymmetrical
Y -elements are essential here; these give the preference
for C and F to A and D discussed above.

Fig. 17 is a schematic diagram of the connection of
a minor loop to the major loop. The arrows indicate
the direction of movement for CCW rotation; the 1
positions are indicated by large dots. The program
(1), -7, +7 takes a bubble that started off at A to B
and thus conveys a bit from Lo to Li. Similarly, the
program (4), -7, +7 takes a bit from C to D, i.e. from

L

L

-JUE

Fig. 16. The principle of fig. 15 in practice. The asymmetrical
Y -elements create the required preference for C and F rather
than A and D. The distance between the switch points B and E
is seven quarter -cycles here; the switching program is (1), -7, +7.

Fig. 17. Connection of a minor loop to the major loop, schematic.
Sites 1 are indicated by large dots, the direction of movement for
CCW rotation by arrows. The write-in program (1), -7, +7
moves a bubble from A to Band the read-out program (4),-7, +7
moves one from C to D.

Li to Lo. The first program effects a write-in operation,
the second a read-out operation. An essential require-
ment for the application is the possibility, created by
the difference between the starting field positions, of
executing the two programs independently of each
other. While it is true that when the operation (4),
-7, +7 is performed a bubble at E is sent to F after the
first -7 and not to G where it came from, the fact that
it does not reach the second switch point means that it
is returned to E after the next +7.

a b

Fig. 18. Organization of the information. The distance between
two bits of a word in Lo is the distance between the inputs or
outputs of the minor loops (four cycles); the number of bits is
equal to the number of minor loops (six). Organized in this way,
a word can be written in or read out as a single unit. With CCW
rotation the word a (100110) circulates in Lo, the word b (001110)
in the minor loops.

The six minor loops in fig. 12 are all connected to Lo
in the same way; bits in corresponding positions are
therefore written in or read out simultaneously. The
interval between two successive inputs or outputs is
four cycles. The information must therefore be organ-
ized in words of six bits at four-cycle spacings in Lo.
In fig. 18 the word a circulates in Lo, the word b in the
six minor loops, with one bit in each loop. In the circuit
shoAVn in fig. 12 nineteen such words can be stored in
the minor loops.

The information is generated with a bubble generator
G and a transfer gate (fig. 19). The generator G sends
out an uninterrupted stream of bubbles. The program
(2), -7, +7, which, since the starting position (2) has
not yet been used, is again independent of the two pre-
vious programs, takes a bubble from P to Q on the
output track S. Unused bubbles disappear at A. Let
the bubble at Q be the first bit (T) of a word. The
second bit must appear four cycles later: +16. For a
`0' nothing more need be'done; for a '1' we again have
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-7, +7. In this way the word 110100, for example, is
generated by (2), -7, +7, +16, -7, +7, +16, +16,
-7, +7, +16, +16 = (2), -7, +23, -7, +39, -7,
+39. The last bit has then arrived at Q. The net total
(80) indicates the distance between the first bit and the
last (5 x 4 cycles). Continued CCW rotation takes the
word via a 'confluence transfer gate' into Lo; it can be
stored when the first bit has reached the input to L1.

A word that has to be read and put back into store
is first read out with (4), -7, +7. It is read by the
detector in the major loop. After 57 cycles, counting
from the read-out, the word again appears at the inputs
to the minor loops. The information stored in these
loops has then circulated exactly three times, so that
when the word is written in again it just 'drops into' the
hole that has been left open. If the word is no longer
required, the bits are conveyed one by one, via a trans-
fer gate operated from the as yet unused field position
3, to the annihilator A1.

Generator locks

To obtain the highest storage capacity it is desirable
to operate various circuits simultaneously with a single
set of field coils. If control is by the rotating field alone,
the problem arises of how to process the information
in one circuit independently of that in the other circuit.
We shall now examine a simple example to show how
`generator locks' allow independent information to be
generated in two circuits.

The generator locks for the two circuits a and b are
represented schematically in fig. 20. Between the gen-
erator G and the output track S there are four switch
points; the 'retrograde' (vertical) sections are seven
quarter -cycles long; in between, there is a seven -
quarter -cycle section in a and an eleven -quarter -cycle
section in b. It can easily be seen from fig. 20 that the
program P. (2), -7, +7,-7, +11 creates a bubble
on the output track in circuit a while in circuit b, with
continued CCW rotation, it only drives a bubble into
the second annihilator. The opposite applies to pro-
gram Pb, (2), -7, +11,-7, +7. In both cases all the
other bubbles are advanced by one complete cycle.

To annihilate information it has also to be possible
to select between the circuits, and annihilator locks can
be constructed similarly for this purpose. No locks are
required for writing into and reading out from the
minor loops: each circuit has its own detector and it
does not matter if words not read out continue to
circulate in the major loop.

The more circuits there are from which to select, the
longer the locks of the type in fig. 20 become, and
hence the write-in time for new information. In a prac-
tical case, that of a 1.25-Mbit memory consisting of
64 chips, we have however .calculated, that the locks

S

P
Fig. 19. Generation of information. By means of the transfer gate
(program (2), -7, +7) any bubble generated by G can be directed
as desired either on to the output track S or not. Unused bubbles
disappear in the annihilator A.

increase the mean write-in time by a factor of only 1.7
and the mean annihilation time by a factor of 1.5 while
the mean read-out time remainspractically unchanged [6].
If the increase is too great, better locks can certainly
be designed [2].

One of the practical disadvantages of circuits with
locks is that they are all different and each will therefore
have to be made with a separate photomask.

Detection of bubbles

Bubbles are in themselves not difficult to perceive.
One of the attractive aspects of experimenting with
bubbles is that, because of the Faraday effect and the

Q S

a 1:41 2

A

b

Pc,

P

El

a

Pb

Fig. 20. Generator locks. A number of circuits are operated by
the same rotating field and the locks are used to make one of these
circuits at a time accessible for the bubbles generated. Each lock
has its own 'key' program, which does not open the other locks.
The generator locks for two circuits, a and b, are shown, with
the tracks (thick) that a bubble passes along in the operation of
the programs Pa and Pb

Ps : (2), -7, + 7,-7, + 11
Pb (2), -7, +11,-7, ± 7

The sections of track travelled with CW rotation are shown
dashed. The program P, takes a bubble to the output,track S in
a, but not in b; the converse is true for Pb. Thin dashed lines:
track with continued CCW rotation.
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transparency of garnets, they can be made visible with
a polarizing microscope (see fig. 13). In a memory,
however, 106 or 106 bubbles per second have to be
converted one by one into a signal that can be pro-
cessed electronically. The Faraday effect can also be
used for this [ 9 ] , but in most cases it is the magneto -
resistance effect - i.e. the effect of the angle between
the current and magnetization on the resistance - in
ferromagnetic conductive materials, particularly per-
malloy, that is used.

Detectors based on this effect, including the one
illustrated in fig. 12, consist of a permalloy strip that
carries a current. A passing bubble affects the direction
of magnetization and hence the voltage across the
conductor. Its effect, however, is small. The greatest
relative change in resistance - obtained when the
saturation magnetization is rotated through 90° - is
only 3 % in permalloy and only a very small fraction of
this is available in the actual application.

In the detectors that have been developed so far, two
methods have been adopted to obtain sufficiently high
sensitivity: the use of permalloy strips much thinner
than the bubble tracks, and elongation of the bubble
into a filamentary domain before detection. We consid-
ered thin detectors unsuitable since they have to be
laid down as a separate coating close to or over
bubble tracks in an extra lithographic process and are
therefore incompatible with a single -mask technology.

There are two reasons why thin detector strips are more
sensitive than thick ones. First, the demagnetization factor in the
plane vertical to the direction of flow is smaller, so that for a
given change in the external field there is a greater change in the
magnetization. Secondly, a thin detector gives a high voltage for
a given measuring current. This current must not be too high
because of its effect on bubble movement and the danger of
burn -out.

The detector in fig. 12 is a somewhat modified ver-
sion of the 'thick' detector developed by A. H. Bobeck [101
(see fig. 21). It forms an integral part of the bubble -
track pattern and is therefore made at the same time.
In it the bubbles are elongated considerably in a series
of columns of 'chevrons'. (Chevrons are employed in
numerous ways in bubble circuits; see fig. 5, for
example.) Beneath a pole of one chevron in a column
a bubble is not stable; on its arrival there it extends
beneath the entire column. The actual detector is a
column that can also function as a conductor for the
measuring current, since it has connections between
the chevrons.

The main considerations in designing a detection
column are, on the one hand, to ensure the correct
propagation characteristics for the chevrons and, on
the other, to obtain a good detection signal. The detec-
tor column of fig. 12 differs markedly from that of

Fig. 21. Detector for single -mask memories [10]. By means of a
series of columns of chevrons a bubble is elongated to the length
of the actual detector. The figure shows a column carrying a
measuring current, which is possible because the chevrons are
interconnected. With constant measuring current the voltage
variation occurring in each cycle as a result of the magneto -
resistance effect depends on whether a bubble passes or not. The
gold contacts are shaded. Elongation is necessary to obtain a
usable detection signal. With a column consisting of 314 chevrons
a 3 -mV signal was obtained in the earliest detectors of this type
with a measuring current of 5 mA for bubbles 6 1.tm across.

0.%

Fig. 22. A recent detector design with which we have obtained
good results. Left: enlargement of the mask; right: detail of the
pattern.

[9]

[10]

See for example G. S. Almasi, IEEE Trans. MAG-9, 663,
1973.
A. H. Bobeck, I. Danylchuk, F. C. Rossol and W. Strauss,
IEEE Trans. MAG-9, 474, 1973.
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fig. 21 in that the connections lie nearly in a single
straight line. We were guided here by the consideration
that a narrow resistance path should improve the
signal-to-noise ratio and the discrimination between
bubbles in close succession. Fig. 22 shows a new design
that gives very good results.

Finally, we ought to say something about the need
to include the detector in a bridge with an identical
dummy detector. The reason for this is that the rotating
field itself is the largest source of variations in the
magnetization and hence in the voltage across the
detector; the difference between 'bubble' and 'no
bubble' is relatively small. The variations occurring
when no bubbles are passing are eliminated in the
bridge.

The design of detectors and other elements is still largely
empirical; the best design has to be chosen from perhaps 10 or
20 related versions based upon one particular idea. 'Calculation'
of a detector is still impossible for various reasons, the main one
being that the magnetic -domain structure in the permalloy is a
vital factor, since the permalloy elements divide themselves into
only a few domains. Magnetization in an element occurs as a
result of wall displacement (fig. 23). These processes in a detector
lead to considerable departures from the 'normal' magnetoresist-
ance effect. In the 'normal' case only the mean magnetization M
need be taken into account and the change in magnetization is
proportional to sine a, where a is the angle between M and the
direction of the current flow.

* * *

As we pointed out earlier, the best possibilities for
single -mask memories seem to be offered by a com-
bination of current and field control. A combination
that strikes us as particularly favourable is one in which
only the generator is current -controlled. The informa-
tion would then preferably have to be organized dif-
ferently, not with a word stored in one chip (see fig. 18),
but with the bits of one word being located at corre-
sponding places in successive chips. The word length
is then the number of chips. This system has various
advantages. Limitation of current control to the gen-
erator keeps heat generation at very low levels. The

-H
0 Oe

4.32 Oe

8.64 Oe

14.4 Oe

Fig 23. Magnetization of a bar element, by domain -wall shift.
These are tracings from photographs of a permalloy strip, 300µm
long, in which the domain walls were made visible by Bitter's
method.

chips can also be identical and therefore made with the
same mask, generator locks being made unnecessary
by the independence of the generators, while annihilator
locks would become unnecessary because every word
is annihilated or preserved in its entirety.

Summary. In magnetic -bubble memories the bubbles in a mag-
netic film are moved along tracks consisting of bars, tees or other
shapes of permalloy elements on the film by means of a rotating
field. The article describes a fairly complicated memory that can
be completely controlled by the rotating field alone. In this it
differs from memories that are wholly or partly controlled by
pulses of current, the current flowing either in the permalloy or
in a separate pattern of conductors. In the first case the consid-
erable heat generated is a great disadvantage while in the second
the technology is greatly complicated by the need to keep two
patterns in register. Rotating -field control consists in reversing
the sense of rotation at the appropriate moments. A basic feature
of the method is the transfer gate, enabling a single bubble to be
directed on to a different track while other bubbles are not
affected. The bubble detector, operating by virtue of the mag-
netoresistance effect, is integrated in the permalloy pattern; to
improve sensitivity a bubble is elongated before detection. Like
the gold for the contacts and an intermediate film of silicon
dioxide, the permalloy is applied to the magnetic film by sput-
tering. The same process is also used for etching the permalloy to
the desired pattern. The tolerances for the gold strips are so large
that the principal objection to multimask technology does not
apply.
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The 'Ergonomic', an ergonomically designed lathe, the result of cooperation with N.V.
Hembrug. The operator can work comfortably at this lathe either seated or standing.
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An ergonomic lathe

For about a year a rather unusual lathe has been in
use in one of the workshops of the Philips Engineering
Works in Eindhoven. The lathe is different from the
others around it. First, the lathe bed is not horizontal
but tilted towards the operator, and secondly the bed is
located at a greater height from the floor. The design of
this lathe is the result of the work of a group of spe-
cialists in ergonomics, industrial health, efficiency and
construction and appraisal of machine tools.

This work was started because it had been established
that lathe operators were particularly liable to lower -

back pain. The main cause of these difficulties would
appear to be the fact that lathe operators have to stand
during the whole of the working day, with the back
bent and the shoulders twisted in relation to the lower
part of the body (see photo below on the left).

Starting from this point a number of requirements
were formulated that an improved lathe ought to
satisfy. Next, on the basis of these requirements a
sheet -steel mock-up of a small lathe was made, which
included the most important control units for such a
lathe. The main features of this mock-up were the tilted
bed mentioned earlier and a simple adjustment for the
height of the lathe. This enabled the operator to have
a good view of his work, while working in an easy,
upright position. Knee room was also provided under
the lathe, so that the operator could work just as well

seated as standing. A large number of lathe operators
were then asked to 'work' with the mock-up. In this
way the design was further improved and the best
positions for handwheels, operating levers and switches
could be found.

At a later stage attention was paid to the graduated
scales on the handwheels for the various tool slides. A
graduation system was chosen consisting of fairly wide,
matt -black stripes on a matt background. With this
pattern the scales can be read off easily in the normal
working position and annoying reflections from the
lighting, etc., are avoided.

The experience gained with this mock-up has been
put to use in a lathe constructed by N.V. Hembrug [*1,
in close cooperation with the designers. A prototype of
this lathe, which has now been put on the market by
N.V. Hembrug under the name 'Ergonomic', was
shown at an exhibition of machine tools in Paris in
June 1975.

A large number of lathe operators from various
Philips workshops have worked with the machine
shown in the photograph. This was done both to make
the new lathe as widely known as possible inside the
company, and also to obtain data for further improve-
ments in the design.

E*i N.V. Hembrug, Machine -tool manufacturers, Zaandam, The
Netherlands. The firm was formerly known as 'Al'.
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Computer -aided design

P. Blume

In designing mechanical parts a great deal of the design time is taken up in making the
drawings and updating them as required. Now that the cost of computer time is steadily
decreasing, it is worth while investigating whether automation of these activities is a
possibility and an economic proposition. Work has been in progress at the Philips Labora-
tories in Hamburg since 1973, in cooperation with colleagues at Philips Data Systems,
Eiseifeld, on an integrated computer system in which parts are completely detailed in a
dialogue between the designer and a computer via an 'interactive display'. The system
also provides the programming of the numerically controlled manufacture of the part
and delivers punched control tapes for these machines. For certain types of parts, such as
punched metal parts, the tools required for the production process can also be designed
in this way. The geometry of a workpiece can be stored in a data bank; the system employs
an existing method developed for commercial data processing.

Introduction

Since the early sixties steadily increasing use has
been made of computers in the design of mechanical
devices and in production -planning departments -
`computer -aided design' and 'computer -aided manu-
facture', abbreviated to CAD/CAM. The objective is
to make the computer do the routine work that people
find so uninspiring. There is also the hope that the use
of a computer will enable the design to be produced
more rapidly and less expensively.

Before taking a closer look at the problems, let us
first give a definition of the term 'mechanical design'.
This term includes the assembly of a number of suitable
components to form a complete machine as well as
the separate geometrical specification of the individual
parts. Both effectiveness and cost have to be taken into
account, by choosing appropriate materials, making
provision for strength requirements, following stan-
dards recommendations, and by keeping manufactur-
ing as simple and inexpensive as possible [1]. The result
of design is 'a large variety of technical data in forms
such as drawings of parts and sub -assemblies, parts
lists, adjustment instructions, manufacturing instruc-
tions, etc., enabling other people to manufacture the
product' [2].

Stages in the design process

In engineering design the process of 'thinking out'
a product -a process associated with the gradual tak-
ing shape of an idea that is originally undefined - is

Dr P. Bhtine is with Philips GmbH Forschungslaboratorium Ham-
burg, Hamburg, West Germany.

divided into several stages (see fig. 1) [3]. The first is the
concept stage in which the original assignment, usually
a list of requirements, is taken as the starting point in a
search for design ideas that might offer a solution to
the problem. The most suitable of these ideas is selected
and is sketched by hand, not necessarily to scale in its
original version. In the ensuing design stage, this sketch
is used as a basic for a design drawing, which already
shows all the parts to scale, with connecting dimen-
sions. At the same time general calculations are made.
to make sure that the design satisfies the main design
criteria relating to service life, strength and cost. In the
last, or detailing stage all the parts are finally specified,
dimensioned and drawn in detail. Drawings are then
made of sub -assemblies and the parts lists are compiled.
For complicated designs it may be necessary to repeat
one or more of these stages a number of times until the
iterative process yields an optimum design.

The diagram in fig. 2 gives a general picture of the
various activities encountered in design. We see that
drawing accounts for most of the time, 33 %, and that
15 % of the time is devoted to the actual designing. It is
particularly interesting that only 3 % of the total design
time is used for computing. This means that very little
time would be saved if the computer were only used for
calculations; to obtain any real rationalization of the
design process it is necessary to pay particular atten-
tion to the actual drawing and designing.

To find out where the computer could be used in the
various design activities, it is necessary to separate
these into heuristic activities and algorithmic activ-
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Fig. I. Diagram of the design
process for a mechanical part.
The three stages of the process
are shown on the left, and the
detailed activities at the centre,
while on the right the work is
subdivided into heuristic or
creative work and algorithmic
work, i.e. work performed in
accordance with a certain set of
instructions. A rough sketch of
the device is produced in the
concept stage; a design drawing
based on that sketch is made in
the design stage. In the detailing
stage the various parts are
detailed and drawn.

stages in the
process

concept

design

detailing

ities [4]. Heuristic work may be defined as the creative
work, i.e. 'invention', the work based on the designer's
ability to think in terms of abstract ideas and to take
decisions in complex situations. Except in a few ele-
mentary cases this work cannot be taken over by the
computer in the present state of technology. Algorith-
mic work may be defined as work for which an
`algorithm' can be given, i.e. a series of instructions or
procedural steps for the solution of a specific problem.
Such activities can very readily be performed by a
computer. In design work the actual drawing (and

activities type of work

analyse problem

seek idea

make sketch

compare with
requirements

rough calculations

make
design drawing

compare with
requirements

calculate parts

draw parts

draw
sub -assemblies

draw up
parts lists

check drawings

mainly
heuristic

heuristic -
algorithmic

algorithmic -
heuristic

mainly
algorithmic

calculations, of course) belong to this category.
If we now apply this to the various stages of the

design process as represented in fig. 1, we see that the

[1]

[2]

[3]

[9]

This definition is taken from the Brockhaus encyclopedia,
17th edition, 1967.
S. Hildebrand, Feinmechanische Bauelemente, Carl Hanser
Verlag, Munich 1968, p. 27.
U. Baatz, Bildschirmunterstiitztes Konstruieren, Funktions-
findung, Prinziperarbeitung, Gestaltung and Detaillierung
mit Hilfe graphischer Datenverarbeitungsanlagen, thesis,
Rheinisch-Westfalische Technische Hochschule Aachen,
1971.
See the thesis mentioned in note [3].
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concept stage chiefly comprises heuristic work. A few
algorithmic activities occur in the design stage while
the detailing stage consists largely of algorithmic work.
It follows that in the first instance computer -aided
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Fig. 2. Diagram showing how the total design time for mechanical
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CYRE0/30,16,28.6,X=16/
CYL/25,22.5/
CYBEOR/25,2/

punched card

CAD
system

Fig. 3. Input of the shape of a workpiece to the computer. The
code, taken from a workpiece-descriptive programming lan-
guage [7], consists of a mnemonic description of each element of
the workpiece, followed by a number of digits indicating the
dimensions of the element and its locations in space. Thus
CYL/25, 22.5, X = 0, Y = 0, Z = 0 means a cylinder with a
diameter of 25 cm and a length of 22.5 cm whose axis lies along
the x-axis and with the centre of its left-hand side face at the
point (0,0,0). CYBEOL means 'a cylinder with a bevel on the
outside, left' and CYREO 'a cylinder with a recess on the outside'.

design can be usefully employed only in the detailing
stage. To what extent parts of the design stage will
lend themselves to 'computerization' depends largely
on the type of design.

Three main types of design may be distinguished:
new designs, variants and adaptations. In the case
of new designs the result is a completely new product.
In such cases, therefore, recourse cannot be had to
design data for earlier products; the work has to pass
through all the stages of the design process. In variants
the principle and operation of the design are already
known so that the concept stage can be omitted.
Changes may however be made to certain parts of the
design. In adaptations the design of the product is
already established in such detail that it may only be
necessary to alter a number of dimensions.

In the following there will be a discussion of a CAD
system that can be used to develop designs of the first
type, i.e. new designs. (This does not of course exclude
its use for the other types of design.) New designs are
very often necessary in mechanical parts of electrical
and electronic products; the rapid developments here
mean that products and their mechanical parts are
constantly subject to change. Since a new design has
to pass through all the design stages, it follows from
what has been said above that at present the use of a
CAD system for this type of construction has to be
restricted to the detailing stage. The emphasis here is
on the description of the geometrical shape of the vari-
ous parts of the design, to provide a starting point for
making drawings and design changes with the aid of
the computer.

Application of workpiece-descriptive programming lan-
guages

The geometry of the workpiece can be described with
the aid of workpiece-descriptive programming lan-
guages that have been developed, at various centres,
from the APT language for programming numerically
controlled tools [6]. Using a shaft as our example it will
be shown how the description of a workpiece is effected
with a language of this kind ; the language used here
was developed by E. Schnelle at the Technische Uni-
versitat Berlin 171; the drawing of the shaft and the
resulting text are shown in fig. 3.

The shaft is first divided into basic shapes or bodies
such as, in this case, cylinders, which in their turn can
be modified by 'form elements'. Each basic shape and
each form element is described by a term consisting of
a mnemonic description (up to six letters), followed
by a number of digits describing the size of the body or
element or its location in space. In the example in
fig. 3 the left-hand part of the shaft is described first:
CYL means cylinder; this designation is followed in
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Fig. 4. The CDC 1700 Digi-
graphic computer system for the
graphic processing of data. The
interactive display is connected
to the CD 1704 central processor
via a control unit with a 'picture
store'; the computer itself has the
usual mass stores and peripheral
equipment. Information from
the computer store can be dis-
played on the screen of the
picture tube and can be altered
or added to by using a light pen
and keyboards connected to the
interactive display. This means
that very fast input of both
alphanumeric and graphic in-
formation is possible, while the
input can be verified immediately
on the screen.
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turn by the diameter and length of the cylinder and the
initial coordinates required to indicate the cylinder's
location in space. As in APT, abbreviations are used
to describe the elements; for instance, CYBEOL means
`cylinder bevel outside, left' and CYREO stands for
`cylinder recess outside'.

The description of the workpiece data by a pro-
gramming language has the advantage that the user of
the system can describe the workpiece at his own pace
in advance without having to take computer times into
account. The text is punched on to cards and only then
fed to the CAD system. This method, however, has the
great disadvantage that the designer, who generally
expresses his ideas in a direct graphical way, has to
express himself in a language with an extensive vocab-
ulary. Moreover, this verbal system is sensitive to
errors. An input system in which the designer com-
municates graphically is therefore preferable.

In this article the development of such a CAD/CAM
system will be discussed. The system is not only used
for designing workpieces, it also carries out produc-
tion -planning activities right up to the generation of
the perforated tapes for the manufacture of com-
ponents on numerically controlled machine tools [8].

display

Input via an interactive display

The graphical communication with the computer
can be realized in a very direct manner with the aid of
an interactive display. The term 'interactive' indicates
that the display permits a dialogue between the designer
and the computer [9]. Fig. 4 gives a general impression
of a computer system designed for this purpose; it
consists mainly of a central processor with the usual
peripheral equipment (typewriter, card and tape pun-
ches and readers, a high-speed printer, and magnetic
tape and disc stores) plus some other input and output
devices for graphic information, such as a digitizer, a
device which can transfer a drawing in digital form,
e.g. on to paper tape, and a data plotter. The heart of

R. Simon, Rechnerunterstiltztes Konstruieren, eine Mog-
Iichkeit zur Rationalisierung im Konstruktionsbereich, thesis,
Rheinisch-Westfalische Technische Hochschule Aachen,
1968.
J. Vlietstra, The APT programming language for the nu-
merical control of machine tools, Philips tech. Rev. 28,
329-335, 1967.
E. Schnelle, Rechnerunterstfitztes Konstruieren im Dialog,
thesis, Technische Universitiit Berlin, 1972; see also: I. C.
Braid, Designing with volumes, thesis, University of Cam-
bridge, 1973.
This research was carried out with support from the govern-
ment of the Federal Republic of Germany.
See the thesis mentioned in note [3]. ,
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the system is the display unit, with either a circular or
a rectangular picture tube, and a picture store in which
the information to be reproduced on the screen is
stored in a digital code. With the aid of this store the
picture is generated approximately 40 times per
second so that a stationary and flicker -free picture is
obtained (a 'refreshed display').

The system is made interactive by the electronic light
pen, which identifies any picture element it is pointed
at; see fig. 5. The tip of the light pen contains a photo -

passed on to the computer until the user has confirmed
that it is the element intended. This confirmation is also
effected with the light pen, which is pointed at a special
word, 'accept', on the picture tube.

The method of inputting a geometrical shape 'inter-
actively' via the display will now be described, again
using the example of fig. 3. The drawing of the work -
piece will appear within a rectangle. On a circular
picture tube four segments remain outside this area and
these are available for writing in lists of instructions

Fig. 5. The interactive display in operation. If the light pen is pointed at a particular element
on the display, the position of that element is conveyed to the computer. The display can be
used to input graphic information to a computer. It is also possible to intervene in the progress
of a program by pointing at command words displayed on the picture tube. The user can thus
engage in a dialogue with the computer via the display; hence the term 'interactive'.

cell that picks up a light pulse from the screen at the
instant when the indicated element is written by the
cathode-ray beam of the picture tube. Identification
consists in determining which picture element from the
picture store is read out when the light pulse appears.
This information is then fed to the computer, which
then acts on this information, e.g. by carrying out a
particular operation on the picture element, as
indicated by the program. The light pen can also be
used to start a program or branches of programs by
pointing it at words written on the screen, e.g. instruc-
tions. To ensure that it is in fact the desired word, point
or line segment that is fed in, the element pointed at
always flickers initially and the information is not

and comments. These lists represent choices of actions
that the user can select with the light pen, and are
called menus.

The dialogue between the computer and designer
starts with the presentation in one of the four segments
of the picture tube of a menu of workpiece families:
turned parts, sheet -metal parts, milled parts, etc. Selec-
tion of one of these words with the light pen indicates
to the computer that the program for describing, say,
turned parts has to be run. A menu of elements describ-
ing such parts then immediately appears on the screen.
Since there is not much room in the segments and
research has shown that recognition of a word becomes
disproportionately more difficult with increasing length
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mshaft
recess
bevelled edge left
bevelled edge right
runout left
runout right
keyway
drilled centre hole
CR

end

Fig. 6. Dialogue between the designer and the computer during
the interactive input of the geometry of a shaft. The central
rectangular region of the circular screen contains a drawing of
the part of the workpiece that has already been input. Lists of the
names of elements descriptive of the kind of workpiece desired
can be displayed in the four segments round this rectangle. These
lists are known as 'menus'. When one of these elements is in-
dicated by pointing the light pen at it, this element is added to the
drawing of the workpiece. The dimensions are inserted via a key-
board or by pointing at a 'number' menu that is also displayed
on the screen. a) When a shaft is to be described the word 'shaft'
is assigned from the menu on the left and the diameter and length
are input. This part of the shaft then appears in the working field
of the picture tube. The following are then added successively in
the same way; a bevelled edge (b), a recess for a retaining ring (c)
and a machine -tool runout (d). The shaft is now extended to-
wards the right by the addition of a second shaft section (e) to
which a keyway is added (f ).

of the list, a menu usually contains no more than eight
words. If more than eight words are necessary, they
are divided between a number of hierarchically ar-
ranged menus.

The first menu for turned parts contains the most
important shapes and form elements that can occur,
such as a shaft section, a bevel, a recess, a tool runout,
etc. In describing a turned part of the type shown in
fig. 3 the workpiece is divided into separate shaft sec-
tions of a certain thickness and then, after the starting
point has been determined, the first section is input. The
designer therefore first points to the word 'shaft' on the
menu (fig. 6a). Each time a particular element has been
selected the parameters required for its further defini-
tion appear in the top segment of the picture tube,
together with a drawing to clarify them. In the case of
the shaft this drawing is a rectangle and the parameters
are the diameter and the length. The values of the
parameters are input either via a keyboard or with the
light pen by pointing at digits in a menu displayed on
the screen and consisting of the digits 0 to 9. The
advantage of this method is that the designer does not
have to put the light pen down to use the keyboard.
When the dimensions have been input, a drawing of
the desired section of the shaft appears at the indicated
position in the rectangle, symmetrically in relation to
the axis (see fig. 6a).

The end of this shaft section must now be bevelled.
The term 'bevel' is then pointed at and another diagram
appears, this time with the angle and width of the bevel
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as parameters, together with a small menu of the most
common values for the angle (fig. 6b). Displaying these
angle values has the advantage that it is only necessary
to point at the desired value instead of supplying each
digit separately. From this rather trivial example we
can see how the system ensures that the decisions that
the user has to take are prepared in such a way that
they demand the least possible effort from him. This
emerges still more clearly in the steps which follow:
the introduction of a recess for a retaining ring and a
runout for grinding. After indicating the term 'recess'
(fig. 6c), another diagram appears on the screen com-
plete with parameters; the dimension 1 of the new
element where it connects with the part already formed
is particularly important. Since there are standard
thicknesses and widths for these retaining rings and
recesses, depending on the diameter of the shaft, these
dimensions are read directly from tables stored in the
computer memory:The designer therefore only has to
indicate the parameter 1.

Four shapes A, B, C and D are laid down in the
standard DIN 509 for the tool runout (fig. 6d). By
pointing at these letters one by one the designer can
now make diagrams of these four possibilities vis-
ible on the tube, enabling him to select the shape which
he finds most suitable. Since the parameters of the four
shapes are specified for each shaft diameter in the
standard, the designer only has to indicate the shape
he has selected and confirm it.

The following stages in the input of the shaft take
place in an analogous way (figs. 6e and f). We shall
only consider one more possible stage in more detail:
the addition of a keyway. Like the tool runout, this
element is covered by a DIN standard; in any par-
ticular company a preselection is generally made from
the standard versions and these are listed in a menu.
The length of the keyway can still be chosen freely with-
in certain limits; this dimension depends on the torque
to be transmitted. Thus if a program is included that
calculates the length of the key from the maximum
torque required, all the user of the system has to in-
dicate in addition to the torque is the connecting dimen-
sion (1 in fig. 6f ) in relation to one of the end faces of
the shaft.

In the example given above we see that, despite the
use of the computer and the interactive display, a
considerable amount of data still has to be input
manually, even for a simple workpiece. The example
also shows clearly that by the start of the detailing
process, i.e. at the point where the CAD system begins,
the workpiece has already assumed a fairly definite
shape. At this point it might not really seem that the
use of this equipment is worth while in comparison
with conventional drawing on a drawing -board. If the

drawing alone is considered, then it is definitely not
very helpful. But the great advantage of using the com-
puter, however, is that when the dialogue with the
computer has been completed a full geometrical de-
scription of the workpiece is available in the computer
memory. This allows the information to be auto-
matically processed, in whole or in part, from this
point onwards for the production -planning or prep-
aration processes that follow the detailing. These
activities can also be executed with the interactive
display: the workpiece data can be stored in an elec-
tronic file (on magnetic tape or magnetic disc); imme-
diate access is then available if updating is necessary;
the parts of the workpiece can be called separately
from the file and arranged on the screen to form sub-
assemblies. Alternatively, the data can be used again in
a dialogue, for generating the control information for
producing the parts on numerically controlled machine
tools.

The geometrical structure of a workpiece

We shall now take a closer look at the geometrical
model of a workpiece. The shape of the body can be
described unambiguously by giving the positions of all
the points on its bounding surfaces. If these surfaces
have a completely irregular shape, it can mean in the
extreme case that an infinitely large number of points
and hence an infinitely large amount of data is neces-
sary for an exact description. Usually, the designer will
look for a more regular shape with more regular limit-
ing surfaces, which gives a good approximation to the
body within the specification and can be described with
a smaller amount of data.

Engineering workpieces are not usually irregularly
shaped bodies but objects made on machine tools and
hence of a more regular shape. Turned parts, for
instance, are made on a lathe and have rotational sym-
metry. An investigation carried out in the mechanical
engineering laboratory of the Rheinisch-Westfalische
Technische Hochschule Aachen, on workpieces from
a production run [10] shows that a large number of the
workpieces examined can be made up from a small
number of basic shapes such as blocks and cylinders.
By way of example, fig. 7 shows a shaft and the basic
shapes into which it can be divided. The workpiece-de-
scriptive programming languages are based on this
principle. Since, as we shall show below, basic shapes
can be described with only limited data, the description
of .objects composed from them, modified if necessary
by simple form elements, requires a minimum of in-
formation.

A basic geometrical shape is determined by a hier-
archy of descriptive elements; fig. 8 shows this hier-
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archy for a cube. On the top step we have the body
itself; on the second step are the surfaces bounding the
body; these in turn are bounded by the edges that form
the third step and these are in turn bounded by the

form element

-(111

/

Mil

basic shapes
Fig. 7. Example of a composite body and the basic shapes, in this
case cylinders, into which it can be divided. The basic shapes, in
turn, can be further modified by the addition of form elements
such as bevels, as shown here.

4 3

Fig. 8. Schematic representation of the geometrical structure of
a basic shape, in this case a cube. The structure can be described
with a number of hierarchically arranged lists in which the vari-
ous elements such as faces, edges and vertices are given, and with
descriptions of the relationships between these elements. The
division into elements and relationships is very convenient for
the storage of the structure in a computer memory.

points forming the fourth step. From this classification
there emerges a hierarchy of lists for describing an
object, e.g. an 'edge list' comprising edges a to 1 and
containing the description of these edges (straight,
circular, etc.) and a 'point list' containing the coor-
dinates of the various points. In addition to the ele-
ments themselves; the relations between the elements
can be described. In the case of the cube, for instance,

there is a relation between the surface A and the edges
a, b, c and d, since A is bounded by these edges; there
is also, for example, a relation between vertex 1 and
edges a, d and g, because vertex 1 is the vertex common
to these edges.

For basic shapes a complete description of the
geometry using these lists is in general highly redun-
dant. A cube, for example, can be described adequately
both in size and its position in space by giving the
length of its side together with the direction cosines of
one of the surfaces and the coordinates of a single
vertex point. There is, however, considerably less
redundancy in the more complicated composite objects
generally encountered in practice. However, practice
shows that considerable loss of time in the dialogue via
the interactive display is incurred if all the coordinates
of the angular points and centres of the basic shapes
and all the data on the edges have to be generated
before the workpiece can be displayed. It is therefore
advisable to store a complete 'redundant' geometrical
description of the workpiece together with its basic
shapes and form elements in the computer memory.

Data storage in the computer

The geometric data is stored in a computer system in
the form of 'data structures', i.e. structured collections
of data in which various objects and their interrelations
are recorded. In recent years a number of data -structure
types have been developed; one of these is that of the
CODASYL group [11). This design was developed on
the basis of experience with the storage of data for
commercial data processing. In our experience, how-
ever, the CODASYL structure is also very useful for
the storage of geometrical structures.

The elements of the CODASYL structure are the
record and the set. A record is a representation of an
object by its properties or attributes. Thus the record
of the object 'point' consists of the serial number of the
point and its x-, y- and z -coordinates. A group of
objects with the same characteristics constitute a
record type; the group of all point records thus forms
the 'points' record type. Conversely, each record in-
dividually is called an 'occurrence' of a record type,
which means to say that it is one of the class forming
the record type. A set defines a relation between record
types, e.g. between the record type of a body and the
record type of its bounding surfaces. The term 'occur-
rence' is used in connection with a set, in the same way
as in connection with a record type, if a particular

(10] See the thesis mentioned in note [4].
[Ili CODASYL Data Base Task Group, report, April 1971;

CODASYL is an acronym for COnference of DAta SYstems
Languages.
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relation between individual records is intended. In
practice the set is realized by means of a reference con-
tained in the record, for example to certain other
records or to a table that in its turn contains references.
The following notation has been developed by C. W.
Bachman [12] for representing data structures: record
types and records are shown as rectangles and a set is
represented by an arrow connecting the rectangles
(fig. 9a and b).

edge 3
edge 2

edge 1
edges

record type 'occurrences'
a

body 2
bodies body 1

1:n face
face 3

face 2
face 1

faces

set occurrence of set
b

Fig. 9. Schematic representation of the basic elements in the
CODASYL structure for the storage of data in a data bank. a)
A rectangle represents a record, a description of an object, or a
record type, i.e. the collection of all the records of a particular
type. Every record can be regarded as an occurrence of a record
type. In the application described here the record is used to
describe an element in the geometrical description of a work -
piece. b) An arrow between two rectangles represents a set, the
description of a relationship between two record types. The set
is defined such that there is always one record that is the
OWNER of one or more MEMBERS (e.g. a single body consist-
ing of two (curved) surfaces); only 1 : n relationships can be
described by sets. The term occurrence is also employed in the
case of a set if what is meant is the relation between an OWNER
record and its MEMBER records.

In the CODASYL structure the set is organized in
such a way that a single record type is always shown as
the OWNER, one or more record types as MEMBERS.
The 'occurrence' of a set always consists of one
OWNER record and zero, one or more MEMBER
records (e.g. a body as the OWNER and two or more
bounding surfaces as MEMBERS). This means that a
set can only define 1: n relationships. The arrow
representing the set always points from the OWNER
to the MEMBER. In the geometrical data for which
we wish to use the CODASYL structure, m : n relation-
ships occur regularly instead of 1: n relation -ships,
e.g. between edges and vertices: each edge has two

end points and each vertex can belong to two or more
edges. lf, in an 'edge -vertex' set, we started from a
vertex as MEMBER, two edges would again occur as
OWNERS of this vertex, which is not allowed in the
CODASYL structure. This problem can be overcome
by introducing relation records, which are extra
records used only as links between other records. By
way of example fig. 10a and b show how the connection
between edges and vertices can be defined with the aid
of relation records. In the 'edge -relation record' set
each OWNER record 'edge' has two 'occurrences' of
the relation -record type as MEMBERS. Each of these
records in turn is associated with another relation
record as MEMBERS of a vertex as OWNER in the
`vertex -relation record' set. To find the vertices as-
sociated with a particular edge we must therefore look
first in the 'edge -relation record' set of MEMBER
relation records associated with the edge as OWNER;
the vertices associated with these relation records can
then be found as OWNERS in the 'vertex -relation
record' set.

With the aid of these elements of the CODASYL
system the data structure of engineering workpieces
can be represented in the manner illustrated in fig. 11.

record
type

1:n

record
type

relation -
record type

:m

m: n relationship

edge 2
edge 1

Q

vertex 3
vertex 2

vertex

rel rec 4
rel rec 3

rel rec 2

relation
record 1

occurrences of an m:n relationship

Fig. 10. a) Representation of a data structure in which an in: n
relation occurs. To enable the records and sets as defined in fig. 9
to be employed in this case, a relation record forming the link
between the two records is inserted. b) The examples given here
are the occurrences of two sets that indicate, via a relation
record, the connection between the edges of a cube and three
vertices, one of which is the common vertex.
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To distinguish them from ordinary records the record
relation types in this figure are symbolized by circles.

While data structures such as the CODASYL struc-
ture are adapted to the requirements of data processing,
the form in which they are stored in a computer

part

basic
shapes

form
element

faces

contours

edges

vertices

Fig. 11. Representation of the data structure of a workpiece in the
CODASYL system. Relation records are shown here as circles.

memory has not yet been dealt with. This form, the
storage structure, is not only influenced by the data
structure but also by the organization of the memory,
e.g. the addressing, the coding of information, etc.
This point cannot however be discussed in this article.
Knowledge of the storage structure is not in fact
required by the user; the data structures expressed by
means of CODASYL data -structure elements de-
scribed above can be stored in any data bank based on
the CODASYL system (e.g. the Philips PHOLAS [131)
without further knowledge of the storage structure. A
data bank of this kind is used to store the geometrical
data for mechanical workpieces.

The integrated CAD/CAM system

For executing the various activities required in the
designing and production planning of sheet -metal
parts, we have developed an integrated CAD/CAM
system, which is shown schematically in fig. 121141.

The application of the system starts in the detailing
stage of product design and covers tool design and the
programming of numerically controlled wire spark -
machining equipment used for making the production
tools.

The geometrical data for sheet -metal parts is input
in the same interactive way as described above for
turned parts. Our experience is that much less use can
be made of form elements here. Also, fewer design
rules are available. Since sheet -metal parts are much
used in assemblies such as chassis, cabinets and frames,
it is likely that design systems for these will be devel-
oped in the future.

Once the geometry of the workpiece has been de-
scribed, a digital representation is stored in the parts
file. The technological and organizational data are then
added and the part is dimensioned (fig. 13). The
dimensioned part must of course be clearly readable,
for example the dimension lines and the lines of the
part must not intersect. Producing such a drawing is
usually so complicated (see figs. 14 and 15) that this
activity cannot be performed by an algorithm but
requires human intervention: the light pen is pointed at
the line that has to be dimensioned. This line then starts
to flicker as was explained above, and when it has been
confirmed that it is the line intended, the coordinates
of its end points are read from the data structure, the
dimension is calculated and then automatically dis-
played on the screen together with the dimension and
extension lines. If some of the dimensions thus gen-
erated are inconveniently located, e.g. because they
intersect other dimension lines or contour lines of the
workpiece, they can be moved to any other more suit-
able place by the light pen. To enable the representa-
tion of the dimensions to be called later, together with
the geometry of the workpiece, this information is also
stored in the parts file.

Drawings of the workpiece design can be made auto-
matically with an x -y plotter; this data is supplied by
the parts file via a postprocessor that converts the data
from the data structure into machine code for the plot-
ter pen. It is possible to define a standard interface so

[12] C. W. Bachman, Data structure diagrams, Data Base 1,
No. 2, 1969.

[133 Introduction to PHOLAS, publication of Philips Electro-
logica BV, Apeldoorn, July 1974.

(14] We should like to acknowledge the valuable help, relating to
the mechanical engineering of the system, that was given by
Dr Burmester of the Philips Data Systems Division,
Eiserfeld, West Germany.
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Fig. 12. Integrated design.and manufacturing system (CAD/
CAM) for ponChed metal,parts. The upper part shows how the
detailing stage' of designing. takes place<in a dialogue between the
designer and' the computer via 'the interactive display. The work -
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data provides the starting point for designing the tools such as
single -stage blanking tools, again by means of the interactive
display. The resulting data is collected in the tool data bank.
Finally, in the control -programming stage, information is added
in a dialogue for generating the numerical -control tapes.
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Fig. 13. Drawing of a punched
metal part displayed on the
screen after input of the geom-
etry. The description is now
complete but no dimensions
have so far been added.

Fig. 14. The same workpiece as
in fig. 13 after dimensioning.
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that the various makes of x -y plotter will operate with only one
program for converting the data structure to that code.

In the integrated system shown in fig. 12 the parts file forms
the interface between the activities of the design and production -
planning offices. In the design of sheet -metal parts a typical activity
in production -planning is the design of the punching tools required;
this is also done with the aid of the interactive display. The part is
called from the data bank, and then the outer contour and the
inner contours are identified with the light pen. These contours
are nearly identical with the cutting contours of the main tool
parts - the die and punch. A computer program now calculates

Fig. 15. Drawing of a bent sheet -metal part as displayed on the screen; three
views are given, together with the dimensions.
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the total length of these contours and then determines
the cutting force, taking into account the shear strength
of the material. For parts that require bending, a
`development' on a plane must first be made. This is
also done interactively, by showing the various views
of the part on the screen to form the developed part.
The corrections that have to be applied in determining
the dimensions of the part on account of the distortions
occurring along the bent edges can be carried out by
the computer, e.g. in accordance with the recommen-
dations of the standard DIN 6935.

Once the cutting force has been determined, the size
of the tools is determined. Then the contour is posi-
tioned in the die; where possible the point of applica-
tion of the cutting force is made to lie at the centre of
the tool ; this positioning operation is carried out auto-
matically by a computer program. After the angle at
which the strip of material is fed to the press has been
selected, the contour can still be rotated round this
point of application to a position in which the least
possible loss of material occurs in the punching opera-
tion.

When this has been done, the shape of the punch and
the various piercing tools (for the smaller holes) can
also be determined by using design algorithms. In
addition, other tool parts are detailed, such as the
`stripper' and the 'ejectors', which, after the punching,
remove the material. The parts are then dimensioned
interactively and the data stored in the tool data bank
(see fig. 12). Drawings are made in the same way as for
the parts. Fig. 16 shows an example of a punch tool as
displayed on the screen.

Fig. 16. Drawing of a punching
tool as described in a dialogue
with the computer.

The design of the tools is followed by the program-
ming for producing these tools on numerically con-
trolled machines. We assume that a numerically con-
trolled wire -type spark -machining equipment - in
which a wire electrode is moved through the material
in much the same way as a fretsaw - is available for
cutting the contours. A machine of this kind can be
programmed very efficiently in the same interactive
manner used for input of the geometrical data. The
tool is called from the tool file and displayed on the
screen. The contours to be cut are then identified with
the light pen and the machining movements and the
non -machining movements (the displacement of the
wire to a new starting position) are indicated in relation
to the initial hole for the insertion of the spark wire;
see fig. 17. Since sharp corners cannot be cut with the
wire spark machine, any corners have to be rounded
off. The numerical -control tape is then generated auto-
matically by means of a postprocessor. Information
about the tool path can also be stored in a data file for
any later processing necessary (this is not shown in the
figure).

The programs relating to part description were com-
pleted in October 1975, and programs for designing
single -stage blanking tools are approaching comple-
tion. A postprocessor for programming the numerical
control has been made for the `AGIE-Cue spark
machine type DEM 15, and the dialogue for this
machine is also ready. A number of tools have already
been machined with the aid of a tape prepared in this
way. The first prototype of the complete system will be
ready by the end of 1976.
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Fig. 17. The programming of the
numerically controlled wire -
spark machining equipment, for
cutting a punch pin for the part
shown in fig. 13. The shape of
the punch is called from the tool
data bank; the designer then
uses the light pen to indicate the
path the wire must follow
through the material, starting
from a new hole each time. The
movements between the various
starting holes are indicated by
dashed lines. The path to be
followed by the wire is recorded
on punched tape.
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The economic aspects

In conclusion, we should like to consider the
economic aspects of the use of an interactive display.
The system discussed here is based on the CDC 1700
Digigraphic computer system; the heart of the system
is a minicomputer with a store for 32 k words, each of
16 bits, and a cycle time of 1.1 ps (fig. 4). At present
the hourly rate for a system of this kind used 12 hours
per day is still about twice the cost of one man-hour.
If, however, the continuing development towards
cheaper hardware and increasing personnel costs is

Summary. Description of an integrated computer system for
designing mechanical parts. The vital feature of the system is
the 'interactive display' that enables the user to feed graphical
information into the computer by means of a light pen. The
application of the system is as yet restricted to the detailing stage
of the design process; the method consists of a dialogue between
the designer and the computer via the display, in the course of
which the designer can use the light pen to select from a number
of basic shapes and form elements presented on the picture tube,
thus building up the workpiece step by step. All dimensions are
fed in by keyboard or with the light pen. The article begins with
a short survey of the conventional design process and then, as
example to illustrate the use of the CAD system, describes the
input of the data for a turned part via the interactive display.
The descriptive method employed for this, consisting in the use
of basic shapes and form elements, is taken from the workpiece-
descriptive programming languages. The CODASYL structure

taken into account, the time can be seen to be rapidly
approaching when an hour of computer time will no
longer be as expensive as a man-hour. When that time
comes, design work with the CAD/CAM system will
only have to be completed twice as quickly as in the
conventional way for economic justification. If the full
potential of the system is considered, it will be found
that this factor can already be attained. Economically,
therefore, the system will probably not give rise to any
problems in the next few years but the number of pro-
grams available will have to be considerably enlarged.

developed for commercial data files is used for description of the
workpiece and for storage of the workpiece data in the computer
memory. In this process the geometrical structure of the work -
piece is described by a hierarchy of the geometrical elements
(faces, edges, vertices) and their interrelationships. These can be
represented by the 'record' and 'set' structure elements of the
CODASYL system. In the integrated CAD/CAM system for
punched metal parts, which is being developed at the Philips
Hamburg laboratories, the punching tools required are also
designed. First the cutting force required is computed and the
most economical strip layout is determined, again via the display.
The die plate and punch are then designed. This is followed by the
numerical -control programming for the manufacture of these
tools. This process, also carried out on the screen, yields the
punched tapes used in this case for the numerical control of a
spark -machining set. The article ends with a brief survey of the
economic aspects of the system.



176 Philips tech. Rgv..36, No. 6

Recent scientific publications
These publications are contributed by staff of laboratories and plants which form part of
or cooperate with enterprises of the Philips group of companies, particularly by staff of
the following research laboratories:

Philips Research Laboratories; Eindhoven, The Netherlands
Mullard Research Laboratories, Redhill, Surrey, England
Laboratoires d'Electronique et de Physique Appliquee, 3 avenue Descartes,

94450 Limeil-Brevannes, France
Philips GmbH Forschungslaboratorium Aachen, WeiBhausstrafie, 51 Aachen,

Germany
Philips GmbH Forschungslaboratorium Hamburg, Vogt-Kolln-Stral3e 30,

2000 Hamburg 54, Germany
MBLE Laboratoire de Recherches, 2 avenue Van Becelaere, 1170 Brussels

(Boitsfort), Belgium
Philips Laboratories, 345 Scarborough Road, Briarcliff Manor, N.Y. 10510,

U.S.A. (by contract with the North American Philips Corp.)

E
M 

L

A

H

B

N

Reprints of most of these publications will be available in the near future. Requests for
reprints should be addressed to the respective laboratories (see the code letter) or to Philips
Research Laboratories, Eindhoven, The Netherlands.

E. Arnold & M. Poleshuk: Carrier generation at the
Si-SiO2 interface under pulsed conditions.
J. appl. Phys. 46, 3016-3018, 1975 (No. 7). M, N

F. Bagdasarjanz: Quantisiert adaptive Entzerrung von
Fernsprechleitungen zur Dateniibertragung.
Thesis, Ziirich 1975. (Philips Res. Repts. Suppl. 1975,
No. 9.)

D. Bois & D. Beaudet: Photoluminescence study of the
shallow acceptor states in n -type GaAs.
J. appl. Phys. 46, 3882-3884, 1975 (No. 9).

J. Bootsma: Liquid -lubricated spiral -groove bearings.
Thesis, Delft 1975. (Philips Res. Repts. Suppl. 1975,
No. 7.)

K. H. J. Buschow, M. Brouha & C. Langereis: Spon-
taneous magnetostriction in ThCo5.
Solid State Comm. 16, 789-790, 1975 (No. 6).

K. Carl: Ferroelectric properties and fatiguing effects
of modified PbTiO3 ceramics.
Ferroelectrics 9, 23-32, 1975 (No. 1/2). A

D. den Engelsen & B. de Koning: Ellipsometry of black
lipid membranes of egg lecithin and chloroplast ex-
tracts.
Photochem. Photobiol. 21, 77-80, 1975 (No. 2). E

I. Flinn: Piezoelectric ceramics and their applications.
Physics Education 10, 274-280, 1975 (No. 4).

G. Groh: Holographische Methoden in der medizini-
schen Diagnostik.
Radiologe 15, 236-244, 1975 (No. 6).

W. K. Hofker (Philips Research Labs., Amsterdam
Division): Implantation of boron in silicon.
Thesis, Amsterdam 1975. (Philips Res. Repts. Suppl.
1975, No. 8.)

J. G. Kloosterboer: Interaction of bivalent metal ions
with their chelates of ethylenedinitrilotetraacetic acid
(EDTA) and 1,2-trans-cyclohexylenedinitrilotetraacetic
acid (CDTA).
Inorg. Chem. 14, 536-540, 1975 (No. 3).

R. Koppe: Das Abbildungsproblem beim rechnerunter-
stiitzten Entwurf von Layouts integrierter Schaltungen.
Angew. Informatik 1975, 223-232 (No. 6).

J. G. M. de Lau: Influence of chemical composition
and microstructure on high -frequency properties of
Ni-Zn-Co ferrites.
Thesis, Eindhoven 1975. (Philips Res. Repts. Suppl.
1975, No. 6.)

A. Mircea & A. Mitonneau: A study of electron traps
in vapour -phase epitaxial GaAs.
Appl. Phys. 8, 15-21, 1975 (No. 1).

R. F. Mitchell & E. Read: Suppression of bulk wave
radiation from surface acoustic wave devices.
IEEE Trans. SU-22, 264-270, 1975 (No. 4).

A. Pirotte & P. Wodon: A query language for a rela-
tional data base.
Lecture Notes in Computer Science 26, 524-531, 1975
(Springer, Berlin).

L. Verhoeven: CAL; a videophone colour system for
low bandwidth channels.
Nachrichtentechn. Z. 28, 99-101, 1975 (No. 3).

Volume 36, 1976, No. 6 pages 149-176 Published 29th November 1976



PHILIPS TECHNICAL REVIEW
VOLUME 36, 1976, No. 7

Optical communication by means of glass fibres

A new technique is gradually beginning to emerge for the transmission of information
by cable. This technique can offer a very wide bandwidth, yet the quantity of material
required per kilometre of cable is relatively small. The element carrying the information
flow is not a metal wire or a coaxial tube, but an extremely thin glass fibre of special
composition, inside which modulated light waves can propagate. The light is produced and
detected by solid-state elements, whose dimensions are well suited to those of the fibres.

In this issue of Philips Technical Review examples are presented of results that have
been achieved by Philips Research in a number of sectors in this field. These relate to
methods for making glass fibres and assessing their suitability, the development of a
stable GaAsl AlxGal_zAs laser, investigating the possibilities of detection with an
avalanche photodiode, a modulation method in which the intensity of the laser pulse
is independent of temperature, and a solution to the difficult problem of mechanically
coupling the very thin fibres to the solid-state elements. The issue starts with a short
introductory article that briefly outlines the potential and the difficulties of optical
communication with glass -fibre cables.

The title photograph shows part of a drum with two glass fibres wound on it; the one to the right is suitable, the other is not. The
left-hand fibre loses a great deal of light sideways, whereas in the right-hand fibre (200 m long) almost all the light emerges at the end.
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Optical communication systems with glass -fibre cables

K. Mouthaan

With the increasing density of telecommunication
traffic transmission facilities of ever greater bandwidth
are required. This necessity for greater available band-
width arises not only from the increasing use of the
telephone, but also from the desire to offer more ser-
vices to the individual user. Data transmission, video
telephony [1] and facsimile are typical examples of such
services.

A familiar wideband transmission device is the
coaxial line, in which the information is conveyed in the
form of electrical signals. A single coaxial line can
handle 10 000 or more telephone channels, e.g. by the
well known technique in which signals for these chan-
nels first modulate carrier waves (`carriers') and are
then 'stacked' in frequency. A number of lines can be
collected together to form cables that are capable of
carrying up to 100 000 telephone channels in both
directions.

At present attention is being concentrated on an
optical communication system, in which the informa-
tion is transported in the form of light signals. In this
system glass fibres are employed as wideband optical
waveguides. Now that glasses with very low optical
losses [2] are being developed, and semiconductor
lasers [3] that will operate continuously at room tem-
perature and very sensitive avalanche photodiodes [4]

are becoming available, such systems are becoming of
increasing practical interest. A communication system
built from these elements has the essential features
shown in fig. I.

. The glass fibres, about 100m in diameter, can be
massed together to form thin and flexible cables that
are still relatively easy to install even when the number
of fibres is large. The cables are completely insensitive
to electrical interference, and there is no cross -talk be-
tween the various fibres in the same cable. Compared
with conventional cable systems, glass -fibre cables
should be less expensive and easier to lay. In addition,
copper, an increasingly scarce commodity, will be
replaced by glass.

In this article we shall show how the potential appli-
cations of the optical communication system are related
to the characteristics of its various components; the
article is also intended as a general introduction to the
other contributions in this issue of Philips Technical
Review.

Dr Ir K. Mouthaan is with Philips Research Laboratories, Eind-
hoven.

The components of an optical communication system

In the simplest case the glass fibre consists of a core,
about 50 µm in diameter, contained in a cladding of
lower refractive index than the core; this brings the
overall diameter of the fibre to the figure of 100 p.m
mentioned earlier. Light conduction in the core results
from total internal reflection at the interface between
the core and the cladding (fig. 2). For total internal
reflection the angle of incidence at the interface must
be smaller than the critical angle, which is determined
by the refractive indices of the core and cladding. If the
refractive indices differ by 1 %, a value that is consid-
ered for practical applications, the critical angle is
about 8°. At the end face of the fibre this corresponds
to a maximum angle of 12° between the incident light
rays and the axis of the fibre, because of the refraction
at the glass/air interface.

The optical losses in the glass fibre directly deter-
mine the spacing at which repeaters have to be included
in the cable. In only a few years it has been possible to
reduce these losses to less than 10 dB/km. On a labora-
tory scale it has even been possible to make glass
fibres whose losses are equivalent to 1-2 dB/km.

Fig. 1. Schematic representation of an optical telecommunication
channel with a glass fibre F, a GaAs laser diode L and an av-
alanche photodiode P. The laser emits a beam of infrared radia-
tion whose axis is in line with the junction of the laser diode. The
avalanche photodiode detects radiation incident at right angles
to the P -N junction.

The light source considered most suitable for this
application is a GaAs laser diode, while in some cases
use can also be made of an incoherently radiating GaAs
diode (light -emitting diode or LED). Both sources
radiate in the near infrared (0.8-0.9 Lim) and can
easily be modulated by varying the diode current. The
diode material can be doped appropriately to ensure
that the wavelength of the emitted radiation is located
at or near a minimum in the attenuation of the glass [5].

A suitable detector for the near infrared range is the
very sensitive Si avalanche photodiode. The permissible
signal-to-noise ratio and also the nonlinearity and
limited dynamic range A:)f the light source and <detector
make it desirable to employ digital signals. An obvious
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choice is to use binary signals, for which the light source
need only be switched on and off.

Each fibre in a cable has its own light source and
detector. Some thirty or forty fibres, each already of
wide bandwidth, combine to give a cable of very large
transmission capacity. The line repeaters necessary for
compensating the optical losses each consist of a detec-
tor and a light source with an electronic circuit between
them for restoring the signal to its original shape and
level.

Fig. 2. Wave guidance by total internal reflection in a glass fibre.
The maximum angle of incidence on the interface between the
core and the cladding is O. The magnitude of this critical angle
is determined by the ratio of the refractive indices of the core and
the cladding. The critical angle in turn determines the apex angle
a of the acceptance cone of the glass fibre.

Physical parameters of the system

There are two groups of physical factors that set a
limit to the system outlined above: those defining
the power and those affecting the bandwidth of the
system.

We shall look first at the requirements relating to the
power. The shot noise resulting from the discrete
nature of the photons begins to be of significance at
low light intensities, and this, combined with the small
probability of false detection that is normally allowed
in a digital system, imposes a lower limit on the optical
power at the detector end. At a modulation rate of
100 Mbit/s, for example, this lower limit has a value
between 0.01 and 0.1 p.W; at higher modulation rates
the value is proportionately greater. If a repeater
spacing of say 4 km were desired with fibres whose
attenuation was 10 dB/km, it would be necessary to
have an effective power of 1 mW available at the input.
A power of 1 mW can be delivered by either an in-
coherently radiating diode or a laser diode. The ques-
tion is however whether all of this power can be coupled
into the fibre [6]. The area of the cross-section (diam-
eter 50 p.m) and the acceptance angle (24°) of the fibre
are both of significance here. With these values the
1 mW of power will have to be delivered at a radiance
of 285 W/cm2sr. At present this requirement can only
be met with a laser; an LED can be considered solely

for applications in which the fibre diameter can be
much larger or the repeater spacing much less.

We shall then consider the limitations placed on the
bandwidth in optical communications by means of a
glass fibre. The modulation rate of 100 Mbit/s quoted
above as an example can be achieved either with a
GaAs laser or with an LED. Both laser and avalanche
photodiode allow rates as high as several Gbit/s to be
used [6].

Severe limitations can, however, be caused by the
propagation in the glass fibre [7]. A short, sharply
defined light pulse becomes lower and wider as it
travels along the fibre. There are two reasons for this.
The first is the colour dispersion of the glass; this has
an effect because the spectral width of light from the
source is finite. For GaAs -laser light whose combined
spectral lines cover a spectral width of about 2 nm,
there is a time -delay difference of 0.1 ns between the
various components of the spectrum over a distance
of 1 km. The light from an LED covers a width of
about 40 nm and therefore causes time -delay differ-
ences and hence pulse spreading of 2.5 ns over one
kilometre.

In addition, there are the delay differences between
the various paths available to the light in a glass fibre.
Let us take the extreme cases of light entering in the
axial direction and light entering at the critical angle.
The relative delay difference Atli for these two direc-
tions of incidence is approximately equal to An/n. For
the difference of 1 % assumed earlier between the
refractive indices of the core and the cladding, this
gives a delay difference of 50 ns over a distance of one
kilometre. If all angles of incidence between the two
extremes are represented, an incoming pulse will be
spread out over 50 ns during transmission over 1 km.
giving a bandwidth of only 5 MHz for a repeater spac-
ing of 4 km. Reduction of An/n does not help since
An/n should not be much smaller than the 1 % already
referred to, or the acceptance angle of the fibre will
become too small and large radiation losses will occur
in small bends in the fibre. Reduction of the repeater
spacing to obtain an acceptable bandwidth would
require an impracticably small spacing. As we shall
shortly see, however, there are other possibilities.

See for example E. A. Aagaard, P. M. van den Avoort and
F. W. de Vrijer, Philips tech. Rev. 36, 85, 1976.
See for example H. M. J. M. van Ass, P. Geittner, R. G.
Gossink, D. KUppers and P. J. W. Severin, this issue, p. 182.
See for example G. A. Acket, J. J. Daniele, W. Nijman,
R. P. Tijburg and P. J. de Waard, this issue, p. 190.
See for example L. J. M. Bollen, J. J. Goedbloed and
E. T. J. M. Smeets, this issue, p. 205.
See fig. 12 in the article by Van Ass, Geittner, Gossink,
Ktippers and Severin in this issue.
See for example G. D. Khoe and L. J. Meuleman, this issue,
p. 201.
See for example J. -P. Hazan and L. Jacomme, this issue,
p. 211.
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The description of wave guidance in a glass fibre by
means of total internal reflection, as given above, is in
fact an over -simplification. For a proper description it
is necessary to make use of the theory of propagation
of electromagnetic waves. This theory shows that only
certain modes of propagation are possible, which
correspond to sharply defined directions of incidence
of the light rays. Each of these modes has its own
propagation velocity.

In large -diameter fibres the number of modes is so
large that almost any direction of incidence between
the axial direction and the critical angle is possible.
The thinner the fibre, the smaller the number of modes
that are possible until, finally, for an extremely small
diameter only one mode will propagate.

The dispersion due to time -delay differences between
the various light paths in a fibre in which many modes
are possible (a `multimode' fibre) is called mode dis-
persion. This dispersion, which can seriously restrict
the bandwidth of an optical communication channel,
as we have seen, can be avoided by using a fibre in
which only one mode is possible, a 'single -mode' fibre.
For a refractive -index difference of 1 % between the
core and the cladding the core diameter to obtain a
single -mode -fibre has to be smaller than about 3 p.m.
An objection to the single -mode fibre is that its small
core diameter necessitates a light -source radiance that
is several hundred times greater than the value already
quoted for a fibre with a core diameter of 50 p.m. A
greater problem, however, is the coupling of the fibres;
for a core diameter of only 3 this is by no means
simple.

Another possible way of reducing delay differences
between the modes in a multimode fibre consists in
using a fibre in which the refractive index decreases
gradually with the radius instead of abruptly. The light
is then kept imprisoned in the fibre not by total reflec-
tion from a sharply defined interface but by being
refracted gradually inwards in the outer layers of the
fibre core. Theory indicates that the delay differences
between the various light paths are least when the
variation of the refractive index in the radial direction
approximates to a parabola (fig. 3) [8] The largest
delay difference, between a light ray travelling along
the axis and one that deviates the most from the axis,
can then be expressed approximately by

At (An\2

t n )

In the optimum case, once again for a refractive -index
variation of 1 %, the delay difference between the vari-
ous light paths is only 0.5 ns/km. Here the diameter of

(8] S. Kawakami and J. -I. Nishizawa, IEEE Trans. MTT-16, 814,
1968.

b

Fig. 3. The parabolic refractive -index profile. a) The variation
of the refractive index as a function of the radius. The difference
between the refractive index at the axis of the fibre and that at the
outside of the fibre does not usually exceed 1 %. b) Light paths in
a fibre with a parabolic (graded) refractive -index profile. Despite
the difference in geometrical length between the various paths,
the increase in the velocity of light towards the outside of the
fibre ensures that the delay times are almost identical for all the
paths.

the fibre core can again be so large that there are
relatively few problems, either with the optical power
to be coupled into the fibre or the coupling of two
fibres.

Possibilities of an optical communication system

Now that the most important physical factors relat-
ing to optical communication on glass fibres have been
summarized, we can look more generally at the maxi-
mum repeater spacing and the bandwidth available for
combinations of the various light sources and fibres.
In all cases it is assumed that the detector is an av-
alanche photodiode.

The performances of the various combinations have
been calculated and are plotted in fig. 4. The calcula-
tions were based on an attenuation of 10 dB/km in the
glass -fibre cable. Allowance has been made for the fact

6km

5 d

d4

3- \-\
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\
8 32
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Fig. 4. The maximum repeater spacing d as a function of the bit
rate fb for combinations of different light sources and glass -fibre
types. a laser with a single -mode fibre, b laser with a multimode
fibre with a parabolic refractive -index profile. c the same fibre
with a light -emitting diode (LED). d laser with a multimode fibre
with a stepped refractive -index profile. e light -emitting diode
with a multimode fibre, also with a stepped refractive index. A
fibre attenuation of 10 dB/km is assumed in all cases.
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that the cable will be produced and laid in sections of
limited length. Losses will inevitably occur where two
lengths of cable are 'spliced'. The possibility of the
cable being broken a number ,of times as a result of
excavation work, etc. during the lifetime of the cable
system - estimated at 30 years - has also been taken
into account. The repair of these breaks will introduce
additional coupling losses.

The figure shows clearly that the multiMode fibre
with a simple step in the refractive index will not give
as great a maximum repeater spacing for increasing

20km
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Fig. 5. The maximum repeater spacing d as a function of the
cable attenuation a at a bit rate of 34 Mbit/s for a laser in com-
bination with a multimode fibre with a parabolic refractive -
index profile (curve a) and for a light -emitting diode in combina-
tion with a fibre of the same kind (curve b).

values of the bit rate as the fibre with the parabolically
graded index or the single -mode fibre, and that a laser
gives better results than a light -emitting diode. The
combination of a light -emitting diode and a single -
mode fibre is pointless since, as already observed, the
radiance of an LED is not high enough to couple suf-
ficient power into a fibre with such a thin core.

Fig. 5, finally, demonstrates the maximum repeater
spacing as a function of the cable loss. The values were

calculated for a modulation rate of 34 Mbit/s and the
use of a glass fibre with a parabolic refractive -index
profile, in combination with a laser or an LED.

In addition to telecommunication, where a large
bandwidth and a large repeater spacing are of primary
interest, there are many other applications in which
optical communication on glass fibres can offer advan-
tages for other reasons. These include applications in
aircraft, where the low weight of the cables is an asset,
and communication between installations some dis-
tance apart - e.g. instruments in hospitals or data-
processing equipment in computer centres - in which
it is an advantage not to have earth -potential differ-
ences to consider, and the insensitivity to electrical
interference can also be invaluable. Yet another appli
cation of interest is in communication and control in
high -voltage installations, where the possibility of
bridging large voltage differences is of great value. :

Summary. In the study of wideband transmission systems much
attention is being given to an optical system in which information
is conveyed in the form of light signals conducted along a glass
fibre. If the refractive index of the glass fibre decreases towards
the outside, light incident within a cone around the axis, of the
fibre will be contained within the fibre. In the last few years the
optical losses per kilometre in such`glass fibres have been reduced
to a factor of about 2 per km. The light, source may be either ,a
GaAs laser diode or a light -emitting diode (LED) and a suitable
detector is the Si avalanche photodiode. The bandwidth of a
system of this kind depends chiefly on the differences in time delay
for the various available light paths in the fibre. A large band-
width can be obtained by making the fibre so thin that only one
light path is possible or by giving the refractive index of the fibre
a profile that decreases parabolically towards the outside. Sys-
tems with a transmission capacity of many hundreds of Mbit/s
for a repeater spacing of many kilometres can be produced in this
way. Advantages of an optical communication system of this kind
are inexpensive and easily laid cables, its non -dependence on
increasingly scarce copper, and its insensitivity to interference.
The system is of interest not only for telecommunication but alsq
for applications in aircraft, instrumentation, communication
between equipment and in high -voltage installations..
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The manufacture of glass fibres for optical communication

H. M. J. M. van Ass, P. Geittner, R. G. Gossink, D. Kiippers and P. J. W. Severin

Introduction

From the very start the existence of the laser has been
a stimulus to the idea of optical communication. One of
the ideas put forward, a communication system in
which signals are transmitted along optical waveguides
by electrically modulated GaAs lasers, has led to
studies of the potential of glass fibres in such an appli-
cation. A fibre for optical communication must satisfy
three requirements. First, as little radiation as possible
should escape sideways (see p. 177); secondly, in the
propagation inside the fibre the loss due to absorption
and scattering should be as small as possible; thirdly,
the shape of a light pulse should be preserved over
large distances (low pulse dispersion). The first require-
ment is most easily met by making fibres that consist of
a core (which conducts the light) and a cladding of a
material of lower refractive index, giving total internal
reflection at fairly low angles of incidence. If the
refractive index is given a nearly parabolic, rather than
stepped, variation in the radial direction, then in addi-
tion the lowest pulse dispersion is obtained [11.

In the wavelength range of interest here, the absorp-
tion of radiation in glass is mainly due to hydroxyl
groups and ions of the transition metals (particularly
Fe and Cu). It is therefore desirable to make the con-
centration of these impurities as low as possible. To
limit the scattering every attempt must be made to
prevent  the presence of inhomogeneities, such as
bubbles, crystallites and local variations in the refrac-
tive index.

Studies made in many countries have led to the con-
clusion that soft (multicomponent) glass of various
kinds as well as doped silica glass can both be consid-
ered for the manufacture of fibres for optical communi-
cation. The techniques for making multicomponent-
glass optical fibres have been based on conventional
methods used in glass manufacture. In most of these
techniques a double crucible has been used [2]. This
article includes a description of a double -crucible
method applied at Philips Research Laboratories, in
which alkali-germanosilicate glasses are employed. If
silica glass is to be used with its much higher melting

Dr Ir H. M. J. M. van Ass, Dr Ir R. G. Gossink and Dr P. J. W.
Severin are with Philips Research Laboratories, Eindhoven;
Dr P. Geittner and Dr D. Kiippers are with Philips GmbH For-
schungslaboratorium Aachen, Aachen, West Germany.

point, there is much to be gained in using chemical
vapour deposition (CVD). Such methods are well
known from semiconductor technology [3]. At Philips
Forschungslaboratorium Aachen a CVD method has
been developed in which the chemical reaction is set up
by a non -isothermal microwave plasma.

For multicomponent glass, the double -crucible pro-
cess can be run continuously; this is an advantage for
industrial production. In methods for processing silica
glass, on the other hand, it is more easy to meet the
requirements for high purity (low absorption). Of all
the methods in which silica glass is the starting material,
the plasma method seems to be the one most suitable
for obtaining a parabolic index profile.

The double -crucible method; fibres of alkali-germano-
silicate glass

In making a gradually varying index profile (`graded -
index profile') in a glass fibre by the double -crucible
method two kinds of multicomponent glass are used,
of different refractive indices. The glass with the higher
refractive index forms the core of the fibre and the
other forms the outer portion or 'cladding'. An ion -
exchange technique is used to give a smooth variation
in the refractive index. It is clear that unless special
measures are taken the index profile produced in this
way by diffusion can only beta rough approximation to
the desired parabolic profile.

A material containing monovalent ions is the most
obvious choice for the ion exchange to give the desired
index profile, since only monovalent ions diffuse rapidly
enough. The exchange between T1+ and Na+ or K+
ions has usually been used previously, but there are
problems with thallium: it is toxic, volatile at the
fusion temperature of glass and has a tendency to as-
sume valencies other than unity.

If two conventional types of glass are used as starting
materials, an exchange between Na+ and K+ ions does
not give a sufficiently large difference in refractive
index. The desired difference can however be obtained
by using alkali-germanosilicate glass. In addition to
Na20 or K20 and SiO2 this glass also contains Ge02
as a main component, and small quantities of A1203
and CaO are added for stabilization.
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To obtain the necessary purity, we make the raw
material Si02 by hydrolysis of appropriate organic
compounds En] :

Si(OC2H5)4 2H20 Si02 4C2H5OH.

In this way products are obtained whose iron content
is smaller than 0.1 ppm. The other raw materials (the
alkali oxides in the form of carbonates) are commer-
cially available in a sufficiently pure form.

The glass manufacture and the fibre -drawing pro-
cesses are all carried out in the dust -free environment
of a 'clean room'. The raw materials are put into a
pure platinum crucible, and melted at a temperature of
1200-1500 °C in a resistance furnace, which has a silica
lining (fig. 1). Good results have also been obtained
with a water-cooled silica crucible in which the melt is

L

Rol

F

Fig. 1. Diagram of apparatus for melting glass and drawing the
rods to be used in the double -crucible method (see fig. 2) of
making glass fibre for optical communication. F resistance fur-
nace, with silica lining L. C crucible of very pure platinum.
Me melt of alkali-germanosilicate glass. Rod rod about 5 mm in
diameter. Rol rollers to draw the rod upwards at constant speed.

inductively heated; the glass melt and the silica of the
crucible wall do not then interact with one another.

During the melting process in which the alkali car-
bonates decompose and the various products react with
one another to form the desired type of glass, carefully
purified gas is blown through the melt to improve the
homogeneity. In a later stage the melt is given another
special temperature treatment (the 'fining'), to remove
the gas bubbles arising mainly from the decomposed
alkali carbonates.

In the next stage of the process the melt is brought to
a temperature of 800 °C and rods, of circular cross-
section and of diameter about 5 mm, are drawn from
the melt at a rate of about 10 cm/min (fig. 1).

In this intermediate form the glass is suitable for
storage and can easily be processed into fibres later. If
desired, the glass can be submitted to a preselection at
this stage, before the actual fibre manufacture.

The glass is drawn to a fibre with the aid of the
double platinum crucible shown in fig. 2. Rods of the
glass for the core are fed into the inner crucible, and
rods of the glass for the cladding into the outer crucible.
Care is taken to ensure that the melting takes place
slowly and at a sufficiently high temperature to prevent
inclusion of bubbles. The glasses flow out at about
800 °C. The desired ion exchange between the core and
cladding glass takes place in the region between the
outlets of the inner and outer crucibles, where the
flow rate of the glass is very low. The choice of param-
eters such as the diffusion time and the temperature
enables the radial distribution of the Na+ and K+ ions,
and hence the shape of the index profile in the fibre, to
be controlled within certain limits.

With equipment similar to that shown in fig. 7, a
fibre of diameter 100 I.Lm is drawn. Before the drawn
fibre reaches the winding drum it is passed through a
vessel containing a synthetic coating material, and then
dried in a tubular furnace, so that it is covered with a
thin protective coating.

Study of the optical losses; the refractive -index profile

We have used a differential method to determine the
total optical loss (absorption plus scattering) of the
fibres made in the above way as a function of the

[1]

[21

[3]

[4]

See the introductory article by K. Mouthaan in this issue,
particularly p. 180.
See for example K. Koizumi, Y. Ikeda, I. Kitano, M. Furu-
kawa and T. Sumimoto, Appl. Optics 13, 255, 1974.
See for example:
F. P. Kapron, D. B. Keck and R. D. Maurer, Appl. Phys.
Letters 17, 423, 1970;
J. B. MacChesney, P. B. O'Connor, F. V. Di Marcello, J. R.
Simpson and P. D. Lazay, Xth Int. Congress on Glass, Kyoto
1974, p. 6-40;
W. G. French, ibid., p. 6-46.
R. G. Gossink, H. A. M. Coenen, A. R. C. Engelfriet, M. L.
Verheijke and J. C. Verplanke, Mat. Res. Bull. 10, 35, 1975.
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wavelength. The measured values are shown in fig. 3.
For application in optical communication somewhat
lower values are usually desirable.

In developing such a manufacturing method it is of
course important to know whether the optical loss is
perhaps mainly due to the intrinsic absorption of the
glass selected, in which case the problems might be
insuperable. This can best be investigated by meas-
urements on the rods produced as an intermediate
form. Since these are short this requires an extremely
sensitive method.

Rod2 Rod,

Ci C2

F

Fig. 2. The double crucible for making glass fibre. CI and Cz two
concentric crucibles of pure platinum. Rodi and Rodz rods made
in the apparatus shown in fig. 1; Rodi consists of alkali-ger-
manosilicate glass with a high Na+-ion content, and hence a high
refractive index, Rod2 of the same glass but with a high K÷ -ion
content, and a low refractive index. Ai outlet of the inner crucible
CI, As outlet of the outer crucible Cz. In the region between Al
and Az there is an exchange between the Na+ and K± ions, which
gives a smooth variation for the refractive -index profile in the
resulting fibre. F resistance furnace.

100dB/km

80
atot

1 60

40

20

0500 600 700 800 900 1000 1100nm

Fig. 3. The total optical loss atot for a fibre made by the double -
crucible method as a function of the wavelength d, determined
from the difference in the absorption of a long fibre and a short
one. The GaAs laser to be used emits radiation in the wavelength
region between 800 and 900 nm. The peak at 970 nm is due to
hydroxyl groups.

We have used a calorimetric method for this pur-
pose [51. This is based on the increase in temperature
caused by incident light absorbed in the rod. The in-
crease in temperature is measured by thermocouples
pressed against the surface of the rod. With this
arrangement it has been found that the absorption of
the glass rods is less than 10 dB/km at a wavelength of
750 nm, indicating that the choice of germanosilicate
glass is not incompatible with the desired objective.

The measurements we have just mentioned are carried out in
the arrangement shown in fig. 4. At the equilibrium temperature
the absorbed light energy is equal to the losses by radiation and
conduction. These losses are difficult to determine accurately,
however. If, in addition to the increase in temperature, the
relaxation time is measured with which the temperature of the
surface of the rod decreases to the ambient value when the
incident light is removed, the losses can be eliminated from these
two quantities.

Since the rods to be examined have a low absorption coef-
ficient and the temperature will only increase slightly, and since
for small heat losses - the increase in temperature is then the
largest possible - the relaxation times become very long, our
test equipment is arranged in such a way that the temperature
fluctuations are as small as possible over the longest possible
time.

The refractive -index profile of the fibres under test
can be measured with a Michelson interferometer.
Fig. 5 shows the differences in optical pathlength made
visible by a Michelson interferometer for a disc, 50 tim
thick, sawn from a fibre embedded in a capillary tube.
The outer region with parallel fringes corresponds to
the constant refractive index of the capillary tube. The
curved fringes in the central region represent the change
in the refractive index in the fibre. They show that the
approximation to the desired variation is quite good.
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Fig. 4. Diagram of a calorimetric test arrangement for deter-
mining the absorption in short glass rods. The rod to be meas-
ured Rod and two reference rods Refi and Ref2 are located in a
copper block B (the upper half is not shown). The surface tem-
perature of these rods is measured by copper-constantan-copper
thermocouples T, which make a light spring contact with the
rods. The arrangement is duplicated to allow good contact with
the rods to be verified experimentally. This arrangement is com-
pletely enclosed in an evacuated bell -jar, which is located in
a water bath held at constant temperature. Temperature fluctua-
tions can be limited to 10-5 K in this way. The quantities meas-
ured are the increase in temperature, which is due to the absorp-
tion in the rods of incident light in the wavelength range 400 to
800 nm from a Kr -ion laser, and the relaxation time with which
the temperature decreases to the ambient value when the incident
light is removed. From these two quantities the absorption can
be determined to an accuracy of 0.02 dB/km for an incident
power of 100 mW.

The plasma method

Quite a different procedure is used for making silica -

glass fibres. There are three stages to the process. Dur-
ing the first stage gaseous SiC14 and GeC14 are allowed
to react with oxygen in a tube of pure silica glass:

SiC14 + 02 Si02 2C12,

GeC14 + 02 Ge02 2C12.

The oxides produced in these reactions are deposited
on the inner surface of the tube (which will later become
the cladding) while a local reaction zone passes over it.
The GeC14 content of the gas mixture is increased in
steps to produce a gradual increase in the refractive
index.

In the method that has previously been used [3] the
reaction zone is a small region at a temperature of
1400-1600 °C obtained by heating with oxy-hydrogen
burners. 'Glass -soot' produced in this zone is deposited
on the tube wall and melts there to form a coating layer.
To obtain as even a layer as possible the tube is rotated.

In the method we shall now describe, this local hot
zone is replaced by a plasma, produced by a microwave
resonator that moves to and fro. Advantages of this
method are that the deposition zone is small and that
the speed of the resonator can be very high. This
means that very even and thin layers can be obtained
at each pass of the reaction zone, and a good approx-

Fig. 5. Interference pattern obtained with a Michelson inter-
ferometer for a disc sawn from a glass fibre. The fibre, with an
outer diameter of 100 p.m, was made by the double -crucible
method; the disc, 50 ti.rn thick, is embedded in a capillary tube.
The parallel fringes indicate the region of constant refractive
index, the curved ones indicate the region of changing refractive
index, in which the shape of the curved fringes gives a general
picture of the variation of the refractive index.

imation to the desired index profile is therefore pos-
sible [6]. In this method, unlike the thermal method,
there is no formation of 'soot', so that the tube does
not have to be rotated. In addition, the process is not
operated at atmospheric pressure, but at about 1300 Pa
(10 torr).

Fig. 6 is a diagram of our experimental arrangement.
The highly purified gases SiC14, GeC14 and 02 are
passed through the silica tube Tu in the correct quan-
tities, regulated by the accurately adjustable flow-

control valves R. Under the conditions that we have
chosen there is a complete conversion of SiC4 and
GeC14 into silica glass doped with germanium dioxide.
The chlorine gas liberated in this reaction is removed
by a sorption pump Pu which is filled with zeolite and
cooled with liquid nitrogen. The tube Tu is located in
the furnace F, which is held at a temperature of about
1000 °C during the process; this prevents the formation
of cracks resulting from stresses in the glass. P is the
plasma excited in the microwave resonator M, which
moves rapidly backwards and forwards.

The dosage of the gases and the speed with which the
resonator moves along the tube determine the thickness

[5] See H. N. Daglish and J. C. North, IXth Int. Congress on
Glass, Versailles 1971, Part 1, p. 769.

[6] P. Geittner, D. Ktippers and H. Lydtin, Appl. Phys. Letters
28, 645, 1976.
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of the layer produced, and hence the number of layers
that will eventually form the core. Control of the GeC14
supply enables the index profile of the glass to be varied
within wide limits. Since the complete process takes

M

Fig. 6. Diagram of the arrangement for the first stage in the
plasma method. Tu silica tube, which will later become the clad-
ding of the glass fibre. F resistance furnace. M microwave
resonator for generating the plasma P; the resonator is moved
rapidly back and forth. RI, R2 and R3 flow -control valves for
admitting accurately known quantities of the gases SiC14, GeC14
and 02 to the reaction region. Mi mixer. Pu sorption pump,
filled with zeolite and cooled by liquid nitrogen.

At each pass of the plasma a layer of silica glass doped with
germanium dioxide is deposited on the wall of the tube Tu. Any
desired index profile - over a wide range - can be obtained by
varying the supply of GeCI4.

place in the silica tube, which is sealed off from the
ambient atmosphere, it is easier to meet the require-
ments for high purity than in the double -crucible
method.

After the successive layers of glass have been formed
in the tube as described, the second stage of the process
follows. A ring burner at a temperature of about
2000 °C is passed along the tube a number of times.
Since this temperature is above the softening point of
silica glass, this treatment produces a gradual reduction
in the tube diameter because of the presence of surface
tensions. Eventually the tube collapses to form a rod
with core and cladding, the 'preform'.

In the third and final stage of the process this
preform is drawn in the equipment shown in fig. 7 to
form a fibre with an outer diameter of about 100 p.m
and a core diameter of about 50 p.m. In this stage the
preform is heated to about 2000 °C again, either in a
graphite furnace or in a ring burner. The equipment
shown in fig. 7 includes ring burners.

Fig. 7. View of the equipment
for drawing silica -glass fibres I*J.
Extraction equipment can be
seen at the top, and beneath this
the supply tubes for the burners.
The upper end of the preform to
be drawn can just be seen to the
left of the thick extraction pipe.
After the fibre has been drawn it
passes through a container of
synthetic coating material and
through a tubular furnace. This
provides a thin protective coat-
ing for the fibre, which is then
wound on to the drum. The box
above the furnace contains opti-
cal equipment for measuring the
diameter of the fibre.
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Results of investigations and measurements

We started our examination of the process with a
study of the deposition of the glass in a stationary
resonator. Fig. 8 illustrates the tube gradually closing
up under these conditions. The gas mixture here flowed
from left to right. The deposition zone is about 10 mm
long. In fig. 9 the quantities of glass deposited and the
concentration of Ge02 it contains are both plotted in
arbitrary units along the axial direction of the deposi-
tion zone. It can be seen that the concentration of Ge02
is not constant in the axial direction. This leads to the
conclusion that the deposition kinetics of Si02 and
Ge02 are not the same 17].

11111.11111.1.1.111.111.111111111111111111111101.11
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Fig. 8. Longitudinal cross -sections of a silica -glass tube after
deposition of pure silica glass on the inner surface for 10, 20
and 30 minutes by the plasma method with the resonator sta-
tionary. The gases SiC14 and 02 flowed from left to right.
Magnification 4 x .

I*1

In deposition with the resonator moving to and fro
this variation in the content of Ge02 leads to fluctua-
tions in the refractive index in each separate layer, as

fig. 10a shows. This photograph shows the interference
pattern obtained with a Michelson interferometer for
a disc 250 p.m thick, sawn from a preform. The core of
the preform was made from 45 layers, with a constant
supply of GeC14. The step at the boundary layer corre-
sponds to the higher refractive index resulting from the
supply of GeC14. It can be seen that there is a 'wavy'
pattern for the variation inside the core, even though
the gas composition was constant during the depo-
sition of the glass layers. This is connected with the

12 16
x

0

20mm

Fig. 9. The quantities mg of glass deposited (lower curve) and the
concentration cGe of Ge02 in it, in arbitrary units and plotted
against the axial distance x in a deposition zone as in fig. 8.

difference between the deposition kinetics of Si02 and
GeO2.

Fig. 10b gives a similar interference pattern, but now
for a preform in which the (about 2000) layers were
deposited with a GeC14 supply that increased linearly
with time. The large number of layers has given a good
approximation to the desired parabolic variation,
though there is a dip at the centre. Fig. 11 shows the
variation in the germanium concentration across the
core diameter, measured with a microprobe. Here
again the dip is clearly visible.

The low germanium concentration at the centre is a
result of the evaporation of Ge02 from the region close
to the surface, when the tube collapses to produce a

[71 D. Kiippers, J. Koenings and H. Wilson, J. Electrochem. Soc.
123, 1079, 1976.
The fibre -drawing equipment was designed and constructed
by W. C. P. M. Meerman (Philips Research Laboratories,
Eindhoven); the burners used for silica glass were constructed
by K. D. Zimmermann (Philips GmbH Forschungslabora-
toriurn Aachen).
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Fig. 11. Microprobe measurement of the variation in the ger-
manium concentration across the diameter of a preform.

100dB/km

2

CY tot

1 10

600 700 800 900 1000 1100nm

Fig. 12. The total optical loss octot of a fibre made by the plasma
method as a function of the wavelength A, and also the scattering
loss, determined at a wavelength of 633 nm and extrapolated

(8] Measurements of this type are described in the article by (dashed line). In both cases the measurements were made with
the optical bridge shown schematically in fig. 13.

(1

Fig. 10. a) Michelson -interfer-
ometer pattern for a 250 p.m
thick disc, sawn from a preform
made with a constant supply of
GeC14. The core (diameter about
3 mm) consists of 45 layers. b)
As (a) but with a linearly in-
creasing supply of GeCl4. The
number of layers here is 2000.

J. -P. Hazan and L. Jacomme in this issue, p. 211.
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Fig. 13. Diagram of a bridge for determining the total optical loss and light scattering of a
glass fibre. Two light beams of equal intensity are produced with the aid of semitransparent
mirrors Miri, Mire and Mire. One beam is transmitted via the microscope objective MO1 and
the micromanipulator MMI to the fibre Fib under test, and the other via MO2 and MM2 to the,
reference fibre Ref. This reference fibre is so short that the attenuation in it is negligible. The
light beam is offered alternately to the test fibre and the reference fibre by the action of the
chopper CI:. The transmitted light from both fibres is measured by the phOtodiode Deti The
diode signal is measured with the phase -sensitive amplifier Amp. The phase -reference signal is
supplied by the detector Det2 and the light source So3; the light from So3 is also chopped
periodically by Ch. The scattered light is measured with the Ulbricht sphere U. The light can
originate from the He-Ne laser So2 for measuring the scattering at a discrete wavelength or
from the combination of the tungsten -band lamp Sol and the monochromator Mon, for meas-
uring the total optical losses as a function of the wavelength (the intensity of the mono-
chromator is insufficient for measuring the scattering losses, with the Ulbricht sphere). Dete
reference photodiode. DP double prism. MS1 and MS2 modestrippers that collect the light
escaping sideways. Osc oscilloscope. Rec recording equipment.

preform. Fortunately, such a deviation from the para-
bolic curve has no serious consequences : measurements
have shown that the pulse dispersion is only 0.8 ns/km[8].

Results of measurements on the fibres are shown in
fig. 12. The measurements were performed with a dif-
ferential bridge, as shown schematically in fig. 13.
With this bridge both the total optical loss and the part
of the loss due to scattering can be measured. It can be
seen that the total optical losses in the wavelength
region of interest lie between 3 and 5 dB/km (with a
minimum of 1.4 dB/km at 1.06 p.m), and hence well
below the value normally considered acceptable in
practice for optical communication.

Summary. Description of two methods for the manufacture of
glass fibres for optical communication that have a low optical
loss and a low pulse dispersion. The fibres consist of a cladding
around a core of higher refractive index, which has a nearly
parabolic variation across the core diameter.

In the double -crucible method rods of alkali-germanosilicate
glass are fed into two concentric crucibles; the rods differ in their
content of Na+ and K+ ions, and therefore in refractive index.
In the region in which the two streams of molten glass merge to
form the fibre there is an exchange between the Na+ and Kt
ions; this ion exchange is such as to produce a smooth, approx-
imately parabolic variation in the refractiVe index.

In the plasma method silica glass is deposited layer by layer on
the inside of a silica tube. The deposited glass is doped with
germanium dioxide to give the desired variation in refractive
index. The deposition in layers is carried out with the aid of a
microwave resonator that moves to and fro in the axial direction.
This last method gives fibres with 5 total optical loss of td
5 dB/km and a pulse dispersion of 0.8 ns/km.
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Semiconductor lasers for optical communication

G. A. Acket, J. J. Daniele, W. Nijman, R. P. Tijburg and P. J. de Waard

Introduction

As has already been said in the introductory article [1],
the semiconductor laser is an attractive light source
for optical communication: its dimensions are small
(and reasonably well matched to those of a cross-
section of an optical glass fibre), it uses little energy and
is relatively easy to modulate (directly by means of the
drive current, so that there is no need to use expensive
electro-optical elements). The principle of the semi-
conductor laser, of gallium arsenide, has been known
since 1962 [2], but the early prototypes needed a very
high drive current to produce laser action. This made
continuous operation at room temperature impossible.
Since then, however, many improvements have been
introduced, mainly through the use of a multilayer
structure, which has now made continuous laser action
at room temperature possible. In this article we shall
discuss our work on a laser with a double hetero-
junction, which requires only a low drive current. We
shall begin by giving a short account of the operation
of semiconductor lasers in general. After dealing with
the structure and operation of the multilayer laser for
optical communication, we shall examine the choice
of device parameters and show how these lasers are
made by means of advanced crystal -growth methods.
The article concludes with a discussion of the effects
that determine the life of the laser.

Laser action in semiconductors

The 'classical' light sources, such as incandescent
lamps and discharge lamps, emit incoherent radiation :
the different surface elements behave like independent
radiators, and the waves transmitted through one small
surface element possess little or no phase correlation
with time. This is because all these light sources are
based on spontaneous emission of photons by excited
atoms or ions. Since the beginning of the sixties coher-
ent light sources have also become available: in these
sources there is a well defined phase correlation over
the radiating surface, and there is also phase coherence
within reasonably long time intervals. These light

Dr G. A. Acket, Jr W. Nijman, R. P. Tijburg and Jr P. J. de Waard
are with Philips Research Laboratories, Eindhoven; Dr J. J. Daniele
is with Philips Laboratories, Briarcliff Manor, N.Y., U.S.A.

sources, the lasers, are based on stimulated emission.
Spontaneous and stimulated emission may be com-
pared with one another by reference to the diagrams
given in fig. 1, where line (1) represents the energy
level of an electron in its ground state and line (2) the
electron energy level in the excited state. If the electron
is in the ground state (a) it can be raised to state (2) by
the absorption of a photon; an electron in state (2) can
return to state (1) accompanied by the emission of a
photon either spontaneously, i.e. without interaction
with any radiation field (b), or on stimulation by

2

hv

1

a

E2 -E7
=E2 -E7

Fig. 1. Schematic representation of electron transition on absorp-
tion (a), spontaneous emission (b) and stimulated emission (c) .
In the first case a radiation quantum whose energy hv is equal
to the energy difference E2 - El of the energy levels 1 and 2
causes an electron to move from the lower to the higher level. In
the two other cases the transition takes place in the other direc-
tion, accompanied by the emission of a quantum of energy
E2 - Ei. In stimulated emission this results from the incidence
of a quantum of the same energy. In stimulated emission the
incident and emergent waves are in phase.

photons already present (c). In case (c) the emitted
photon is in the same state - in classical terms: it is
in phase with - the photon that caused the stimulated
emission. In this mechanism large numbers of atoms
can emit photons in phase and thus send out coherent
radiation; this is the laser effect. The stimulated emis-
sion will only exceed the absorption when the number
of the electrons in the excited state is greater than that
in the ground state (population inversion). In addition
the net surplus of stimulated emission must be ap-
preciably greater than the spontaneous emission, in
other words enough photons of a particular kind (light
waves) must be present to be able to cause sufficiently
strong stimulated emission. In most lasers this is

accomplished by fitting a set of mirrors that reflect the
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light waves produced by stimulated emission back to
the active laser medium, so that a standing wave is set
up between the mirrors (optical resonator). When one
of the mirrors is made partially transparent, some of
the radiation can pass through and a laser beam is
obtained.

Gas lasers, dye lasers, semiconductor lasers and
other solid-state lasers are all based on the above prin-
ciples. In semiconductors the electrons do not occupy
discrete levels, as in the foregoing example, but energy
bands. In an insulator the valence band is completely
filled and the conduction band is completely empty.
In a semiconductor there are a number of electrons in
the lower levels of the conduction band and a number
of holes in the upper levels of the valence band. These
numbers can be increased, and thus part of the required
population inversion can be achieved, by using a P -N
junction diode, forward -biased so that there is a flow
of current, instead of a homogeneous semiconductor.
On each side of the junction there are then both addi-
tional electrons and additional holes, and at a sufficient-
ly high current a state of population inversion arises.

The optical resonator is fairly easily produced in
semiconductor materials by making use of the faCt
that crystals have preferred cleavage planes, which of
course are very accurately parallel. In the material that
we use, GaAs, the difference between its refractive
index and that of air produces a sufficiently large reflec-
tion, and therefore no mirrors are required.

The choice of GaAs as a semiconductor is due to the
fact that, unlike the more familiar semiconductors like
silicon and germanium, gallium arsenide is a 'direct'
semiconductor. In a material of this type direct
recombination is possible between holes and electrons,
accompanied by the emission of a photon, which
implies a high probability of stimulated emission.

The injection laser with double heterojunction

The injection laser we have developed consists of a
number of epitaxially grown layers of the mixed crystal
AlzGal-zAs (0 < x < 1) on a GaAs substrate. A
schematic illustration can be seen in fig. 2. The current
I passes successively through three layers of P -type
conduction and finally through a layer of N -type con-
duction. At the interface of layers 2 and 1 electrons are
injected into layer 2; this layer consists of pure GaAs
(x = 0).

Fig. 3 shows a simplified energy -band diagram of the
system. The band gap Eg in layers. 1 and 3 is greater
than that in layer 2. This is compensated between 1 and
2 by a step AE in the valence band and between 2 and
3 by an equally large step in the conduction band. The
magnitude of the step is about 1.4x eV. These steps

form potential barriers for holes (between 1 and 2) and
electrons (between 2 and 3) which are injected into the
GaAs layer, from which they are no longer able to
escape. Recombination takes place accompanied by
the emission of radiation with a quantum energy of
about 1.4 eV, corresponding to a wavelength of 885 nm

GaAs
AlxGai_,As
GaAs
AlxGai_xAs
GaAs

P
P 3
P d Z
N

N Sub

Fig. 2. Schematic representation of a GaAs laser with a double
heterojunction. The laser action takes place in a narrow zone in
the P -GaAs layer 2 (shaded area). The planes M are cleavage
planes of the crystal which act as mirrors. The radiation is
emitted in the z -direction. The laser action is brought about by
a direct current which is passed through the whole structure in
the x -direction. In production, the N -GaAs layer Sub acts as
the substrate on which the layers 1 to 4 are epitaxially deposited.
The thickness d of the active layer is only about 0.3 p.m; the
thickness of the other layers varies from 1 to 2µm.

dE

vc

dE=1.4x

1.4 eV (0.9p m)

3.59 -

vv

- d n = 0.7x
n

Fig. 3. Energy -level diagram of the N -P -P diode formed by the
layers 1, 2 and 3 (rotated by 90° with respect to fig. 2). When a
current I flows in the direction indicated, electrons and holes are
injected into layer 2, and are prevented from escaping by the
presence of the step AE in the height of the appropriate band,
caused by the presence of a certain proportion of aluminium in
layer 1 and in layer 3 OE cd 1.4x eV). The aluminium also causes
a step An of magnitude 0.7x in the refractive index.

[1] K. Mouthaan, this issue, p. 178.
[2] See for example R. N. Hall, G. E. Fenner, J. D. Kingsley,

T. J. Soltys and R. 0. Carlson, Phys. Rev. Letters 9, 366,
1962.
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(i.e. the near infrared). To guarantee the trapping
effect of the potential barriers the step AE must be
large compared with the thermal energy kT of the
charge carriers, which means in practice that x must
be greater than 0.1.

The concentration of charge carriers nth at which
inversion followed by amplification takes place in the
active GaAs layer is of the order of 1 to 2 x 1018 cm -3.
From this we can estimate the minimum current
density jth at which stimulated emission will occur in
any given laser. The concentration nth, the elementary
charge e, the current density jth, the lifetime 1- of an
electron for direct recombination and the thickness d
of the GaAs layer, which is filled almost homogene-
ously by the electrons and holes, are related by:

nthe = ithz/d.

Since z is about 5 ns [3], it follows that

ith/d ti 5 kA/cm2 (lb)

The threshold current of a laser with 'suitable' dimen-
sions is 100 to 200 mA, the operating voltage 2 to 3 V.

In the laser illustrated in fig. 2 the light is not con-
fined in the x -direction between outer surfaces of the
crystal but between the interfaces of layer 2 and the
adjoining layers. Since the fraction x in these layers is
about 0.3, their refractive index differs from that of
layer 2 by about 0.2, the difference in refractive index
being about 0.7x. This results in such a large critical
angle for total internal reflection that a sufficiently
large part of the radiation remains within the active
zone [4]. We shall return below to the consequences of
the fact that the thickness of the layer in which the light
is confined here is comparable with the wavelength of
the light. The laser is bounded in the y -direction by
making layers 3 and 4, except for a central strip, into
insulators by means of proton bombardment.

The injection laser as a waveguide; choice of parameters

A laser of the type outlined above may be regarded
as a dielectric waveguide. Assuming that the electro-
magnetic field is independent of the coordinate y (see
fig. 2), the Maxwell's equations that describe this field
can be solved by a standard method [5]. It is then found
that two types of field configuration (modes) can occur;
the dominant one being a mode with the electric field
vector in the plane of the junction and normal to the
direction of propagation. This is because the reflection
coefficient of the mirrors is greater for this mode than
for the other mode [6]. In the direction normal to the
active layer the electromagnetic field has a cosine
distribution; outside the layer it decreases exponen-
tially. A simple quantity used for characterizing this

mode is the half -width of the square of the electric
field -strength, to which the intensity is proportional.
Fig. 4 shows how this width depends on the thickness
d of the active layer for various values of the Al frac-
tion x. As can be seen, the curves have a minimum
whose depth increases with the value of x. If a large d
is chosen (as in the right-hand half of the, figure) modes
of higher order can then occur at large values of x, i.e.
for large steps in the refractive index. The electro-
magnetic field then has more maxima. For practical
reasons these modes are often undesirable. If x is small,
the width of the field also increases considerably to the
left of the minimum. The confining effect of the wave -
guide is then lost and a decreasing part of the total

(la)
0.8pm

wi

as

0.4

0.2

_
x=0.1

- 0.2

00
I0.2 0.4 0.6 0.8 1.01.1m

Fig. 4. The half -width w of the intensity distribution of the radia-
tion, in the direction perpendicular to the active layer (see fig. 2),
as a function of the thickness d of this layer for three values of the
aluminium fraction x in the adjacent layers (calculated).

power in the wave remains within the active layer. The
average amplification of the waves by stimulated emis-
sion in the active layer therefore decreases by the
factor I', with the result that the density of the injected
current has to be higher than the value of 5d kA/cm2
found earlier (d is in p.m). This is illustrated in fig. 5,
where the threshold currentis plotted as a function of
d for a large number of diodes with x = 0.3. (Most of
these diodes were made from slices obtained by opti-
mizing the production process; see the next section.)

When the electromagnetic field in the laser is known,
it is possible to calculate the spatial intensity distribu-
tion of the emergent radiation [7]. Unlike the situa-
tion in gas lasers, for example, where the exit aperture
is large compared with the wavelength and the exit
beam is accurately parallel, here the aperture of the
exit beam can be many tens of degrees; see fig. 6. The
fact that this quantity is also to some extent under
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control makes it easier to design the best laser for a
given type of glass fibre.

The above theory applies equally of course to the
confinement of the electromagnetic field in the plane
of the active layer, i.e. in the y -direction. Here the
required step in the refractive index is brought about
by means of the proton bombardment mentioned
earlier, leading to a An of about 0.01. (As we noted,
the protons do not penetrate into the active layer itself.
The change in the refractive index is an effect connected
with the current distribution in the active layer.) Since
An is much smaller here than in the x -direction, the
width of the active strip in the y -direction can be
greater without modes of higher order occurring (see

20kA/cm2 pm

ith

15

10

5

00 0.5 1.0 1.5pm

Fig. 5. Ratio of the density fth of the threshold current to the
thickness d of the active layer of a number of experimental lasers
(with x = 0.3 and a length of 300 p.m) as a function of d. Below
about 0.3 Lim this ratio increases sharply; above it jth/d is
approximately constant. The dashed line gives the approximate
theoretical value (5 kA/cm21..tm).
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Fig. 6. The 50 % aperture 0 of the exit laser beam (in the direc-
tion perpendicular to the active layer) as a function of d for four
values of the relative aluminium'content x (calculated).

x=

fig. 4). We use a width of about 5µm. Because of this
greater width the aperture of the beam in the y,z-plane
is much smaller than that in the x,z-plane.

Finally, a few words about the oscillation condition
that must be satisfied for the laser to operate, since this
condition reveals the length that has to be chosen and
indicates how a low drive current can be achieved. The
oscillation condition can immediately be written after
determining what happens to a wave leaving one of the
two mirrors; see fig. 7. A wave of intensity /0 grows
on its way to the other mirror by a factor exp (PG- a)I:
Here G is the gain in the active layer (per unit path-

length) - it depends linearly on the current density-
a is the attenuation of the wave caused by the presence

0 I L

Fig. 7. Illustrating the condition under which a laser can operate
(oscillation condition). M1,2 mirrors. L length of the laser. The
solid curve shows how a wave of intensity /2 beginning at M1
increases exponentially in intensity with the distance / travelled
to the other mirror. The oscillation is sustained only if the wave
reflected from M2 is at least of intensity fa. G gain and a at-
tenuation in the active layer per unit pathlength. Pis the fraction
of the total power in the wave transmitted through the active
layer.

of free charge carriers, and 1 the distance travelled.
Upon arrival at the second mirror (1 = L) a certain
fraction of the radiation is transmitted and the remain-
ing fraction R is reflected. (For plane waves vertically
incident on the GaAs/air interface the value of R is
about 0.32.) For the oscillation to be self-sustaining the
reflected wave must in turn have at least the intensity
10, the oscillation condition then being

R exp (TG - a)L = 1.

This can also be written as:

= a + 1-In -1 .
L R

(2a)

(2b)

The value Gth of G that meets these conditions corre-
sponds to the threshold current. As can be seen, Gth
decreases with the length of the laser. In itself this is

[3]

[41

[51

(01

G. A. Acket, W. Nijman and H. 't Lam, J. appl. Phys. 45,
3033, 1974.
The idea that steps in the refractive index can be used for
reducing the threshold current was put forward by G. Diemer
and B. Bolger of Philips Research Laboratories (Physica 29,
600, 1963).
W. W.. Anderson, IEEE J. QE -1, 228, 1965.
M. J. Adams and M. Cross, Electronics Letters 7, 569, 1971.
P. S. de Waard, Electronics Letters 11, 11, 1975.
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by no means a surprising result, but the equation makes
it possible to determine the value of L above which
no significant improvement can be achieved; this value
is about 300 p.m. .

If the current through the laser exceeds the threshold
value, nearly all the additionally injected charge carriers
recombine by stimulated emission. The efficiency hint
of this process, the 'internal' efficiency, is between 60
and 100 %.- The stimulated emission is divided between
the internal losses aL and the mirror losses ln (R-1),
so that the external differential quantum efficiency next
per mirror is given by:

next -
2

dint In (R-3-)

aL ln (R-1) (3)

Fig. 8 shows how the intensity of the exit light beam
varies with the current through the diode. Above the
threshold current the relation is practically linear, with
a slope coefficient Egnext.

Fig. 8. Light -current characteristic of a laser. If the current is
higher than the threshold value Ith for laser action, the emitted
power P increases much more rapidly with I than below this
value. Eg band gap. next differential quantum efficiency per mirror
(see eq. 3).

Apart from the power requirement (2) it is of course
also necessary to meet the optical requirement that L
must be equal to a whole number (m) of half -wave-
lengths (Fabry-Perot):

mAl2n = L. (4)

It follows from the values of L, n and A given that this
number is about 2500. Since the wavelength region in
which laser action is possible has a certain width, there
are various wavelengths for which equation (4) is

satisfied with such a long laser, but one of these is
dominant if the current density is not unduly high.
These wavelengths lie about 0.3 nm apart.

Liquid -phase epitaxy of double-heterojunction lasers

The lasers we use are made by means of liquid -phase
epitaxy (LPE). In the LPE process a thin single -crystal
layer, often only a few pm thick, is deposited from the
liquid phase on to a carefully prepared single -crystal
substrate. The crystal structure of the substrate deter-
mines that of the epitaxial layer. A distinction is made
between homo-epitaxy, where the layer has the same

chemical composition as the substrate (except for the
nature and concentration of the doping elements), and
hetero-epitaxy, where" there is a distinct difference in
the compositions of the layer and the substrate. A
device like that of fig. 2 is therefore made by hetero-
epitaxy.

To illustrate the principle of LPE and our own work-
ing procedure we shall take the simplest case, i.e.
epitaxial growth of GaAs from a Ga-rich liquid phase
on a GaAs substrate. Fig. 9 shows a simplified phase
diagram of the binary III -V system Ga-As. The metallic
Ga melts at about 29 °C and As at about 818 °C. The
two elements form a compound, GaAs, which has a
very narrow existence region. The deviation from the
stoichiometric composition is very small: by < 10-4.
The LPE now takes place from a liquid which is char-
acterized in fig. 9 by the point y1,71. A liquid of the
composition yi can be considered as a solution of As
in Ga. At the temperature Ti the solution is in equilib-

1238 °C

T1

T2

29.8°C
Ga Y2 Y1 0 5

YAs

Fig. 9. Phase diagram of the gallium -arsenic system (schematic).
L liquid. S solid. The compound GaAs has only a very narrow
existence region (Sy < 10-4). The epitaxial deposition, starting
from the temperature Ti at which the substrate of GaAs and the
liquid (with composition yi) are in equilibrium with one another,
takes place by reducing the temperature by a suitably small
amount to T2. The liquid then becomes supersaturated (y > y2)
and a layer of GaAs settles on the substrate.

rium with solid GaAs. If the temperature is reduced
to T2, the solution becomes supersaturated, because
the equilibrium, concentration associated with T2 is
smaller than yl. What then happens depends on the
magnitude of T2 - Ti. If this difference is 0.25 °C or
less, nothing will happen unless a slice of GaAs is
immersed in the liquid. A layer of GaAs then settles
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Con

Fig. 10. Arrangement for liquid -phase epitaxy (LPE) for making
GaAs lasers with a double heterojunction. Hydrogen delivered by
cylinder H2 and the purification system Pd (with palladium
filters) flows through the tube T. F three -zone furnace, which can
be set up to give the desired temperature profile. The control
system Con keeps the temperature constant to 0.1 °C and also
provides for a very slow linear decrease of the temperature with
time. The epitaxial process takes place in the boat B, operated
by the rod R (see fig. 11). At various places the temperature can
be measured with thermoelements, which are connected to the
recorder Rec and the digital voltmeter Dig. To the right of T,
connected in parallel, are an outlet for the hydrogen gas (below)
and a rotary vacuum pump Vac with liquid -nitrogen cooler
(Liq

Cl C2 C3
Th

SH D S P1

M

Fig. 11. Multiple -bin boat for multiple -layer epitaxy (Bin fig. 10).
M graphite block with four cavities C1-4 containing the liquids
to be used. SH substrate holder, a second graphite block that
divides off the spaces C1-4 from the others. The substrate S can
be slid in turn under C1 to C4. Accurate external control of the
substrate height is carried out with a wedge W with a plunger P1.
D disc of GaAs (source -seed substrate) which is brought into
contact with the liquids before the actual substrate, to eliminate
the effect of a possible mismatch between Ti and yi (see fig. 9).
Th t hermoelement.

1

2 3 4

11111
0 10 20 30 40 50 60 70min

Fig. 12. Temperature -time diagram for multilayer epitaxy with
the arrangement in fig. 10. The four layers are successively
deposited in the periods 1 to 4. Period 4 is ended by pulling out
the substrate from under the last solution and switching off the
furnace; note the sharp drop in temperature. Before the deposi-
tions take place the whole assembly is kept for some time at a
somewhat higher temperature to homogenize the solutions
(period 0).

on this slice alone; this is the epitaxial deposition
referred to. At greater T2 - Ti deposition also takes
place on the walls of the vessel or 'bin' that contains
the liquid, and at still greater T2 - Ti, e.g. 20 °C,
nucleation takes place throughout the liquid. The last
two effects are of course unwanted.

Fig. 10 gives a diagram of the arrangement for the
multilayer epitaxy of GaAs/AIGaAs. A three -zone
furnace F contains a reactor tube T through which
purified hydrogen gas flows. Inside the reactor is the
boat B in which the epitaxial deposition takes place.
The temperatures can be very accurately adjusted to
the desired temperature profiles by means of the
furnace, and a control unit is used to reduce the tem-
perature slowly and linearly with time. The hydrogen
gas contains less than 1 ppm of water vapour; a water
content as low as this is necessary because aluminium
has a great affinity to oxygen and because the oxide is
stable to far beyond the temperature at which the
deposition takes place. The presence of aluminium
oxide can give rise to crystal defects and to nuclea-
tion errors.

The boat is not a simple container but a complicated
structure, whose cross-section is shown schematically
in fig. 11 [s]. In this 'multiple -bin boat', as it is called,
the layers from which the laser is built up can be directly
applied one after the other. There are two main parts.
The first is a block of graphite M containing a number
of holes Ci (four in this case) which act as vessels that
hold the various solutions required for the production.
The base of these vessels is formed by a second block
SH, which can be slid under the first. This block serves
as substrate holder, enablin; the substrate to be slid
successively under C1, C2, etc. In most of our boats the
graphite blocks are coated with a thin layer of pyrolytic
graphite [9].

The time that the substrate remains under a partic-
ular solution and the cooling rate are the main factors
that determine the thickness of the resultant layer.
Fig. 12 shows a temperature -time diagram of a com-
plete growth process.

Multiple -bin boats are used for many kinds of
experiment in many countries; they differ in their
details, however, depending on the type of work. To
make a long -life laser a very high crystal perfection is
needed - there must be no dislocations. It must also
be possible to control the composition of the various
layers very accurately, and also the thickness of the
layers, since this determines a number of essential
quantities such as the threshold current density and the

[S]

[9]

T. G. J. van Oirschot and W. Nijman, J. Crystal Growth 20,
301, 1973.
See for example W. F. Knippenberg, B. Lersmacher,
H. Lydtin and A. W. Moore, Philips tech. Rev. 28, 231,
1967.



196 G. A. ACKET et al. Philips tech: Rev. 36, No. 7

thermal resistance. As explained above, the transition
from the P to the N region must be very abrupt (within
50 nm), which means that when the substrate is slid
along to the next compartment Ci it must carry virtually
no liquid with it. The interfaces between the layers must
in addition be optically flat (no ridges). The surface of
the substrate must therefore closely coincide with a
low -index crystal plane. In our substrates this surface
coincides within 0.4° with a {001} plane. The disloca-
tion density in our substrate is lower than 5000 cm -2.

The ability to make long -life lasers is due not only
to the LPE equipment described in figs. 10 and 11 but
also to the good match between the crystal lattices of
GaAs and A1GaAs. Fig. 13 shows the temperature
dependence of the lattice constants of GaAs, AlAs and
A10.3Ga0.7As. It can be seen that the values are nearly
identical at the deposition temperature, an almost ideal
situation. At room temperature the greatest relative

200 400 600 800 1000°C

Fig. 13. The lattice constants ao of GaAs, AlAs and Alo.aGao.7As
as a function of temperature. In the temperature region in which
the epitaxial deposition takes place they are almost identical, at
room temperature the relative temperature difference is no more
than 0.14 %. It is partly because of these very favourable circum-
stances that long -life continuous -wave GaAs lasers can be made.

difference is about 1.4 x 10-3. This difference is so small
that it can be taken up by elastic deformation in layers
of the thickness found here, without the appearance of
any dislocations. The elastic stress thus produced is
about 3000 N/cm2. Care needs to be taken, however,
that the stress caused by mounting does not make the
total stress so high that there is plastic deformation.

The mismatch between the lattice constants of other (ternary
or quaternary) III -V compounds that might be suitable as laser
materials - e.g. Gal-.InzAsi-vPy or Gal-.AlxAsi-vSby - is a

serious obstacle to the production of long -life continuous -wave
lasers with such materials. They can be used for making lasers
with wavelengths of 0.7-1.7 pm. Those with a wavelength of
about 1.1 pm would be very attractive for optical communica-
tion [10].

The doping elements used for making N- and P -type
material are usually tin (for N) and germanium (for P).
These elements are not highly volatile at 800 °C and
diffuse extremely slowly within the solid. They are
therefore particularly suitable for making the very
steep P -N junctions required. Another practical advan-
tage is that in the Ga/GaAs system the segregation
coefficient for very many elements is of the order of
only 10-3, so that minor contamination of the solution
does not have any noticeably adverse effects on the
purity of the deposited layer.

Apart from random deviations, the initial tempera-
ture of the furnace will not in practice always corre-
spond exactly to the mass ratio of the chemicals at the
beginning, either because of a deviation in the thermo-
electric potential of the thermoelements that control
the furnace temperature, for example, or because of
small weighing errors. Since the deposited layer must
be no more than a few urn thick, a temperature devia-
tion of a few tenths of a degree in a fixed growth time
is enough to cause a relatively marked difference in
thickness.

To get around this difficulty the liquid, prior to the
deposition on the laser substrate, is left in contact for
some time with another substrate of the same com-
position [11]. If there is any discrepancy between com-
position and temperature, some material will settle or
go into solution, depending on the sign of the devia-
tion, until a perfect match is achieved. The laser sub-
strate is thus brought into contact with the liquid. With
this 'source -seed technique', as it is called, the spread
in the thickness of the active layer can be limited to
0.1 imp. Fig. 14 shows a photomicrograph of a cleavage
plane, perpendicular to the four layers.

Peltier LPE

Besides the method of liquid -phase epitaxy described
above, it is interesting to consider a deposition method
in which the furnace is kept at a constant temperature
- and hence also the liquid and the substrate. In this
method a direct current is passed through the liquid -
substrate interface, where it causes cooling due to the
Peltier effect. The cooling brings about the deposition
on the substrate. This method has previously been
tried with InSb, GaAs and AlGaAs [12-15]. The
experiments with AlGaAs.showed that very homogene-
ous layers of AlzGal_xAs can be made in this way (the
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spread in x was less than 0.005 over a thickness of
60 p.m [141) and also that the growth rate is propor-
tional to the current 113-151.

Since the growth rate is determined entirely by the
current, the thickness of each of the deposited layers
is easily controlled. In the epitaxial deposition of
AIGaAs we were also able to work with very low
growth rates [141 since the deposition can take place
at a lower temperature (600 °C) than is usual in LPE.
This is an additional advantage in that it can lead to
lower point -defect concentrations.

Fig. 15 shows a schematic cross-section of the boat
for Peltier LPE, made from graphite and boron nitride.
Four liquids are used, and here again a source -seed
wafer precedes the deposition. A different current is
used for each of the four layers, so that each is formed
at the optimum growth rate. A characteristic example
of a deposition at 800 °C is given in Table I.

Fig. 14. Photomicrograph taken with a scanning electron micro-
scope (PSEM 500) of a multilayer system as in fig. 2, made by
liquid -phase epitaxy. The vertical white strips are each 1 µm long.

C2

SH BN S' i c - L

Fig. 15. LPE boat in which the temperature reduction required for
the deposition is bought about by passing a direct current i
through the liquid -substrate interface (Peltier LPE). One of the
differences compared with the boat in fig. 11 is that the block SH
is coated with an insulating layer BN of boron nitride. L stainless -
steel leads for current input and output. The other symbols have
the same significance as in fig. 11.

Table I. Some characteristic quantities in the application of four
epitaxial layers (see fig. 2) by Peltier LPE at 800 °C.

Layer Thickness
(gym)

Current
(A)

Growth
time
(min)

Growth
rate

(nm/min)

Lumines-
cence
peak
(nm)

I

2

3
4

7.5
0.24
1.4
2.6

8.0
0.25
8.0
3.0

25
14
30
10

300
17
47

260

669
880
684
872

Test measurements

As has been explained above (see equations 1), some
of the material parameters of multilayer systems of
AlxGai_xAs-GaAs on which laser action depends are
the thickness of the (future) active layer, the aluminium
content of both the active layer and the two adjoining
layers, and the lifetime r for spontaneous recombina-
tion of the minority charge carriers in the active layer.

The thickness of the active layer can be measured
with a scanning electron microscope. The aluminium
content of the various layers is determined by means
of photoluminescence. Since the electrons and holes
released by the incident short -wavelength radiation
occupy energy levels close to the lower edge of the
conduction band and the top of the valence band
respectively, the quantum energy of the luminescence
radiation is approximately equal to the band gap. This
in its turn is a measure of the aluminium content.

To investigate our multilayer systems by this method
our wafers are cleaved along a plane perpendicular to
the layers and illuminated through a microscope
objective, which focuses the beam of a helium -neon
laser to an extremely small light spot. A complete
luminescence spectrum is then recorded at various
points of the cleavage plane. From the positions of the
light spot and the wavelength of the peaks in the spectra
the composition of the layers can be derived. Fig. 16
shows a family of luminescence spectra obtained in
this way from a wafer with an active layer consisting of
Alo.iGao.9As.

The lifetime r is also determined by means of photo-
luminescence. In this case the laser is modulated at a
high frequency. The corresponding intensity variation
of the luminescence radiation, which depends on T, is

analysed with a very fast photomultiplier [3].

[101 D. N. Payne and W. A. Gambling, Electronics Letters 11,
176, 1975.

rill L. R. Dawson, J. Crystal Growth 27, 86, 1974.
[121 M. Kumagawa, A. F. Witt, M. Lichtensteiger and H. C.

Gatos, J. Electrochem. Soc. 120, 583, 1973.
[13) J. J. Daniele and C. Michel, in: Gallium arsenide and related

compounds, Proc. Conf. Deauville 1974 (Inst. Phys. Conf.
Ser. No. 24), p. 155.

[14) J. J. Daniele, Appl. Phys. Letters 27, 373, 1975.
[15) D. J. Lawrence and L. F. Eastman, J. Crystal Growth 30,

267, 1975.
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Fabrication of laser diodes

Lasers for optical communication must not be
larger than about 300 [Ina (length) by about 5
(width) in the plane of the P -N junction. Since pieces
of material as small as this would be extremely difficult
to handle, we work with 'dices' measuring 300 x 300 (../.m.

Plum

with metal, doping of 1018 at/cm3 is sufficient. On the
other side, where a stripe of only 5 Elm is conductive,
stricter measures need to be taken. Not only is the Ge
doping twice as strong here, but the acceptor concen-
tration is also increased (up to 1018 cm -3) by diffusing
zinc atoms into the layer at 600 °C.

Sub

15pm

Sub
14

5.6
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3.4
2.5

4 1.5

0

700 800 900 1000 nm

Fig. 16. The composition of the epitaxial layers is determined by measuring the photolumines-
cence spectrum upon excitation with a HeNe laser beam sharply focused on a number of
positions on a cleavage plane. The positions, measured from the surface of the upper layer, are
indicated beside the spectra. The luminescence peaks are indicated by the symbol of the layer
to which they correspond (see fig. 2). The band gap of the appropriate layer is derived from
the positions of the peak; this is a measure of the aluminium content.

Two strips of nearly 150 tim as seen in the transverse
direction are made non -conducting by bombarding
them with protons of the appropriate energy [16]; a
`stripe' of 5 1.L.m between them is left intact by protecting
it with a gold layer. Care is of course taken to ensure
that this stripe is perpendicular to the cleavage planes
that must act as reflectors.

The electrical -contacts have to provide not only for
the passage of the electric current but also for heat
conduction, i.e. for the removal of most of the energy
supplied. To obtain a virtually resistance -free transition
from the metal electrodes to the GaAs to prevent heat
generation in the contacts, the top or 'capping' layer
and the substrate are both heavily doped. Since the
whole substrate is conductive and completely covered

To ensure the maximum heat conduction the con-
tacts are made of gold and the laser is soldered to a
copper block with the epitaxial layers against the block;
in this way the block is closest to the place where the
heat is generated, and the resistance between the heat
source and the environment is kept sufficiently low to
make continuous laser operation possible. An addi-
tional advantage of gold as a contact material is that
it can be made fairly soft by heat treatment, so that the
difference in the coefficients of expansion of contact
material and GaAs does not cause unduly high mechan-
ical stresses in the laser, Indium, another soft material,
is used for soldering the laser to the copper block.
Fig. 17 shows a scanning -electron photomicrograph of
a laser mounted in the manner described.
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Life of a continuous -wave laser

In continuous -wave operation a GaAs laser grad-
ually suffers degradation, i.e. some of its properties
deteriorate. These changes are not reversible, and even-
tually the laser becomes unusable. The most striking
change is an increase in the threshold current. Fig. 18

Fig. 17. Experimental GaAs laser - substrate with four epitaxial
layers - soldered to a copper block for heat dissipation. The
four layers are located on the side of the block because the heat
generation is closest to the block in this position. A strip has been
removed from the substrate contact for observations (see figs.
19 and 20).

shows a family of light/current characteristics of a c.w.
laser, measured at intervals of 100 to 200 hours. After
about 1700 hours the laser was no longer capable of
c.w. operation. It can also be seen from the figure that
not only does the threshold current increase but the
curves gradually become less steep, that is to say next
decreases. Both effects may be the result of increasing
attenuation a; see (2b) and (3) -G varies linearly
with fill.

Until the present, investigations into the causes of
the degradation have been mainly phenomenological.
Although they have provided a good picture of what
takes place in the ageing laser, they have not yet given
a complete description of all the effects involved. Never-
theless the useful life of the laser has in the meantime
been increased to about 5000 hours.

Fig. 19 and fig. 20 show infrared photomicrographs
of the interior of lasers that have very probably become
degraded by the growth of dislocation networks [17].

In fig. 19 a number of parallel dark lines can be seen to
the right of the centre at an angle of about 45° to the
longitudinal axis. They lie in one of the crystal planes,
which is often the case with dark regions of this type.
This is one of the reasons for thinking that they may be
caused by dislocation networks. Thermal meas-
urements have shown that the temperature in the dark
regions is some tens of degrees higher than elsewhere [18].
This temperature difference and the lower emission of

8mW

100 200 300
r

400mA

Fig. 18. Family of light/current characteristics, measured during
a life test with one of the experimental GaAs lasers. Note that the
threshold current Ith for laser action (see fig. 8) gradually in-
creases and that the slope of the curves gradually decreases, i.e.
the external efficiency deteriorates.

radiation can both be explained from the presence of
dislocations. In the first place there is a greater prob-
ability of radiationless recombination at dislocations,
causing less radiation to be emitted there than else-
where. Dislocations also absorb more radiation,
thereby adding to the heat generation.

The dislocation networks in the laser of fig. 19 are
presumably due to mechanical damage during mount-
ing. The dark regions in the laser in fig. 20, on the other
hand, are caused by dislocation networks which prob-
ably had their origin in the epitaxial layers themselves.
In both cases the network gradually spreads out under
the influence of mechanical stresses caused by tempera-
ture differences.

[16) L. A. D'Asaro, J. Luminescence 7, 310, 1973.
[171 This explanation was first put forward by P. Petroff and

R. L. Hartman, Appl. Phys. Letters 23, 469, 1973.
[18] T. Kobayashi, T. Kawakami and Y. Furukawa, Jap. J. appl.

Phys. 14, 508, 1975.
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Fig. 19. Photomicrograph, taken with infrared microscope, of
the spontaneous luminescence in the active layer of an internally
damaged laser. To the right of centre a series of parallel dark
stripes can be seen; these are most probably due to the presence
of the same number of dislocation networks on crystal planes.

Apart from the internal cause shown in figs. 19 and
20, damage to the mirrors can also cause the deteriora-
tion of a laser. In some lasers the quality of the mirrors
gradually deteriorates, for reasons that are not yet
fully known. It is of course obvious that care should be
taken to keep the mirrors out of contact with sub-
stances that attack the GaAs, such as water vapour.

If the drive current is far above the threshold value
the mirrors may be destroyed within a few seconds,
either by breakdown due to excessive (optical) field -
strength ( > 20 kV/cm) or by an excessively high local
temperature rise 1191; temperatures above 1000 °C have
been observed. Examples of such damage can be seen
in fig. 21.

[19] B. W. Hakki and F. R. Nash, J. appl. Phys. 45, 3907, 1974.

Summary. A light source that seems very suitable for optical
communication with glass fibres, notably because of its smaller
dimensions and ease of modulation, is the solid-state laser. A
GaAs/AlxGat-xAs (diode) laser with a double heterojunction
has been developed that requires such a low drive current
(100-200 mA) that it is capable of continuous -wave operation at
room temperature. Four layers are deposited epitaxially on an
N -type GaAs substrate: an AlxGat-xAs layer (N), a GaAs layer
(P), an AlxGai-xAs layer (P) and another GaAs layer (P). The
laser action takes place in the first P layer (thickness about
0.3 pm), in which a strip about 5 p.m wide is active; the rest of
the layer is made inactive by bombarding the layers above it

Fig. 20. As fig. 19. The dark regions, lying in the longitudina-
direction of the laser, are presumably due in this case to dislocal
tion networks originating in one of the epitaxial layers.

Fig. 21. Left: photomicrograph of a laser mirror which was very
quickly destroyed by an excessively high drive current. Note the
row of craters (width about 0.5 limb presumably due to electrical
breakdown. Right: Damage to a mirror whose quality has very
gradually decreased in the course of time. The cause of this kind
of degradation is not yet fully understood.

with protons. Cleavage planes of the crystal act as laser mirrors.
The radiation is confined to the direction perpendicular to the
layers because AIGaAs has a different refractive index (An 0.7x).
The layers are made by liquid -phase epitaxy with a multiple -bin
type of boat either by gradually cooling the boat or by cooling
the solid -liquid interface by passing a direct current through it
(Peltier epitaxy). Blocks measuring 300 x 300 pm are soldered
with indium to a copper block for heat dissipation. After a period
of continuous operation the laser gradually deteriorates in quality
owing to the formation of dislocation networks or to damage of
the mirrors. A useful life of 5000 hours for these lasers has already
been achieved.
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The most suitable light source for the large band-
width potential of optical communication by means
of glass fibres is probably the double-heterojunction
GaAs/AlxGal-ziks laser, described elsewhere in this
issue m. This semiconductor laser is of interest as a
signal source because it is small and its radiation can
be modulated by varying the injection current so that
the information to be conveyed can be incorporated
directly into a light signal. With pulse modulation this
method can be used up to about 2 Gbit/s. To ensure
interference -free signal transfer over a considerable
distance, the energy of the light pulses should of course
be made as large as possible. The amplitude of a pulse
at the end of the fibre will in any case have to exceed a
certain minimum value to ensure that the detector does
not mistake a 'I' for a '0'.

The more energy there is in the laser pulse and the
more efficient the coupling to the fibre, the greater the
spacing permissible between repeaters, provided that
pulse dispersion is not the limiting factor (alternatively:
the easier it will be to maintain the amplitude above the
minimum value); the coupling efficiency is particularly
important because there are limits to the luminous flux
that a laser can deliver. The energy in a pulse does not
only depend on the duration and amplitude of the
electrical drive pulse but is also determined by the
temperature of the laser. In this article we shall discuss
a method for reducing this unwanted effect and also
our solution to the problem of coupling glass fibres to
lasers.

Modulation

Laser light can in principle be modulated by switch-
ing the injection current on and off. Generally, how-
ever, a constant current which is approximately equal
to the threshold current is passed through the laser and
the modulation pulses are superimposed on this 'bias
current'. This is done because the start of the laser
pulse is delayed with respect to the current pulse; the

[uctor lasers
Mir 1.1

201

Fig. 1. The initial delay. Above: pulse -modulated injection cur-
rent in a GaAs laser. Below: the laser pulse resulting from the
current pulse; the laser pulse is shorter, chiefly because it begins
later. One scale division is equivalent to 1 ns. The initial delay
can be overcome by using a 'bias current' which is equal to the
threshold current with superimposed modulation pulses.

delay can be as much as several nanoseconds if the bias
current is small or zero (fig. 1). The delay arises be-
cause the occupation of the inversion layer cannot rise
instantaneously to the threshold value required for
laser operation m. Moreover, spontaneous recom-
binations occur all the time in the active zone of the
laser, and these have the effect of further reducing the
rate of occupation. Modulation rates in the region of
2 Gbit/s would not be attainable without bias current.
The initial delay is undesirable even at lower mod-
ulation rates since it reduces the energy in the laser
pulse. The initial delay makes the laser pulse shorter
than the current pulse, since both end at practically the
same instant. The less the bias current differs from the
threshold current the shorter the delay. Fig. 2 shows
that the light signal from a laser made in our labora-
tories, with the bias current equal to the threshold cur-
rent, follows the electrical modulation signal very
closely even at a modulation rate of 500 Mbit/s.

Jr G. D. Khoe and L. J. Meuleman are with Philips Research Lab- [1] The operation of a solid-state laser is discussed in the article
oratories, Eindhoven. by G. A. Acket et al., this issue, p. 190.
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Fig. 2. An example of a modulated light signal (top) from a GaAs
laser when the bias current is equal to the threshold current. The
digital signal shown conveys information at a rate of 500 Mbit/s;
the signal was measured after transmission along an optical fibre
with a length of 0.5 metre. The lower oscillogram shows the cur-
rent. One scale division here is equivalent to 4 ns.

An expression for the initial delay At of the laser pulse can be
derived from the equilibrium equation for injected minority car-
riers [21. We then find:

At = z (In ITT b
ttb/ '

where /0 is the threshold current, lb the bias current and I. the
value of the injection current after a step in the bias current; r
(about 5 ns) is the average lifetime of injected charge carriers if
they only recombine spontaneously. It follows from the relation
given, which applies for I. > /tb, that the initial delay disappears
when the bias current is made equal to the threshold current.

The endeavour to produce powerful, constant light
pulses is complicated by the problem of the tempera-
ture dependence of the threshold current: a higher
temperature necessitates a higher threshold current.
For constant bias current and constant amplitude of
the electrical pulse, the energy of the light pulse there-
fore decreases with increasing temperature. This effect
is to some extent enhanced because the initial delay

L

Cs= =Cci

Fig. 3. A simplified equivalent circuit for a GaAs laser with its
power supply. E(t) the time -dependent voltage delivered by the
power supply. R8 sum of the internal impedance of the power
supply and the series resistance of the laser. L series inductance
originating in the connections between the power supply and the
laser. Cs space -charge capacitance of the depletion layer: this
depends on the voltage across the layer. Ca diffusion capacitance
of the depletion layer; this depends on the injection current i.
R diode resistance; this depends on the injection current.

also increases. We have found a way out of this dif-
ficulty by deriving a control signal from the laser light
produced and using it to control the bias current. A
first experiment has shown that by using this feedback
principle the drop in energy of the light pulses can be
reduced to below % per °C rise in temperature.

In designing a power supply for the laser we started
by analysing its behaviour as an element in an elec-
trical network, using the equivalent circuit shown in
fig. 3. The various impedances are 'dynamic' quanti-
ties in the sense that they depend on the currents and
voltages in the laser. The choice of the internal impe-
dance of the power supply was based on the results of
this analysis. Careful assembly, with special attention
to minimizing unwanted series inductance, resulted in
a circuit that will provide both the bias current and a
modulation signal up to a maximum rate of 500 Mbit/s.

Coupling

Fig. 4 shows a universal device that we have designed
for coupling lasers to fibres. It is suitable for single -
mode and multimode fibres 131. The fibre and laser are
placed on cylindrical carriers that are positioned
relatively to an accuracy of about 0.2 11.111 with the aid
of a micromanipulator before adhesive is applied. This
great accuracy is necessary because the core of a
single -mode fibre is only about 3µm across. The posi-
tioning requirements for coupling to a multimode
fibre - core diameter of 30-80 p.m - are far less
exacting.

With a multimode fibre, in which the laser light can
excite a large number of electromagnetic modes, direct
coupling will give very inefficient energy transfer. This
is because the exit beam diverges markedly in the plane
perpendicular to the active layer in the laser, so that
much of the light arrives in the fibre at an angle that
makes total internal reflection impossible. In fibres
with a graded index, i.e. fibres in which the refractive
index decreases gradually with the radial coordinate,
a considerable amount of light would be lost because
the acceptance angle of the fibre is not uniform over
the entire entrance plane, but decreases with the radius
of the point where the light enters. We avoid these
difficulties by inserting a suitable lens in front of the
entrance plane of the fibre. The lens converges the
laser light to an almost parallel beam, mainly incident
within the acceptance angle of the fibre (fig. 5). Since
the light is parallel, only a few modes are excited in the
fibre and the dispersion is reduced [41.

For wideband communication over large distances
it is preferable to use single -mode fibres. The laser
should then operate in its lowest -order transverse mode.
Theoretical considerations [5] show that the highest
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Fig. 4. A universal device for coupling a single -mode or multi -
mode fibre (1) to a GaAs laser (2). The coupler (3) contains
grooves in which two carriers (4 and 5) can be fastened securely
once the active layer and the fibre core have been accurately
aligned with each other, by sliding and rotating the carriers.
A small rotation of the fibre carrier, for instance, will move the
fibre practically horizontally because of the eccentric position
of the fibre in the carrier. A small block (6) under the laser acts
as a positive electrode and a heat sink. The strip -shaped electrode
of the laser is on the underside of the block, which aids heat
transfer to the block. The (outer) diameter of the fibre is 100 p.m.
The active zone in the laser is about 5µm wide and 0.5 p.m high.
The dimensions of the actual coupling device, as the colour photo-
graph shows, are small. A slight modification to the coupling
block allows two fibres to be coupled to a laser (see also fig. 6).

Fig. 5. The light beam leaving a GaAs laser has a marked diver-
gence perpendicular to the active zone (AZ). This causes exces-
sive loss of light when the laser is coupled to a multimode fibre.
A simple solution is to place a spherical lens (L) in front of the
entrance plane in the fibre. The lens has a refractive index of 1.8.
The beam leaving the lens has a diameter of about 50 µm and
diverges only slightly. C core of fibre. CL cladding of fibre. CA
glass capillary tube. The lens is cemented to the capillary tube.

coupling efficiency is obtained under these conditions.
The laser mode and the fibre mode must of course be
properly matched, both in cross-section and diver-
gence. In the lowest -order case considered here, the
transverse intensity distribution has only one maxi-
mum.
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Fig. 6. A GaAs laser can in principle be connected to two single -
mode fibres. A tiny semi -transparent mirror RR is seated on the
core of one fibre, the auxiliary fibre A. The other fibre, the signal
fibre S, has a core end face (elliptical section, horizontal axis
F*F*, vertical axis FF) specially adapted to the laser aperture,
with a semi -ellipsoidal lens L over the core end face. The auxiliary
fibre feeds a portion of the generated laser light as a control signal
to a circuit that stabilizes the bias current to the laser. The energy
in the light pulses is therefore no longer dependent on the tem-
perature in the laser. The light reflected back into the laser by
RR improves the single -mode operation of the laser and thus has
a favourable effect on the coupling efficiency. The graph shows
that the single -mode operation of the laser, due to the extra
mirror, increases the range of injection -current values with a high
coupling efficiency. AZ active zone in the laser, vertical section.
AZ* the same, horizontal section. 000 without mirror, x x x
with mirror.

[2]

[3]

[4]

[5]

P. M. Boers, M. T. Vlaardingerbroek and M. Danielsen,
Electronics Letters 11, 206, 1975.
The characteristics of the various kinds of fibres are described
in the article by K. Mouthaan, this issue, p. 178.
W. A. Gambling, D. N. Payne and H. Matsumura, Elec-
tronics Letters 10, 148, 1974.
L. G. Cohen, Bell Syst. tech. J. 51, 573, 1972.
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It will sometimes only be possible to satisfy the
requirements that the laser should oscillate in a single
mode by making the injection current lower than would
be permissible in view of the lifetime of the mirrors [1].
We have succeeded in raising this limit by transmitting
a portion of the laser beam back into the active zone
with the aid of a tiny mirror; see fig. 6. This causes the
laser to oscillate in the desired mode even with
high injection currents [6]. To ensure correct posi-
tioning of this mirror it is made semi -transparent
and applied to the end face of the core of a single -
mode fibre. (It is correctly positioned when the
luminous flux through the fibre is greatest.) The light
entering the core of this fibre via the semi -transparent
mirror is, of course, very weak and is therefore not
taken to the transmission system for use as a communi-
cation signal; it can be used as an auxiliary signal for
control of the laser bias current as mentioned earlier.
The signal to be transmitted is obtained by coupling a

[6] G. D. Khoe, Power coupling from junction lasers into single
mode optical fibres, IEE Conf. Pubin. 132 (1st Eur. Conf.
on Optical fibre communication, London 1975), pp. 114-116.

second (single -mode) fibre to the other reflecting side
of the laser. This fibre is flattened at its end so that the
local cross-section of the core there is approximately
elliptical, with the major axis in the central plane of the
active layer. A semi -ellipsoidal lens is fitted to the end
face of the core. These measures have the effect of
matching the laser aperture and the geometry of the
fibre better to each other; the coupling efficiency is
improved in this way by a factor of about three.

Summary. A GaAs laser with a double heterojunction can be
modulated directly by variation of the injection current. A supply
circuit has been devised to deliver a bias current that remains
equal to the threshold current independently of temperature. This
arrangement greatly reduces the initial delay and keeps the in-
tensity of the light pulses constant (modulation rate up to
500 Mbit/s). A universal coupling mechanism (tolerances about
0.2 [Am) allows the relative positions of layer and fibre to be
adjusted to give maximum power transfer. In addition to the
signal fibre, it is also possible to couple an auxiliary fibre for
control of the bias current. A spherical lens can be used with
multimode fibres. In single -mode fibres a semi -ellipsoidal lens on
the flattened core of the signal fibre increases the coupling
efficiency by a factor of 3 ; a small mirror on the core of the auxil-
iary fibre increases the range of injection -current values with high
coupling efficiency.
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The avalanche photodiode

L. J. M. Bollen, J. J. Goedbloed and E. T. J. M. Smeets

Introduction

If semiconductor photodetectors now available are
considered in terms of their usefulness in an optical
communication system, the most promising seems to
be the avalanche photodiode. In this article we shall
consider a number of device -appraisal criteria and see
what consequences they have for the manufacture of
avalanche photodiodes.

When. a voltage is applied across a semiconductor
diode in the reverse direction, an electric field of
strength E is generated in a region around the P -N
junction, since the free charge carriers are drawn away
from the junction by the applied voltage. The field
gradient dE/dx can be derived from the local doping
concentration nd by using Poisson's equation:

dE nde=
dx e

(1)

where e is the elementary charge and 6 the absolute
dielectric constant of the semiconductor material. For
a given doping profile the strength of the field and the
thickness of the depletion layer can be varied within
certain limits by varying the applied voltage; see fig. I.

When a window transparent to the radiation to be
detected is made in one of the diode contacts, the radia-
tion is able to penetrate into the diode material. A
radiation quantum (photon) that has an energy greater
than the energy gap between valence band and conduc-
tion band of the semiconductor material can then be
absorbed, resulting in the generation of an electron -
hole pair. In the depletion layer the electric field sep-
arates the electron -hole pair (electrons go to the N
region, holes to the P region), and this has the result
that a current, the photocurrent, starts to flow in the
circuit in which the diode is incorporated.

The situation so far described is what is found in a
`normal' semiconductor photodiode. The avalanche
photodiode makes use of the fact that the free charge
carriers are accelerated in the electric field and thereby
gain kinetic energy. They may gain so much energy that
they can ionize lattice atoms with which they collide,
giving rise to new electron -hole pairs. In their turn the
electrons and holes of these pairs can be accelerated and

Ir L. J. M. Bollen, Dr J. J. Goedbloed and Jr E. T. J. M. Smeets
are with Philips Research Laboratories, Eindhoven.

cause ionization by collision, with the result that a
single incoming photon can give rise to an avalanche
of electrons and holes. In this case the photocurrent
in the external circuit is greater than in the ordinary
photodiode described above. The avalanche photo -
diode is thus a photodiode with internal amplification
(multiplication), and may therefore be regarded as a
solid-state analogue of the photomultiplier tube.

x

Fig. 1. The field -strength E in an N -F -P -P-1- diode as a function of
the depth x below the diode surface for increasing values V1, 112
and V3 of the reverse voltage across the diode.

The main factors that determine the usefulness of
a detector in an optical communication system are the
following:
- The quantum efficiency, which indicates the pro-
portion of incoming photons detected as a current
(without multiplication).
- The response time T, which determines the maxi-
mum modulation frequency of the light for good
detection.
- The multiplication factor M of a detector with
internal amplification.
- The noise characteristics of the detector.
- Various practical requirements, such as a not un-
duly high voltage and the avoidance of unwanted side
effects.

Some numerical values of M and x for a number of
semiconductor photodetectors are given in Table I.

We shall now consider the consequences of the vari-
ous factors above for the case of an avalanche photo -
diode, with silicon as the semiconductor material.
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Table I. Values of the internal multiplication M and the response
time "r for a number of semiconductor radiation detectors.

Detector

Photoconductor 105 10-3 s
P -N diode 1 10-11
P -I -N diode 10-10
Phototransistor 102 10-8
Avalanche photodiode 103 10-9
Field-effect transistor 102 10-7

Quantum efficiency

The quantum efficiency is determined primarily by
the absorption coefficient of the detection radiation
and by the length of the light path in the sensitive part
of the diode. The radiation intensity decreases exponen-
tially along this path. The radiation originating from
the GaAs semiconductor laser has a wavelength of
0.9 p.m. Consequently the energy of the photons is only
slightly greater than the band gap in silicon (1.1 eV)
and the absorption is low. For radiation of 0.9 p.m the
absorption coefficient in silicon is about 400 cm -1,
which means that the intensity has decreased to 1/e of
the initial value over a distance of 25 p.m. The fraction
of the incoming radiation that is absorbed in the deple-
tion layer is detected in any case, and there is still some
detection in zones bordering on the depletion layer.
Some of the electrons generated in the P region outside
the depletion layer are able to reach the depletion
region by diffusion and are then detected, and the same
applies to some of the holes from the N+ region.

To achieve a good quantum efficiency it is therefore
desirable to have an active detection region of length
about 25 p.m in the diode.

Speed of response

Important factors that determine the speed of re-
sponse are:
- The finite speed of the multiplication process (the
charge carriers must pass through a field of a certain
strength before they acquire sufficient energy to cause
ionization).
- The time that charge carriers generated outside the
depletion layer require to reach the depletion region
by diffusion.

The ,time a charge carrier requires for crossing the
depletion layer.'

The first factor can be eliminated in practice by
making ,the multiplication zone small: and the field-

strengths in it, very high. Next, since the. diffusion
always takes place relatively,slowly, we must make the
dici,deln:such a way 'that the contribution made by, the
diffusing charge:carriers (`tailing') to the photocurrent

is negligible. Finally, if we look at the drift -velocity
characteristic of the charge carriers as a function of the
electric field -strength we see that at field -strengths
greater than about 40 kV/cm in silicon there is no
further increase in the drift velocity, which reaches a
saturation value of about 107 cm/s.

The requirements imposed on quantum efficiency
and response time, taken together, result in an even
stricter requirement: the diode must have a depletion
region about 25 p.m long, the part in which the high
field -strengths occur must be relatively small, and the
field -strength throughout the depletion region must be
greater than 40 kV/cm. The time required for crossing
the depletion region is then 0.25 ns, which is short
enough for optical communication purposes. There
must be no tailing effect due to diffusion of charge car-
riers from outside the depletion region.

Noise characteristics

The generation of electron -hole pairs by the absorp-
tion of photons, like the subsequent internal ampli-
fication by the multiplication of charge carriers, is a
statistical process. It is therefore not surprising that
noise plays an important role in the avalanche photo -
diode. Nevertheless, when the signal-to-noise ratio is
considered, this detector comes out well when the other
requirements are taken into account. From studies of
the noise behaviour of the avalanche photodiode it
follows that the a//3 ratio, where a is the ionization
coefficient of the electrons and 13 that of the holes, is of
essential importance. In silicon it varies from about 10
at a field -strength of about 350 kV/cm to 3 at 500 kV/cm
(these are common field -strengths in the multiplication
region). The fact that a and fl are quite different means
that given an otherwise identical distribution of the
electrical field in the diode, a better signal-to-noise
ratio is found when the charge carriers arriving in the
multiplication region are mainly electrons than when
the holes are in the majority [1]. This has the result that
a new requirement has to be added to those mentioned
at the end of the previous section: the part of the deple-
tion region that does not belong to the multiplication
region should be situated on only one side of that
region and be made of P -type material.

The noise power in a diode of this kind is propor-
tional to M2(2 + kM), where M is the multiplication
by the avalanche process and k is a figure' Of merit for
the diode that depends on the ratio a/9 [2]. The pro-
portionality only applies if k << 1 and M >> 1, condi-
lions that are usually fulfilled in practice. In the total
2M2 kM.3, half of the term 2M2 is due to multiplied
shot noise during detection, and the other half to shot
noise' &ming unilateral multiplication (multiplication
involving chaige carriers of one kind only). The term
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kM3 is due to non -unilateral multiplication. It is

possible to make diodes in which k is about 0.01; a
diode of this type can have a gain of 200 before the
noise in the internal amplification exceeds the noise in
the detection process.

Practical requirements

In addition to the rather fundamental requirement -
discussed above, there are various practical requires
ments that an avalanche photodiode has to meet. Thus,
the dark current, which is due to the electron -hole pairs
resulting from the thermal generation in the diode
material, must be low. So must the leakage current
across the surface of the diode. This is because both
currents produce a background and consequently deter-
mine the minimum intensity that a light signal must
have if it is to be detected.

Another requirement is that the multiplication over
the whole active surface of the diode must be as con-
stant as possible. All parts of the diode then have the
same amplification and there are no places where
premature local breakdown of the diode might occur.
From a highly simplified model the relation between
the multiplication factor M and the doping concentra-
tion nd is found to be

1 dM dnd
r.,/NJ

M M nd

Thus, with a gain of 100 a relative variation of 10 % in
the gain means that the doping concentration must be
constant to within 0.1 % over the surface of a diode.

Another desirable feature for future applications of
the avalanche photodiode is that the diode voltage
should be kept below 200 V. An N+ -P diode with a
depletion region 25 p.m thick cannot satisfy this
requirement. If, however, the P region consists of a
relatively thick, very lightly doped layer (the layer)
with a thin, heavily doped P layer on top of it, as
indicated by curve a in fig. 2, the voltage requirement
can then be met as well as the other requirements men-
tioned above. For the voltage requirement a com-
plementary structure, a P+ -N -v -N+ diode, could be used,
but as we have already noted an N+ -P -n -P+ diode is

Fig. 3. Pictures obtained with a
flying -spot scanning microscope
of the photocurrent distribution
over the surface of three
N+ -P -n -P+ avalanche photo -
diodes. The material used was
deposited epitaxially on a P+
substrate. The N+ upper layer
for the left-hand diode was made
by diffusion, for the centre one
epitaxially and for the right-
hand one by ion implantation.

preferable because of the better noise characteristics of
a diode in which most of the multiplication is due to
the electrons.

To make avalanche photodiodes that meet the spec-
ifications listed above we started from a substrate of
dislocation -free P+ material. A n layer and then a P
layer were first epitaxially deposited on the substrate,
and the upper part of the P layer was then converted
into N+ material by ion implantation. In the develop -

b

a

Fig. 2. Curve a, the field -strength E in an N -F -P -7E -P+ diode as a
function of the depth x below the diode surface. Here the total
voltage across the diode (area under the curve) is lower than in
an N+ -P -P+ diode (curve b), although in both cases the maximum
field -strength and the thickness of the depletion layer are about
the same.

ment of this method of fabrication a fast flying -spot
scanning microscope was found to be of great assist-
ance [3]. Fig. 3 shows a number of photomicrographs,
made with this microscope, of mesa diodes fabricated
in various ways.

We studied two forms of avalanche photodiodes, the
mesa diode and the planar diode. Both types, which
each have their own advantages and disadvantages,
will now be briefly discussed.

[1] P. P. Webb, R. J. McIntyre and J. Conradi, RCA Rev. 35,
234, 1974.
K. Mouthaan and R. M. Snoeren, Electronics Letters 10,
118, 1974.

[2) R. J. McIntyre, IEEE Trans. ED -13, 164, 1966.
[3] P. M. Boers and L. J. M. Bollen, Philips tech. Rev. 35, 23,

1975.
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The mesa diode

Fig. 4 shows the cross-section of a mesa diode. This
device was made by etching slightly cone -shaped discs
from a silicon wafer with the desired doping profile.
The substrate used for making the epitaxial layers was
previously etched away down to a thickness of about
5 µm and metal contacts were applied to the front and
the back. The mesa is given its conical shape by etching
with an etchant that attacks the silicon but not the
contacts. The effect of this shape is that when the volt-
age is applied to the diode the depletion layer will
extend further at the circumference of the diode than
in the middle.

This can be understood as follows. It follows from (1) that in
the central part of the diode the distances over which the deple-
tion layer extends on either side of the P -N junction must be
inversely proportional to the doping concentrations in the P and
N regions. Toward the P -N junction the field -strength on both
sides must increase to the maximum value. If a and b are the
distances over which the depletion layer extends on both sides,
then aNi = bN2 (fig. 5). Since along the edge there is no material
at one side of the P -N junction to provide for this charge neutral-
ity, because of the conical shape, the absence of material there
must be compensated by a greater extension of the depletion layer
on that side.

P
rim

41"

Fig.4. Cross-section of an N+ -P -n -P+ mesa diode. The dashed line
indicates the boundary of the depletion region in the n layer. The
curvature of this boundary at the edge of the diode (greatly exag-
gerated here) is due to the conical shape of the mesa. M metal-
lization layers.

N"

a
x

Fig. 5. Field distribution in an N -F -P diode. For the field gradients
on either side of the junction the relations: tan a = dEildx = Niels
and tan 13 = dE2/dx = N2ele must apply. This means that
aNi = bN2 for the distances a and b over which the depletion
layer extends on both sides of the junction.

Because of the greater length thus available along
the edge of the diode for accommodating the same
total voltage, the field -strength along the edge will not
be so high as in the centre of the diode. This reduces
the risk of breakdown along the edge. It is necessary,
however, to protect the edges from the effects of water
and ions in the atmosphere. The n layer in particular,
which is very weakly doped, can easily acquire an
N -type skin by adsorption of impurities, giving rise to
conducting channels. The edge must therefore be pro-
tected by a `passivating' layer.

The passivation of a mesa diode does not always
offer sufficient long-term protection from the forma-
tion of N -type channels over the surface of the n region,
so that in time the leakage currents may increase. In
this respect the use of planar techniques offers better
prospects.

Planar diodes

The semiplanar diode

The same material from which the mesa diodes are
made, i.e. epitaxial x and P layers on a dislocation -free
P+ substrate, can also be used for etching out a planar
diode structure (fig. 6). The N+ layer is again made by
ion implantation. The critical region of the diode, where
surface breakdowns might occur, is now located at the
front, where protection can be applied more easily and
more reproducibly than on the mesa diode.

To prevent the extension of conducting channels,
which here again may grow across the surface from the
N+ region, a ring of P -type material around the actual
diode is left untouched by the etching process.

At the edge of the thin N+ region the field -strength
can become so high that premature breakdown may
occur here (fig. 7). To avoid such high field -strengths
a film of slightly conducting material can be applied.
This prevents breakdowns at the edge, but the leakage
currents increase to an impermissibly high level. An
acceptable solution for this problem is difficult to find.

The planar diode

If we start from material consisting of an epitaxial yr
layer on a P+ substrate, a diode of the cross-section
illustrated in fig. 8 can be made by purely planar tech-
niques. The N+ layer is surrounded here by a relatively
thick guard ring with the same type of doping, so that
the outer edge of the N+ region is rounded and high
local field -strengths are avoided. In addition the n
surface is covered with a silicon -dioxide layer to reduce
leakage currents. Here again a ring of P material is
applied to stop conducting channels. In this construc-
tion both the N+ layer and P layer are made by
implantation in the final stages of the process. This
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allows high temperatures to be used in the earlier stages
of the process, in forming the oxide layer and in diffu-
sing the N± protecting layer, without the risk of dama-
ging any existing thin N' and Players. Both the localiza-
tion and the concentration of the doping can be ac-
curately and reproducibly controlled by using an
implantation process.

The thickness of the P layer is limited by the avail-
able implantation energy to 1.5 p.m. However, to
achieve the desired multiplication it is necessary to
have a sufficiently wide region where the field -strength
is high enough for avalanche amplification. A conse-

R

Ch

P

Fig. 6. Cross-section of a semiplanar N+ -P -7r -P± diode. The sur-
face of the n region is given a protecting layer of slightly conduct-
ing material to avoid high local field -strengths. On the actual
diode, i.e. on the AI' material, a special coating is deposited to
minimize reflection of the radiation to be detected. M metal-
ization. C conducting layer. R anti -reflection layer.

Fig. 7. Effect of a conducting layer on the behaviour of a semi -
planar diode. Above: a diode without conducting layer: break-
down occurs along the edge. Below: a diode with conducting
glass layer: no breakdown occurs along the edge. The con-
duction through the glass increases the dark current of the diode.

P

P.

Fig. 8. Cross-section through a planar N± -P -7r -P+ diode. The edge
of the N+ region is rounded off by an additional N± diffusion to
reduce the field -strength at the edge and thus prevent premature
breakdown at this location. M metallization layers. Si02 silicon -
dioxide layer.

quence of this is that the field gradients are steep and
the maximum field -strength high (fig. 9), and this has
an adverse effect on the noise characteristics of the
diode. These drawbacks can be overcome by applying
a doping profile like that of fig. 10 during the implanta-
tion of the P region.

In planar diodes the depletion layer in then region
along the circumference of the diode is curved away
from the P substrate; this differs from the situation in
the mesa diode, for which we saw that the depletion
layer curves toward the substrate. It is therefore pos-
sible to choose the parameters of the n layer such that

N' ,P,

I Ea

Fig. 9. Effect of the limited thickness of N+ and P regions in the
fabrication of these regions by ion implantation. If the field -
strength in the depletion layer is to be raised above the threshold
value E. for avalanche amplification over a sufficiently large
distance, the field gradients must be relatively high and conse-
quently the maximum field -strength is high.

nd

Jr

x

x

P

Fig. 10. The net doping concentration nd and the field -strength E
as functions of the depth x below the surface of a diode with a
'low -high -low' structure. In this structure an excessively high
field -strength is avoided. The successive regions are not drawn
to scale in the x -direction.
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at the operating voltage the depletion layer completely
reaches the P+ substrate (fig. 11). This means that the
field -strength throughout then region is so high that
the charge carriers there acquire the saturated drift
velocity, while tailing from the substrate is negligible
- which helps to keep the response speed of the diode
high. Fig. 12 shows how the pulse response of an
experimental planar N+ -P -n -P+ diode can be affected
by the tailing effect. In one case the voltage is made so
low that the depletion region hardly goes beyond the
P region; there is then considerable tailing. In the other
case the voltage is so high that the whole n region is
depleted; there is then very little tailing and the pulse
response is greatly improved.

Fig. 11. A relatively slight increase in the voltage across an
N +-P-n-P+ diode gives rise to such a high field -strength in the
whole region that the charge carriers generated there acquire the
saturated drift velocity almost immediately.

Fig. 12. Left: pulse response of an N +-P-n-P' diode in which the depletion region is so narrow
that the n region is field -free. Right: pulse response of the same diode in which the voltage is
so high that the whole n region is depleted.

In the first case the charge carriers generated in then layer have to reach the depletion region
by diffusion. This process is relatively slow and a 'tail' appears on the current pulse produced
upon detection of a sharp radiation pulse. In the second case the field -strength in then region
is so high that the charge carriers acquire the saturated drift velocity almost immediately, and
there is therefore virtually no tailing. Charge carriers generated in the P+ layer have such a
short life that they have very little effect on the pulse response. The oscillations in the tail are
due to the instruments.

Summary. An avalanche photodiode is a photodiode with internal
amplification. Charge carriers generated in the diode by photons
are accelerated in the internal field of the diode so that on col-
lision with the lattice atoms they generate more charge carriers.
This process repeats itself, giving rise to an avalanche of charge
carriers for each photon absorbed; the diode is a solid-state
analogue of the photomultiplier tube. In a diode built up from
an N+, a P, a 7r and a P+ layer the charge carriers taking part in

the multiplication process are predominantly electrons, which
results in good noise characteristics. Another advantage of this
structure is that even with the thick depletion layer necessary to
achieve sufficient absorption of the radiation to be detected, the
diode voltage remains within reasonable limits. Three versions
of the diode are discussed: a mesa diode, a semiplanar diode and
a planar diode. The planar diode, made partly by ion implanta-
tion in epitaxial material, offers the best prospects.



Philips tech Rev. 36, 211-216, 1976, No. 7 211

Characterizing optical fibres; a test bench for pulse dispersion

J. -P. Hazan and L. Jacomme

The extent to which glass fibres can be considered
useful as optical waveguides can mainly be derived
from a study of their pulse dispersion [1]. A short -
duration light pulse propagating in a fibre is subject to
a continuous distortion: the amplitude decreases and
the 'width' (the duration of the pulse) increases (fig. 1).
This pulse -broadening or time dispersion is of great
importance, since the inverse of the pulse width at the
output determines the number of bits of information
the fibre can transfer per second: the greater the pulse
width the smaller the maximum information rate.

The various kinds of optical fibres and the total dis-
persion arising in them have already been discussed in
the first article of this issue. All that we need do here is
to state that in the multimode fibres the most important
contributions to the total dispersion are those of the
intermodal dispersion and the material dispersion.

The intermodal dispersion - which will receive
most attention in this article -.Is caused by the dif-
ference in the propagation times for the various modes.
This form of dispersion is strongly dependent on the
way in which the light is injected and also on the 'index
profile', i.e. the variation of the refractive index in the
radial direction in the core of the fibre. Index profiles
can be found for which the intermodal dispersion has
a minimum; the exact shape of these profiles depends
on the wavelength.

The material dispersion arises because the refractive
index of the core material in the fibre depends on the
wavelength; this dispersion is proportional to AA, the
spectral width of the light to be guided by the fibre -
provided this width is not too great [2]. It can be seen
from the above that a considerable number of variables
have to be taken into account in determining the dis-
persion. To investigate the behaviour of an optical
fibre in detail it is therefore necessary to have extensive
and versatile test equipment available. On the other
hand, the measured results cannot be interpreted -
and the fibre under test cannot be properly character-
ized - without the aid of a good theory.

In this article we shall describe a versatile test bench
that we have designed ourselves. The measurement
procedure will be clarified with the help of a detailed

Dr J. -P. Hazan and Dr L. Jacomme are with Laboratoires d'Elec-
tronique et de Physique Appliqude, Limeil-Brdvannes ( Val -de -
Marne), France.
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Fig. 1 The short light pulse to, the left is the input signal for a
multimode fibre with a length of 900 m. The light is injected as a
parallel beam. The output signal is shown on the right. The
vertical scale shows the amplitude A in arbitrary units, and the
horizontal scale shows the time; 500 ps per division. It can be
seen that the pulse becomes wider as'it travels through the fibre
(`time dispersion') and that the amplitude decreases. The two
signals were observed on a 5 GHz sampling oscilloscope.

discussion of a practical case. The various problems
that occur in the evaluation 'of an optical fibre will arise
naturally in the course of this discussion.

Fig. 2 is a diagram of the test bench. This is intended
for the testing of multimode fibres; if it should be
necessary to adapt the bench for single -mode fibres,
which could well be of importance in the near future,
this would present few difficulties. The bench is built
up from components that can in fact be considered to
be modular; the light source can be an argon laser or
a YAG laser, both with a mode -locked output signal
so that the pulses are typically 200 ps FWHM, or a
GaAs/A6Ga1-ziks laser or a fast light -emitting diode.
The bench also includes a kinematic mount with micro-
meter adjustment for accurately setting up the light -
injection conditions for the fibre. The pulses travel
along the fibre and eventually reach the detection and
display units. These include a light detector, usually a
photodiode of the avalanche type [3] (alternatives are
a P -I -N photodiode and the 70-ps detector developed
at LEP [4]), connected to a sampling oscilloscope or a

[1] See for example K. Mouthaan, this issue, p. 178.
[2] D. Gloge, Appl. Optics 10, 2442, 1971.
[3] K. Mouthaan and R. M. Snoeren, Electronics Lett. 10, 118,

1974.
[4] J. -P. Hazan, J. Haisma, G. Marie and J. Nussli, IEEE J.

QE -6, 744, 1970.
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digital -processing oscilloscope (DPO). A fast real-time
oscilloscope (5 GHz), developed at LEP [5], can also
be used as a display. Finally, it is also possible to con-
nect a spectrum analyser to the system.

The pulse signal emerging from the fibre under test
sometimes has a relatively complex shape, such as a
multiple -peak structure. The conventional display of

LP

L

KM

the amplitude as a function of time, i.e. the representa-
tion in the time domain, is the minimum information
that should be available. The DPO and the spectrum
analyser offer more possibilities for signal processing
and for analysis of the behaviour of the fibre. It is easy
with the DPO to obtain the representation of ampli-
tude and phase in the frequency domain, i.e. the fre-
quency response of the fibre. The Fourier transforms
of the time -domain signals, at both input and output of
the fibre, are thus obtainable 'on line'. From these the
processor in the DPO can determine the transfer func-
tion of the fibre (fig. 3).

The DPO can also be used for the convolution of an
experimental input signal with a theoretical pulse
response; the experimentally measured pulse can then
be compared with the theoretical one. In this way
theoretical ideas concerning the pulse broadening can
be verified.

Experimental investigation of the behaviour of a
fibre is of no value if the way in which the light is in-

troduced is not accurately and completely specified.
This is because the pulse response is in general strongly
dependent on the direction of the incident rays and the
coordinates of the point of incidence on the end face of
the fibre core.

When a laser is used as the light source it is not in
general possible to fully illuminate the whole of the

om

F

DP

Fig. 2. Block diagram of the test bench for investigating pulse
dispersion in optical fibres. The system is built up from modules,
so that various kinds of light sources and display devices can be
used. LP light -pulse source. L optics, dependent on the injection
conditions. KM adjustable kinematic mount. F fibre. D detector.
DP display and processing devices. The available light sources
are an argon laser (A = 0.51 [.1,m), a YAG laser (A = 1.06 p.m),
various GaAs lasers (A = 0.82 p.m; 0.87 p.m; 0.90 p.m), or an
LED. The laser pulses have typically 200 ps full width at
half maximum (FWHM).

The photograph shows an adjustable mount for injecting the
light into the fibre. The micrometer adjustment ensures that
adjustments can be made with lower limits of about 0.01 de-
grees for angular displacement and about 0.5 1.1.m for linear
displacements. The read-out from the kinematic mount is digital.
The fibre to be tested is wound around the spool next to the
kinematic mount.

core surface and the total acceptance angle. Various
approaches are possible. In one well known method a
parallel beam is taken that can illuminate the complete
core (fig. 4a), and the shape of the pulse and its prop-
agation time are analysed as a function of the direction
of incidence. In our test bench this direction is set up
by using the kinematic mount. In another method the
incident light beam is sharply focused so that the total
acceptance angle is completely filled (fig. 4b). The beam
spot is then much smaller than the core surface. We
have extended this method by observing, in addition,
the propagation time and pulse shape when the beam
spot is displaced radially. We have also developed a
`soft -focus' method, in which a relatively small angle
of convergence is associated with a relatively small spot
(fig. 4c). Provided that the loss in resolution is accept-
able, our soft -focus method allows an independent
scan to be made by varying either the angle or the
radius. With this kind of independent scanning we can
more clearly establish the physical origin of the
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multiple -peak structure that is observed in certain
fibres in the case of parallel -beam injection [6].

Each of the injection methods described here
provides a number of basic results that help us to
obtain a better understanding of the behaviour of a
fibre. In certain applications, however, it is desirable
to know the response when both the complete core
surface and the total acceptance angle are used. Such
a combined result can be derived from a synthesis of a
series of results obtained with parallel incident beams
at angles of incidence of 0°, 1°, 2°, 3°, etc. The DPO
is again well suited to this application.

We have recently succeeded in producing a light source with an
increased effective product of radiating surface and emission
angle by coupling a sharply focused laser beam into a short
length of auxiliary fibre that functions essentially as a 'distributed
ray scrambler' (fig. 4d). The end surface of the auxiliary fibre,
which has a stepped -index profile, consequently behaves as a
homogeneous light source that can fully illuminate the core
surface and the acceptance angle at the same time [7].

A thorough investigation of a new fibre will in

general include the determination of its response at
three, or perhaps four, different injection conditions.
These experiments will then have to be repeated for
various lengths of the fibre, to check whether mode -
conversion effects are present, and at various wave -

1

oo

a

500 deg

Idyl

b -11. V

2 GHz

1GHz

4 deg/MHz

2

Fig. 3. Frequency -domain representation and transfer function
of the pulses shown in fig. 1. a) Normalized amplitude (modulus),
as a function of the frequency v, of the input pulse sin and the
output pulse sont. The modulus sont/sin of the transfer function
is also shown (solid curve). b) Phase plotted against frequency.
1,6,0 I represents the phase of the transfer function, i.e. the phase
difference between the output pulse and the input pulse. The
derivative of 1.6.0 I with respect to frequency is shown separately
(curve D); from this derivative the group velocity can be cal-
culated.
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Fig. 4. Four possible ways of injecting light into an optical fibre
in the test bench (fig. 2). F optical fibre with core C. L light beam.
a) Parallel beam. The angle of incidence a can be varied. b)
Strongly focused beam. The acceptance angle is completely filled;
the size of the beam spot on the core surface is very small in rela-
tion to the core diameter. The spot can be displaced radially. c)
'Soft focus'. The position of the spot and the angle of incidence
can both be varied. d) 'Ray scrambling'. A large number of rays
are continuously mixed in the auxiliary fibre A, and the effect of
this is that the end surface behaves as a homogeneous light
source with a large radiating surface and a large angle of emission.

lengths. In the quality control of a type of fibre that is
already in production, a much simpler test programme
is of course sufficient.

We have made use of the equipment described here
in studying the pulse response of various fibres that
have recently become available. One of these tests will
be described [6]; the example illustrates some of the
practical possibilities of the equipment.

The test fibre had a length of 150 m; its core diam-
eter was between 30 and 34 ti.m and the acceptance
angle was about 24° (for the full cone). The doping
profile of the core of the fibre is shown in fig. 5; for the
kind of fibre used this doping profile gives a fair
indication of the index profile. It is clear from the
results (fig. 5) that the refractive index of the core

[5] G. Clement and C. Loty, Acta Electronica 16, 101, 1973.
[6] J. -P. Hazan, L. Jacomme and D. Rossier, Optics Comm. 14,

368, 1975.
[7] J. -P. Hazan and J. J. Bernard, Short -pulse light sources with

large throughputs for optical fibre characterization, to appear
shortly.
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material had an almost constant value to a radius of
about 8µm; beyond this value the refractive index
decreased, arriving eventually at the value for the
cladding material.

The first measurements were made with parallel -
beam injection giving full illumination of the core.
Fig. 6 is a representation of the observed pulse response
of the fibre. The signal includes two peaks; the arrival
time of one of them was found to vary with the direc-
tion of incidence, whereas the other hardly moved at
all - at any rate up to angles of incidence of about 10°.
This stationary peak was delayed by about 1.5 ns, if the
movable peak at 0° was taken as a time reference. At
9 to 10° the two peaks begin to merge, and at even
larger angles a small shift in timing can be observed.

....,..

34 -pm

Fig. 5. A concentration profile for the dopant in the core of an
experimental fibre. The core diameter is 34 I./An. The vertical scale
represents the doping concentration, measured with an electron
microprobe. This profile gives a fair representation of the radial
dependence of the refractive index in the core material.

10

500 psIHi
P a t

Fig. 6. An example of the pulse response of an experimental
multimode fibre ilength 150 m, core diameter 30-34 p.m), at six
different values of the angle of incidence. The light is injected as
a parallel beam. The output signal was measured with the
sampling oscilloscope (fig. 2). The angle of incidence of the input
signal, obliquely incident parallel light, was varied by means of
the kinematic mount. Peak P moves as the angle of incidence
increases, whereas peak Q shows hardly any displacement for
angles up to 9° to 10°.

The tests on the fibre were completed by a number of
measurements using the soft -focus method. These
results indicate that the moving peak in the signal
originates from light that enters the central part of the
fibre core - where the refractive index is almost
independent of the radius - and also that the sta-
tionary peak is mainly due to light injected at the
periphery, in the region where the refractive index has
a marked radial gradient [63.

When the investigation referred to above was made,
pulse behaviour of this type in fibres had rarely been
described, and it was therefore important to find a
satisfactory theoretical description.

The theoretical approach that we have developed is
a geometrical -optical method based on an analogy with
classical mechanics [83. Its advantage compared with
the conventional theory - which is based on a modal
description, derived from the electromagnetic wave
equation - is that the new theory takes the injection
conditions into account and can follow the different
rays along the fibre. Every light ray in the core has two
characteristic 'constants of motion', comparable to the
mechanical quantities of energy and angular momen-
tum for a particle moving in a given path. The output
pulse can be determined if the propagation times are
computed for a sufficiently large number of rays. The
theory can also take account of the 'leaky' rays pres-
ent, by the use of suitable attenuation coefficients.
Fig. 7 shows the calculated output signals. The most
important result is that the new theory does indeed
confirm the presence of two peaks that behave like
those found experimentally. Obviously the shape as-
sumed for the input signal is an idealized one, where
by 'idealized' we mean that the time dependence is
assumed to have the form of a delta function and that
the light source itself is purely monochromatic. The
stationary peak is found to appear 1.65 ns later than
the movable one (at incidence angle 0°); this is in
reasonable agreement with the experimental value of
about 1.5 ns. The results of the calculations depend
strongly on the assumed radial dependence of the
refractive index. In the calculations for our example we
have used a profile with a flat top for half the total
width and a gradual slope at the edges (fig. 7b). The
expression used for the curve for the edges contains a
term to the power three as the highest power of the
radial coordinate.

Actual index profiles frequently have a rather complex shape
and accurate measurements are difficult. This is why it is none
too easy to establish a realistic numerical expression for the
profiles in the theoretical analysis.

(8] L. Jacomme, Optics Comm. 14, 134, 1975, and Appl. Optics
14, 2578, 1975.
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Fig. 7. a) The output signal of the fibre, calculated from a new theory, based on a geometrical -
optical method [8]. The angle of incidence acts as the parameter. It is assumed that the input
pulses are delta functions and that the light source is monochromatic. b) Curve I, the radial
dependence of the refractive index in the core of the fibre; this profile has been used in the
calculation of the output signal (a). Curve II, linear profile used in investigating the sensitivity
of the results to small variations in the parameters.

Fig. 8 shows the calculated pulse response when the
theoretical behaviour of the fibre, as expressed in fig. 7,
is convoluted with a realistic input signal. The con-
volution has been carried out by the processor of the
DPO. Comparison of figs. 6 and 8 shows general
agreement between measured and calculated pulses;
this indicates that the effects involved here can be
explained fairly well by our theory. However, detailed
comparison still reveals some slight discrepancies, such

A

Fig. 8. The output pulses ob-
tained by convoluting the pulses
of fig. 7a with realistic input
signals; a digital -processing os-
cilloscope was used for the con-
volution. The observed exper-
imental pulse shapes (fig. 6)
correspond fairly well with the
ones shown here.

as a small displacement of the stationary peak. Such a
displacement can be attributed to an error, which
could be quite small, in the choice of one of the param-
eters for the refractive index.

An investigation is still under way at present to find
out the extent to which the results are sensitive to small
changes in the parameters. If for example the assumed
index profile is changed slightly, so that the linear
curve II of fig. 7 applies, calculations show a pulse

500 ps

t



216 DISPERSION MEASUREMENTS Philips tech. Rev. 36, No. 7

response that still has the double peak, but with the
stationary peak about 0.5 ns too early. Another result
is that a decrease in the ratio of the flat top to the total
width by 6 % makes the stationary peak earlier by
about 0.16 ns; this corresponds to 10 % of the meas-
ured time difference between the peaks. Data such as
these are of value in deciding the kind of accuracy that
is necessary for a reliable comparison of theory and
experiment.

In conclusion we should like to emphasize that
because of the various parameters involved the pulse -
propagation effects in optical fibres can become rather
complex. Their detailed understanding requires ver-
satile equipment and a good theoretical insight in per-
forming the necessary experiments. Investigations of

this kind will be of value in finalizing the design and
setting up the production of optical fibres with large
bit -rate capacity.

Summary. A test bench for determining the propagation charac-
teristics of signals in an optical fibre is described. The equipment
includes a fast light -pulse source, optical components and an
adjustable kinematic mount for the introduction of the light, and
also fast display and processing equipment (resolution about
0.1 ns). The system consists of modules and it is very easy to
adapt it by altering or changing components. The potential that
it offers is illustrated by a discussion of a case in which the pulse
propagation takes place in a multimode fibre whose refractive -
index profile clearly deviates from the 'stepped' profile. The use
of various methods of light injection allows a detailed under-
standing of the shape of the output signal to be obtained. A
geometrical -optical theory, based on an analogy with classical
mechanics, predicts pulse shapes that correspond well with the
experimental results.
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The heat of formation of alloys

A. R. Miedema

Some years ago Philips Technical Review published an article on the alloying behaviour
of metals, in which qualitative rules were given. These studies have continued, and have
now advanced far enough for the author to be able to give a semi -quantitative description
of the known data relating to the energy effects in alloying, at any rate for binary alloys
of liquid metals or solid alloys with at least one transition metal. This means that, with
the exception of a relatively small group of solid alloys of two non -transition metals, the
heat of formation can now be predicted with an accuracy comparable to that of the cur-
rent experimental methods of measurement. In this article the author explains how the
step 'from qualitative to quantitative' is made, and gives many examples to show that
knowledge of the heat of formation of alloys can be a great help to the metallurgist in
solving a wide variety of practical problems.

In chemistry three major branches can be distin-
guished: organic chemistry, inorganic chemistry and
the chemistry of metals. The last of the three has
received relatively little attention, especially in educa-
tion; it can in fact be said to have been somewhat neg-
lected. Many readers may therefore find it rather sur-
prising to learn that it makes sense to draw a sharp
dividing line between the chemistry of metals and
inorganic chemistry. Very roughly, inorganic chemistry
may be defined as the chemistry of compounds in which
at least one of the elements comes from the halogen
family or the oxygen group. This definition clearly
excludes a large number of combinations of elements,
which, as can be seen from the periodic system sketched
in fig. 1, are mainly combinations of two metals.

The special nature of combinations of metals ap-
pears from the following example. In inorganic chem-
istry the proportions in which two elements will form a
compound can be predicted fairly easily. Thus, Na and
Cl will of course form the compounds NaCl; Al and 0
combine to form the compound A1203. The essential
simplicity of this is related to the generally accepted

Dr A. R. Miedema is with Philips Research Laboratories, Eind-
hoven.

concept of the 'valency of chemical elements'. We
know that in compounds Na is preferentially mono-
valent, Al is trivalent, CI is monovalent negative and
0 divalent. For the formation of compounds from two
metallic elements, on the other hand, the valency
concept is no longer relevant [1]. Thus, from the el-
ements La and Ni five compounds [2] may be formed,
LaNi5, La2Ni7, LaNi3, LaNi2 and La2Ni3, in which the
numerical ratios may be regarded as arbitrary.

The problem of which compounds will be formed
and the crystal structures they will have is therefore an
intractable one. For a given combination of two metals
it is however possible to state definitely whether com-
pounds will be formed or not, how many there will be,
and in particular to say something definite about the
energy effect that occurs on the formation of a com-
pound from the pure elements.

The heat of formation or heat of reaction is of course
of central importance in all chemistry and not just in
the chemistry of metals. In the limited case of the
halides or chalcogenides (the oxygen group) the heat of

[2]

An introduction to the subject of intermetallic compounds is
given in J. H. N. van Vucht, Philips tech. Rev. 36, 136, 1976.
K. H. J. Buschow and H. H. van Mal, J. less -common Met.
29, 203, 1972.
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formation is a well known quantity for many of the
possible compounds. This is certainly not true for inter -
metallic compounds; although a great deal of exper-
imental data has been collected [3], taken together all
these data only relate to a small fraction of the number
of possible compounds. There are no experimental data
at all for the heats of formation and the heats of mixing
for more than 90 % of the combinations of two metals,
particularly those of transition metals.

In this article [4] the intention is to make it clear that,
although there are often no experimental data, it is still
generally possible to give a reasonably accurate predic-

Rb

Ba

Ti

Nb

Hf

Mo

Mn

Rh

heats of formation of all 1:1 compounds of the
transition metals.

It has meanwhile been found from experience that
a table of heats of formation can be a useful aid to
metallurgists. The various examples discussed below
will demonstrate this. A remarkable result of the inves-
tigation is that certain metals exhibit a behaviour that
is different from what would be expected from 'chem-
ical intuition': in this field the familiar inorganic chem-
ical analogies in the behaviour of elements are some-
times found not to apply. Some typical examples will
be discussed.

Ni

Pd

Be B C N

////////////
Mg Al Si P
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S Cl

Se

Hg Ti Pb

Sb
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Fig. 1. The elements arranged in accordance with the periodic system. Black: metals. White:
non-metals, which, even in combination with metallic elements, do not usually yield metallic
compounds. Hatched: borderline cases.

tion of the heats of the formation of intermetallic
compounds and also of quantities such as the heats of
solution of metals in liquid metals. These predictions
are based on an atomic model for alloys that has been
discussed earlier in this journal [5]. Since then a number
of refinements have been incorporated in the model, as
a result of which, in addition to the more qualitative
conclusions as to whether or not two metals will form
alloys, a quantitative description of the heat of forma-
tion can now be given.

The model and the changes in it since 1973 are
described in the next section. To illustrate the results
achieved a table is given that presents the predicted

Model for energy effects in alloying; from qualitative to
quantitative

The theory of the energy effect that occurs upon the
fusion of two metals A and B is based as before on the
model illustrated in fig. 2. An alloy - shown here with
ordered A and B sites, i.e. an intermetallic compound
AB - is constructed by taking the atomic cells from
the pure metals A and B and placing them with un-
changed charge -density distribution in the alloy.
Although this changes the shape of the B cells some-
what - otherwise it would not be possible to fill up the
whole space - the resultant energy effect is negligible
as long as the atomic volume remains the same.
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What then remain are contributions to the alloying
heats that are related to the fact that the charge distri-
bution does change slightly, i.e. at the interface of the
A and B atoms. In the first place there is the effect of
the difference in chemical potential for electrons, 0*,
which existed for the pure metals A and B (contact-
potential difference). This difference, which in fact
means that electrons have a preference for one of the
two metals, leads to a displacement of electrons to
places with a more negative potential, and thus to a
lowering of the energy of the alloy. This effect, which is
always negative and determined by the difference in the

B B B
A A A A

B B B
A A A A
A A A A

B B B A A A A
a

b

Fig. 2. Atoms in metals (a) and alloys (b). The alloy AB is con-
sidered to be composed of atomic cells that resemble those of
the pure metals A and B. In the equalization of the electron
chemical potential, electrons are transferred so that the volume
of the B atoms increases and that of the A atoms decreases (c);
the transfer here is from B to A.

chemical potentials A40* = OA* - OB*, can be ap-
proximated by the first term of a series expansion in
A 0*. This is -Pe(6.0*)2, where P is an empirical
constant of dimension V-1 and e is the elementary
charge.

A second contribution to the heat of formation of
the alloy arises from the discontinuity in the electron
density that occurs at the interface between dissimilar
atoms when atoms A and atoms B are brought together.
This difference in electron density Anws leads to a
positive contribution to the energy of the alloy. In the
same way as for the previous contribution this can be
written as Q(Anws)2, so that the equation for the for-
mation enthalpy of alloys of two transition metals
becomes:

AH cc -Pe(6,0*)2 Q(Anws)2 (1)

As before [5], Q is regarded as a constant for a group
of alloys and nws is the density of electrons at the

boundary of the atomic cell. The quantity AH is of
course determined not only by these two terms, but
also by the total number of atoms and the concentra-
tion of A and B atoms present.

In the earlier article [5] the validity of equation (1)
was verified by comparing the sign of AH for combina-
tions of two metals, as found from the characteristics
of the phase diagram (see also fig. 3) with the values of
A 0* and Anws for a given combination. At constant
Pe and Q the sign of AH is found by comparing the
ratio (A 0*/Anws) with (Q/Pe)*. If (A 0*/Anws) is
greater than this new constant, then AH is negative; in
the opposite case it is positive. These rules have been
found to be very reliable. By dividing the alloys into
large groups (such as alloys of two transition metals,
alloys of transition metals with alkali and alkaline-

earth metals or of transition metals with the noble
metals Cu, Ag and Au), the value of (QIPe)i- appro-
priate to each group could be found.

What has changed in the description? We have
noted [6) that equation (1) is incomplete in the sense
that the constant Q in fact contains a factor nws-4-
Now for small Anws the term (Anws)2/nws'l is equiv-
alent to 9 (Anws+)2, as can be seen by differentiating
and squaring Anws4. Equation (1) thus becomes:

AH cc .7Pe(A *)2 + Qo (Anwsir. (2)

What exactly is the change? A parameter that was
first called Anws is now called Anws+, but the descrip-
tion in terms of two contributions remains essentially
the same. Nevertheless equation (2) is a considerable
advance on equation (1). If we repeat the analysis of the
sign of AH in terms of A 0* and Anws+ for various
types of alloys, we find that the value of A 0*/Anws+
for which AH becomes zero - this is equal to (Q01Pe)f
- is identical for alloys of all kinds. In other words,
whereas the ratio Qo/Pe was initially a parameter that
had to be empirically determined separately for each
group of combinations of two metals, it has not become
a kind of natural constant.

This statement is expressed in more detail in fig. 3,
in which all the data on the sign of AH for alloys of two
transition metals and those of one transition metal and
one of the metals Li, Na, K, Rb, Cs, Ca, Sr, Ba, Cu, Ag
and Au are included. The figure is self-explanatory. A
straight line gives an almost perfect division between

[5]

[4]

[5]
[6]

R. Hultgren, P. D. Desai, D. T. Hawkins, M. Gleiser and
K. K. Kelley, Selected values of the thermodynamic proper-
ties of binary alloys, Amer. Soc. for Metals, Metals Park,
Ohio, 1973.
The predictions of heats of formation given in this article
were arrived at in cooperation with Dr F. R. de Boer of the
University of Amsterdam and Dr R. Boom of the Hoogovens
research laboratories, IJmuiden.
A. R. Miedema, Philips tech. Rev. 33, 149, 1973.
A. R. Miedema, R. Boom and F. R. de Boer, J. less -common
Met. 41, 283, 1975, and 46, 67, 1976.
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the systems for which AH is negative and those for
which AH is positive. The slope of the straight line
corresponds to the value of (Q01Pe)4

The universal validity of relation (2) is additionally
underlined by the results of an analysis of the heats of
mixing of liquid metals, published by R. Boom et al. 171.
Boom and his colleagues analysed the sign of AH for
liquid alloys. in the manner illustrated in fig. 3 and
obtained excellent agreement with the straight line
drawn in fig. 3, for liquid alloys of transition metals,
of transition metals with the alkali or the noble metals
and for alloys of two non -transition metals.

Other changes that have been made in the model
since the previous article are less far-reaching. It was
already known that a third, negative contribution
occurs in the heat of formation of alloys of transition
metals with polyvalent non -transition metals (see
fig. 1). This contribution, a substantial one, was
introduced as an extra constant, to be added to equa-
tion (1), which did not depend very much on which of
the transition metals combined with which of the p
metals. By changing to (2), which, including the extra
negative contribution R, becomes

AH cc {-Pe(6,0*)2 Qo(Lnws+)2 - R}, (3)

and again using the fact that (QoPe)k is a 'true' con-
stant, it becomes possible to achieve greater accuracy
in determining the value of R. Fig. 4 gives the result of
the analysis of the sign of AH for combinations of
transition metals with p metals. Relation (3) corre-
sponds to a hyperbola: the intersection with the hor-
izontal axis is a measure of the value of R. It appears
that this value varies somewhat with the number of
p electrons available to the non -transition metal; R is
smaller for the divalent than for the tetravalent and
pentavalent non -transition metals. The refinement
introduced here with regard to the value of RIP
obviously leads to a more accurate description and to
better predictions of AH.

To arrive at a quantitative prediction of AH it
remains to determine the value of P and the depen-
dence on the atomic concentrations. Details of this will
be found in the earlier article 10. It should be noted
that in principle the contact area between dissimilar
atoms is measured for the concentration dependence;
it is important here whether the A and B atoms differ
very considerably in size or not. Fig. 5 shows the curve
of the concentration dependence in the case where A
and B are the same size; fig. 6 gives an example of a
marked difference in size.

The values of P and of the parameters 0* and nws+
of the elements, which differ in a few cases from those
given in the previous article, can be found from the
literature [61.

0.5 1 (d.u.)'/3

do/ws

Fig. 3. Test of relation (3) for the solid alloys of two transition
metals and those of one transition metal and one of the alkali,
alkaline -earth or noble metals. Each binary system gives one
point in the diagram, with the coordinates AO* and Anws1/3.
 There are no compounds in the system and the solubilities of

A in B and of B in A are both less than 10%. It can safely be
assumed that AH has the positive sign.

- There are compounds or phases with an ordered structure
in the system that are stable at low temperatures. It may be
assumed that AH is negative.

O There are no compounds or ordered phases in the system,
but at least one of the solubilities in the solid state is greater
than 10%. It can be postulated that AH will not differ much
from zero. The figure does indeed show that the open circles
mainly occur in the neighbourhood of the origin, which, in
the quadratic equation (2), means that AH is small.

 As for the open circles, but now the solubility drops to low
values at low temperature or there is only incomplete miscibil-
ity in the solid state, although both metals have the same
crystal structure. The quantity AH would be expected to have
a small but positive value.

The results of the model description are predictions
for AH of, for example, ordered intermetallic com-
pounds in a freely chosen concentration ratio. Repre-
sentative results can be seen in Table I, which gives
values of AH (in kJ/g.at) for the 1:1 compounds of
transition metals. In some cases there are no com-
pounds for this concentration ratio, certainly not when
AH is positive. For other concentrations an estimate of
the heat of formation can be made with the aid of
Table I and the average concentration dependence of
AH as depicted in fig. 5. For the heat of solution in
dilute alloys, there is a difference corresponding to a
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Fig. 4. Determination of the constant R (in fact
R/Qo) in relation (3) for alloys in which a tran-
sition metal is combined with a non -transition
metal with p electrons. Systems for which AH
is negative (there are then stable compounds)
are separated from those for which AH is posi-
tive (no compounds, small solubility) by a
hyperbola. For all four groups the same value
of QolPe applies: that of fig. 3. It can be seen
that the value of R gradually increases with the
number of valence electrons of the p metal.
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factor of roughly 2.5 between AH(AB) and AH(A in B),
denoted by AHA°.

The calculated values of AH as a function of the
atomic concentration ratio lie on a continuous line
(fig. 5). However, this is only approximately true for
experimental values. Energy contributions that depend
on the crystal structure are not, it is true, very great,
but it is these that are significant when it is a question
of which compounds in a system are going to be

0

0 1
CA

AH,Z

Fig. 5. The solid line indicates the concentration dependence of
the heat of formation for a series of ordered compounds in a
binary system A -B. 1 HA0 is the heat of solution of A in solvent B.
In this example it is assumed that atoms A and B are the same
size.
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formed. By way of example, fig. 6 compares exper
imental and calculated values of Ni-Th, Co-Th and
Rh-Th. In all cases the Th atom is considerably larger
than the partner atoms, and this has the effect of
shifting the minimum in AH slightly from the 50/50
composition towards an excess of small atoms. The
measure of agreement between calculation and exper-
iment gives an idea of the accuracy that can be expected
from the predictions in Table I.

What do we learn from the heat of formation?

The single number used in Table I for characterizing
a combination of two metals nevertheless gives a
relatively detailed indication of what will happen on
the fusion of these metals. The largest negative values
that occur go down to -100 kJ/g.at, and the largest
positive values are in the region of +100 kJ/g.at. What
does such a value signify? The large negative effect for
the combination Pt-Zr, for example, tells us that these
elements will react very violently, so violently indeed
that the fusion of these metals in considerable quanti-
ties might well be dangerous. The specific heat of solids
and liquids lies in the region of 3R per gram atom (R
is the gas constant, equal to 8.3 J). A heat of reaction
of 100 kJ/g.at thus implies that the temperature could

17/ R. Boom, F. R. de Boer and A. R. Miedema, J. less -common
Met. 45, 237, 1976.
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Table!. Model calculation of
the heats of formation of
intermetallic compounds AB
of transition metals (A) with
transition metals, alkali and
alkaline -earth and noble met-
als (B). OH in units kJ/g.at
(1 kcal = 4.19 kJ). Predic-
tions of this form are also
available for other atomic
concentrations (AB5, AB3,
AB2, A3132, A2133, A2B, A3B
and A5B), for alloys of
transition metals with p met-
als, including B, C, N, Si
and Ge, and for the heats of
mixing and heats of solution
of all binary liquid alloys.
The model cannot be used
for solid alloys of two non -
transition metals.

1, -50

AH

-100 kJ/g.at

0

Sc Ti V Cr Mn Fe Co Ni Y Zr Nb Mo Tc Ru Rh

3d metals

Sc + 8 +10 + 1 -12 -17 -42 -55 + 1+ 5 + 24 +15 -57 -64 - 89 -
Ti + 8 -3-13 -16 -28 -47 -57 + 17 - 0+ 4 - 6 -63 -71 - 86 -
V + 10 - 3 - 3 - -11 -21 -27 + 24 - 5- 2 - 0 -32 -37 - 44 -
Cr + 1 -13-3 +3-2-7-10 + 15 - 17 - 11 + 1 -13 -17 - 20 -
Mn - 12 - 16 - 1 + 3 +0-8-12 - 2-23 - 7 + 7 -12 -16 - 24 -
Fe -17-28-11-2+0 - 1 - 2 - 2 - 36 - 25 - 3 - 5 - 7 - 8 -
Co - 42 - 47 -21 - 7 + 8 - 1 -0 - 30 - 59 - 38 - 7 - 0 - 1 - 3 -
Ni - 55 57 27 10 12 2 0 - 43 - 71 - 46 -11 + 1 + 1 - 1 -

4d metals

Y + 1 +17+24+15-2-2-30-43 + 12 + 40 +34 -41 -48 - 77 -
Zr + 5 - 0 - 5 -17 -23 -36 -59 -71 +12 + 6 - 8 -79 -88 -107 -
Nb + 24 + 4 2 11 7 25 38 46 + 40 + 6 - 9 -56 -63 - 71 -
Mo + 15 - 6 - 0 + 1 +7-3 -7-11 +34- 8 - 9 -17 -22 - 22 -
Tc - 57 - 63 -32 -13 -12 - 5 - 0 + 1 - 41 -79-56-17 - 0 + 1 +
Ru - 64 - 71 -37 -17 -16 - 7 - 1 + 1 -48-88-63-22-0 + 2+
Rh 89 86 44 20 24 8 3 1 - 77 -107 - 71 -22 + 1 + 2
Pd -127-108-53-22-34-6-2-0 -121 -138-83-22+6+9+ 3

5d metals

La + 11 +38+50+43+19+28-3 -17 + 5+31 + 71 +70-7 -14 - 48 -
Hf + 6 + 0 - 3 -13 -18 -30 -51 -62 + 15 - 0 + 6 - 5 -69 -77 - 95 -
Ta + 24 + 3 2 10 6 22 35 43 + 40 + 5 - 0 - 7 -52 -59 - 67 -
W + 14 - 9 - 1 + 1 + 9 - 0 - 2 - 5 + 34 - 13 - 13 - 0 -10 -15 - 14 -
Re -54-65-34-15-12-6+1 + 3 - 36 - 80 - 60 -20 + 1 + 0 + 4 +
Os -57-67-35-16-13-6+0+2 - 40 - 82 - 61 -21 + 0 + 0 + 3 +
Ir 91 93 52 27 27 13 5 2 -76-114-82-32-2-1 + 1+
Pt -131 122 68 36 43 20 11 7 -121 -151 -104 -42 - 5 - 2 - 2 +

actinides and noble metals

Th - 0+ 9 +12 + 3 -11 -15 -41 -54 + 2+ 5 + 26 +18 -56 -64 - 90 -
U + 7 - 3 + 1 - 3 - 5 -14 -28 -36 + 20 - 7 + 1 + 2 -42 -48 - 60 -
Pu - 1 - 1 + 6 + 2 - 5 - 9 -27 -37 + 6- 6 + 11 +12 -38 -44 - 62 -
Cu - 43 - 27 + 6 +20 + 5 +22 +13 +10 - 40 - 43 - 3 +29 +18 +17 + 2 -
Ag - 50 - 21 +19 +36 +15 +39 +26 +22 - 50 - 43 + 11 +50 +35 +34 + 14 -
Au -111 -84-29-0-17+12+11 +11 -109-115-54+5+21 +23+11+

-10

--20kcal/g.at

-50 -

,1 -100 -

' d H

-150 kJ/g. at

.

-10

-20

--30kcal/gat

a5 1.0

Cm

Fig. 6. Concentration dependence of the heat
of formation OH for the systems Ni-Th, Co-Th
and Rh-Th. (The experimental data are due to
W. H. Skelton et al.(81 and to M. Murabayashi
and H. Kleykamp [fn.) The curves give the
results of the model calculations. The minimum
in OH does not lie at the concentration 0.50,
as in fig. 4, because the atomic volume of Th
(19.8 cm3) is much greater than that of Ni
(6.6 cm3), Co (6.7 cm3) and Rh (8.3 cm3).
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La Hf Ta W Re Os Ir Pt Th U Pu Cu Ag Au Li Na K Ca Sr Ba

+11 + 6 +24 +14 -54 -57 - 91 -131 - 0 + 7
+38 + 0 + 3 - 9 -65 -67 - 93 -122 + 9 - 3
+50- 3 - 2 - 1 -34 -35 - 52 - 68 + 12 + 1
+43 - 13 -10 + 1 -15-16-27-36 + 3- 3

- ,1 -43 -50 -111 +18 + 51 + 81 +25 + 35 + 39
- 1 -27 -21 - 84 +44+87+113+53+65+69
+ 6 + 6 +19 - 29 +55+102+122+60+71 + 74
+ 2 +20 +36 - 0 +50+97+113+51+61 + 64+19-18-6+9-12-13-27-43 - 11 - 5 - 5 + 5 +15 - 17 +29+68+83+26+35+37+28-30-22-0-6-6-13-20 - 15 -14 - 9 +22 +39 + 12 +38+86+101+34+45+47-3-51 -35-2+1+0- 5-11 - 41 -28-27+13+26+11 +12+55+67+3+12+14-17 - 62 -43 - 5 + 3 + 2 - 2 - 7 -54-36-37+10+22+ 11 + 1 + 44 + 56 -10 - 1 + 0

Sc
Ti
V
Cr
Mn
Fe
Co
Ni

+5+ 15 +40 +34 -36 -40 - 76 -121 + 2 +20 + 6 -40 -50 -109 +11 + 41 +72+16+25 + 28 Y
+31 - 0 + 5 -13 -80 -82 -114 -151 + 5 - 7 - 6 -43 -43 -115 +38+81 +115+50+63 + 68 Zr
+71 + 6 - 0 -13 -60 -61 - 82 -104 +26+1 +11-3+11-54 +72 +128 +158 +85 +100 +105 Nb+70- 5 - 7 - 0 -20 -21 - 32 - 42 +18+2+12+29+50+ 5 +72 +131 +155+78+92+96 Mo-7-69-52-10+1 + 0 - 2- 5 -56-42-38+18+35+21 +12+67+83+2+13 + 15 Tc-14-77-59-15+0+0- 1 - 2 -64-48-44+17+34+23 + 8 + 62 + 77 - 5 + 6 + 8 Ru-48-95-67-14+4+3+ 1 - 2 -90-60-62+2+14+ 11 -20+27+40-39-30-28 Rh-98-122-78-10+14 +12 + 9+ 3 -130 -77 -86 -14 -10 + 0 -59-21 -11-89-82-82 Pd

+ 36 +71 +73 + 2 - 4 - 42 - 90 +13+48+24-29-43 - 92 + 2 + 20 + 43 + 2 + 6 + 8 La
+36 +5-9-70-73-102-136 + 7 - 4 - 3 -34 -31 - 99 +41+87+119+53+66+71 Hf
+71 + 5 -11 -56-57-78-99 +26+2+11 -0+15-49 +72 +129 +159 +85 +100 +105 Ta
+73 - 9 -11 -14-15-24-30 +17+1 +12+36+60+17 +74+138+162+81+95+99 W+2-70-56-14 +0- 1 - 0 -53-43 -37+24+45+30 +21 +80+98+11 + 23 + 26 Re-4-73-57-15+0 - 1 - 1 - 57 -44 -39 +21 +41 + 27 +16+73+90+6+17+20 Os-42 -102 -78 -24 - 1 -1 + 1 -93-67-65+7+23+19 -13+40+55-31 - 21 - 19 Ir-90-136-99-30-0-1+ 1 -136-92-94-10-0+ 7 -48 - 1 + 11 -77-68 - 67 Pt

+13 + 7 +26 +17 -53 -57 - 93 -136 +8-0-42-49-115 +20+58+93+28+40+44 Th+48 - 4 + 2 + 1 -43-44-67-92 + 8 +3-6+5-53 +51+107+138+61+75+80 U
+24 - 3 +11 +12-37-39-65-94 - 0 + 3 -18-15-67 +31 + 71 +96+35+45+49 Pu-29-34-0+36+24+21+ 7 - 10 -42-6-18 +2- 9 -15+13+22-27-22-22 Cu-43-31+15+60+45+41+ 23 - 0 -49+5-15+2 - 7 -26 - 0+ 8 -44 - 41 - 42 Ag
- 92 - 99 -49 +17 +30 +27 + 19 + 7 -115 -53 -67 - 9 - 7 -55 - 21 - 13 -86 - 82 - 82 Au

0

+5>AH>0

0>AH -4

-4>AH>-10

?

-10 .dH> -20

-20dH>-40

-40 Zil-/>-75

-75 > AH

Fig. 7. Connection between the value of the heat of formation
of the 1:1 compounds of transition metals, as given in Table I,
and the number of ordered phases shown in the associated
system. The solid solutions of the two metals are not taken into
account here; when OH is close to zero, a large solubility is
generally found in addition to possible ordered phases, except
where the two metals differ substantially in atomic volume.

rise by about 4000 °C if the heat of reaction were not
removed. Since the metals are generally melted first to
start the reaction, the temperature in a case like this
will very quickly reach the boiling point of the metals.

If OH goes strongly negative there is a relatively high
probability that a number of ordered alloys (com-
pounds) will exist in the relevant system. The energy
effects not included in the model, which are connected
with the crystal structure or for example with the num-
ber of conduction electrons per formula unit, have less
influence the more the terms that do. form part of the
model have as their outcome a greater LH. In such
cases OH as a function of the concentration will also
tend more to follow a smooth curve (as in fig. 5), so
that more compounds can be stable at the same time.
In fig. 7 this correlation is demonstrated for all the
binary combinations contained in Table I. The quantity
counted is the number of stable compounds occurring

18] W. H. Skelton, N. J. Magnani and J. F. Smith, Met. Trans.
1, 1833, 1970, and 2, 473, 1971.

[9] M. Murabayashi and H. Kleykamp, J. less -common Met.
39, 235, 1975.
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within a binary system, at any rate where the informa-
tion on the phase diagram is sufficient.

A large positive value, as found in the combination
Cr-Na, not only indicates that there cannot possibly be
any compounds but also says something about the
mutual solubility of the two metals, in this case, for
example, the solubility of chromium in liquid sodium.
The concentration c of chromium in the solution is
given by:

ccr = exp(-iHcr°/RT) (4)

With Alicr° = +260 kJ (according to fig. 5 the heat
of solution is 2.6 times the heat of formation from the
table) the solubility at a temperature of say 1000 K is
equal to exp(-30), an absolutely negligible amount.
For a cooling circuit with liquid sodium, enclosed in
stainless steel - as in nuclear reactors - this means
that if chromium is after all carried into the sodium it
will not be because of metallic chromium dissolving in
sodium. In this particular example it appears that the
oxygen, which is always present in the sodium, gives
rise to the formation of a complex of Na, Cr and
oxygen.

For the smaller positive values of AH in Table I
some sort of prediction about the miscibility of liquids
(over the whole concentration region or not) can be
made from the numerical value. If AH is greater than
+20 kJ/g.at, then complete miscibility of the liquid
metals is unlikely even at 1000 °C.

Heats of formation are important in the preparation
of intermetallic compounds. An example is the prep-
aration of GdNi5, an interesting material for the
absorption of hydrogen. It is the practice to make
compounds of this type by reducing Gd203 with Ca in
the presence of Ni, the initial consideration being that
CaO is more stable than Gd203:

Gd203 + 3 Ca + 10 Ni 2GdNi5 + 3 CaO.

The data for this reaction at 1000 °K are: AG(Gd203)
= -1530 kJ/mol; AG(3 CaO) = -1570 kJ/mol, from
which it follows that Ca can reduce the Gd203 EN].

In this case the heat of formation of GdNi5 is dis-
regarded. In fact it is sufficient for GdNi5 + 3 CaO
together to be more stable than Gd203. This is how a
reaction with Ba works (advantage: there are no Ba-Ni
compounds):

Gd203 + 3 Ba + 10 Ni 2 GdNi5 + 3 BaO.

In this reaction ["J 3 BaO yields a smaller formation
enthalpy than Gd203, but the difference is com-
pensated by AH(2 GdNis). Data: AG(Gd203) = -1530;
AG(3 BaO) = -1385; AG(2 GdNis) = -318, all ex-
pressed in kJ per formula unit [12].

In this example, taking the heat of formation of the

intermetallic compound into account is no more than
a correction, and is just sufficient. In view of the high
values of AH in Table I, this term need not always be
a correction. Thus, because of its extreme heat of
formation (-420 kJ/mol) the compound ZrPt3 can be
obtained simply by heating Zr02 with Pt in a hydrogen
atmosphere [13] :

ZrO2 + 3 Pt + 2 H2(gas) ZrPt3 + 2 H20(gas).

Here we may wonder to what extent the predictions
contained in Table I are obvious and to what extent
they might not be expected by the chemist, familiar
with the regularities of the periodic system. It is interest-
ing here to point to the markedly different behaviour of
silver and gold. When the AH values in Table I are
considered, it can be seen that for the metals V, Cr, Fe,
Nb, Ta, U, Cu and K the value of AH is positive for
compounds with silver and negative for compounds
with gold. The experimental behaviour is in agreement
with this. In all these cases gold forms ordered alloys,
whereas silver does not, and in some cases gives phase
separation in the liquid.

Similar unexpected behaviour is found (exper-
imentally and in Table I) for the combinations of Y
or La with either Mn, Fe or Re, for Sr or Ba with Ni
and for the alkali metals with Ir and Pt. The first ele-
ment of the rare-earth series (La) does not alloy with
Mn, Fe and Re, whereas the elements in the middle of
the series, such as Gd (to be regarded as identical with
Y within the model) do form compounds with these
three partners. Sr forms compounds with nickel but Ba
does not. Of the alkali metals only Li alloys with Ir,
whereas in combination with Pt alloys have been made
of Li and Na, but not of K, Rb and Cs. It is typical of
the chemistry of metals that the chemical elements
belonging to the same column of the periodic system
do not necessarily behave in an analogous way.

As can be seen from Table II, examples of this type
are also to be found among the combinations of transi-
tion metals with non -transition metals.

The valency of Eu and Yb in alloys

The calculation of AH can be applied for determin-
ing the valency of the rare-earth metals Eu and Yb in
alloys (valency being the number of electrons outside
the ionic nucleus that can be counted among the con-
duction electrons). As a rule the elements of the rare-
earth series in the solid state have three conduction
electrons (third column in fig. 1). Exceptions to this
rule are Eu and Yb. As a normal rare-earth element Eu
should have, in addition to three conduction electrons,
another six electrons in the 4f shell which, though not
completely filled, does lie in the ionic nucleus. Now
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with seven electrons the 4f shell is half full; a half-filled
shell presents a favourable atomic configuration, so
that elementary Eu gets only two conduction electrons
and seven electrons in the 4f shell. In the same way Yb,
which would normally have thirteen 4f electrons, gets
fourteen of them so that the 4f shell is completely filled.
With two conduction electrons Eu and Yb really belong
to the Ca, Sr and Ba group. This also appears from the
molar volume: in the rare-earth elements this gradually
decreases from 22.5 cm3 for La via 19.9 cm3 for Gd to
17.8 cm3 for Lu (known as the lanthanide contraction),
but the volume of Eu stands out with 28.9 cm3
(Yb: 24.9 cm3). Thus Eu and Yb have more resem-
blance to Ca (26.2 cm3). Although Eu and Yb are
divalent as metallic elements, this does not of course
mean that the metal cannot exist with three valence

Eu [14] can be found to be equal to 95 kJ/mol. For Yb
metal this heat of conversion is about 33 kJ/mol.

What happens in alloys? Divalent Eu reacts like Ca,
whereas Eu with three conduction electrons is to be
found in column Y of Table I. If the heat of formation
of a compound YM of Y with the metal M is much
more strongly negative than that of the corresponding
compound of the metal M with Ca, then Eu will be
trivalent in the alloy. For this to be the case, the dif-
ference (taken per mole of Eu) must exceed the heat of
conversion of 95 kJ/mol mentioned earlier. In fig. 8 it
can be seen that this holds good for compounds in
which the valency of Eu is known from experiment and
for which the difference in heat of formation has been
calculated from the model. The valency of Eu can be
derived experimentally from the lattice parameter of

Table II. Calculated values for the heats of formation (in kJ/g.at) of the 1:1 compounds of
the 3d metals (first column) with a selection of non -transition metals (first row). Note that
Zn and Cd, In and TI, Sn and Pb, or Sb and Bi show the opposite sign in a number of cases;
this has been confirmed by experiment.

Zn Cd Al Ga In TI Sn Pb Sb Bi

Sc -64 -69 -86 -87 -78 -74 -104 -96 -133 -109
Ti -41 -34 -67 -60 -36 -26 - 62 -44 - 84 - 55
V -13 + 2 -40 -27 + 2 +16 - 19 + 4 - 31 - 5

Cr - 3 +14 -29 -16 +14 +30 - 3 +22 - 9 + 15
Mn -20 - 8 -43 -34 -11 + 2 - 27 - 7 - 35 - 14
Fe - 5 +14 -32 -18 +12 +29 - 2 +24 - 4 + 18
Co -18 - 2 -42 -31 - 5 +11 - 16 + 8 - 16 + 2
Ni -23 - 8 -47 -37 -12 + 4 - 22 + 2 - 20 - 4

electrons. This form simply has a higher energy. The
corresponding energy gap can be found with the aid of
the heats of formation of, for example, oxides or
chlorides in which Eu (or Yb) has apparently become
a normal member of the rare-earth elements. Thus, Eu
with oxygen forms in addition to EuO the compound
Eu203, by analogy with La203, Pr203, Nd203, Sm203
or Gd203. The values of OH in the formation of these
five compounds from metal and oxygen are -1750,
-1820, -1805, -1820 and -1820 kJ/mol respectively.
For Eu203 the value of 6,H is clearly less negative,
being -1660 kcal/mol. The formation of Eu203 can be
thought of as taking place in two stages: first the tri-
valent Eu metal is made from the Ca -like Eu; this Eu
metal fits into the series of rare-earth elements, and only
then is the oxide made from the metal. For this second
process the heat effect will be about -1820 kJ per mole
of Eu203, from which it follows that in the first stage
about 160 kJ was used to change the valency of 2 moles
of Eu. By repeating this type of analysis for various
comparable compounds of Eu and averaging the result,
the energy difference between the two modifications of

the compound (Eu of valency two has a high atomic
volume), from the magnetic behaviour (only Eu with
seven 4f electrons has an atomic magnetic moment),
and from measurements of the Mossbauer effect (which
determine the electron density at the atomic nucleus).

In fig. 8 the valency of one of the compounds is given
as 2.5. This refers to EuPt2, for which different inves-
tigators have given different lattice -parameter values[151.

[10] In thermodynamic equations we are always concerned with
AG = iH- TINS, i.e. with the change in the free enthalpy
G rather than with the change in H. In the formation of alloys
of two metals, however, there is little difference between Aff
and AG: the entropy effect AS is relatively small. In the case
of oxides AS does play a part because of the considerable
entropy of oxygen in the gas phase. Thermodynamic data for
metal oxides have been well established from experiment.

[11] This reaction has not been verified experimentally.
[12] The value of AH(GdNi5) can be found by reading off the

value for Y and Ni in Table I and finding the value of the
1:5 concentration from fig. 5 or fig. 6. Because of thevolume
contractions in the series of rare-earth metals, Gd (in the
middle of the series) resembles Y more than it does La,
whereas Lu shows more resemblance to Sc; the first half of
the group of rare-earth elements lies between Y and La.

[13] L. Brewer and P. R. Wengert, Met. Trans. 4, 83, 1973.
[14] K. A. Gschneidner, Jr., J. less -common Met. 17, 1, 1969.
[15] A. R. Miedema, J. less -common Met. 46, 167, 1976.
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Doubtful cases, in which the two modifications of Eu
or Yb have nearly the same energy, are important
because exceptionally strong magnetoelastic couplings
or high thermoelectric voltages may then occur. From
the AH values given in Table I it is possible to predict in
which metal systems and at what concentrations of Yb
or Eu these borderline cases may be found. The amount
of detail that these predictions can supply appears from
the following example of Yb-Ni alloys [1G]; see fig. 9

and fig. 10.
In fig. 9 curve 2 gives the predicted values of AH for

compounds in the Yb-Ni system for Ca -like Yb; curve
3 gives the concentration dependence of AH for Yb as a
normal rare-earth metal. The trivalent compounds are
more stable; a correction still has to be made, however,
for the heat of conversion (33 kJ) from divalent to
trivalent Yb. With this correction included, curve 3
changes to 3corr; the difference between 3 and 3corr is
33Cyb. We see now that on the nickel -rich side the
trivalent modification remains the more stable one, but
that at a concentration of more than 80 % Yb the di-
valent modification has the lower enthalpy. Never-
theless the prediction is that there will be no divalent
Yb compounds. When an alloy of say 80 % Yb is dis-
sociated into one with 60 % Yb and the same quantity
of pure Yb, the enthalpy is lowered (the dashed line in
fig. 9). This is exactly what happens experimentally, as
can be seen from the phase diagram of the Yb-Ni sys-
tem (fig. 10).

Hydrogen -absorbing intermetallic compounds

Some intermetallic compounds of transition metals
have the property of being able to absorb large quanti-
ties of hydrogen from the gas phase. This effect in
LaNi5 has been described in a previous article in this
journal. The reaction

LaNi5 + 3 H2(gas) LaNi5H6 (5)

is reversible at room temperature at an equilibrium
pressure for hydrogen gas in the region of 105 Pa (i.e.
1 atmosphere). As can be seen in fig. 11, the six hy-
drogen atoms per LaNi5 molecule are all absorbed at
virtually the same pressure, which is a very important
feature in practice. The pressure increases rapidly with
increasing temperature [18].

The hydrogen -absorption effect has been studied in
detail for compounds of the LaNi5 family [19]. The
positions of the hydrogen atoms in the LaNi5 crystal
lattice are known, and the behaviour when other metals
are completely or partially substituted for Ni or La is
known. Our knowledge of the heats of formation of
alloys now enables us to begin to explain these effects.

We proceed from three initial assumptions. The first

is that it is broadly sufficient if the AH can be predicted
for reaction equations of type (5). An equilibrium
pressure of 1 atmosphere means by definition that for
this reaction the change AG in the free enthalpy is equal
to zero :

AG = AH- TAS = O. (6)

Now the entropy effect AS for hydride formation at

cti

20 006000 o

0

0 -40 -80 -120 -160kJ/mol Eu
AH(EctMy) - AH(Eci:My)

Fig. 8. The relation between the number of conduction electrons V
for Eu atoms in intermetallic compounds and the calculated dif-
ference in heat of formation for compounds of the divalent (Ca -
type) and trivalent (Y -type) form. It can be seen that there is a
critical value for the difference in AH (about -90 kJ/g.at Eu),
which separates the divalent from the trivalent Eu compounds.

40 kJ/g.at

4H
20

-20

-40

60Yb
Ni

Fig. 9. Comparison of the stability of divalent and trivalent inter -
metallic compounds of Yb in the system Yb-Ni. The figure shows
AH (in kJ/g.at alloy) for divalent Yb, for trivalent Yb and for
trivalent Yb compounds, corrected with a value of 33 kJ/Yb for
the heat of conversion from divalent to trivalent Yb. The pre-
diction is that intermetallic compounds of trivalent Yb will exist
at the Ni-rich side of the system; on the Yb-rich side of the
system there are no stable alloys.
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room temperature is more or less established. On the
left-hand side of the reaction equation we have hy-
drogen gas with a high entropy, which is not present
for hydrogen in the solid phase. This means that AS is
approximately equal to the known entropy of hydrogen
gas at room temperature (about 120 kJ/mol Hz). The
condition AG = 0 at T = 300 K thus corresponds to
AH Fs'', -36 kJ/mol H2.

1500°C

1000

LI+ L.2

500

(n)
Cm

(Ni)

Fig. 10. Phase diagram of the system Yb-Ni, drawn from data
reported by A. Palenzona and S. Cirafici 11'n. There are five inter -
metallic compounds, in which Yb is magnetic and acquires the
volume possessed by the other rare-earth metals in compounds
of this type (i.e. trivalent Yb). In complete accordance with the
prediction in fig. 9 phase separation occurs in the liquid on the
Yb-rich side (liquid Li with about 8 % Ni and liquid L5 with
45 % Ni at 1050 °C). Systems also exist in which Yb is always
divalent (Yb-Ag) or in which Yb changes valency in mid -system
(Yb-Au).

5x106 Pa

PH2

as -

0.2

0.1
0

L4206R02Nis

Gd

Nd

L

;

50atm

20

10

-2

1
3 4 5  6 at H/mol

Fig. 11. The absorption of hydrogen at 40 °C by LaNi5 and by
analogous compounds in which 20 % of the La is replaced by Y,
Gd or Nd. Experimental data from H. H. van Mal (19]. For
LaNi5 at 40 °C the.equilibrium pressure is 3 X 105. Pa (i.e. 3 atm).

The second initial assumption is that the hydrogen in
the intermetallic compound will collect around the
kind of atom which, as an element, forms the most
stable binary hydride. This is A in fig. 12, and La in
LaNi5; La forms a very stable hydride LaH2 or LaHs,
and nickel only just reacts with hydrogen.

Thirdly we assume that hydrogen, when it has been
taken into the intermetallic compound, has itself be-
come a metal, just as Li with one conduction electron
is a metal. For hydrogen metal the rules mentioned in
the second section of this article are therefore ap-
plicable: energy effects occur where atoms of dissimilar
kinds are adjacent.

The diagram of fig. 12 can now be used in estimating
AH for the ternary hydride. Fig. 12a shows a schematic
diagram of the structure of LaNi5, which owes its
negative heat of formation to the contacts between. A
(= La) and B (= Ni) atoms 120]. In the hydride
LaNi5H6, represented schematically in fig. 12b, the
A atoms are covered by a 'blanket' of H atoms. There
are now contacts between A atoms and hydrogen, and
between B atoms and hydrogen, but the contacts ini-
tially present between A and B atoms have vanished.
We thus arrive at the following expression for the value
of AH for the formation of LaNi5H6 from LaNi5 and
Hz(gas):

AH = AH(LaH3) AH(Ni5H3) - AH(LaNis), (7)

or more generally, for the formation of Al3nHz. from
ABn and m112:

AH = AH(AHm) ± AH(BnHm) - AH(ABn). (8)

The symmetrical distribution of hydrogen over La and
Ni is of course rather arbitrary, so that the result of (7)
can be no more than an estimate. Nevertheless the
estimate is useful, for example in describing the effect
of partial substitution of La or Ni by other metals.

In applying (7) we use AH values for binary hydrides
that have either been established experimentally or can
be estimated from experiment, and also model predic-
tions for AH of the starting compounds. Thus relation
(7) gives: AH(LaNi5H6) = -250 + 0 + 67, which is
-61 kJ per mole of H2. This is more (negative) than the
expected value above of -36 kJ per mole of Hz, but it
is of the right order of magnitude.

[10] This elegant example is due to Dr F. R. de Boer and Dr P. F.
de Chatel of the University of Amsterdam..

117] A. Palenzona and S. Cirafici, J. less -common Met. 33, 361,
1973.

118] See fig. 15 in the article [1] by Van Vucht.
[10] J. H. N. van Vucht, F. A. Kuijpers and H. C. A. M. Bruning,

Philips Res. Repts. 25, 133, 1970.
F. A. Kuijpers, Philips Res. Repts. Suppl. 1973, No. 2.
H. H. van Mal, Philips Res. Repts. Suppl. 1976, No. 1.

[20] The drawing agrees very well with the crystal lattice of LaNi5,
as shown in fig. 6 in the article [1] by Van Vucht.
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If we now substitute, say, Y for La, then there is
hardly any change in the first number in relation (7)
(AH(YH3) = -265) and there is no change in the
second number, whereas the third number changes
markedly: Table I gives -17 kJ/g.at for LaNi and
-43 kJ/g.at for YNi; taking into account a strongly
asymmetric concentration -dependence as shown in
fig. 6, then this amounts to -67 kJ for LaNi5 and to
-159 k.T.= for a molecule of YNi5. Thus, YNi5H6 is
considerably less stable than LaNi5Hs. In accordance
with this it can be seen in fig. 12 that the 20 % sub-
stitution of Y for La increases the pressure by a factor
of three. As noted earlier, Gd will have to resemble Y
more closely, while Nd should lie between La and Gd.

In fig. 12 this is indeed the case. H. H. van Mal and
K. H. J. Buschow [21] have also performed experiments
in which some of the nickel in LaNi5 was replaced by
Pt, Pd, Co, Fe or Cr, or some of the La by Th or Zr. In
all these cases the first two terms of equation (7)
undergo relatively little change, so that the result is
mainly determined by the change in the third term. In
Table I it can be seen that the compounds of La with
Pd, La with Pt, Th with Ni and Zr with Ni are sub-
stantially more stable than those of La with Ni. The
ternary hydride is therefore less stable (minus sign in
equation 7) and the pressure is higher; see fig. 13. On
the other hand, compounds of La with Co, Cr and Fe
are less stable than those with Ni. (Ali for La with Fe
and Cr is in fact positive, so that starting from LaNi5
we can only replace some of the Ni by Fe and Cr, and
cannot make LaFe5 or LaCrs.) As can be seen in fig. 13,
the substitution of Co or Cr for nickel does indeed give
a lower equilibrium pressure, and hence a more stable

hydride.
The approach used here for predicting whether or not

hydrides of intermetallic compounds will be stable has
also been used outside the group of LaNi5-type com-
pounds. It has been found to be a useful 'recipe', which
has led, to the discovery of a large number of new
hydrogen -absorbing materials [22].

Surface segregation in alloys

The composition of the first atomic layer at the
surface of an alloy can deviate considerably from the
average composition [231. For example, in a solid
solution of Cu and Fe with a concentration of 4 at %
Cu, the concentration of Cu in the first atomic layer
will be considerably higher than 4 %. In itself the effect
is virtually self-evident; 'forming part of the surface' is
obviously something like partial evaporation, since
atomic cells of the first layer are only partly surrounded
by other metal atoms. Consequently an atom at the
surface acquires a higher energy; a reasonable assump-

a

b

Fig. 12. Schematic representation of the formation of a ternary
hydride, starting from a binary compound AB. (n ?- 1) of tran-
sition metals. It is assumed that metal A is strongly attractive
to hydrogen, and B much less so. On absorbing hydrogen the
lattice expands, but diffusion of A and B atoms is not possible
because of the low temperature.
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Fig. 13. The change in the equilibrium pressure for hydrogen
absorption in LaNi5 on partial replacement of Ni by Cr, Co or
Pt, or partial replacement of La by Zr or Th.
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Fig. 14. Concentration profile for the copper content at the sur-
face of an iron -rich alloy of copper and iron (FeocCu4). The
calculation (due to 7. L. Meijering [24]) applies in principle to a
(100) surface. n refers to the numbering of the atomic layers,
starting from..thelsurface.
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Fig. 15. The concentration of Au in the first atomic layer at the
surface of Cu -Au alloys, compared with the concentration in the
bulk of the material. The experimental curve was derived from
Auger measurements by J. M. McDavid and S. C. Fain [25),
the dashed lines were calculated from equation (10) for dilute
alloys. In addition to the values for EvA, EvB and (VA/ VE)2/3,
mentioned in the text, the calculation was made for AHsoi =
- 20 kJ/moi and T = 600 K.

tion is that the energy difference is about a third of the
latent heat of vaporization. In an alloy the metal with
the lowest latent heat of vaporization will be the least
disinclined to occupy a position at the surface, so that
the concentration .of this metal in the first layer could
be greater than in the bulk of the material.

For our example, Cu dissolved in Fe, the concen-
tration profile at the surface was calculated as long ago
as 1966 by J. L. Meijering [24], see fig. 14. The com-
position in the bulk is Cu4Fe96. In the first layer there
is much more copper (Cu9sFe2), and in, -the- first five

atomic layers this excess of copper rapidly decreases.
For dilute alloys Meijering was able to show that

cutvc.A = exp [(AHsoi.A - EvA EvB)/3RT], (9)

where ciA is the concentration of metal A in the first
layer, c,,,A is the bulk concentration, AHsoiA is the
heat of solution of A in B, while EvA and EvB are the
latent heats of vaporization of the two metals. The
factor 3 in the denominator indicates that an atom in
the surface loses a third of its contact with neighbour-
ing atoms, i.e. a third of its binding energy.

For a solution of Cu in Fe we have. EvA =
336 kJ/mol, and EvB = 415 kJ/mol, while the heat of
solution of Cu in Fe (see Table I) is positive and equal
to AHsoiA = 56 kJ/mol. The signs in equation (9) are
now easily understood. Since the heat of evaporation
of copper is lower than that of iron, ciA will tend to be
greater than CODA. This effect is reinforced by the posi-
tive heat of solution: Cu does not want to be sur-
rounded by Fe. The fact that Cu does dissolve in iron
(up to 4 %) is connected with the associated reduction
in entropy. For T = 1000 K (i.e. 3RT = 25 kJ) we
find ciA/co,A = exp 6, a very considerable increase in
the concentration of Cu in the first layer.

If we take the converse problem of a dilute solution
of Fe in Cu, we find that the two contributions oppose
one another. On the one hand the minority (Fe) atoms
will now avoid the surface because of the greater latent
heat of vaporization, and on the other Fe at the surface
will be less completely surrounded by Cu atoms, which
lowers the energy of the alloy because of the positive
heat of solution. We theti have ciFe/c,re = exp(-1.6).
Although there is now some lowering of the Fe con-
centration at the surface of copper-rich/copper-iron
alloys, the effect is relatively small. The marked asym-
metry we encounter here emphasizes the important role
played by the heat of solution in the segregation prob-
lem.

Surface segregation can be observed experimentally
in various ways. An example is the composition of the
first atomic layer in Cu -Au alloys, as derived from
measurements of the intensity of Auger lines by
J. M. McDavid and S. C. Fain [25]. Fig. 15 shows that
in the whole concentration region the Au content in the
first atomic layer is considerably higher than in the
deeper -lying zones.

[213 K. H. J. Buschow, H. H. van Mal and A. R. Miedema,
J. less -common Met. 42, 163, 1975.

[227 A. R. Miedema, K. H. J. Buschow and H. H. van Mal,
7. less -common Met. 49, 463, 1976.

123] prof. Dr H. H. Brongersma of our Laboratories drew our
attention to this problem. Dr J. J. van den Broek showed
how the heat of formation (in this case the heat of solution)
should be used here.

[24] J. L. Meijering, Acta met. 14, 251, 1966.
[25.1 J. M. McDavid and S. C. Fain, Jr., Surface Sci. 52,.161, 1975.
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The remarkable thing about this result is that it does
not at first sight seem to tally with the values of the
latent heats of vaporization: that of Au (367 kJ/mop
is higher than that of Cu (336 kJ/mol). The explanation
lies in the difference in the size of Cu and Au atoms,

77

-r

C2 Co c1 M

Fig. 16. The solidification curve of a dilute solution of Hg in a
metal M. An alloy of M (melting point Tm) with Hg has a lower
solidification point than pure M. When, upon decreasing tem-
perature, a liquid of composition co reaches the temperature T1,
a solid crystallizes out in which the Hg concentration is equal to

< co). On further decrease of temperature the composi-
tion of the liquid consequently changes in the direction of more
Hg, until at T2 all the liquid has solidified. The vapour pressure
of Hg above the alloy is given by:

pag = cag exp - (.6,Hv LiHsoi)/RT.

Between T1 and T2 the first term increases and the second term
decreases, making it possible to obtain a maximum in pag as a
function of temperature. The presence of AHsoi in the exponent
allows the value of pug [27] to be regulated.

which amounts to a factor of 1.44 in volume (in the
previous examples Cu and Fe were of the same size).
To cover a given surface with Cu, more atoms are
needed than to cover it with Au. Equation (9) must
therefore be changed to :

ciA/c.A = exp [{AHsolA-EvA(VB/VA)1- EvB}/3R71,
(10)

where VA and VB are the molar volumes of the two
metals. For Cu in Au we find that (Tin/ VA)* is equal to

1.28, a factor which means that it is now relatively
cheaper to have Au atoms at the surface, in agreement
with the experiment.

The concentration profile and the associated varia-
tion in properties can have an effect on the corrosion
and adhesion properties of alloys, the value of their
work function, the energy for vacancy formation and
the energy of grain boundaries.

Other examples

Predictions of the heats of mixing of liquid metals
can also be of great practical value. An example is to be
found in the control of the vapour pressure above liquid
metals, in particular that of mercury in mercury alloys.
For applications in fluorescent lamps it is most desir-
able to have a mercury alloy whose vapour pressure is
practically constant over a temperature range of a few
tens of degrees. In normal cases the vapour pressure of
a substance rises very rapidly with increasing tempera-
ture (the curve is exponential). In a special case, that of
a liquid dilute mercury alloy moving along the line of
fusion (see fig. 16) because of equilibrium with the
associated solid phase, it has been possible to give the
location of a maximum in the vapour pressure as a
function of T [26] [271. Since, apart from the presence of

Table III. Heat of solution AH.,1 of a number of solid transition
metals A in low -melting liquid metals Ms01. In the absence of
compounds in the system the solubility of a metal A is given
to a good approximation by: cA = exp (-AHsoi/RT). The unit
of AHsol is kJ/mol, the value is always positive here (R =
8.3 J/mol).

Ms01
A

Na Mg In TI Sn Pb Bi

Cr 235 96 83 117 46 101 88
Mn 169 50 25 55 38 25
Fe 211 78 78 115 48 107 95
Co 141 24 38 70 16 70 58
Ni 117 5 21 59 4 59 46
Mo 342 165 144 186 103 170 153
W 361 181 169 214 127 202 185

a maximum in the vapour pressure, the specification
also stipulates the value of the vapour pressure at this
maximum (0.8 Pa, i.e. 6 x 10-3 torr), it is important to
know the heat of solution of Hg fn addition to the
latent heats of fusion and the melting points of the
metals (Hg and the solvent) to enable the specifications
to be met.

Another technical problem where a knowledge of
the heats of mixing of liquid metals demonstrates its
value is that of cooling ,circuits, (nuclear, reactors, Stir:,
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ling engines) in which the coolant is a liquid metal. The
coolant most commonly used is sodium. If, however,
the use of other low -melting metals is contemplated (In,
Tl, Sn, Pb, Bi), the choice can be facilitated by a
knowledge of the heats of solution of transition metals
such as Cr and Fe in these liquids. A survey of these
data is presented in Table III.
[20] G. Franck, Z. Naturf. 26a, 150, 1971.
[27] J. Bloem, A. Bouwknegt and G. A. Wesselink, to be pub-

lished in J. Ilium. Engng. Soc.

Summary. A model can be used to predict the heat of formation
for any binary alloy that contains at least one transition metal
(both liquid alloys and solid intermetallic compounds). As in
chemistry generally, the heat of formation is an important quan-
tity for metals. In this article it is demonstrated that the pre-
dictions, which link up excellently with all the available experi-
mental data on heats of formation and phase diagrams, do not
always correspond to expectations based on the regularities of
the periodic system. Some examples of metal problems in which
it is vital to know the heats of formation of alloys are discussed
in detail. These include the changing valency of the rare-earth
elements Eu and Yb in the metallic state, the reversible absorp-
tion of hydrogen in intermetallic compounds, and the segregation
that can occur in the first atomic layers at the surface of an alloy.
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The video telephone can be used for the
discussion of a production schedule with
outlying factories and suppliers.



Philips tech. Rev. 36, 233-241, 1976, No. 8 233

Digital circuits in the video 'telephone

H. P. J. Boudewijns, E. C. Dijkmans, P. W. Millenaar, N. A. M. Verhoeckx and C. H. J. Vos

A previous article [1] gave a general description of the experimental video-telephOne
system that has been in use at Philips Research Laboratories in Eindhoven since 1972
and is also connected to several other places in the Netherlands. An interesting feature
of the signals used in this system is that they alternate from analog to digital; the video
signals are analog, whereas the synchronization, speech -transmission and signalling
signals are digital. This alternation in signal type is rather unusual, and this is why we
are including the special article on the function of the digital circuits in the video tele-
phone.

Features of a video -telephone system

In a video -telephone system three kinds of signal
have to be transmitted. First there is the video signal.
This requires by far the largest bandwidth, which is
about 1 MHz in the Dutch experimental system [1],
and in other systems. At each terminal a video signal
is generated simultaneously for transmission to the
other terminal. There is also the speech signal, occupy-
ing at least telephony bandwidth, and thirdly there are
signals for communicating with the exchange (dialling
signal, calling signal and various tones); the whole of
this last group is used for the 'signalling'.

The last two kinds of signal are also found in or-
dinary telephone practice. It seems fairly obvious that
they can be transmitted over a standard telephone cir-
cuit, and in fact this is what is done in some video -

telephone systems. The video circuit is then an addition
to the existing telephone circuit. The separate exchange
necessary for switching the wideband circuit is con-
trolled from the existing telephone exchange. The sub-
scriber wishing to make a video -telephone call can for
example indicate this by dialling certain digits before
the ordinary telephone number. This system has the
advantage that if the video circuit develops a fault, the
speech circuit and signalling are not affected. A power
supply failure at either end of the video line is suf-
ficient to make the picture disappear, since each video
telephone is powered from its local mains. An ordinary
telephone, on the other hand, derives its current from
the exchange, where there is always emergency equip-

H. P. J. Boudewijns, formerly with Philips Research Laboratories,
is now with the Philips Commercial Estimating and Planning
Department, Eindhoven; E. C. Dijkmans, P. W. Millenaar and
Ir N. A. M. Verhoeckx are with Philips Research, Laboratories;
Ir C. H. J. Vos, formerly with Philips Research Laboratories, is
now with the Philips Audio Division, Eindhoven.

ment to ensure that it continues to function if the public
power supply fails.

The introduction of a video -telephone system with a
structure of this kind grafted on to the public telephone
system depends upon the existence of modern telephone
exchanges controlled by programmed processors. The
number of such exchanges is growing but it will be many
years before they are general throughout the system.

Another aspect is the quality of the sound. The video
telephone requires a loudspeaking telephone circuit.
The quality of the sound is considerably improved if it
is given a bandwidth larger than the 3.5 kHz normally
used in telephony.

A way of doing this has been devised for use in the
experimental system in the Netherlands. It consists in
coding the sound in digital form and transmitting it
during the line -blanking intervals of the video signal.
This has a second important advantage: the sound
signal is regenerated at the receiver and the level of the
sound does not therefore depend on the line attenua-
tion. In particular, this simplifies the voice -actuated
switch in the loudspeaking telephone circuit.

In the cross-country sections of the experimental
system a telephone line for signalling runs alongside
the video pairs. At Philips Research Laboratories,
however, where a special video -telephone exchange
had to be built, it was decided to incorporate the signal-
ling in the video signal in digital form, thus enabling
the extra telephone line to be eliminated. This means
that the entire video -telephone circuit can be accom-
modated in the four conductors of the outgoing and
incoming video pairs.

D3 E. A. Aagaard, P. M. van den.Avoort and F. W. de Vrijer,
An experimental video -telephone system, Philips tech. Rev.
36, 85-92, 1976 (No. 4).
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The use of digital signals creates a number of new
possibilities. With digital transmission it is of course
necessary to use synchronous bit -clock oscillators at
the transmitting and receiving stations, and these
oscillators can obviously also be used for field and line
synchronization. It has been found possible to develop
a system for this that is extremely insensitive to noise
and interference. Moreover, the field -blanking period
is long enough to permit the transmission of additional
digital information, a facility that can be put to various
good uses.

When a subscriber dials a number the exchange has
to decode the digital dialling information it receives.
Previous synchronization is essential here, and fairly
complicated receivers are therefore required at the
incoming side of the exchange. To limit expense each
subscriber can be supplied with an 'off -hook detector'
instead of a complete receiver, and receivers can be
allocated to calling subscribers as required.

This article presents a description of the digital aids
used in video -telephone sets in the experimental system.
It will be concerned chiefly with two aspects: the syn-
chronization of the receiver in one video -telephone set
with the transmitter in the other set, and digital speech
transmission with the voice switch. Finally, some
extensions of the application of the system that are
largely due to the digital approach will be considered.

Block diagram of the video -telephone set

A general description of the use of digital signals in
the video -telephone set will now be given with the aid
of the block diagram in fig. 1, where the circuits operat-
ing with analog signals are shown in black and the
digital circuits in colour (red for outgoing, blue for
incoming signals). It will be observed that only the
video signal from the camera Cam retains its analog
form, and this accounts for the analog components in
the outgoing line signal. All other signals are given a
digital form.

The time scale of all signals proceeding in a partic-
ular direction is determined by the oscillator G, which
generates the clock signal in the transmitter. The clock
signal is taken to a chain of frequency dividers DivCh;
the results of these divisions are combined in logic
circuits TxLog to give the 21 control signals required
for the various operations in the transmitter.

These include the picture scanning in the camera.
The clock rate (1.0016 MHz) has been chosen such that
the line frequency (7825 Hz) and the picture rate
(25 Hz) can be derived from it by division. Another
function performed by the control signals is the samp-
ling of the speech signal; this is done eight times per
picture line in the delta modulator DMod, and depend-

ing on the sign of the difference between successive
samples a '1' or a '0' is generated. The bit rate is
62.6 kbit/s, which is adequate for a sound bandwidth of
about 5 kHz; this value corresponds to the bandwidth
used for radio broadcasts in the medium -wave band.
The eight bits generated per picture line are accum-
ulated in a speech buffer SpB and transmitted at an
accelerated rate in the blanking interval at the end of
the picture line.

The information signalled by the subscriber when he
uses pushbuttons PBut is coded digitally; it is then
stored in a signalling buffer SigB and transmitted to
the exchange in the field -blanking intervals.

A third digital signal, of great importance for syn-
chronization between transmitter and receiver, is gen-
erated in the synchronization -word generator SyWG.
This is a 32 -bit word that is transmitted once per field;
the word in the odd field is the logical inverse of the
word in the even field. The three digital signals are
combined in a digital multiplexer DMux with trains of
square -wave pulses at half the clock rate in the line- and
field -blanking intervals; these pulses are used for bit -
clock synchronization. The output signal is again
combined with the analog video signals in an analog-
digital multiplexer ADMux and the combined signal
is then transmitted.

At the same time a signal of similar composition is
received over the incoming line. The analog com-
ponents of this signal modulate the beam current in the
picture tube. First, the digital components are used to
synchronize the receiver. The synchronization signal is
produced by preamplifying the entire signal, 'clamping'
it to restore the d.c. voltage level, and then clipping it
severely. The video information is lost in this process.
The resultant signal is applied to various stages, each of
which processes part of the information it contains.

Two of the stages are for synchronization. The bit -
clock oscillator of the receiver reacts to the trains of
square -wave pulses in the incoming signal. Their phase
is compared with that of the locally generated clock
pulses and from the comparison a d.c. voltage arises
that adjusts the frequency and phase of the oscillator
(phase -locked loop, block PLL in the figure). This gives
synchronization at the highest frequency (1.0016 MHz).
There is also a synchronization -word detector SyWD
that emits a pulse on reception of a synchronization
word. If this pulse exceeds a certain threshold in the
synchronization verification stage SyVer, it resets the
counters in the divider chain DivCh. The synchroniza-
tion words thus act as a time marker recurring at the
field frequency (50 Hz). (In fact the synchronization
words for odd and even fields are different, thus
uniquely.specifying the picture frequency of 25Hz.) All
intervening frequencies, generated in the divider chain
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of the receiver, are then available in the correct phase
and the receiver logic RxLog combines them into the
required control signals.

These are used for decoding the speech signals. The
incoming eight -bit words are stored in a buffer SpB and
taken in the form of a continuous stream of bits to the
delta demodulator DDemod, at whose output the
analog sound signal becomes available. The delta de-
modulator also provides a signal that indicates the
amplitude of the incoming speech signal and is com-
pared in the voice -actuated switch VSw with a corre-
sponding signal from the delta modulator DMod. If the
signal from DMod is the weaker of the two, the micro-
phone channel is disconnected. This ensures that there
is no closed electro-acoustic circuit in which acoustic
feedback due to the built-in amplification might lead to
oscillation.

The receivers forming part of the exchange equip-
ment are basically the same as those in the video -

Fig. 1. Block diagram of the video -
telephone set. Black: analog signals.
Red: digital signals from the trans-
mitter. Blue: digital signals intended
for the receiver.
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telephone set. However, no optical and acoustical out-
put stages are included and they incorporate some ad-
ditional units for processing the signalling information.

The block diagram of the video -telephone set in
fig. 1 has been simplified by the omission of two sub-
assemblies: the 'self -view' switch, which enables the
local subscriber to monitor the picture being trans-
mitted, and a test -signal switch, which generates a
checkerboard pattern from the existing signals. This
pattern is also transmitted if the subscriber presses a
special button that prevents the transmission of his
picture.

Synchronization

Synchronization of the bit -clock oscillator

As we noted earlier, the receiver is synchronized to
the incoming signal at both ends of the frequency spec-
trum: at the clock rate (1.0016 MHz) and at the picture
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frequency (25 Hz). The bit -clock oscillator is syn-
chronized by using series of alternating 'zeros' and
`ones', inserted into the signal at fixed positions by the
transmitter. These form a square wave at a frequency
of 500.8 kHz: Six cycles, i.e. twelve bits, are accom-
modated in every line -blanking interval; in the field -
blanking interval five complete lines are occupied by
alternating 'O's and 'Fs (fig. 2).

The receiver has two synchronization modes. One of
these is the acquisition mode; the receiver is in this
mode when the connection is first established, and
returns to it when noise or interference causes syn-
chronization to be lost. In the acquisition mode the
incoming signal is applied continuously to the bit -clock
oscillator of the receiver. During this time the syn-
chronization -verification circuit keeps a continuous
watch for the detection pulse that will occur when a
synchronization word is received; to prevent errors a
high threshold is applied.

The other mode is the maintenance mode, to which
the receiver switches when synchronization has been
achieved. The bit -clock oscillator no longer has the
entire signal applied to it but only the 500.8 kHz
square -wave signals at the end of every line. The watch
for the detection pulse is confined to the bit interval in
which the detection pulse should appear; the detection
threshold is lowered.

The long series of 'O's and Ts during the field blank-
ing is necessary for rapid acquisition of synchroniza-
tion. This is because the received signal has to undergo
a number of processing operations, as we saw earlier.
The video signal has a voltage swing that is ten times
that of the digital signal 'fragments' and if by chance the
video signal contained a run that looked like a succes-
sion of 'O's and 'Fs, this would certainly destroy syn-
chronisation. To eliminate the video signal as much as
possible, only a small voltage swing is permitted, as we
said earlier; this is restricted to a few per cent of that
of the digital fragments (hard limiting). The trains of
digital pulses have previously been raised to the correct
d.c. level (clamping), which is equivalent to restoring
the d.c. component lost in the transmission.

The reconstitution of the d.c. level consists in deter-
mining the mean voltage of the digital -signal fragments
and raising this to the nominal zero level; this also has
the effect of restoring the black level of the video signal.
The circuit determining the mean voltage is activated
by a pulse each time the 500.8 -kHz square wave is
received in the line -blanking interval. If, however, the
receiver has not yet been synchronized at that moment
the pulse occurs at a random point in the picture line
and an incorrect d.c. voltage level results. It is only
during the first line period of the field blanking that the
500.8 -kHz square -wave signal is received during the

pulse in every case. After this has happened, the correct
d.c. voltage level is set within about two line periods.
An undistorted continuous 500.8 -kHz square -wave
signal then reaches the phase -locked loop; the oscil-
lator is now synchronized with the incoming signal,
again within about two line periods. As a general rule
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Fig. 2. The signals in the blanking interval of an even field. Bi
twelve bits for bit -clock synchronization. B2 eight bits for sound
transmission. S 32 -bit synchronization word. S' four bits for
dialling information.The long series '0101 ... 01' in the first five
lines are for fast acquisition of synchronization at the beginning
of a call. The pulses after S' can without difficulty be replaced by
information -carrying signals. Vid video signal with a voltage
swing up to ten times that of the pulses.

the correct d.c. voltage is thus restored and the bit -
clock oscillator synchronized with the received clock
signal within five line periods after the start of the first
field blanking.

The conditions for detection of the synchronization
word are now satisfied and this word follows in the
sixth line period.

Synchronization word, matched filter

Once the clock oscillator of the receiver has been
synchronized, the numerous signals derived from it by
frequency division are at the correct frequency, but
their phase relative to the corresponding signals at the
transmitter is still indeterminate. As we saw, the func-
tion of the synchronization word is to establish the
correct phase relations.
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These words consist of a digital signal that can be
recognized clearly by the receiver even when there is
noise or interference in the transmission. They have
been given the form of a special sequence of 'O's and
`Ps which is detected in the receiver with an appro-
priate matched filter.

cross -correlation function of the pattern built into the
matched filter with the received signal - the syn-
chronization word in a context of 'O's and Ts - has
a peak standing out clearly from its surroundings.

This requirement for unambiguous detection is more
easily met the longer the synchronization word. There

o
v20

Fig. 3. The matched filter (shown simplified). This is a shift register; all the outputs (Q and 0)
of the succession of flipflops that carry a 'high' voltage when an even synchronization word is
stored in the shift register are connected via resistors to output Vi. The other outputs then
carry a low voltage and are connected to output V2. The received signal is shifted through the
matched filter. The voltage at output V1 shows a positive peak when the even synchronization
word passes through the filter, and the voltage at output V2 a positive peak when the odd
synchronization word (the logical inverse of the even word) passes through the filter.
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This matched filter is a shift register with 31 stages,
each of which has two outputs, Q and 0; see fig. 3. If
a stage is in state '1', a high voltage occurs at output Q
and a low voltage at output 0; for a stage in state '0'
the situation is reversed. All the outputs are distributed
via resistors in such a way over two common lines that
when the shift register contains exactly one of the syn-
chronization words all the outputs at which there is a
high voltage are connected together. A maximum
positive voltage then becomes available on one of the
common lines, e.g. VI.. The other outputs then all carry
the low voltage and an equally large but negative volt-
age occurs on V2. With the other synchronization word,
the polarities are exactly the opposite because this
word is the logical inverse of the first. If the syn-
chronization word in the matched filter is shifted one
or more places, the voltages are smaller. The maximum
voltage corresponds to the maximum correlation be-
tween the received signal and the bit pattern designed
into the matched filter.

The signal entering the receiver is stepped through
the matched filter after voltage limiting. If the output
voltage from the filter exceeds a certain threshold, a
detection pulse is generated. For optimum synchroniza-
tion it is essential that this detection pulse should occur
only when the matched filter contains the complete
synchronization word. This word has therefore been
chosen such that the output voltage from the matched
filter is very much smaller at every other moment; the

are, however, practical limits; in the form of signal
chosen the synchronization word has to fit into half a
line period (see fig. 2), part of which has already been
reserved for the twenty bits required for clock syn-
chronization and speech. Furthermore, the size of the
synchronization word generator and the matched filter
increases with the length of the word. We chose the 32 -bit
length mentioned above, i.e. a quarter of a line period.

The synchronization word consists of a single cycle
of a 'maximum -length sequence' with a length of
31 bits, plus the first bit repeated. A characteristic of
maximum -length sequences is that when they are
periodically repeated their autocorrelation function has
a definite peak in each cycle [2]. The choice of a maxi-
mum -length sequence means that of the approximately
one thousand million possible 31 -bit words only 186
need be considered. These are found to be cyclical
shifts of six basic forms, three of which are the time
inverses of the other three.

The most suitable of these 186 series was chosen with
the aid of a computer program, with an 'environment'
of alternating 'O's and 'I's as a precondition. The most
suitable word was found to be:

`10110011111000110111010100001001'.

This word is used as the synchronization word in the
even field and its logical inverse in the odd fields.

[21 S. W. Golomb, Digital communications with space applica-
tions, Prentice -Hall, Inc., Englewood Cliffs, N.J., 1964.
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The cross -correlation functions of these two words
in an environment of alternating 'O's and Ts with the
bit pattern of the matched filter are shown in fig. 4.
This figure also shows the threshold levels that the
peak must exceed to cause generation of the detection
pulse. This pulse resets the counters in the frequency
divider chain (DivCh, fig. 1) and thus ensures that the
phase of the signals resulting from the divisions is
correct.

Verification

Verification consists in examining every detection
pulse to see whether it occurs at the moment at which
it can be expected on the basis of the preceding pulses.
If it does, the reading of an up-and-down counter is
increased by one; the maximum reading to which the
counter can advance is 31. If a detection pulse fails to
occur when expected, the reading of the counter is
reduced by one.

The up-and-down counter determines whether the
receiver is set for acquisition or maintenance of syn-
chronization. If the counter is in any position between
16 and 31, the receiver is set for maintenance of syn-
chronization; the signal is supplied to the phase -locked
loop for only twelve bits during the line -blanking inter-
val during which the low threshold level applies to the
detection pulses. If because there are no detection
pulses the counter comes to occupy any of the posi-
tions 1 to 15, the receiver has to acquire synchroniza-
tion again, but the connection is maintained; the
received signal is then continuously supplied to the
phase -locked loop, the detection threshold is raised
and the speech signals are suppressed. Only after
15 failures to restore synchronization does the counter
occupy the position 0, which breaks the connection.

Speech transmission

Digitally controlled delta modulation

The choice of delta modulation (fig. 5) for the
digital coding of the speech was determined by the
comparative insensitivity of this modulation system to
noise and interference. It is better in this respect than
the pulse -code modulation much used in telephony, in
which the magnitude of successive signal samples is
expressed in digital words consisting of several bits. In
pulse -code modulation the first bit of each word has a
weight of half the maximum signal value, so that an
error in that bit causes considerable disturbance. In
delta modulation, on the other hand, an incorrect bit
can never produce a deviation exceeding a single
qUantization unit [3].

The difference between the actual signal and the
`echelon curve' obtained with delta Modulation is ex-

pressed in the effect known as quantization noise. As
fig. 5 shows, the strength of this noise is independent
of the signal strength; the ratio therefore does not
favour weak signals. The situation can be improved by
adapting the size of the quantization steps to the signal
strength. This is done by compressing the signal -
strength differences at the transmitter and expanding
them at the receiver - the combined arrangement is
known as 'companding'.

In the video telephone digitally controlled compand-
ing [4] is introduced by means of the circuit shown in
fig. 6. In addition to the normal feedback loop to the
pulse modulator PM, the delta modulator on the left
of the figure has a second loop in which a modulation -
level analyser MLA and a pulse -amplitude modulator
PAM are inserted. The first loop operates as follows.
The pulse modulator PM generates a '1' or a '0',
depending on whether the echelon curve (fig. 5) has to
go up or down one unit; this information is derived
from the difference signal e originating in the difference
amplifier D from a comparison of the generated echelon
curve with the input signal vi. The echelon curve is
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1 15 31 48 63 bits
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Fig. 4. The voltages at outputs Vl and V2 of the matched filter
while the synchronization word is being received. It is assumed
that the word is surrounded entirely by the '0101 ... 01' series.
Top: even -field blanking. Bottom: odd -field blanking. t time in bit
units after the start of the synchronization word. Thr threshold
which the peak must exceed before the synchronization word is
accepted. Thro raised threshold in force during acquisiton.
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provided by an integrator for this comparison. The
same integration takes place in the demodulator, where
it gives the output signal.

The pulse -amplitude modulator PAM can now affect
the size of the steps, however. It does not do so as long
as the 'l.'s are not being transmitted in groups exceeding
three in succession. Then every three Ts are followed
by at least one '0', which means that in four time units
the maximum increase is equal to two steps. The mod -

if, conversely, 'O's are transmitted in groups of more
than three at a time. The demodulator also includes
a pulse -amplitude modulator; the step size here will
accurately follow that at the transmitter since both are
driven by the same signal - transmission errors ex-
cepted; the result is therefore expansion. When ve is
zero, a minimum step size is maintained at both ends
because a small d.c. voltage Vo (a 0.01 ve,max) is
injected.

1 1 1 1 1 1 1 0 I 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1

Fig. 5. Delta modulation. A '1' is transmitted when the `echelon curve' by which the signal is
approximated has to rise one step, a '0' when it has to fall one step.

Fig. 6. Simplified block diagram of a delta modulator (left) and demodulator (right) with
digitally controlled companding. This is achieved with the aid of the extra control loop in-
corporating modulation -level analyser MLA and pulse -amplitude modulator PAM. D dif-
ferential amplifier. G pulse generator. PM pulse modulator. vi input voltage. e difference
signal. ye control voltage. Yo d.c. voltage for maintaining a minimum step size. vo output
voltage.

ulation index therefore does not exceed However, as
soon as more than three 'I's arrive in succession, the
modulation -level analyser produces a pulse. After
smoothing, these pulses result in a control voltage ye,
whose effect is to make PAM increase the size of the
steps. The tendency to form groups of more than
three 'I's will therefore in general decrease again and
the system will thus try to maintain the modulation-

index value near to over a large range of input levels;
in other words there is compression. The same applies

The improvement in the signal-to-noise ratio result-
ing from the companding can be seen from the dif-
ference between the two curves in fig. 7, where curve A
represents the signal-to-noise ratio without and curve B
with companding, both as a function of the input level.

[31 J. F. Schouten, F. de Jager and J. A. Greefkes, Delta modula-
tion, a new modulation system for telecommunication, Philips
tech. Rev. 13, 237-245, 1951/52.

[4] J. A. Greefkes and K. Riemens, Code modulation with
digitally controlled companding for speech transmission,
Philips tech. Rev. 31, 335-353, 1970.
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Voice switch

The interruption of the closed electro-acoustic circuit
needed to prevent feedback on the loudspeaking tele-
phone is controlled by a comparison of the strength of
the outgoing and incoming signals in the two sets. The
digitally controlled companding offers an excellent
facility for this purpose, making it only necessary to
compare the two control voltages vc from the trans-
mitter and receiver. This is done in a differential ampli-
fier. The output voltage from the amplifier controls a
switch that during each picture line passes either the
eight sound bits or the standard series of alternating
`O's and Ts (corresponding to a d.c. voltage of zero
for the delta demodulator).

Measures have to be taken to prevent too frequent
switching. The sound from the loudspeaker is always
louder than that of a natural speaking voice. So much
crosstalk can occur on the microphone of the sub-
scriber who is not speaking as to cause his voice switch
to close and consequently that at the other end to open.
The echo in the room at the receiving end can also
produce a microphone signal when a pause occurs in
the received signal. To ensure that switchover does not
occur too readily or too rapidly, the voice switch does
not react until the microphone signal has been domin-
ant for at least 40 milliseconds. In addition, the control
voltage derived from the transmitter is attenuated by
a factor of 2; see fig. 8. For a connection to be made, a
sound must now be produced that is coded in steps
twice as large as the received signal, which means that
it must have almost twice the amplitude.

One disadvantage of this asymmetry in the control
signals is that during breaks in the outgoing speech
signal the control voltage of the receiver always pre-
dominates and the outgoing connection is easily inter-
rupted. To prevent this a hold circuit is incorporated,
whose function is to ensure that a d.c. voltage Vh is
subtracted from the control signal from the receiver
when the voice switch is closed (fig. 8).

If the ordinary handset is used, the voice switch is
short-circuited; there is then an uninterrupted connec-
tion.

Possibilities of other applications

A welcome additional facility is the conference cir-
cuit, i.e. a simultaneous interconnection between three
or more videO-telephone sets. In the conference mode
the otherwise independent bit -clock oscillators in the
transmitters of these sets are all synchronized with a
single central oscillator. A voice -actuated switch en-
sures that the picture of the participant who is speak-
ing appears on all the other screens. Use of the con-
ference circuit necessitates a special conference unit
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Fig. 7. Ratio of signal S to modulation noise N as a function of
the input level Li. Curve A: ordinary delta modulation. Curve B:
delta modulation with digitally controlled companding.

'0101....

Fig. 8. Voice switch S in the outgoing sound channel is controlled
by the differential amplifier D, which compares the control sig-
nals ve from the delta modulator DMod and delta demodulator
DDemod. To ensure more reliable operation the control voltage
at the transmitting end is reduced by a half and a constant
amount 111, is subtracted from that at the receiving end when the
voice switch is closed.

which contains a number of auxiliary circuits and is
best installed in the exchange.

The extra signalling capacity of the digital video -
telephone system described above will prove of great
value in this kind of application in the future. More
than four line periods in the field -blanking interval are
available for the transmission of additional informa-
tion; see fig. 2. It is also conceivable that once the
receivers have been synchronized the first five lines of
the field -blanking interval could be used in whole or
part for information other than the continuous '0101'
series.

The extra capacity might be used to eliminate the
objectionable phase jump that occurs on switching over
to another participant. To achieve this result the phase
of the picture to which the change -over has to be made
would have to be registered just when the current
picture phase was reaching zero, and passed on to the
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participants before the change -over. The change -over
would then take place at the next zero crossing and the
counters in the receivers would be set not to zero but
to the phase that had just been indicated. Special ar-
rangements are generally necessary in the monitor to
ensure that the field deflection can follow the discon-
tinuity without any difficulty.

The extra signalling capacity might also be used to
pass on messages from the participants to the con-
ference unit. A participant might, for example, ask for
a picture that was different from the one allocated by
the voice -actuated switch.

Conference telephony is by no means the only extra
facility that might be added to the video -telephone
system. For example, a video -telephone set already
contains many of the elements needed in a computer
video terminal, such as the digital connection with bit -
clock synchronization and the screen. The signals from

an added keyboard could be accommodated in signal-
ling time not as yet fully occupied. Another possibility
is the use of the wideband video -telephone circuits for
the transmission of data and facsimile.

Summary. There are various possible ways of arranging a video -
telephone system, with or without separate transmission lines for
sound and signalling. Separate lines are not required in the ex-
perimental system at Philips Research Laboratories. Sound and
signalling are digitally coded and transmitted during the blanking
intervals of the video signals. Each set has two bit -clock oscilla-
tors (1.0016 MHz); that of the receiver is synchronized by the
other party's transmitter. Numerous control signals, including
those for picture scanning in camera and monitor, are derived by
frequency division from these oscillators. Series of '0101's together
with a synchronization word in each field are used for synchroni-
zation; the word is detected by a matched filter. Delta modula-
tion with digitally controlled companding is used for coding the
speech signals. The control signal employed in this process also
controls the voice switch; this prevents oscillation due to electro-
acoustic feedback. Other potential applications include con-
ferences taking in more than two sets and use as a computer video
terminal.
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Apparatus for solid-state research at very high pressures

M. Brouha and A. G. Rijnbeek

A rapidly growing interest in the use of very high pressures developed after 1955, when
success was first obtained in the United States and in Sweden in producing synthetic
diamond. The stimulus that this provided for the use of very high pressures resulted in
the development of new high-pressure apparatus, both for synthesis and for research.
The article below describes apparatus for solid-state research, with emphasis on recent
developments at Philips Research Laboratories.

Introduction

There are many areas of materials research in which
the use of high pressures helps to provide information
that can often not be obtained by any other means.
Yet high-pressure techniques are not in fact very widely
used, probably because of a lack of familiarity with
them. It could also seem that work with high pressures
was very difficult, although in reality it is no more
complicated than working in cryogenics, to quote one
example.

The applications of high pressures are of two kinds:
in the preparation [1] of materials, and in their in-
vestigation [2].

Examples of the first type are the high-pressure syn-
thesis of polyethylene, the conversion of graphite into
diamond and the conversion of hexagonal into cubic
boron nitride. Almost all solid substances under pres-
sure go through reversible changes of state, usually to
a denser phase. In some cases, e.g. diamond, these
phases are metastable or even stable, so that they
persist after the temperature and pressure treatment.
Another application is in the high-pressure sintering
and compaction of tungsten, tungsten carbide and
ferrites.

In materials research it is of interest to find out how
a particular property of the material varies with changes
in volume, obtained by -the-application of high pres-
sures.

Jr M. Brouha is with Philips Research Laboratories, Eindhoven;
Jr A. G. Rijnbeek, formerly with Philips Research Laboratories,
is now with the Philips Audio Division, Eindhoven.

As we shall see, it is relatively simple to perform
effective measurements in the pressure range up to
100 kbar (1 bar = 0.9869 atm), since purely hydrostatic
and accurately measurable pressures can, be Used in
that range.

In solids a pressure of 100 kbar causes' a change in
volume ranging from a few per cent (for diamond,
which has the lowest compressibility) to some 30 or
40 % (for the alkali metals) [3]. For most materials the
change in volume is about 10 %, Alich means that the
interatomic distances can be reduced by several per
cent. Many properties of solids depend closely on the
interatomic distance. A pressure of 100 kbar can there-
fore bring about considerable changes in those prop-
erties.

The requirements to be met are not the same for
preparative apparatus as for apparatus for investigator-
ary purposes. In synthesis the most important feature

DJ See for example:
R. S. Bradley and D. C. Munro, High pressure chemistry,
Pergamon Press, Oxford 1965;
K. E. Weale, Chemical reactions at high pressures, Spon,
London 1967;
J. B. Goodenough, J. A. Kafalas and J. M. Longo, High-
pressure synthesis, and C. J. M. Rooymans, High-pressure
techniques in preparative chemiitry, in : P. Hagenmuller (ed.),
Preparative methods in solid state chemistry, Academic Press,
New York 1972, pp. 1-69 and 71-131 respectively.
See for example C. C. Bradley, High pressure methods in
solid state research, Butterworth, London 1969, and G.C.
Ulmer (ed.), Research techniques for high pressure and high
temperature, Springer, Berlin 1971.
K. A. Gschneidner, Jr., Physical properties and interrelation-
ships of metallic and semimetallic elements, Solid State
Physics 16, 275-426, 1964.
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is that the desired temperature and pressure range
should be reached in the largest possible volume, while
any inhomogeneities are of secondary importance. In
materials research, however, temperature and pressure
have to be well defined and accurately measurable.
Almost all the apparatus described in this article was
designed with our own materials research in mind.
Three types of apparatus may be distinguished: the
simple pressure vessel, suitable for pressures up to
20 kbar; the compound pressure vessel, which can be
used up to 45 kbar; and finally the Bridgman anvil,
with which pressures of several hundred kbar can be
attained. In all cases the specimen is surrounded by a
medium that transmits the pressure in the vessel or
anvil to the specimen.

Pressure media

In materials research it is desirable that the pressure
should be distributed isotropically over the specimen.
This can be assured by using a gas or a liquid as the
medium for transmitting the pressure to the specimen.
A practical difficulty here is that most liquids solidify
fairly rapidly with increasing pressure; for example
high-pressure oil solidifies at 10 kbar and pentane or
petroleum ether solidify at 40 kbar. For pressures
greater than 40 kbar a 4 : 1 mixture of methanol and
ethanol is used; this mixture remains liquid up to
100 kbar. The most suitable gas for a pressure medium
is helium, which does not solidify at room temperature
until the pressure reaches 120 kbar. If the temperature
is decreasing, this is the substance that remains liquid
longest at ordinary pressures; at 4.2 K helium changes
to the solid state a a pressure of 140 bars.

Beyond the limits stated above experiments under
purely hydrostatic conditions are in fact impossible.
When it is necessary to work at pressures greater than
100 kbar or at low temperatures, the materials used for
pressure media are solids that readily undergo plastic
deformation when subjected to a pressure gradient, thus
behaving 'quasi -hydrostatically'. Examples of such
substances are hexagonal boron nitride, silver chloride
and pyrophyllite (a natural hydrous aluminium silicate
found as a mineral). At extremely low temperatures
solid helium is also a very good pressure medium be-
cause of the weak bond between its atoms.

Simple pressure vessels

In the simplest method of applying pressure the
specimen is placed in a cylinder filled with liquid. The
pressure is applied by exerting a force on a plunger that
seals off one end of the cylinder. This kind of pressure
vessel is used in many versions and in differing dimen-
sions. The vessels are made of a good steel (often of

Pt

Fig. 1. Bridgman seal in a simple pressure vessel. The seal in the
gap between the wall V and the plunger PI is formed by a rubber
ring RI and a mild -steel ring R2, which are compressed between
the 'mushroom' plug Mu and the end of the plunger.

55mm
5mm

Ch

1

Fig. 2. Simple pressure vessel of maraging steel or beryllium cop-
per for measurements up to 20 kbar. After the force has been
applied the upper locking ring LR is tightened and the vessel can
be removed from the press without affecting the pressure inside.
The electrical leads L pass through the fixed plunger PI1 with its
Bridgman seal BrS. The specimen is contained in the chamber
Ch. V is again the wall of the vessel.
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`maraging steel', because of its high tensile strength,
the ease with which it can be hardened, and its high
dimensional stability after hardening), with an external
diameter five to seven times the internal diameter. This
kind of vessel can be used at pressures up to 20 kbar.
In the design stage it is necessary to bear in mind that
a liquid medium such as pentane or petroleum ether
will be compressed at 20 kbar to only two-thirds of the
original volume. The device used to seal the plunger,
a 'Bridgman seal' [4], is shown schematically in fig.1.
The device is self-sealing; the 'mushroom' plug Mu of
the plunger Pl makes the pressure in the sealing rings Ri
and R2 higher than that in the liquid. As the pressure
is raised the sealing is at first provided by the rubber

a

after setting to the desired pressure in the press; see
fig. 2. If the pressure has to be altered, the vessel is
placed in the press again. The force required to produce
a pressure of 20 kbar is about 40 kN (4 tonnes) for the
vessel illustrated in fig. 2. This force can be obtained
with quite simple arrangements.

Pressure vessels that can be removed from the press
for measurements can be very small (external diameter
about 5 mm, length about 2 cm). They can be placed
in an instrument such as a magnetometer, or placed
under a microscope, although in that case windows
must be provided in the vessel. The vessels are suitable
for measurements over a wide temperature range
(4-500 K).

Fig. 3. a) A frequently used arrangement for taking electrical leads through a plunger with
a Bridgman seal. The leads L are encapsulated in epoxy resin Ep around the cone C. b) Sim-
plified and improved arrangement for the electrical leads. A central aperture Ap is produced
by micro -spark machining. The diameter of the aperture is so small that the leads, which are
encapsulated in epoxy resin, are not pressed outwards. c) Lead -through for a very thick wire.
The wire is soldered into a central hole in a cone C, which is insulated from the plunger with
epoxy resin.

ring R1. At pressures of several kbar the seal is obtained
by flow in the mild -steel ring R2. An 0 -ring has the
advantage of low friction but can only be used up to
10 kbar. Fixed Bridgman seals are also used. The vessel
is then brought up to pressure via a capillary tube. This
method is mainly used with gases on account of their
high compressibility, to avoid having to use very long
vessels with very long plungers. The pressure can then
be applied in two or more stages. The final stage in such
a pump is however again a cylinder and plunger, fitted
with a Bridgman seal.

To enable measurements to be made on the sample,
various provisions have to be made. In many cases it is
desirable to be able to mount the pressure vessel in the
measurement arrangement away from the press. Most
of our vessels are therefore provided with locking rings
LR, which can be used to hold the plungers in position

Electrical connections

In high-pressure vessels the electrical connections
required for measurements are a problem in themselves.
The lead-throughs have to be designed in such a way
that the vessel cannot leak and the wires are not
damaged by pressure gradients. One widely used solu-
tion is illustrated in fig. 3a. The leads are encapsulated
in epoxy resin between cone C and the conical aperture
in the plunger [2]. The reliability of these leads depends
on factors such as the wire diameter, the apex angle
and the height of the cone.

We use a simpler and, in our experience, a more
reliable method of taking thin wires through the wall
(fig. 3b). A central aperture Ap is produced in the
plunger by micro -spark machining; the lower part has

[41 P. W. Bridgman, The physics of high pressure, Bell, London,
and Dover Publ., New York, 1970.
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a diameter of 0.3 mm and a length of 5 mm. This
diameter is large enough to take four 0.1 -mm wires
or ten 0.05 -mm wires, embedded in epoxy resin. The
number of wires can be increased by simply providing
more holes in the plunger. Thick wires, which might be
necessary for a magnet coil or a heating element, are
separately soldered in a central aperture in a cone; see
fig. 3c. A `Thermocoax' thermocouple is used for tem-
perature measurement. Its leads are insulated from the
stainless -steel casing, which is soldered into a hole in
the 'mushroom'.

Measurements on specimens in simple pressure vessels

Electrical measurements

The pressure vessels with the connections described
above allow electrical measurements to be made on
specimens at various temperatures and pressures.

The effects of pressure on the Hall effect and the
magnetoresistance effect are usually measured by
means of a magnetic field excited outside the vessel.
This must then of course be made of non-magnetic
material. It is also possible to produce a magnetic field
by means of a magnet coil inside the vessel.

The susceptibility of a material is found by measuring
the inductance of a coil or the mutual inductance of a
transformer whose core incorporates the specimen.

The compressibility of a material can be studied with
the aid of strain gauges. These are attached to the
specimen to be measured and to a reference specimen.
The resistances of the gauges are compared in a
Wheatstone bridge.

Magnetization measurements

Magnetization measurements can be made on the
complete vessel containing the specimen, provided that
the magnetic contribution from the vessel is sufficiently
small. This condition can be met by making all parts
of the vessel of a non-magnetic material such as beryl-
lium copper (a copper alloy containing about 2 % of
beryllium). Beryllium copper can be used up to a pres-
sure of about 15 kbar; beyond that value plastic de-
formation sets in.

The vessel used for magnetization measurements has
to be small because the distance between the magnet
poles in the arrangement is limited, and it must also be
possible to construct a furnace or cryostat around it.
A diagram of a vessel that we have designed for such
measurements is shown in fig. 4. It is difficult to use a
Bridgman seal in a vessel of such a small internal
diameter (1.2 mm), but in fact it is not necessary. We
have been able to produce an adequate seal simply with
a rubber plug Plug and an unhardened beryllium -
copper disc D.

Optical measurements

The windows of pressure vessels for optical measure-
ments are generally made of sapphire and set in Bridg-
man seals (fig. 5). Good adhesion between the sapphire
and the metal is obtained by making use of Van der
Waals forces between two smoothly polished surfaces.
The vessels are sufficiently small to allow observations
to be made under a microscope.

6.6mm

1.2mm

33mm

Fig. 4. A non-magnetic vessel of beryllium copper for measuring
magnetization under pressure. The vessel is small enough to
enable it to be enclosed inside a furnace or cryostat and placed
between the poles of a magnet. The seal consists of a rubber plug
Plug and a disc D of annealed BeCu. Other symbols have the
same significance as in the previous figures.

Compound vessels

The vessels used for pressures greater than 20 kbar
are compound vessels. These consist of an inner cylinder
clamped inside one or more outer cylinders. The inner
cylinder is prestressed by means of a shrink fit or a
tapered structure. Fig. 6 shows a compound steel vessel
with a taper fit. As in simple vessels, the pressure me-
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dium is a liquid and Bridgman seals are used. Steel ves-
sels can be employed up to 30 kbar.

The pressure range can be extended to 45 kbar by
making the inner cylinders and the plungers of tungsten
carbide (also known as 'hard metal'), an alloy that has
a very high compressive strength (55 kbar). Above
45 kbar the plungers are susceptible to plastic deforma-
tion. Tungsten -carbide cylinders are also prestressed
axially with the aid of an extra hydraulic pressure
cylinder. A special press is therefore necessary for
working with these vessels.

Fig. 5. Part of a wall of a pressure vessel for optical measure
ments; the sapphire window W is polished smooth and is fitted
flat against the front end, also highly polished, of the mount M,
which is sealed with a brass ring R.

Pr 1° Cyh Cy12

Fig. 6. Section through a compound vessel with an inner cylin-
der Cyli, which is prestressed by a tapered fit with the outer
cylinder Cy12. It is surrounded by a mild -steel protecting ring Pr.

To avoid sealing problems with the plunger and the
electrical leads solid substances are used as pressure
media in hard -metal vessels. If it is however necessary
to work under hydrostatic conditions, a PTFE (`Teflon')
capsule filled with a liquid and completely enclosed in
a solid pressure medium such as talc may be employed.

A general view of such a vessel, as used by ourselves [5],
is shown in fig. 7a. Fig. 7b gives a detailed cross-section
of the pressure chamber with the PTFE capsule (Enci)
and the other components. The capsule is filled with
pentane or another fluid that remains liquid at very
high pressures at room temperature. The seal around
the lid of the capsule - an 0 -ring - and the electrical
leads now only have to withstand the residual differ-
ential pressure in the solid medium over the length of
the capsule (about 1 kbar).

The solution we have found for taking the electrical
leads through the end plate (fig. 7a, EP) is one that
takes up little room. The `Thermocoax' thermocouple
Th is taken centrally through the mild -steel cone, and
the wires (up to eight) between two pyrophyllite cones.
With this configuration (apex angle 36° and wall thick-
ness of the pyrophyllite cones 0.4 mm) the wires are
kept clear of each other and of the steel parts over the
whole of the pressure range. The pressure change along
the steel cone is so uniform that the wires are not
affected by the very large difference in pressure.

The space available inside the capsule for the
specimen S has a diameter of 12 mm and a height of
30 mm. At a pressure of 45 kbar the volume of the
capsule is approximately halved; this is seen mainly as
a reduction in height.

The graphite cylinder F, which is fitted around the
capsule, is used as an electric furnace. The end plate
is therefore electrically insulated from the vessel. By
circulating liquid nitrogen through a cooling jacket
around the vessel and using asbestos insulating plates
between the vessel and the press the temperature can
be varied between 100 and 600 K. Above 600 K the
organic liquids used as pressure media start to decom-
pose, as does also the PTFE. For experiments above
600 K boron nitride is used; the temperature can then
be varied from 100 K to 1500 K. Because of the low
thermal conductivity of pyrophyllite the temperature
of the vessel can be kept sufficiently low by cooling
with water or liquid nitrogen.

In this equipment we have determined quantities
such as the pressure dependence of the electrical resist-
ance of materials up to very high temperatures and
the pressure dependence of the Curie temperature of
ferromagnetic materials NI The Curie -temperature
determinations were effected by measuring the induct-
ance of a coil in which the specimen formed the core
at a number of pressures and temperatures. The
[5]

[6]
M. Brouha and A. G. Rijnbeek, Rev. sci. Instr. 44, 852, 1973.
M. Brouha and K. H. J. Buschow: J. appl. Phys. 44, 1813,
1973; J. Physics F 3, 2218, 1973; J. Physics F 5, 543, 1975;
J. appl. Phys. 46, 1355, 1975; EPS Conf. Abstr. 1A, 26, 1975.
M. Brouha, K. H. J. Buschow and A. R. Miedema, IEEE
Trans. MAG-10, 182, 1974.
J. W. M. Biesterbos, M. Brouha and A. G. Dirks, AIP Conf.
Proc. 29, 184, 1976.
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a

susceptibility measured in this way for a small external
field falls sharply at the Curie temperature.

Special modifications to the piston, such as making
it conical, or using a number of pistons (four, five or
eight) supporting each other and shaped to enclose a
space allow the tungsten carbide to be exposed to a

b
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pressure of more than 55 kbar and the range to be
extended to 80 kbar in relatively large volumes.
Electrical connections, however, are extremely difficult
to arrange here, and we do not therefore use this tech-
nique for electrical measurements, but change over to
Bridgman anvils instead.

Fig. 7. a) Section through a clamped vessel V with piston Pi,
enclosed at the top by a clamped end plate EP. These three parts
are made of tungsten carbide. Around the hardened -steel clamp-
ing rings CIR there is a mild -steel protecting ring Pr with a
cooling sleeve CSI. The space between V, Pi and EP - the
pressure chamber - is shown in detail in (b). Part Ch of this
space is available for the specimen. The vessel can be used for
pressures up to 45 kbar and up to very high temperatures
(1500 K).
b) A detailed diagram of the pressure chamber. The specimen S
is contained in a liquid -filled 'Teflon' capsule Encl. The electrical
leads L are taken out between two cones C of pyrophyllite.
Capsule Enci has a `Teflon' cover sealed by an 0 -ring, which is
strengthened by a steel ring R. In the centre of the part Ext
protruding inwards there is a thermocouple Th, whose lead is
taken out centrally. Around the capsule there is a graphite furnace
F, a talc -filled cavity Enc2 and a lead jacket Eno.
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Bridgman anvils

Extremely high pressures can be reached in a straight-
forward manner with Bridgman anvils [4]. They are
consequently widely used in various forms.

A Bridgman anvil has the shape of a truncated cone.
It is made of tungsten carbide or other material with
high compressive strength. A thin disc of pyrophyllite
or a material with similar properties is placed between
two such anvils. Fig. 8 shows the specimen S in a space
machined from the centre of the pyrophyllite disc D.
The conical shape of the anvils An ensures that pressure
is exerted only on the centre; the rest of the material
is only intended as a kind of massive support. For an
apex angle of the cone of between 140° and 160° the
central part is found to be able to withstand a load
three times as great as that of a simple cylindrical anvil.
If the tungsten -carbide anvils are also clamped, a load
four times as great, i.e. up to 200 kbar, can be sustained.

The pyrophyllite is at first pressed out between the
anvils as the force is increased until a state of equilib-
rium is reached. By that time a certain pressure profile
has become established over the surface of the anvil,
with the highest pressure at the centre, gradually
decreasing to 1 bar at the edge. This pressure profile
depends on the mechanical properties of the pyrophyl-
lite, a material admirably suited to this application.

1.5°

gomm

Fig. 8. Bridgman anvils. Between the clamped tungsten -carbide
anvils An is a small pyrophyllite disc D containing the specimen S.
A pressure of 200 kbar can be obtained with these anvils.

Because of its layered structure shearing depends very
closely on the force applied perpendicularly to the
direction of shear. In the state of equilibrium the pres-
sure therefore increases extremely sharply from the
edge towards the centre. If the disc is thin, the gradient
is almost entirely confined to the edge and the pressure
is constant over a large area. It is for that reason that
the pyrophyllite discs used with Bridgman anvils gener-
ally have a diameter of about 5 mm and a thickness of
0.2 to 0.3 mm.

The discs that we use are of a thickness such that the
pyrophyllite is almost but not quite pressed out from
between the anvils. For relatively large anvils (with a
surface diameter of 15 mm) this means that the disc is
1.5 mm high. Only in the immediate vicinity of the
centre is the pressure constant. The area suitable for
measurements is found to be 3 mm across. With these
relatively large anvils the force necessary to obtain a
particular pressure is little greater than with anvils of
5 mm diameter combined with a thin pyrophyllite disc.
This is because the pressure in the area around the edge
remains low and the pressure at the centre is three or
four times the mean value.

In this way we have created sufficient room between
the anvils to accommodate wires, a thermocouple and
a furnace for measurements at various temperatures
and up to very high pressures. The maximum attainable
pressure is 200 kbar; when a number of wires and a
furnace are used this value falls to 150 kbar, since the
limit is determined by the properties of the pyrophyllite
rather than those of the anvils. On increasing the force
further there is very little increase in pressure at the
centre; only the pressure profile changes.

At liquid -helium temperatures the same arrangement
is used, but with slightly smaller anvils (with a surface
of 10 mm diameter). A force of 500 kN (50 tonnes) is
then sufficient to obtain maximum pressure. This force
is provided by a double-acting toggle press in the lower
part of the cryostat (fig. 9). With this arrangement the
force is greatly amplified, so that the force on the toggle
press remains below 10 kN. The walls of tubes Ti and
T2 can therefore be made of thin stainless steel, which
will give a low thermal conductivity.

An example of a configuration that we have used for
the determination of Curie temperatures up to 150 kbar
in a temperature range from 100 to 1250 K is shown in
fig. 10 [71; the configuration includes pyrophyllite discs,
furnace, wiring and thermocouple. The measurement
leads Wi1,2 are at different heights and form a trans-
former, with the specimen S as its core. The primary
winding Wit consists of a single turn around the speci-
men, plus a turn in the opposite sense to compensate
for the magnetic contribution from the press. the
secondary loop covers the complete surface of the two
primary turns and also acts as a thermocouple (the
chromel-alumel junction is located between the two
halves of the specimen). The graphite discs D4,5 above
and below the specimen act as a furnace; the current
also flows through the specimen itself. As for the
tungsten -carbide vessels, refrigeration is provided by
blowing liquid nitrogen through a cooling jacket sur-
rounding the clamping rings. The temperature can be

[7] M. Brouha and A. G. Rijnbeek, High Temp. - high Press. 6,
519, 1974.
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reduced to 100 K. To determine the Curie temperature
in this arrangement the secondary signal from the trans-
former is measured at various pressures and varying
temperatures. Fig. 11 shows an X-ray photograph of
the centre of the apparatus after an experiment has
been completed. The effect of the pressure can be seen
clearly from the cracks in the pyrophyllite and the
darker shading at the centre, where the pressure was
highest.

111

240mm

140mm

Fig. 9. A double-acting toggle press, used to apply force to a
Bridgman anvil in a cryostat at liquid -helium temperature. The
force is applied to the stainless -steel tube Ti and very considerably
amplified by being applied via the toggles Kni and Kn2 to the
plate P. With this arrangement the actual force applied to the
toggle press need only be small. This means that the tubes Ti
and T2 can be thin -walled stainless -steel tubes, with low thermal
conductivity. The Bridgman anvil rests on the beam B, which is
inserted through the holes in the frame Fr. By placing one or
more thin plates on top of B the anvil can be raised to the best
position for operating the press.

A magnetic field of 6 x 105 A/m (about 8 kOe) can
be obtained with a coil around the clamping rings at
the same height as the specimen. Electrical resistance
is generally measured with a similar arrangement, but
with the wires in a single plane. They are simply laid
over the specimen and the first axial pressure ensures
a good contact.

The anvil material that has the highest compressive
strength is diamond. The dimensions of available dia-
monds are rather small, so that in practice it is impos-
sible to make anvils with an external diameter greater

than 5 mm. Formerly the specimen was simply placed
between the diamonds. This gave poor definition of
the pressure, however. G. J. Piermarini and S. Block [8]
have developed a better technique, whose principles we
have adopted. An 'Inconel' ring with a hole in it of
0.2 mm diameter is placed between the diamonds. The
specimen to be investigated, a liquid as the pressure
medium and a second specimen for calibration of the
pressure are located in the hole. The part of the ring
between the diamonds becomes thinner with increasing
pressure, because of plastic deformation. This produces
an increase in pressure in the liquid. Extremely high
pressures, up to 500 kbar, can be obtained with this

Fig. 10. An exploded view of the assembly used between the
Bridgman anvils, which are used for determining Curie tempera-
tures. Between the two halves of the specimen S there is a
thermocouple Th, which also acts as the secondary winding Wiz
of the transformer used for measuring the permeability of the
specimen. The primary Wil consists of one turn around the
specimen and a turn in the opposite sense. This turn in the op-
posite sense provides compensation for the magnetic contribution
from the press. The wiring is located in grooves machined in the
pyrophyllite discs D1,2,3. The graphite discs D4,5 function as a
furnace.

arrangement. Fig. 12 shows our experimental arrange-
ment. The specimen remains visible through the conical
holes and the diamonds An, so that the apparatus can
be used for optical experiments and X-ray diffraction.

Pressure measurement

The only method of measuring the pressure directly
is to determine the force per unit surface area of the
plunger. This is difficult, however, because of friction
from the seal and elastic deformation in the plunger
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Fig. 11. X-ray photograph of the centre of the arrangement shown
in fig. 10 after completion of an experiment. The cracks that form
in the pyrophyllite after the pressure has been removed are clearly
visible. The pressure was highest at the centre of the material,
and the pyrophyllite has therefore been subject to the greatest
compaction there; the photograph is darker in this region than
at the edges.

20mm

of measurements by a number of investigators. It
constitutes a calibration point, together with a number
of other agreed phase transitions. This allows the work
of different investigators to be compared and will per-
mit later corrections to be applied when these phase
transitions are measured more accurately in the future.
Above 25 kbar the phase transitions used for calibra-
tion have been determined by correcting as accurately
as possible for friction. For the phase transition taken
as the calibration point for the highest pressure (77 kbar,
also in Bi) this gives an accuracy of + 3 kbar [10]. The
phase transitions are generally found from a change in
the electrical resistance or in the volume.

A secondary standard is calibrated from the phase
transitions mentioned above. At room temperature the
resistance change in manganin wire is generally adopt-
ed, whereas at liquid -helium temperatures the change in
temperature at which tin becomes superconducting is
usually adopted as the secondary standard. The method
with manganin wire cannot be used with a solid pres-
sure medium because the pressure is not the same over
the entire length of the wire. In such a case the force
on the plunger is first calibrated from the phase transi-
tions mentioned above, using an assembly of com-
ponents in the pressure chamber that corresponds as
closely as possible to that of the actual experiment.
This a much less accurate method than measuring the
pressure at the specimen by means of a manganin coil.
as was done in the liquid -filled 'Teflon' capsule of fig. 7

50mm

Fig. 12. Press with Bridgman anvils of diamond. The specimen is observed with a microscope
through the diamonds An. Between the diamonds there is an 'Inconel' ring R with a hole
of diameter 0.2 mm containing the liquid pressure medium and the specimen. The pressure
surfaces of the diamonds are located accurately one above the other and parallel with the
aid of parts I and 2. The force required for this operation is provided by a gas under pressure
introduced into the space between the plunger PI and part 3 via the capillary tube Ca. Pres-
sures of 500 kbar can be obtained with an experimental arrangement of this kind.

and the vessel. Although pressure can in fact be meas-
ured accurately in this way (to within 60 bars), special
arrangements are required.

Such an arrangement has been used by the National
Bureau of Standards in determining the phase transi-
tion in Bi at 25.5 kbar accurately [9]. In 1968 this
transition was established at 25.50 + 0.06 kbar at
25 °C. This value is the weighted mean of the results

When Bridgman anvils are used, it is completely
impossible to derive the pressure from the force, since
the pressure distribution over the anvil varies with the
force. In such experiments calibrations are based on

[8] G. J. Piermarini and S. Block, Rev. sci. Instr. 46, 973, 1975.
[9) P. L. M. Heydemann, J. appl. Phys. 38, 2640, 1967.
Rol E. C. Lloyd (ed.), Accurate characterization of the high-

pressure environment, Nat. Bur. Stand. spec. Publn No.
326, 1971.
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the decrease in the lattice constant of NaC1 (found by
X-ray diffraction), which is correlated with the theoret-
ically determined equation of state [11]. The calibra-
tion points are the pressures at which phase transitions
occur in Ba, Pb, Fe, etc., which can easily be established
from resistance measurements. The pressures are deter-
mined by simultaneously measuring the lattice constant
of NaCI.

In optical work (vessels with windows, diamond an-
vils) the pressure can be determined accurately from the
shift in the Ri fluorescence line of ruby at 694.2 nm as
a result of pressure: comparisons with the NaCl stan-
dard have shown that the shift is linear up to at least
290 kbar (+0.036 nm/kbar) [12]. At 290 kbar there is
a phase change in NaCl. The pressure scale would
therefore seem to have been established reasonably cor-
rectly up to 300 kbar.

(11] D. L. Decker, J. appl. Phys. 42, 3239, 1971.
[12] J. D. Barnett, S. Block and G. J. Piermarini, Rev. sci. Instr.

44, 1, 1973.
[13] A. S. Balchan and H. G. Drickamer, Rev. sci. Instr. 32, 308,

1961.
[14] H. G. Drickamer, Rev. sci. Instr. 41, 1667, 1970.

The nature of the developments in pressure -measure-
ment techniques over the last 15 years can be illustrated
most clearly by a few figures. In 1961, the scale that
was then thought to apply [13] indicated that the semi-
conductor -metal transition of Si occurred at 195 kbar;
in 1970 the best estimate was 150 kbar [14], and in 1975
the ruby method described above gave a value of
125 + 5 kbar [8]. An even more striking example is
provided by GaP, for which the 1970 scale [14] indicated
a transition at about 500 kbar, whereas in 1975
Piermarini and Block found a pressure value of
220 ± 10 kbar.

Summary. In many areas of solid-state research high pressures
are used to investigate the effect of change in volume on various
properties of materials. The apparatus required for the measure-
ments can be classified under three types. In order of increasing
pressure these are the simple pressure vessel, the compound pres-
sure vessel and the Bridgman anvils. Measurements with these
different types of equipment can be made in a straightforward
way and under well defined conditions up to pressures of 200 kbar
in a temperature range from 2 to 1500 K. The three types are
described in this article. Attention is also given to various special
arrangements that are necessary for making measurements in a
variety of fields.
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Broadband circulators for VHF and UHF

G. Schiefer

Circulators and isolators are important components in microwave technology. Their
essential feature is that they are non -reciprocal, so that they conduct energy in one
direction only. The application of this property introduces considerable simplifications
in the layout of radar and telecommunication equipment. In practice a large bandwidth
is often required. Fundamental research at the Philips laboratories in Aachen has shown
that circulators with lumped elements for VHF and UHF can be made with bandwidths
up to an octave. It has also been demonstrated that the characteristics of broadband
circulators can be kept constant in a wide temperature range, even though the saturation
magnetization of the polycrystalline yttrium iron garnet used is highly temperature-

dependent. A circulator has been developed that will operate from 225 to 400 MHz and
in a temperature range from -20 °C to +80 °C.

Introduction

Circulators are non -reciprocal elements used in
telecommunication engineering. Their characteristic
feature is that they conduct energy in one direction
only - in the usual three -port type, for example, from
port / to port 2, from port 2 to port 3 and from port 3
to port 1; there is no energy transport in the opposite
direction. They are used wherever different parts of a
system have to be decoupled from each other, e.g.
where a transmitter and a receiver use the same anten-
na or where the operation of an oscillator or amplifier
must not be affected by signals reflected from the load.

Circulators utilize ferrimagnetic resonance in a mag-
netized ferrite disc. In addition to three -port junction
circulators with waveguides or transmission lines ar-
ranged in the shape of a Y, circulators with lumped
elements - i.e. inductors - have acquired a place for
themselves in the frequency band below 1000 MHz M.

In this frequency range the commercially available
circulators have a relative bandwidth of about 10 %,
or possibly up to 20 % if a small temperature range of
operation is acceptable. For use at a fixed frequency
such bandwidths are of course large enough. More
recently, however, a demand has arisen for larger
bandwidths, mainly for three reasons :
- broadband models permit a substantial reduction
in the number of types;
- for military applications especially, increasing use
is made of systems with continuously changing fre-

Dr-Ing. G. Schiefer is with Philips GmbH Forschungslaboratorimn
Aachen, Aachen, West Germany.

quencies; the circulator cannot of course be changed
every time the system is switched to a new frequency;
- the overcrowding of all frequency channels is
making the problem of parasitic modulation more and
more acute. This occurs where a transmitter receives
external signals through its own antenna and then
transmits them again cross -modulated. The only
effective remedy is to introduce between antenna and
transmitter a circulator or isolator that blocks the
return path in the widest possible frequency band.

In principle the lumped -element circulator, which
can be regarded as a non -reciprocal transformer with
three windings, has a larger bandwidth than the Y
circulator, which may be regarded as part of a wave-

guide or transmission line with the appropriate fre-
quency -dependence. What is more, the lumped -
element circulator can be made much smaller, since its
dimensions have no relation to the wavelength as they
have in the Y circulator. This article will therefore be
concerned only with the lumped -element circulator,
and will describe the measures that have enabled us to
increase the bandwidth to nearly an octave. The prop -

[1] The operation and construction of circulators have been de-
scribed in many publications. Examples are:
H. Bosma, On stripline Y circulation at UHF, IEEE Trans.
MTT-12, 61-72, 1964;-.
Y. Konishi, Lumped element Y circulator, IEEE Trans.
MTT-13, 852-864, 1965;
H. Bex, tYber konzentrierte Zirkulatoren, Thesis, Aachen 1969.
See also M. Lemke and W. Schilz, Microwave integrated
circuits on a ferrite substrate, Philips tech. Rev. 32, 315-321,
1971.
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erties of the ferrite used are highly temperature -
dependent; with the right temperature compensation,
however, the bandwidth is maintained over a relatively
wide temperature range of operation.

Bandwidth of the lumped -element circulator

Fig. 1 is a schematic diagram of a symmetrical three -
port lumped -element circulator. Three inductors
consisting of one or more turns are mounted at angles
of 120° on a disc of high -frequency ferrite (YIG). The
coupling between the inductors is non -reciprocal when
the disc is magnetically polarized in the axial direction
by an external magnetic field. The behaviour has
rotational symmetry, the sense of rotation depending
on the direction of the polarization.

Fig. I. Schematic representation of a lumped -element circulator.
Three inductors with one or more turns are mounted at angles
of 120° on a disc of high -frequency ferrite (YIG). Axial magnet-
ization of the disc by means of an external magnetic field (flux
density B) makes the coupling between the inductors non -
reciprocal. When port 2 is connected to a matched (non-reflecting)
load, the energy conducted by a generator to port 1 leaves the
inductor only at port 2, while port 3 is isolated.

The desired effect, which is to isolate a port (port 3
in this example), can only be achieved provided the
output port (2) has a matched (i.e. non-reflecting) ter-
mination [2]. Otherwise the reflected energy would be
conducted to port 3 and, on reflection there, would
return to port 1.

The bandwidth of a circulator is therefore essentially
the frequency band over which the circulator ports can
be matched sufficiently accurately to the external
circuit. In practice the external circuit is generally
equivalent to a resistance of 50 a The bandwidth
is then defined as the frequency band over which
the circulator matched to 50 S2 gives no more than 10 %
reflection. This corresponds to a 20 -dB reverse loss for
the isolated poit [3].

The impedance of the circulator must therefore be
matched to 50 f2 within the Widest possible frequency

range. A three -port can in general be described with a
matrix of nine impedances Zil  Z33:

Vl = Z11/1 + Z12/2 + Z13/33
V2 = Z21I1 Z22/2 + Z2313, (1)

V3 = Z31/1 + Z32/2 + Z3313,

where V and I are the input voltages and currents at
the three ports. For the circulator there is rotational
symmetry, so that this matrix may be simplified to

(Zil Z12 Z13
Z13 Z11 Z12

Z12 Z13 Z11

(2)

For an ideal lossless circulator the elements of this
matrix are:

4.1 coL 014, (3)

Z12 = o(ic 1/3 - jp), (4)

Z13 = --}coL 0(11/3 j,u), (5)

where w is the angular frequency, Lo the air inductance
of a single inductor; ,u and K are the elements of a
tensor with which the permeability of the ferrite is
described. For the case V3 = 0, /3 = 0 (port 3 isolated)
it then follows that the impedance of the circulator is:

K2 - 2
Ze = icoL 0

3K2 112
(43 j ,u) . (6)

For the case of no losses we may write [a1:

2H1 ms
= 1 ± y2m2 co2 '

K =
yMsw

y 2Hi2 co2

(7)

(8)

where 1/1 is the internal field in the ferrite disc, Ms
is the saturation magnetization of the ferrite and
y = 27c x 3.5 MHz/(A/cm) is the gyromagnetic ratio.

The admittance of the circulator is thus

1 2 1 yMs
Ye = =Te v3 L v2(11-1 mo2 co2

1 y2Hi(Hi ± Ms) - co2
(9)coL 7,2wi mo2 (02

Anticipating the final result, we see the importance of
the case w ,- yHi < yMs. For this case we find:

2 .1 2H1
Ye (10)

LoyMsV3 3LoMs 

To a first approximation the circulator admittance can
clearly be described as the parallel configuration of a
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(frequency -independent) resistance with an inductance
(fig. 2).

For a circuit of this type the width Aco of a frequency
band around a central angular frequency coo can be in-
dicated within which the circulator reaches an isolation
value of 20 dB [3]. In the case of a first -order matching
with a capacitor connected in parallel (possibly tapped
down to give impedance transformation) we may write
with the same approximation that led to eq. (10):

(A co)].
ow

and
< 0.2 (11)

coo yHi

For second -order matching with at least three reac-
tances we have:

(0)2 cool/3

coo yHi

Higher -order matching with more reactances is not
very useful in practice, since the bandwidth increases
only very slightly whereas adjustment becomes dif-
ficult and the losses too large.

Effect of the air gap

we
into equations (3) to (6) instead of ,u and K. Using the

(12) approximations adopted for eq. (10) we then find
instead of eqs. (11) and (12):

(Aco)i
< 0.2

(1 - N)a)01/3

coo y(Hi NMs)

(A(0)2 (1 - A)COOV3

COO y (Hi NMs)

In practice the bandwidths given by equations (11)
and (12) cannot be reached since the idealized lossless

1 2H;

L 3LoAls

Fig. 2. Equivalent circuit of the admittance of the lumped -
element circulator. This admittance corresponds to that of a
resistor of conductance G in parallel with an inductance L.

circulator cannot be made in practice. Magnetic leak-
age occurs, since the fields of the three inductors are
not enclosed completely in the ferrite but have to cross
air gaps because of the geometry.

The effect of this can be investigated, at least quali-
tatively, by describing the action of the circulator in
terms of two fields rotating in opposite directions, each
of which encounters a different permeability in the
ferrite disc Es] :

7/Ms= -K = 1+ (13)
yHi -co

and

,

yMsjai = K = 1 -j- (14)
yHi + co

As in the case of ferrite inductors with an air gap, the

demagnetization is expressed by introducing an effec-
tive permeability; for reasons of symmetry the same
demagnetizing factor Nholds for ,ur and :

In

then

itti,r
ttior,etr - (15)

1 + (jui,r - 1)N

/Leff -
2

Ur,eff

/L1,eff -Yr,eff
Keff

2

(16)

(17)

have effective values which can be introduced

(18)

0.7 (19)

The introduction of the demagnetizing factor N thus
leads to smaller results for the calculated bandwidth.

The geometry of the coupled inductors

Equations (18) and (19) are admittedly rough ap-
proximations, but they clearly show how important it
is when designing broadband circulators to make the
internal field Hi and the demagnetizing factor N as
small as possible.

A lower limit is set to the field -strength Hi in the
ferrite mainly by the occurrence of losses when the
field -strength is too low. These occur when the entire
volume of the ferrite disc is no longer magnetically
saturated. The result is a sudden increase in the for-
ward loss of the circulator.

To achieve full saturation of the ferrite disc even for
weak fields, two main conditions have to be met: the
ferrite must have a low coercivity and a sharp bend in
its hysteresis loop at saturation, and the geometry of
the entire magnetic circuit must be optimized in such
a way as to obtain the same induced field -strength
throughout the disc.

[2] This simplified description only holds exactly for a lossless
circulator. It is however sufficiently accurate for the present
purposes for a practical low -loss circulator.

[3] E. Schwartz, Broadband matching of resonant circuits and
circulators, IEEE Trans. MTT-16, 158-165, 1968.

[4] B. Lax and K. J. Button, Microwave ferrites and ferri-
magnetics, McGraw-Hill, New York`1962.

[5] H. Bex and E. Schwartz, Wirkungsweise konzentrierter Zir-
kulatoren, Frequenz 24, 288-293, 1970.
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The first requirement can be met particularly well
with polycrystalline substituted YIG materials: these
have been developed at Philips Forschungslabora-
torium Hamburg [6]. In practice the magnetic circuit
can only be optimized experimentally; the following
conditions are important. Firstly, the YIG discs must
be very thin (diameter/thickness > 20). Secondly, the
magnetic circuit must have soft -iron pole pieces whose
diameter is at least 15 % greater than that of the ferrite
discs. And thirdly, pole pieces and ferrite discs must be
accurately plane -parallel.

To keep the demagnetizing factor N small, close
coupling is necessary between the three inductors and
between the inductors and the ferrite. The design shown
in fig. 3, developed in our laboratories, has proved
particularly suitable for this purpose; in each inductor
the forward path for the current consists of four or
more parallel conductors situated between two YIG
discs, and the return path for all three inductors
together consists of two thin metal plates outside the
YIG discs. To obtain better symmetry the conductors
are threaded through one another. The optimum width
and spacing of the separate conductors and their dis-

Yl

Fig. 3. Arrangement of the inductors in the broadband circulator.
The forward path for the current in each inductor consists of
four parallel conductors; the common return path is formed by
the vertical walls W and the two plates PI of sheet metal. The
interwoven inner conductors are located between two ferrite
discs YIG.

tance from the ferrite are sometimes critical and have
to be determined experimentally.

With the design described here practical values for
y(Hi NMs) as small as 27-c x 300 MHz have been
achieved, with N -values smaller than 0.05. The band-
widths obtainable with these values can easily be
estimated from equations (18) and (19). At centre
frequencies above 300 MHz, second -order matching
gives bandwidths of the order of one octave.

Matching networks

As already described, the equivalent impedance of
the circulator is well represented by a resistance and an
inductance in parallel (fig. 2). For matching to the
standard 50 -ohm lines an impedance -transforming
network has to be introduced in the circuit for each
circulator port. The circuit configuration depends on
whether the conductance G of the resistance is greater
than, equal to or smaller than 1/(50 S2) in first -order
matching (or 1/(60 1/) in second -order matching).
Typical matching networks for such cases are shown in
fig. 4. The method of calculating the separate network
elements is well known and will not be dealt with here.

Forward loss

The forward loss of the circulator is attributable to
losses in the ferrite, in the coupling inductors and in
the matching networks. The maximum permissible
forward loss for circulators for small and medium
powers is generally 1 dB. For high powers a lower
forward loss is usually required, since the efficiency
and the admissible heating are then important.

A fraction ar of the forward loss is due to the ferrite,
even when there is complete saturation; it depends

linewidth AH of the ferrimagnetic resonance. A useful
approximation for this part of the forward loss is [7] :

AH
at 2.5

y-
dB. (20)

In broadband circulators the lowest frequency is of
the greatest importance. The conclusion arrived at is
that, particularly in the VHF band, the only materials
that can be used are those with a linewidth of less than
10 A/cm. This condition is met only by the doped
polycrystalline YIG materials mentioned above or, in
extreme cases, by YIG single crystals.

In practice, however, it is also necessary to take into
account the additional losses that occur at low field -
strengths, since complete saturation of the YIG discs
is not feasible at the field -strengths desirable here. The
value mentioned earlier of

y(Hi NMs) x 300 MHz

was obtained with a magnetization at which the total
forward loss attributable to losses in the ferrite was less
than 1 dB.

Compared with this the forward loss due to the
coupling inductors and the matching networks is in
most cases negligible. This is readily understood when
we remember that the Q (quality factor) of the admit-
tance of broadband circulators is about 1, whereas the
Q of the components in the circuits is usually higher
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than 100. What is important, however, is always to
choose the circuit in which the impedance transforma-
tion takes place by the shortest route [8].

Design of the magnetic circuit

The saturation magnetization of high -frequency
ferrites decreases considerably with rising tempera-
ture. For YIG material the curve in the tempera-
ture range of technical interest is well represented
by a linear decrease in the saturation magnetization:
,uodMs/dT R-4 -7 x 10-4 tesla/°C (= -7 gauss/°C).
This implies, for example, a change in the saturation

Cis

G <1/(5012)

G =1/(5011)

G >1/(5012)

G<1/(6012)

G =1/(6012)

G >1/(6011)

a

5012

5012

5011

5012

5012

b

Fig. 4. Networks for matching the circulator Cirto a 50 -CI line.
The networks differ for different values of G, the real part of the
admittance of the circulator (fig. 2). a) First -order matching (for
one frequency). b) Second -order matching.

flux density of 0.20 tesla at -20 °C to 0.13 tesla
at 80 °C.

From eq. (10) it appears that the real part of the ad-
mittance of the circulator is inversely proportional to
Ms. Matching is therefore only possible by means of a
network that has a corresponding temperature depend-
ence, as described in the next section. The imaginary
part on the other hand is dependent on Hi/Ms. This
ratio can be kept constant if the magnetic circuit is
designed in such a way that Hi has the same tempera-
ture dependence as Ms. We then have :

dM
Ms(T) = Ms(To)

s- (dT To),
(21)

Hi(To) dMs
111(T) = Hi(To) M5(To) dT

(T - To). (22)

From the ideal hysteresis curve of the ferrite we then
derive the flux density B1(T) that the magnetic circuit
should provide between its poles as a function of the
temperature :

dBf
Br(T) = B1(To) -

dT
(T- To) = tto {Hi(T) Ms(T)}

= bli(To) Ms(To)

Hi(To) d Ms

Ms(To) T
(T - To) (23)

Normally the temperature dependence of materials for
permanent magnets is less than that of high -frequency
ferrites. The desired large variation in Bi(T) with tem-
perature can therefore only be achieved by introducing
into the magnetic circuit by way of compensation a
component whose temperature dependence is sub-
stantially greater than that of the ferrite. The densely
sintered ferroxcube 3E1 has proved very suitable for
this purpose; its saturation magnetization decreases as
uodMs/dT = -28.5 x 10-4 tesla/°C.

The calculation of the dimensions of the temperature -com-
pensated magnetic circuit will now be presented briefly. The total
circuit consists of a series arrangement of pairs of discs with an
overall thickness 1 of high -frequency ferrite (subscript f), com-
pensation ferrite (subscript c), magnet material (subscript m) and
of air gaps (subscript 0), together with an iron yoke that can be
disregarded here.

[6] G. Winkler, P. Hansen and P. Hoist, Variation of the
magnetic material parameters and lattice constants of poly-
crystalline yttrium -iron garnet by incorporation of non-
magnetic ions, Philips Res. Repts. 27, 151-171, 1972.

[7] See the thesis by H. Bex, note [1].
[8] More details will be found in two articles by E. Schwartz:

Zur Theorie der Anpassung mit zwei Reaktanzen, AEU 23,
' 169-176, 1969, and Die Bandbreite von Anpassungsvierpolen

mit zwei Reaktanzen, AEU 24, 179-186, 1970.
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The magnetic fields in the various discs are given by:

Ht./tn = Halo -1- Hi& + Hide, (24)

and the magnet fluxes, when A represents the cross-sectional area
in each case, by:

BmAm = BoAo = BrAr = BeAe. (25)

The values of B are derived from ideal hysteresis loops:

Bm = Br- poHrm (for ferroxdure 330),
Bo = 110H0,
Br = po(Htt + Mar),
Be = go(Hre Mse).

Br is the remanence of the magnet material (in this case ferrox-
dure 330). The ratios of the cross-sectional areas follow from the
selected points on the characteristics. Bm can best be selected
such that the operating point at the highest remanence value Br,
i.e. at the lowest desired temperature T.tn, only just lies on the
straight part of the characteristic; see fig. 5. From this we find

Ar Bm
= Am =Br

Similarly, the cross-sectional area of the compensating material
must be selected in such a way that the material is still fully
saturated at the lowest temperature:

At
-Bc (T = Train). (28)T = Ae= BP

The areas of the ferrite and the air gap can be regarded to a
first approximation as identical:

Ao = Ar. (29)

Substitution in eq. (24) gives:

(Br - oBt)/m = Btlo + yoHith (TB! - YoMse)le. (30)

This equation holds for a particular temperature T with the
appropriate values of Br, Br, HP and Mso. If the desired tem-
perature compensation is to be obtained, however, this equation
must also hold for changes in these quantities with temperature.
Using equations (21), (22) and (23) and also Br(T) = Br(To)
(dBrIdT)(T - To) and Mse(T) = Mse(To) (dMseldT)(T To),

then

(26)

= Tmin). (27)

rdBr dMsr 1.1 Hit(To) 11 dMsr f Hit(To) 1/
dTauo dT + Mst(Togi m /to

dT + Mst(To)j .°
Hie(To) dMst
Msr(To) dT,

rr,,0 dMst Hit(To) dNIsel ,
L dT 1 Mst(To) Fco"TiTH c.

Finally, from the two equations (30) and (31) we can calculate
the length lm of the permanent magnet and the length le of the
compensating material.

(31)

In practice, the temperature compensation is always
bound to be a compromise. Allowing a change in Hi
implies, as (18) and (19) show, that the largest band-
width is only achieved at the smallest Hi, i.e. at the
highest temperature. Provided the values of the mag-
netic circuit are suitably chosen, it is possible to keep
Hi alinost 'et:instant during changes of temperature.
This means, however, that the imaginary. part of tile
circulator, admittance then becomes, temperature -
dependent, and experience has shown that this makes
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0.4T

Bm

a3
-20°C

0.2

0.1

-3000A/cm -2000 -1000

Him

Fig. 5. Choice of the operating point (Him,Bm) on the charac-
teristic of the permanent magnet. B. can best be chosen such
that the operating point at the highest remanence value Br, i.e.
at the lowest temperature, is only just on the straight part of the
characteristic.

the compensation in the network very much more
difficult to achieve. The optimum design usually lies
between the two cases mentioned and the final details
have to be determined experimentally. In any case, it
must be borne in mind that the originally calculated
bandwidth cannot be fully utilized in a wider tempera-
ture range.

The calculation of the magnetic circuit is incorrect if
there is magnetic leakage. A good way of avoiding a
leakage flux is to introduce the compensating material
in the form of a ring between two sufficiently large
soft -iron pole plates. An effective version of the com-
plete magnetic circuit is shown in fig. 6.

Temperature compensation of the matching network

The change in the real part and possibly in the imag-
inary part of the circulator admittance with tempera-
ture can be compensated within certain limits by form-
ing the matching networks given in fig. 4 from com-
ponents with the 'correct' temperature coefficient. No
general rules can be given here for calculating this
temperature coefficient. It must be calculated sep-
arately for each separate case from measurements of
the circulator admittance for at least three different
temperatures.

Depending on the choice of the method of impedance
transformation, components may be required with a
relatively high positive or negative temperature coef-
ficient, up to a few 10-3/°C. Although capacitors with
values up to about J 1.5 x 10-3/°C are commercially
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view of the inner conductors.
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available, inductors generally have only a small positive
temperature coefficient. The development of inductors
with a greater temperature dependence will therefore
now be briefly described.

Fig. 7 shows a cross-sectional view of a toroidal
wire -wound ring of high -frequency ferrite placed

FXD

YIG

FXD

Fig. 7. Inductor with high negative temperature coefficient. A Fig. 8. The broadband circulator for the frequency band
toroidal wire -wound ring of high -frequency ferrite YIG is con- 225 MHz -400 MHz, which can be used in a temperature range
tained between two permanent magnets FXD of ferroxdure. from -20 °C to +80 °C.
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Fig. 9. Reverse loss A1_,3 and
forward loss /11_,2 of the VHF/
UHF circulator of fig. 8 as a
function of frequency f for three
different temperatures. The for-
ward loss is in all cases less than
1 dB, the reverse loss greater
than 20 dB.
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coaxially between two non -conducting permanent
magnets of ferroxdure. The inductance of the winding
is proportional to the relative permeability ,ur of the
ferrite ring. For sufficiently high magnetization by the
magnetic flux of density B, this is given by:

Ms

B-y

oMs
,ctr st11 1 -1- (32)

Hi ,uoMs

Since, as described in the previous section, the decrease
in the saturation magnetization Ms of the ferrite with
temperature is much greater than that of the flux
density B, the value of kir thus decreases with tempera-
ture. With a suitable choice of material and design
inductors with a negative temperature coefficient up to
a few 10-3/°C can be produced in this way.

This design also allows positive temperature coef-
ficients to be obtained by placing a compensating
ferrite whose saturation magnetization is highly tem-
perature -dependent between the magnets and the
ferrite ring. The details can also be found in the pre-
vious section.

A circulator for the VHF band

Finally some data will be presented relating to a
circulator developed along the lines described above
for the professional VHF band of 225-400 MHz [9J.
The complete circulator is shown in fig. 8; a cross-
sectional view and the components can be seen in fig. 6.
The interwoven inner conductors are photolithograph -

[91 In cooperation with Valvo, Hamburg; see F. Nazi, VHF-
Breitbandzirkulatoren in konzentrierter Bauweise, Valvo
Berichte 19, 19-28, 1974.

ically etched from a plastic substrate coated on both
sides with metal. The alignment of the matching net-
works is fairly critical and at each port at least the
series capacitance and the inductor with the negative
temperature coefficient should be made variable. The
values of the forward and reverse losses obtained with
this model are given in fig. 9 for three different tem-
peratures. At all three temperatures the circulator
meets the specifications of a forward loss less than
1 dB and a reverse loss greater than 20 dB in the com-
plete band from 225 to 400 MHz.

The power transfer is limited by effects that occur in
the ferrite. Above a certain critical field -strength spin
waves are excited in the ferrite. This makes the transfer
characteristics of the circulator nonlinear, so that
intermodulation can arise. The power -handling capac-
ity of the circulator is also limited by the heat devel-
oped; however, this can be kept under control by suit-
able provisions for heat dissipation The laboratory
model described here can handle a power of about
50 watts.

Summary. Starting from the description of a circulator with
lumped elements procedures are derived for the development of
a broadband VHF/UHF circulator that can be used within a
wide range of temperatures. A circulator has been built for the
frequency band from 225 to 400 MHz and a temperature range
from -20 °C to +80 °C. The circulator consists of three inter-
woven conductors between two YIG discs. The bandwidth of
such a circulator increases as the magnetizing field in the YIG
discs decreases. In spite of the high temperature dependence of
the saturation magnetization of YIG, this weak field is kept
almost constant by including rings of densely sintered ferroxcube
3E1 in the magnetic circuit. The impedance at each port is trans-
formed to 50 ohms by two capacitors with a positive temperature
coefficient and a specially developed inductor with a high negative
temperature coefficient.
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Suspension technology

G. Frens, H. F. Huisman, J. K. Vondeling and K. M. van der Waarde

The capillary forces in a suspension

A suspension is a collection of small particles floating
around in a medium. Smoke is a suspension of soot in
air, milk is a suspension of fat in water, and paint is a
suspension of pigment particles in oil. Between the
particles in a suspension interaction forces exist, known
as capillary forces. These forces exert their action in
situations where there are interfaces between materials.
A familiar example of a capillary force is surface ten-
sion, which can draw up a column of liquid in a narrow
tube when the liquid wets the wall of the tube.

In suspensions the surface areas are large in relation
to the volumes, characteristically of the order of square
metres per gram of material. What happens in such
systems depends on capillary forces. The suspended
particles may repel or attract one another; in the latter
case they may form aggregates - the suspension
`flocculates' or curdles.

There are various types of capillary force. In one
type the force is directly connected with the nature of
the substance of which the suspended particles are
made. This group includes the London -Van der Waals

Dr G. Frens and Ing. J. K. Vondeling are with Philips Research
Laboratories, Eindhoven; Dr H. F. Huisman is with the Magneet-
bandfabriek Oosterhout B. V., Oosterhout; Drs K. M. van der
Waarde is with the Philips Lighting Division, Eindhoven.

In 1909 H. Freundlich was the first to
describe the effects observed in colloidal
solutions and suspensions as 'capillary
chemistry'. Since then suspension technol-
ogy has undergone vigorous development,
based on a growing understanding of the
operation of capillary forces between
particles and the ways in which they can
be manipulated. In production processes
of various kinds the surface tension and
stability of suspensions are used as
`tools' for the application of layers of
particles with a well defined structure.

forces - or 'dispersion forces' - and also the forces
that magnetic particles exert on each other. Around
the particle there is a field, which extends a certain
distance into the surrounding medium.

Another type of capillary force is the consequence of
adsorption. At each interface there will be an accumula-
tion of all kinds of charges, ions and 'surface-active'
substances (surfactants). Their presence is also per-
ceptible at some distance away from the interface: on
interfaces there are electrical double layers and also
layers of adsorbed molecules whose thickness may even
exceed the dimensions of the suspension particles
themselves.

A suspension is 'stable' when the particles have no
tendency to form aggregates. Since there are always
attractive capillary forces between the particles in a
suspension, whether or not a stable suspension can be
obtained depends on whether it is possible to bring
repulsive forces into play.

Repulsive capillary forces between particles are
usually of the second type; they are connected with
adsorption. It is not difficult to see that the adsorption
of substances on the surface of the particles can give
rise to repulsion: the closer the two surfaces approach
one another, the higher is the concentration of the
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adsorbed molecules or ions in the volume between the
interfaces. The osmotic value of the medium between
the particles is then greater than elsewhere in the
medium, and an osmotic pressure exists that tries to
drive the particles away from one another to a distance
where the adsorption effects are no longer perceptible in
the medium. Both the repulsion between two electrical
double layers Ill - where the medium is enriched with
adsorbed `counter' -ions over a distance equal to the
Debye length - and the repulsion between two layers
of adsorbed macromolecules [2] (`entropic repulsion')
can be explained in this way.

The various capillary forces differ not only in strength
but also in the way in which they depend on the dis-
tance to the particle that exerts the force. What happens
when forces of different kinds are acting simultane-
ously can be determined by investigating the way in
which the free energy V of two particles depends on
the distance between them [3]; see fig. 1. Repulsive
forces provide a contribution (VR) that increases as the
particles approach one another, attractive forces a
contribution (VA) that decreases. The net effect of
attraction and repulsion on the free energy is found by
summation of VR and VA. If the sum is smaller for
shorter than for longer distances, the particles tend
to aggregate: their free energy V is lower when they
are close together. In the situation illustrated in fig. 1,
V does not vary monotonically with distance but has a

f

r

Fig. 1. Free energy V as a function of the distance r between two
particles. The sum of the attraction and repulsion contributions
(VA ± VE) in the case shown here leads to an energy barrier.
Only under this condition can a suspension be stable; if the
repulsion is weaker, V decreases monotonically as the particles
come closer to each other and the suspension is unstable.

maximum. There is then an energy barrier that tends
to prevent the particles from coming together.

As already indicated, it is only the repulsive forces
that can be utilized to obtain a stable suspension. The
magnitude and the range of the attractive forces be-
tween the particles of a given material are fixed; there
is no way in which they can be varied. The required
repulsive forces are obtained, as we have seen, from
adsorption. Not only can these forces be deliberately
generated, they can also be applied in the required
magnitude; by controlling the adsorption it is possible
to make a suspension stable or unstable, whichever is
required. The suspension technologist makes wide use
of this possibility.

Another capillary force often used in the formation
of layers and other structures is the surface tension.
Considerable control of the flow of suspensions can be
obtained by controlling the surface tension.

These two 'tools' available to the suspension technol-
ogist will be discussed in more detail in the next two
sections. These will be followed by some examples of
the way in which capillary forces can be manipulated in
production processes.

The stability of suspensions

The title photograph shows two bottles that contain
equal amounts of finely ground quartz. In settling out
of a suspension the quartz particles in the bottle on the
left have formed a thick layer; on the right the layer is
thinner and thus evidently more compact. The reason
for this is that the particles on the right have settled to
the bottom from a stable suspension. On the left the
electrical double layer at the surface of the particles has
been compressed by the addition of a small quantity of
salt to such an extent that the stability of the suspen-
sion, which was due to double -layer repulsion, has been
lost. This enabled a loose flocculated deposit to form.
If a porous or compact layer of particles is required
for a particular application, it is therefore possible to
try to control the structure of the layer by manipulating
the stability of the suspension from which the layer is
to be made (by sedimentation, spraying, immersion,
centrifuging or by other techniques). It is therefore no
coincidence that a photograph of these same two
bottles appeared in our journal more than a quarter of a
century ago. They appeared in an article by S. A.
Troelstra on coating by electrophoretic deposition [41

(1] I. Langmuir, J. chem. Phys. 6, 873, 1938.
[2] E. W. Fischer, Kolloid-Z. 160, 120, 1958.

F. Th. Hesselink, A. Vrij and J. Th. G. Overbeek, J. phys.
Chem. 75, 2094, 1971.

[3] B. Deryagin and L. Landau, Acta physicochim. 14, 633, 1941.
E. J. W. Verwey and J. Th. G. Overbeek, Theory of the stabil-
ity of lyophobic colloids, Elsevier, Amsterdam 1948.

[4] S. A. Troelstra, Philips tech. Rev. 12, 293, 1950/5].
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- one of the technologies that he helped to introduce
at Philips for depositing small particles from a sus-
pension. The bottles have not been faithfully preserved
purely because of a feeling for tradition. They are
brought out time and again to demonstrate the dif-
ference in sediment volume of layers formed from
stable and unstable suspensions.

A stable suspension gives a compact deposit. The
unstable suspension gives loose flakes that settle rapidly
to form a thick porous layer. When it is shaken a por-
ous layer of this type will break up easily and is then
dispersed through the liquid in the form of small flakes.
The thinner layer, however, that settled from the stable
suspension is so compact that it is hardly affected by
agitation of the liquid above it. The sediment from a
stable suspension is therefore very difficult to disperse
by shaking and stirring. In rheological terms, concen-
trated stable suspensions can be described as New-
tonian liquids; with increasing concentration their
viscosity can reach very high values. A concentrated
unstable suspension often has the property of 'thixo-
tropy'; quicksand is a typical example of a suspension
that becomes more fluid the more vigorously it is

shaken or stirred.
Why entirely different layers are precipitated from

stable and unstable suspensions can be explained by the
following reasoning. If a suspension is unstable - or if
it becomes unstable in the process of drying up, for
example - then every individual particle attaches
itself to another one at the time and place where they
come into contact. There is no system in the way in
which particles come into contact, so that a haphazard
network of cohering particles is formed. The volumi-
nous sediment from an unstable suspension is a single
continuous network of aggregated particles, a 'stand-
ing' floc. On shaking or stirring, forces are exerted on
the whole of this large floc that are capable here and
there of tearing the aggregates apart again at weak
points. The continuous structure is destroyed, the
smaller flocs become fairly mobile again relative to one
another, and the liquid that was enclosed between them
can flow freely again. All this together results in the
thixotropic behaviour of the concentrated unstable
suspension.

When a stable suspension is dried or goes into
sedimentation the particles are systematically packed
together. In relation to each other the particles remain
mobile, so that they all remain moving until they have
reached the position with the lowest attainable poten-
tial energy. Under the influence of gravity or of the
surface tension of the drying suspension, such a sed-
iment will therefore in general continue to settle until
the particles have reached the most closely packed
state. In this case, then, there is no 'standing' floc but

a compact mass of individual particles. A layer of this
type is not much affected by flow, which would have
to penetrate between the closely packed particles to
tear them apart.

If, in a particular production process, the particles of
a suspension are to be located at a specific place by
causing the suspension to flow, it is essential to take
into account the property mentioned above. In pump-
ing a stable suspension it is important that there should
be no blind corners in the pipes, for this is where com-
pact clumps can form.

Surface tension

For 'transport' purposes in thin layers the surface
tension of a suspension can be used, e.g. for distributing
particles evenly over a substrate. As a rule the surface
tension of a suspension is equal to that of the medium
in which the particles are dispersed. This surface ten-
sion determines which materials will be wetted by the
suspension with a continuous thin layer, and from
which materials the suspension, at a given layer thick-
ness, will withdraw in the form of spherical droplets.
A measure of the degree of wetting is the contact angle
0 [5], which is found at the point of intersection of the
interfaces between a solid substrate (S) and a liquid
(L), between the substrate and a gas (G) or another
liquid, and between the liquid and the gas (fig. 2).
Along each of the three interfaces the surface tensions
ysL, ysG and yLG exert an attractive force that tries to
keep its own interface as small as possible. Mechanical
equilibrium exists if

VSG = ySL yLG COS 0.

When ysG yi,G, there can be no equilibrium
(0 = 0). The boundary line where the three phases
come together continues to move until the whole sub-
strate has been covered by the liquid. In the case of a
large contact angle, however, the liquid will roll over
the substrate in the form of separate globules, and
cohesion will often be very poor. Tissues or substrates
with a low surface tension ysG are water-repellent,
because yLG for water is relatively large. To wet such
substrates well with an aqueous solution - to wash it,
for example, or to let water penetrate into the pores -
a surfactant (e.g. soap) is added, which lowers yLG and
ysi, by being adsorbed at the appropriate interfaces.

In pores, narrow tubes and capillaries a liquid that
thoroughly wets the walls will rise. This effect of capil-
lary rise is described by the equation h = 2yLG/dga
where it is assumed that 0 = 0. The quantity h is the
height to which the liquid of density d can be raised by
the surface tension yia against the acceleration due to
gravity g in a tube of radius a. In tubes with a diameter
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of the order of 1 mm the capillary rise is about 1 cm -
nothing very remarkable. But in a layer with particles
of about 1µm the cavities are of the same order of
magnitude, and in such pores the surface tension is
capable of raising fluids in thin films to a height of
several metres. This would not be possible with a
pump, because the layers are thin and highly viscous.
In thin layers the surface tension has a much greater
effect on the flow of the suspension than could be
achieved with a pump or by making use of gravity.

In the production processes at Philips it is usually a
question of depositing particles from a suspension in
a layer of the desired thickness, strength, structure,
porosity or packing. As we have seen, the suspension

G

L

S

Fig. 2. The 'contact angle' 0, which occurs where three interfaces
intersect (between a solid substrate S and a liquid L, between
the substrate and a gas G, and between the liquid and the gas), is
a measure of the extent to which the substrate can be wetted. For
a given substrate material the contact angle depends on the
various surface tensions of the liquids.

technologist can make use of the capillary forces for
conveying the particles to their place and keeping them
there.

Electrophoretic deposition

Electrophoretic deposition, also known as cata-
phoresis, is used for applying emitter particles to
cathodes, for applying latex globules to the jigs for
rubber gloves and also, in a rather more complicated
form, in electrophotography.

It seems a simple technique: electrically charged
particles are deposited on a substrate that acts as an
electrode with a polarity opposite to that of the par-
ticles. But there is more to it than that: for the particles
to be deposited the suspension must be unstable in the
neighbourhood of the electrode. The particles do in
fact travel to the electrode in the electric field independ-
ently of one another, just as they do when settling from
a suspension under the influence of gravity. If the sus-
pension remained stable right up to the electrode, a
compact layer would form there that was very viscous
but with no internal cohesion. Such a layer would
`drip' from the electrode in tough droplets and collect
in the vessel underneath. A process like this might well
be useful for strongly concentrating a stable suspension
(electro-decanting), but the electrode would not be
coated with a layer of particles adhering to it.

To give good electrophoretic deposition the particles
must coagulate at the electrode [61. For this a suspen-
sion is used that is only just stable, and the process is
arranged in such a way that electrolysis products
formed by the passage of current through the electrode
surface will cause flocculation at that surface.

Electrophoretic coating will thus give rise to a fairly
porous deposit - typical of an unstable suspension -
from a system that is apparently stable. In many cases,
however, a porous deposit is just what is wanted. An
example is to be found in the manufacture of large -area
electrodes for batteries. Fig. 3 shows an electrophoret-
ically made electrode of LaNi4Cu powder for a
rechargeable hydrogen storage battery [71. In this case
a second property of cataphoresis, which is of benefit
here, has been put to use. At places where the current
density is highest the most material is deposited. Thus,
the largest amount of active electrode material will be
available at the places where the currents will be
highest while the battery is being charged and dis-
charged.

[5]

[6]

[7]

See for example C. A. Smolders, Rec. Tray. chim. Pays -Bas
80, 650, 1961.
H. Koelmans, Thesis, Utrecht 1955 (also published in Philips
Res. Repts. 10, 161, 1955).
P. A. Boter, paper read at Novel Electrode Materials Symp.,
Brighton 1975 (not published).
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Production of magnetic tape

The stability of a suspension cannot always be so
easily manipulated as in the case just discussed. It is
very difficult, for example, if not impossible, to stabilize
a concentrated suspension of ferromagnetic particles.
The magnetic attraction is so much stronger than the
forces between 'neutral' particles that there is no known
repulsive force that could compensate it. The main
reason for this is that the range of magnetic fields in
non-magnetic media is so much greater than that of
other capillary effects. As a consequence the suspen-
sions used in the production of magnetic tape (lacquers
with about 10 % by volume of magnetic pigment) are
always flocculated when the suspension is at rest and
thixotropic when it is agitated.

To form the magnetic tape it is necessary to deposit
from such a suspension the thinnest possible layer of
magnetic material with a high pigment volume concen-
tration - 40 to 50 % by volume. The needle -shaped
pigment particles must be arranged in the layer like
`matches in a box', since this arrangement will give the
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Fig. 3. An electrode of LaNi4Cu powder for a rechargeable bat-
tery, made by means of electrophoretic deposition. Most material
has been deposited at the edges of the electrode where the current
density was greatest. This has the advantage that where the cur-
rents are greatest in the operating battery there will also be the
largest quantity of active electrode material. The upper part of
the electrode was not immersed in the bath.

strongest signal, the weakest noise, the highest sensitiv-
ity and the broadest frequency range. The tape also
wears least when the volume fraction of pigment is
high - but not too high.

Much therefore depends on covering the magnetic
particles with a layer in such a way that a stable sus-
pension can be made from them. With such a suspen-
sion a closely packed pigment layer could be made
instead of the standing porous floc of magnetic Fe2O3,
Cr02 or Fe that would otherwise be produced on pour-
ing out a lacquer.

Dispersing agents are therefore added to the lacquer
to envelope the magnetic particles in a coating of
adsorbed material. They have a dual function: to
ensure that the liquid lacquer can penetrate between
the particles and remain there in pores (wetting) and to
keep a spacing between the particles (stabilization). In
this way the net attraction between the particles is
sufficiently reduced for the separate particles to be kept
apart from each other, at any rate on agitation, as in a
stable suspension.

Although the adsorbed layer is unable to prevent the
suspension from flocculating as soon as the flow stops,
it does ensure that the lacquer will not rigidify while it
is being poured, and that the particles in a standing floc
formed in the poured layer can still readily be moved in
relation to one another. When this has been achieved
the magnetic forces - which had proved so trouble-
some - can even be turned to advantage, for it is

now possible to orient the particles parallel with each
other in an external magnetic field. Since the surface
tension makes the layer with the oriented particles
shrink, the particles are drawn towards each other like
well wetted hairs. In this way a reasonably compact pig-
ment layer is produced, by a circuitous route, from a
highly unstable suspension.

Production of carbon potentiometers; critically filled
layers

Another product in which the volume fraction of the
`pigment' in a poured layer determines the material
properties is the carbon potentiometer. In a potentiom-
eter with a total resistance of 1 MS) the carbon layer
poured from a suspension contains 6 % of conducting
graphite particles. For a resistance of 1 1c11 a layer with
30 % of graphite is required. It is not only the electrical
resistance of a potentiometer that is important, but also
its resistance to wear and its ability to withstand the
action of solvents and moisture. It is found that the
best properties in these respects are obtained with a
particular pigment volume concentration. This can be
better understood if we take a closer look at the
process of producing such a layer.
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A carbon potentiometer is made by allowing a sus-
pension of graphite or carbon black that contains a
polymer as a binder to drip on to a substrate. After
drying the suspension and thermal haldening of the
binder a layer is obtained that is electrically conducting
because of the contact between the carbon particles.
The polymer medium in which the particles are embed-
ded does not conduct.

The wear resistance of the potentiometer and its
ability to resist corrosion are primarily properties of
the polymer. With a small volume concentration of
pigment in the polymer layer the particles have a
mechanical strengthening function - like carbon black
in car tyres. The wear resistance of the layer therefore
initially increases with the volume of pigment.

To answer the question of why the wear resistance
decreases above a 'critical pigment volume concentra-
tion' (CPVC), it is necessary to remember that most
carbon suspensions from which potentiometers are
made are unstable. Immediately after the pouring
process a carbon layer forms with a high sediment
volume, in which the interstices between the particles
are filled with polymer and solvent. The solvent eva-
porates, leaving the polymer behind to preserve cohe-
sion in the layer. The higher the pigment concentration
in the suspension, the thicker the layer and the larger
the volume of pores. The CPVC in the layer is that at
which there is just enough polymer present to fill up
the pores between the particles after the solvent has
evaporated. With a higher PVC the material is thus
slightly porous, and this degrades its resistance to
wear and corrosion.

It follows from the above that the critical concentra-
tion of the pigment in the layer depends on the stability
of the carbon suspension. Since a high CPVC is wanted,
potentiometers are therefore best made from stable
suspensions. To allow potentiometers of different
resistance values to be made from layers of constant
CPVC, the variation in the quantity of graphite is
compensated by an equally large quantity of non-
conducting particles acting as filler. An understanding
of the connection between sediment volume and sus-
pension stability has led to an appreciable improvement
in the quality of this product.

Application of the coating in fluorescent lamps

To cover large areas evenly with particles, a stable
suspension is caused to run down a wall, while the
liquid evaporates from the suspension. This is the
method used for applying the fluorescent coating in
tubular fluorescent lamps. The suspension layer is
applied to the tube wall by immersion, spraying or
shaking, and it flows down the wall under its own

weight. At the top of the tube no further suspension is
added; suspension is however removed towards the
bottom. Thus, the coating at the top end is always
thinner than at the lower end, and it will become thin-
ner the more suspension flows downwards. The art is
to stop the thinning of the suspension layer once a
particular thickness has been reached.

If the suspension layer somewhere near the top of
the tube has become thinner than the diameter of a
(wetted) particle in the suspension there, the particle
will protrude from the liquid. This is associated with
an enlargement of the liquid surface, which is coun-
teracted by the surface tension of the suspension. The
surface tension tends to minimize the curvature in the
surface, thus ensuring that the particle remains as deep
as possible in the liquid and is thus pressed firmly
against the wall.

The particle continues to be surrounded by the liquid,
with a curved meniscus towards the particle, like water
against the walls of a wetted capillary. Smaller particles
now arriving are held up in the stagnating volume of
liquid and accumulate around the fixed larger particles.
Finally all these particles are drawn firmly together by
the liquid between them, and a more or less horizontal
ring of particles forms. The process is repeated lower
down and the wall takes on the appearance of a slightly
clouded sky.

If the suspension also evaporates while flowing down
the wall, a more pronounced clouding occurs; see
fig. 4a. The stranded particles then behave like capil-
laries and draw up the liquid to compensate for the
evaporation loss. We have observed that the liquid in
an evaporating suspension becomes stationary as soon
as the largest particles start to protrude above the
surface. It is even possible for a vertical transport of
liquid to take place from the bottom upwards. The cap-
illary forces draw the suspension upwards (with the
small particles in it) from places where the liquid layer
is still thick to places where the layer is already so thin
that particles have become firmly attached to the wall.

In this way the number of firmly adhering particles
grows from the bottom upwards, and the adhering
layer always forms with the same thickness, corre-
sponding to the diameter of the largest particles. The
tube of a fluorescent lamp is thuis covered over the
whole length with a layer of fluorescent particles of
roughly constant thickness. When the volume fraction
of particles in the suspension is large enough, the
combination of downward flow, evaporation and capil-
lary rise results in a dense and unbroken 'cloud' cover.
The light from well made fluorescent lamps thus seems
to come from 'heavy cloud'.

For this method of fabrication the surface tension,
the viscosity, the particle size and the rate of evapora-
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a

Fig. 4. a) During the evaporation of the liquid horizontal 'clouds'
of particles are deposited from a stable suspension on a vertical
wall. b) The 'buttermilk effect' in the coating on the wall of a
fluorescent lamp, which occurs when a non -stable suspension is
used.

tion must be matched to one another to obtain the
desired dense stacking. Here again, however, due atten-
tion must be paid to the stability of the suspension.
Unstable suspensions give the 'buttermilk effect'
(fig. 4b). The horizontal cloud formation due to capil-
lary action does not then appear, but a flow region of
meandering 'rivulets' between the standing flocs of the
non -stable suspension. Owing to the thixotropic behav-
iour of the non -stable suspension the viscosity is low
where the liquid flows, and the particles remain together
in flocculated form where the liquid is stationary. A
thick porous layer forms, traversed by deep flow gul-
lies; pretty but undesirable. This illustrates the fact that
suspension technology begins and ends with the ability
to control the stability of suspensions.

Summary. In suspension technology the stability of suspensions
and the surface tension are important aids in controlling the for-
mation of layers. After an introductory discussion of these quan-
tities, with special reference to the means of manipulation they
offer, a number of examples are given of their use in Philips pro-
duction processes. Descriptions are given of the fabrication of
LaNi4Cu powder electrodes with a suspension that is only barely
stable, the production of magnetic tapes from an intrinsically
unstable lacquer suspension, made sufficiently stable for use by
means of dispersing agents, the manufacture of carbon poten-
tiometers with a high pigment volume concentration, and the
manufacture of close -packed coatings on the wall of fluorescent
lamps by appropriate control of surface tension, viscosity,
particle size, evaporation rate and suspension stability.
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Control of the surface -water purification plant for, the
Amsterdam Water -Supply Authority

M. Klinck

The supply of drinking water, especially in urban areas, is a problem that goes back to
the remote past, as witnessed by the many remains of water -piping systems left behind
by the ancient Greeks and Romans. The city of Amsterdam, which has virtually no
potable well water or ground water in its immediate vicinity, had originally to make do
with water from its canals. When growing silt accretion and pollution made this no longer
possible, the city had to rely on a special shipping fleet to bring in drinking water from
nearby rivers. The water was sold by the bucket. In 1854, partly on the initiative of the
author Jacob van Lennep, a dune -water pipeline was laid. When in 1889 the reserves of
ground water in the dunes threatened to become insufficient to meet the city's needs, a
second water -pipeline system was laid to distribute the river water previously brought in
by ship. Until 1932 the two water pipelines existed side by side: the river water for
scrubbing the steps, the dune water for human consumption. Subsequently the river -water
pipeline was replaced by a pipeline drawing water from the Bethune polder, through the
lakes in the Loosdrecht area. Both systems now supplied potable water, and could be com-
bined to form a single system. Since 1957 the ground -water reserves in the dunes have
been supplemented by infiltration with river water, raising the capacity of the dune -water
supply to 70 million cubic metres a year, and a new surface -water treatment plant has
been built, with a provisional capacity of 30 million cubic metres a year. This capacity
can be supplemented by another 30 million cubic metres a year.

Reliable drinking water is one of man's most vital
needs. In many places, especially in urban areas, this
need is met by water -supply authorities, which distrib-
ute purified water through a mains system. Since
mains water is not only used for direct consumption
but also for many and various cleaning purposes and
in industry, the water demand per head of population
continues to increase. This rise in per capita require-
ments and the expected growth of population lead
some authorities to predict an increase in demand of
30 to 50 % in the next ten years [1]. To meet such an
increased demand and to cope with increasing surface -

water pollution, water -treatment and purification
plants will have to be expanded and new plants built.

The raw water for the treatment plant is in most
cases extracted from the ground water through a
Dipl.-Ing. M. Klinck is with Philips GnzbH Forschungslabora-
toriwn Hamburg, Hamburg, West Germany.

system of wells. Surface water from lakes, rivers or
channels is only used where either the quality or the
quantity of the ground water is insufficient. Ground
water is filtered through sand beds, which usually
ensures adequate purification.

The capacity of the ground -water wells is not suf-
ficient to meet the growing demand, and an increase in
the number of wells is ruled out by practical consid-
erations. In this situation increasing use is being made
of the surface water, but this is becoming more and
more polluted by urban and industrial effluents. As a
result increasingly complex treatment plants have to
be used to purify this surface water.

In addition to their complexity, the large capacity of
the surface -water treatment plants of some major cities
makes it difficult to control the installations manually.

[13 Het waterbeleid in Belgie, H2O 2, 185, 1969.
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The number of stages to be, controlled is so great that
it has become very difficult to monitor the system as a
whole, particularly since some of the processes are
very slow. In a case such as this the obvious solution is
automatic control of the complete installation.

We have designed a control system for a surface -
water treatment plant belonging to the Amsterdam
Water -Supply Authority [2]. The plant consists of two
units, situated twelve kilometres apart. The meas-
urement and control instruments are regularly moni-
tored by one person in a central control room and
there is no need for more than two supervisory staff.
A small computer deals with the routine control,
reports on the state of all sections of the plant and
gives warning signals if any undesirable situation
threatens to arise anywhere within the system.

Before dealing with the design of the actual control
system we shall first look at the functions required of
the system and at some of the factors that played a
part in the choice of the design procedure. A descrip-

tion of the result then follows: a fully automatic con-
trol system, and its performance. The diagram below
shows the principal parts of the treatment plant.

Functions required of the control system

The primary functions of the water -treatment con-
trol system are to ensure that there is a sufficient supply
of water available at particular points (to cope with
sudden peaks in demand), that basins do not overflow
and that the pumps do not run dry or become over-
loaded. The system must also ensure that the filters
operate correctly, keep the flow rates through the
filters as constant as possible, and ensure that any

[21 M. Klinck, MCA Symp. on Hybrid computation in dynamic
systems design, Rome 1974, section D1-1, p. 1.
M. Klinck, in: G. C. Vansteenkiste (ed.), Modeling and
simulation of water resources systems, North -Holland,
Amsterdam 1975, p. 467.

I LOENERVEEN STATION

1. STORAGE LAKE. The main storage reservoir is a
dammed -up part of the Loenerveense Plas, one of the
lakes in the region between Amsterdam and Utrecht.
This lake is fed from the reservoir water of the Bethune
polder. The water is pumped by constant -speed cen-
trifugal pumps, whose blades can be adjusted to
regulate the flow. A number of pumps can work in
parallel, depending on the demand.

2. RAPID SAND -FILTER SECTION. There are 24 parallel
filter basins, which, in groups of six, have common
input and output pipes. Each filter basin is about
3 metres deep, with a sand bed about 1 metre thick
about half way down. About every 24 hours each filter
has to be cleaned by backwashing for 5 minutes with
about 250 m3 of water. The total outflow from the
filters may vary from 1800 to 5300 m3/h. The permis-
sible static deviation from a nominal value for the water
level in the filter basins is 5 cm, the dynamic deviation
10 cm.

3. STORAGE RESERVOIRS. From these the filtrate water
is pumped to the final treatment station at Weesperkar-
spel. These reservoirs also supply the water needed for
the periodic flushing of the filters. The permissible
static deviation of the water level is 10 cm, the dynamic
deviation 15 cm.

°
4. PUMPING STATION AND TRANSPORT PIPELINE. The
transport pipeline is 12 kilometres long and consists of
two pipes. There are three constant -speed centrifugal
pumps with adjustable blades and of different capac-
ities. The pump switched in is the one capable of
delivering the required flow. There is also a standby
pump, with a capacity equal to the largest of the series
of three.

II WEESPERKARSPEL STATION

5. STORAGE RESERVOIR. The storage reservoir at the
input of the final treatment station serves as a standby
supply of drinking water in the event of a stoppage
due to a breakdown in the main pipeline. The water.
level in the reservoir is 130 cm; deviations up to 15 cm
are permitted.
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Pumps at the Loenerveen station. The two pumps in the foreground are for filter backwashing,
the four at the back for the transport pipeline.

-

6. OZONIZER STATION. In the ozonizer station the water
is brought into contact with ozone produced on the
spot by means of a high -voltage discharge. Impurities
affecting the colour, smell or taste are oxidized and
made harmless.

7. COAGULATION STATION. Coagulants are added here
to bind solid impurities. An activated -carbon treat-
ment is also given to improve the taste of the water.
Coagulated impurities are removed by sedimentation.

8. RAPID SAND FILTERS. There are 12 of these filters;
the design is much the same as that of the sand filters
in the raw -water treatment at Loenerveen.

9. SLOW SAND FILTERS. Here the last solid impurities are
removed from the water. Biological cleansing is also
carried out by the bacterial flora on the sand layer. The

Ci2

-1X1-
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11 12

flow velocity in this filter is low (0.5 m/h) and it must
not change by more than 0.1 m/h per hour. The filters
are cleaned every few months by removing 2 cm from
the top layer of the sand. After this it takes some time
for the bacterial flora to re-establish itself.

10. CHLORINATION STATION. Some chlorine is added to
the purified water to counteract algae growth in the
pipes of the mains network. Ideally, all the chlorine
should just have been used up when the water runs out
of the kitchen tap.

11. DRINKING -WATER RESERVOIRS. The purified water is

stored in two reservoirs 52 m in diameter and 7 m high.

12. DRINKING -WATER PUMPS. These pumps convey the
water from the reservoirs into the Amsterdam water
mains. These pumps are not automatically controlled.
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changes required in the filters take place at a sufficiently
slow rate. Flow rates in the ozonization and chlorina-
tion basins must also remain as constant as possible
to ensure optimum dosage by diffusion. The control
system also has to ensure that where a number of
pumps work in parallel the total flow is evenly distrib-
uted among these pumps.

The primary reference value for the complete control
system is the quantity of drinking water to be delivered
to the mains network. The reference values for the
control of all parts of the process have to be derived
from this primary value.

Design of the control system; simulation

Ideally the control system should be designed at the
same time as the entire treatment plant. In this way the
choice of valves, pumps, basin dimensions and pipe
diameters can also take into account the requirements
that these parts have to meet for the control system. On
the other hand, in the design of the control system it is
desirable to have some knowledge of the behaviour of
the purification plant. There are various ways in which
such knowledge can be acquired in the design phase.
Use can be made of experience gained in a previous
design of a similar plant, and comparable plants else-
where can also be studied. If this cannot be done,
however, some kind of model of the plant will have to
be used to simulate its behaviour [3].

Simulation -aided design

To simulate a plant, whether or not it includes a
control system, a scale model (mock-up) or a math-
ematical model can be used. Making a scale model can
be difficult and expensive, but in some cases there is no
alternative. In most cases, however, a mathematical
model is the better choice. The model consists of
mathematical equations in which the variables corre-
spond to the variables in the plant to be simulated.
Here again, two cases may be distinguished. The equa-
tions give the relation between input and output quan-
tities of parts of the installation as found by meas-
urement without expressing the physical laws under-
lying the behaviour (`black -box model'). In the other
case the equations can be based on the physical laws
themselves. This type of model will often be com-
plicated, but it does give a better understanding of the
backgrounds of the simulated behaviour.

Simulation enables the designer to compare various
possible solutions of the same problem and thus, in a
number of steps, to approximate the desired behaviour
with sufficient accuracy. Once a plant, including the
control system, has been designed in this manner,
simulation then allows the behaviour of the plant to be

studied under a variety of conditions. The knowledge
thus gained proves very valuable when setting up the
final version of the design and putting it into service.

Use of a mathematical model

Simulation on the basis of a mathematical model
can be carried out in two ways. An analog computer
can be used, i.e. a combination of operational ampli-
fiers and passive networks whose behaviour is defined
by the same equations that form the model. The cur-
rents and voltages in the analog correspond to the
quantities in the plant to be simulated. An advantage
of this analog computer is that it works rapidly: all the
information is processed in parallel and all data are
available at the same time. A disadvantage is that the
currents and voltages in the analog may reach practical
limits earlier than the corresponding quantities in the
simulated plant. All the modifications in the model
indicate modifications in the wiring of the analog, and
this can be rather time-consuming.

The other possibility is to perform the simulation
with the aid of a digital computer. Numerical values
for the quantities of the plant to be simulated are then
calculated from the equations in the model. There are
now very few limitations to the magnitude of the nu-
merical values. Changes in the model entail changes in
the computer program. The information is now pro-
cnsed consecutively by the computer, which limits the
speed. For this method of simulation special languages
have been developed, such as COSILA (continuous
system simulation language) and CSMP (continuous
system modelling program).

It is also possible to combine the two simulation
methods. This is done by interconnecting a digital
computer and an analog computer by means of digital -
to -analog converters to form a hybrid computer. Part
of the plant is simulated by an analog, another part is
simulated numerically. The division between the two
simulation methods can be arranged to give the
maximum benefit from the advantages of the two
methods, yet with the minimum inconvenience from
their disadvantages.

Behaviour of a rapid sand filter

As an example of the procedure we have adopted in
simulating the water -purification plant the simulation
of one of its components will be discussed : a rapid
sand filter [4].

The filter consists of a concrete tank with a bed of
sand about a metre deep at about half the height
(fig. 1). A difference in level before and after the filter
keeps the water flowing through the sand bed. The
contamination of the sand bed will gradually increase
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in use, and this causes the flow resistance to rise.
Changing the setting of a valve in the output pipe will
keep the flow constant in spite of the increasing con-
tamination. When the contamination has risen too far,
the filter is cleaned by backwashing for about five
minutes, either with water or with an air/water mix-
ture. Backwashing will usually be necessary once every
24 hours.

Fig. 1. Schematic cross-section of a rapid sand filter. The con-
crete filter basin B contains a sand bed S about 1 metre thick.
The difference in level All keeps the water flowing through the
sand bed. The butterfly valve V, driven by a motor M, keeps this
difference in level constant, in spite of variations in the inflow Oi
or the transmission of the sand bed. 00 outflow.

04 06 0.8 1.0

Fig. 2. Relation between the outflow 0. and the normalized valve
setting 0 for various values of the transmission K of the sand bed.
The normalized valve setting is defined as 0 = oc/ama., where a
is the actual valve setting and a. is the position for maximum
cross-sectional area of the opening.

Fig. 3. Block diagram illustrating the dynamic behaviour of a
rapid sand filter. Block 1 gives the outflow (J) as a function of the
valve setting 0, the transmission K of the sand bed and the water -
level difference Ah. Block 2 gives the change AhF in the water
level above the filter, as found from the integral of the difference
between 00 and the inflow Oi after dividing by the filter surface
area A. Adding ha', the value of the initial water level, gives the
water level hi? above the filter. The difference between hF and the
water level hs in the storage basin gives the value of the water -
level difference Ah to be fed back to block I.

[4]

Static behaviour

The equations that describe the static behaviour of
the filter are relatively easy to formulate. The flow 00
through an opening of area A in the bottom of a tank
with a water level h is given by:

00 = AV(2gh ),

where g is the acceleration due to gravity. For an
opening in the wall of the tank, h must be replaced by
hem the effective water level above the opening. All
obstacles that the water has to pass on leaving the tank
can be taken into account by subtracting various cor-
rections from heir. In many cases these corrections will
be a function of the flow 00. For the valve in the out-
put pipe this reduction in height is also a function of
the valve setting. It is difficult to derive this function
theoretically, and we therefore use a relation that ap-
proximates as closely as possible to the experimentally
determined behaviour.

Once all the corrections to the water level have been
taken into account, we can find a relation between the
flow 00 and the valve setting 0. This relation is pre-
sented in fig. 2 for various values of the transmission K
of the sand bed. It is assumed in the calculation that
the flow rate is controlled in such a way that the water
level above the sand bed is constant.

Dynamic behaviour

To describe the dynamic behaviour of the filter we
must take into account the effect of variations in the
water level. These variations Ah are found by integrat-
ing with respect to time the difference between the
inflow Oi and the outflow 00:

Ah(t) = f (01- 00) dr.

The block diagram in fig. 3 shows the filter as a
dynamic system. The diagram consists of a block that
represents the static behaviour with a feedback loop
that contains an integration and a number of algebraic
operations. This means that the filter can be described
as a first -order system in which the transfer function
and the time constant are functions of the valve set-
ting O.

To study the dynamic behaviour we used a hybrid
computer, which allows a rapid display to be obtained
of the effect of changes in the values of various param-

[3] Proc. UKAP 5th Control Conf., Modeling and simulation for
applied control systems, Institute of Measurement and
Control, University of Bath, England, 1973.
D. W. Hilder, Proc. Conf. on Computer uses in water systems,
Reading, England, 1973.
M. Klinck, Proc. IFAC Symp. on Control of water resource
Systems, Haifa 1973.
M. Klinck, Proc. Conf. on Computer uses in water systems,
Reading, England, 1973, p. 101.
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eters. Fig. 4 shows the reaction of the filter to a sudden
change in the valve setting. The final value both of the
water level and of the flow depends on the transmission
K of the sand bed. The time constant that gives the
speed at which this final value is reached, however, is
practically independent of K. All quantities are found
to depend on the initial valve setting.

To obtain a better understanding of the factors that
determine the behaviour of the filter it is useful to study
a simplified model in which it is assumed that 00
depends linearly on the valve setting 0, on the water
level h and on the transmission K. Strictly speaking the
results obtained with this model apply only to a single
setting of the filter, but the results are still reasonably
good in the immediate neighbourhood of this setting.
The 'linearized model' is represented by the block dia-
gram in fig. 5. The various quantities in this model are
shown in fig. 6 as a function of the valve setting .11.
Values for 0 < 0.2 have not been calculated since they
will hardly ever be encountered in practice.

Automatic control of the filter

The principal task of the control system for the rapid
sand filter is to keep the water level above the filter
constant in spite of variations in the inflow Oi. The
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Fig. 4. Reactions of the hybrid computer model of a rapid sand
filter to an abrupt change in the valve setting from 0 = 0.4 to

= 0.5. Above: Change in the water level h above the filter as a
function of time t. Below: Change in the outflow 00 as a function
of t. Three values are always taken for the transmission K of the
sand bed. When the filter is considered as a first -order system,
the point of intersection of the tangent to a curve at t = 0 with
the asymptote of the curve gives the time constant of the system.
Almost irrespective of the value of K, this constant is always
found to be about 45 minutes.
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Fig. 5. Block diagram of the linearized model of a rapid sand
filter. The changes Ahl, in water level and in the outflow go are
functions of the inflow gi and of the valve setting 0. The param-
eters V, V., Kh and Ko, and also the time constant T are all
affected by the valve setting. The function with the differential
operator s provides a first -order delay for the block in which it
appears.
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Fig. 6. Variation of two quantities for the linear model of a rapid
sand filter as a function of the normalized valve setting 0. Above:
The gain dhF/d0. The bends in the curves arise because of the way
in which the valve resistance is approximated as a function of 0.
Below: The time constant T of the linearized system. In both
cases the curve is calculated for three values of the transmission K
of the sand bed.

actuating variable for this control is the setting of the
valve in the output pipe. The valve setting can be
altered by means of a constant -speed d.c. motor,
operated with a three -position stepping controller
(forward, stop, reverse). This controller reacts to the
difference between the measured water level and the
desired level.

This combination of a three -position stepping con-
troller and a motor can be regarded as an analog PI
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Fig. 7. Step response of a motor operated by a three -position
stepping controller with feedback. a) The control signal r, with
step response, as a function of time t. b) The excitation x of the
motor, alternately stationary and rotating in one direction. c)
The setting y of the valve operated by the motor. The step
response consists of an initial displacement yo proportional to
the abrupt change inr - proportional operation - and a change
occurring on average linearly with time, where the slope is also
determined by the magnitude of the change in r - integral oper-
ation.
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Fig. 8. Behaviour, as a function of time t, of a number of quanti-
ties of the real, nonlinearized model of a rapid sand filter at an
abrupt decrease in the inflow. The quantity ,z)5 is the normalized
valve setting in the outflow pipe. 00 is the outflow. h is the
water level above the filter.

controller, i.e. one that acts both as a proportional and
as an integral controller (fig. 7).

Most parameters of the system will vary during
operation, since they are a function of the valve set-
ting 0. The only constants are the proportional transfer
ratio Kp, the integration constant z of the PI controller
and the transfer ratio Kr, of the water -level transducer.
These constants can now be used for ensuring that the
whole process meets the following requirements:

- the deviations between the desired and actual water
levels must not exceed a specified value;
- the rate of change of the flow rate of the water must
not exceed a specified value;
- the static and dynamic behaviour of the filter should
be independent of the outflow Oa.

The first two requirements are satisfied by an ap-
propriate choice of the parameters Kp, z and Kn. The
behaviour of the filter with optimum values for these
parameters is illustrated in fig. 8. It is not possible,
however, to meet the last requirement with fixed values
of the three parameters. The only solution would ap-
pear to be to keep adjusting the parameters to the
valve setting 4. by using adaptive control. Investigations
have shown, however, that in the normal operating
range the behaviour in practice is in fact acceptable
without such refinements.

Control of the raw -water treatment

Elements of the system

The water from the storage reservoir is pumped to
the rapid sand filters by centrifugal pumps, which
operate at a constant speed. The position of the pump
blades can be adjusted by a motor to regulate the flow.

t

Fig. 9. Behaviour as a function of time t of the outflow di of a
pump with adjustable blades at an abrupt change in the control
signal. Because of the constant speed of the motor that adjusts
the position of the blades, the output changes at a constant rate
until the new value is reached.

The flow of a pump is a nearly linear function of the
position of the blades. The reaction of the flow of a
single pump to a change in the reference value is shown
in fig. 9.

When changes in pump -blade position are insuffi-
cient to obtain the required flow the number of pumps
working in parallel can be changed. There is a flow
meter in each *output pipe; a control circuit keeps the
total output evenly distributed over all pumps in opera-
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tion. Fig. 10 shows how the pumps are switched on and
off and the output is distributed.

The behaviour of the rapid sand filters - up to 24 of
these can be used in parallel - has been described in
the previous section. The water level above the sand
filter is kept constant, even during variations in the
flow, by regulating the output flow. The outflowing
filtrate water is stored in underground tanks, whose
level is kept constant by means of a control loop.

After the raw treatment the water is transported
along a double pipeline to the final treatment station.
Here again centrifugal pumps operating at constant
speed and with d.c.-actuated blades are used to control
the output. Unlike the situation at the input, where any
number of identical pumps may be used in parallel,
there are in this case three pumps of different capacity
and a spare pump equal in capacity to the largest of
these. The pump selected is the one most suitable for
the desired outflow. The pipe diameters here are greater
than at the input. There are flow meters in each pipe;
the sum of their readings gives the total output flow.

Hierarchy of the control system

The raw -water treatment plant described above is
controlled by means of four control loops : two for
controlling the input and output pumps and two for
keeping the water level above the filters and in the
filtrate basin constant (fig. 11). In the control con-
figuration that we have used for the raw -water treat-
ment plant the most important control loop is the one
that controls the level of the storage reservoir. Any
deviations in the water level are fed back directly to the
input pumps. The storage reservoirs in this control loop
give a purely integral behaviour, since the level varia-
tions are proportional to the integral of the difference
between the input and output flow rates. The reference
value for the pumps at the output is given directly by
the water demand of the final -treatment station.

The variations that the control system must be
capable of handling are changes in the reference value
for the outflow from the plant (1800-5300 m3/h) and
the rapid supply of the water needed for cleaning the
filters (3000 m3/h for 5 minutes to clean one filter).

The control concept outlined above, where the
pumps at the output are directly controlled by the
outflow demand and the pumps at the input are con-
trolled by the signal derived from the storage -reservoir
level controller, does not in itself give a completely
satisfactory result. For reference -value changes and
filter backwashing the variations in the water level are
too great and the flow rate through the filters is not suf-
ficiently constant. This situation can be improved by
introducing a feedforward type of control, in which
the pumps at the input are partly controlled by the

flow desired at the output of the raw -water treatment
plant. This feedforward control is indicated by an
interrupted dashed line in fig. 11.

After introduction of the feedforward control the
behaviour of the plant was substantially improved.
Deviations from the reference values for the various
water levels are now acceptable, and variations in the
flow rate through the filters are also considerably
reduced. The responses of the various quantities to a
change in the reference value of the outflow and to a
filter backwashing procedure are shown in fig. 12.
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0 I I I I I I

2 3 4 min-t
Fig. 10. Manner in which two pumps together deliver the desired
outflow W, at first increasing with time t and then decreasing.
I and II the shares in the total real outflow I II delivered by the
respective pumps. If the desired value of the outflow is in the
neighbourhood of the threshold value T for switching over from
one to two pumps, continuous switching to and fro is avoided by
a slight hysteresis in the control circuit: switching to two pumps
takes place at a value W slightly above T, and back to one pump
at a value slightly below T.
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Fig. 11. Diagram of the control of the raw -water treatment plant.
S storage reservoir. R rapid sand filter. B storage basin. The heavy
lines represent the water pipes, with pumps (P) and a control
valve (V). The thinner lines represent mechanical connections
with the motors (M) for varying the position of pump blades and
valve settings or for the level measurement (L) or flow meas-
urement (F). The dashed lines are the electrical connections be-
tween the various control units (FC flow controllers, LC level
controllers where hF is the reference value for the water level
above the filter and hEt for the level in the storage basin); arrows
indicate the direction in which control signals are operative.
0 reference value for the outflow from the raw -water treatment
station. This signal may either be used only for controlling the
pumps at the output, or also for the feedforward control of the
pumps at the input via the interrupted dashed line. The networks

- a and (3 determine the degree of feedforward control in this case.
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Control of the final stations of the water -treatment plant

Elements of the system

At the input of the final -treatment stations there is a
storage reservoir, which has a stand-by function in the
event of temporary interruptions in the inflow. The
main flow in fact bypasses the reservoir, no more of
the inflow passing through it than is required for
replenishment. The level of the reservoir is controlled
as well as the outflow from it. This control is based on
an internal plant reference value and this value also
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Fig. 12. Behaviour of the raw -water treatment plant after intro-
duction of feedforward control. Above: Responses to the back -
washing of one of the 24 filters. hB water level in the storage basin
from which the backwashing water is drawn. 01 total inflow
above the filters. O. total outflow from the filters. hF water level
above the filters in use. Below: Response to a change AO in the
reference value for the outflow.
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Fig. 13. Response of the storage basin at the input of the final
treatment plant to a test function for O., the outflow demand.
hB water level in the basin. 01 inflow. The two peaks in 01 are due
to switching over twice to pumps of higher capacity at the output
of the raw -water treatment plant.

controls the outflow from the raw -water treatment
plant. Fig. 13 shows the behaviour of the reservoir at a
change in the value for the inflow. The peaks in the
measured inflow are due to switching over to larger
pumps at the output of the raw -water treatment plant,
necessary for meeting a larger outflow demand.

Next the water flows through an ozonizer station.
The level in the output stage of this station is controlled
by varying the speed of the pump in the outflow pipe
and if necessary by switching on the second pump. The
flow signal from the input can be used for switching
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Fig. 14. Behaviour of the ozonizer station to changes in the
reference value for the outflow ON. Owing to the small surface
area of the tank, the water level h responds rather strongly to the
changes. 0o the actual value of the outflow. The peaks are caused
by switching to another pump.

the pumps. A consequence of the small surface area of
the buffer is that the reactions in the water level to a
change in the flow rate can be rather marked, as shown
in fig. 14.

The next station in the system, the coagulation basin,
is not separately controlled. Under steady-state condi-
tions inflow and outflow are equal; the water level in
the basin is determined by heights of a sluice gate and
the magnitude of the flow. The system responses and
method of controlling the rapid sand filters that now
have to be passed have already been described.

In the case of the slow sand filters, which are respon-
sible for the biological cleansing of the now almost
completely purified water, both the level above the filter
bed and the outflow are controlled. The output signal
from the water -level controller acts as the internal
reference value for the whole system. It has an effect on
the inflow as well as controlling the outflow from the
storage reservoir at the input. In the control loop for
the outflow from the slow sand filter a delay element
is incorporated, ensuring that a change in the flow rate
cannot take place more rapidly than the maximum
permissible rate of change. Flow meters are again used
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here, one in the output pipe of each filter basin and one
in the common pipe for the total outflow. The response
of the filter to a change in the reference value for the
outflow is shown in fig. 15.

After leaving the slow sand filters the water is passed
through an underground chlorination tank, where
chlorine is added to the water to prevent the growth of
algae in the mains network. The amount of chlorine
added should be such that when the water flows out of
the kitchen tap all the free chlorine has just been used
up by oxidation of unwanted material in the pipes. A
simple level control in the chlorination tank is sufficient
to ensure that the outflow is equal to the inflow.

24.
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Fig. 15. Responses of the slow sand filter to a change in the
reference value for the outflow demand. 0, the outflow that
initially decreases at a constant, maximum permissible rate for
the slow filter. r output signal of the controller for the total water
flow. ck normalized valve settings in the outflow pipes of the
individual filters.
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Fig. 16. Diagram of final treatment plant. In the storage basin B,
the ozonizer station 0, above the rapid filter Fr, the slow filter Fs
and in the chlorination station Cl the water level is held at the
reference values h by the various level controllers LC, which
control the flow from one of the pumps P or the flow through one
of the valves V. The coagulation tank Co has no level control. The
flow is measured at various points with flow meters F, and kept
constant by flow controllers FC which, driven by motors M,
operate the valves V. In the output pipeline of the slow sand filters
there are two flow -control circuits. One circuit uses the signal 0
for the total flow demand from the plant to control the outflow
from the whole filter section. The other circuit ensures that each
filter separately delivers a proportional share to the total flow.
This circuit controls the valves in the output pipes via a delay cir-
cuit Vi, to limit the rate at which the flow changes. The level above

Control of the treatment plant as a whole

The reference value for the control of the complete
water -treatment plant is the outflow demand. Details
of the control scheme are summarized in fig. 16. The
outflow demand directly controls the water flow from
the slow sand filters. Changes in this outflow have their
effect on the water level above these slow filters. The
output signal from the controller for this water level
acts as an internal reference value for the final treat-
ment plant, and, owing to the feedforward control in
the raw -water treatment plant described above, it also
affects the entire plant right up to the pumps at the
input of the raw -water station (case I). The behaviour
of the water -treatment plant controlled in this way may
be seen from the reactions of the flow at various points
in the plant, shown in fig. 17. Some of the reactions are
fairly strong, and at the end of the time interval in the
figure (200 minutes) the pattern is still not entirely
steady. The number of times the pumps have to be
switched at the output of the raw -water treatment
station appears to be greater than is strictly necessary.
This behaviour can be improved by arranging that the
reference value for the outflow not only acts on the
output of the slow sand filters in the event of changes,
but also acts on the internal reference value for the
whole plant (case II). In this way the desired changes
in the outflow are made to exercise feedforward control
of the whole plant. One thing that must not be forgot-
ten, however, is that there is a maximum permissible
rate of change in the outflow from the slow sand filters.
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slow sand filter and the level in the storage basin B together
determine the flow from the pump at the output of the raw -water
treatment station; networks oc1 and oc2 determine the ratio in
which these two factors have their effect.

The reference value 0 for the total outflow from the plant can
be processed in two ways. In one case (I) 0 is used as the reference
value of the flow controller for the total outflow only. In the
other case (II) it is at the same time used as a feedforward control
signal for pumps and valves at the beginning of the treatment
path. Networks co and 0(4 now determine the ratio in which the
feedforward control is determined by i and by the water level
above the slow sand filter. A delay circuit Vs is also incorporated
to ensure that the reference value does not change faster than is
permissible for the slow sand filters. Case II has been used for
the design of the installation.
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To avoid excessive variations in the water levels at vari-
ous places with the proposed feedforward control, it is
necessary that changes in the feedforward control
signal should also be slowed down to this rate. The
behaviour of the system with this form of control is
shown in fig. 18. After a change in the reference value
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Fig. 17. Responses of the final treatment to a change in the
reference value of the outflow when this is controlled directly,
(case I in fig. 16). CDB inflow in the storage basin. Om inflow in
the ozonizer station. Poo outflow from the ozonizer station.
OF, outflow from the fast sand filters, 'Fs outflow from the slow
sand filters. The curves are vertically displaced in relation to one
another so that they can be displayed in one figure. After 200 min
the various quantities have not yet reached their final value.
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Fig. 18. Responses of the final treatment plant to the same change
in the reference value of the outflow as in fig. 17 in the case of
feedforward control (II in fig. 16). Indications relating to the
curves are the same as in fig. 17, but the vertical scale is different.
After 200 min all quantities have now reached virtually stable
values. It can also be seen from OB that the pumps at the output
of the raw -water treatment plant have now been switched only
once, rather than three times as in fig. 17.

for the outflow the whole system now returns to a
steady state more rapidly. The number of times the
pumps are switched at the output of the raw -water
pumping station is also reduced to a minimum.

The feedforward control system does however re-
quire extra vigilance in abnormal situations. If, for
example, the outflow pipe from the storage basin has
to be shut off for one reason or another, then in the
first case with the direct control the rise in the water
level will slow down the pumps in the raw -water
pumping station. With feedforward control, however,
only a fraction of the pumping -station reference value
is due to the water -level control; the remainder stays
constant in spite of the rising level. In such cases a
special warning signal must be given so that the oper-
ators in the central control room can take action to
prevent overflow in the storage reservoir.

Notwithstanding this minor drawback, the results
obtained with feedforward control may be described as
satisfactory. This type of system, the details of which
have been obtained by computer simulation, will there-
fore be used for the control of the water -treatment
plant. The complete system will consist of electronic
controllers. A computer is installed for the regular
compiling of data concerning the operation of the plant
and for determining deviations from the normal state.

In the design phase of the control system much help
was received from Ing. B. van Zutphen and Ir W. L.
Prinsen Geerligs and their staff of the Amsterdam
Water -Supply Authority, and from Ing. H. A. Ver-
haren of the Philips Scientific and Industrial Equip-
ment Division. They provided detailed information on
the purification plant and valuable help in evaluating
the simulation results.

Summary. The drinking water for the Amsterdam Water -Supply
Authority is obtained from a complex plant in which surface
water is treated by a system of filters and ozonizer and coagula-
tion stations. This article describes the design of an automatic
control system for this plant, to prevent pumps from running dry
and reservoirs from overflowing and to ensure that the filters
function optimally and do not run dry. From the various possible
ways of designing a control system of this type, a simulation -
aided design method was chosen, using a hybrid computer, i.e.
one that is partly analog and partly digital. From the result of
these simulations it is possible to determine how and to what
extent the feedforward approach can be used to obtain the
desired behaviour from the complete system.
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An experimental system for
the automatic determination of organochlorine residues in milk

R. J. Dolphin, L. P. J. Hoogeveen and F. W. Willmott

During the last thirty years, pesticides have been used on an increasingly large scale in
agriculture with a view to stepping up food production to meet the world's ever-growing
food requirements. Since organochlorine pesticides are a potential health hazard, many
countries have strict legal regulations requiring analyses of certain foods. A need has
therefore arisen for equipment that can carry out such analyses quickly and accurately.
The article below describes a system that automatically monitors organochlorine residues

in milk.

Introduction

The chemical agents used to control pests in agri-
culture (pesticides) may find their way into our food,
either unmodified or metabolized by plants or animals.
Since these substances (`residues') above a certain con-
centration are a possible hazard to human health, it is
desirable to subject foodstuffs to regular analyses. In
many countries this is strictly regulated by law. It is
particularly important to analyse the organochlorine
pesticides and their metabolites that accumulate in fat,
such as DDT, DDE, lindane, hexachlorobenzene and
the polychlorinated biphenyls (PCBs). A major food
that contains fat is milk. To measure the ten residues
most often encountered in milk, at a concentration of
the order of 10-9 g/I, it is desirable to have a monitor
that is capable of carrying out rapid routine analyses.

In this article we describe an experimental monitor
developed at two of the Philips research laboratories
(Philips Research Laboratories, Eindhoven, and Mul-
lard Research Laboratories, Redhill), which is the first
in the world to offer the possibility of automatic anal-
ysis. The monitor can process two samples an hour,
and in each analysis it determines the fat content in
addition to the residues of the ten named substances.

Design basis; general features of the monitor

Before describing the system in more detail, we shall
begin by looking at some of the factors that proved to
be important during its development.

Dr R. J. Dolphin and Dr F. W. Willmott are with Milliard
Research Laboratories, Redhill, Surrey, England; Drs L. P. J.
Hoogeveen is with Philips Research Laboratories, Eindhoven.

After the sample has been taken, the analysis can
generally be divided into three distinct operations:
pretreatment of the sample, separation into individual
components and measurement (detection).

The first operation is to make the sample suitable for
further processing; this includes the removal of undesir-
able constituents from the sample and bringing the
sample to an appropriate concentration for the separa-
tion. In the next stage the residues to be detected have
to be separated to allow the amount of each constituent
to be detected with sufficient accuracy. The third stage
is the actual measurement. Here it is not only the
accuracy of the measurement that is important, but
also the detection limit that can be reached, which
must be well below the value considered as the maxi-
mum permissible limit.

Residue separation is normally carried out by means
of chromatography, which has been described as 'an
analytical technique for the resolution of solutes, in
which separation is produced by differential migration
in a porous medium, and migration is caused by flow
of liquids or gases' [1].

In the most common form of this separation method,
column chromatography, the sample to be analysed is
first injected into a narrow zone at the end of a tube
filled with tightly packed absorbent granular material
(the column). Next, the column is flushed through with
a liquid (in liquid chromatography) or with gas (in
gas chromatography). This flushing process, called
elution, causes a displacement of the soluble fractions
of the various constituents of the injected sample. The
physical separation arises because the displacement
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does not take place at the same rate for all substances.
The difference in the rate of displacement may be due
to differences .in the adsorption on the grains in the
column (adsorption chromatography) or to differences
in the distribution coefficient, for instance when a
stationary liquid layer is present around the grains
(partition chromatography). The interaction of the
various constituents of the sample with the eluent and
with the packing in the column determines the eluent
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Fig. 1. Diagram showing the way in which the two separation
columns are used in the automatic milk pesticide monitor.
During elution the residues pass through the short precolum PC
and the fat f is retained. The residues sr with a short retention
time leave this column first and are temporarily stored in the
long main column MC; at this stage they are not yet sufficiently
separated. The residues Ir passing later, which have a long
retention time, emerge from the precolumn completely separated
and are led through the bypass coil BP to the electron -capture
detector ECD. Once these residues have been detected and meas-
ured, the first group sr is then subjected to further elution to
complete the separation, and the components of this group are
then detected and measured.

and flow that should be selected to obtain the desired
separation. The elution also serves to transport the
different constituents to the other end of the column,
where they are separately available for detection. The
time necessary to transport a substance from one end
of the column to the other is characteristic of the sub-
stance and is called the retention time.

Gas chromatography has previously been the method
used for the analysis of residues in milk, largely because
of the very low detection limit obtained with the de-
tectors used. For reasons that will presently be dis-
cussed, we have chosen liquid chromatography for the
separation. To give rapid analysis, two separation
columns are used.

Before looking more closely at the design of the
separation stage, we shall say a few words about the
two other stages: the pretreatment and detection stages.
The pretreatment can be fully automated by using the
droplet or 'bubble -train' extractor [2], developed at
Philips Research Laboratories. In this device the fat
with the residues contained in it is extracted from milk
with n -hexane. The same liquid is also used as the
eluent in the liquid chromatography. The third stage,
in which the constituents are measured, includes a new
application of electron -capture detection. With this
detector the required detection limits can still be
achieved in a monitor in which the separation is
carried out by means of liquid chromatography.

The introduction of the three new features men-
tioned above - extraction with a bubble -train extrac-
tor, separation by means of liquid chromatography
and measurement with a new type of detector - has
made it possible to achieve full automation and a
considerable reduction in analysis time [3].

Liquid chromatography with two columns

To give rapid separation two columns are used: a
short one, the `precolumn' (5 cm), and a long one, the
`main column' (15 cm); see fig. 1. The primary purpose
of the precolumn is to separate the residue from the fat;
during the elution the residues move through the pre -
column much faster than the fat, which remains behind.

After each analysis it is of course necessary to clean
the columns and the other parts of the apparatus com-
pletely before the next sample is injected. The main
problem in this 'regeneration', as the cleaning process
is called, is the excess fat present in the column. The
fat can only be removed sufficiently rapidly by using
a second, more polar eluent, which in our case is
n -hexane with 1 % of isopropylalcohol added. A dis-
advantage of using this eluent, however, is that even
small traces of the alcohol considerably reduce the
resolution of the columns. For this reason the column
has to be flushed again with pure n -hexane. If only one
long separation column were used, the regeneration
would therefore be too time-consuming. With our
two -column method, since all the fat is retained in the
short precolumn, the main column requires no regen-
eration and the cycle time is reduced.

Elution through the precolumn gives a separation
not only between the fat and the residues but also be-
tween groups of residues. Some residues move through

('1 See for example B. L. Karger, L. R. Snyder and C. Horvath,
An introduction to separation science, Wiley, New York 1973.

[2] A. van Tooren, Philips tech. Rev. 35, 196, 1975.
[3] A more detailed description will be found in R. J. Dolphin,

F. W. Willmott, A. D. Mills and L. P. J. Hoogeveen,
J. Chromatogr. 122, 259, 1976, and in L. P. J. Hoogeveen,
F. W. Willmott and R. J. Dolphin, Z. anal. Chemie 282, 401,
1976.
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Fig. 2. View of the milk pesticide monitor, clearly showing the
modular structure. The cabinet on the right contains, from top
to bottom, racks for the measuring instruments, the columns for
the chromatographic separation, the pretreatment unit, and the
service unit containing the pumps and the store of chemicals. The
unit on the left is a microcomputer, which controls the pumps
and the various valves, supervises the stocks, calculates the results
and gives the alarm in the event of malfunctioning.

rapidly (short retention time) and are barely separated
from each other when they leave the column, but there is
also a group that moves slowly through the precolumn
and in the process is separated into its components. In the
system we have designed, the flow of eluent containing
the second group of residues is led through a 'bypass
coil' (fig. I) to the detector after the first group has been
eluted from the precolumn and has reached the main
column. The first group is stored in the main column
until the detection of this second group has been com-
pleted. After the second group it is then the turn of the
first group for further elution and detection.

In this way the group with the longest retention
times is passed only through the short precolumn,
which again saves time.

The small movement of the fat in the precolumn
during the separation of the residues led to the idea of
eluting the fat in reverse (back -flushing). This gives a
further saving in time.

Design and operation of the monitor

A photograph of our experimental 'milk pesticide
monitor' is shown infig. 2. The modular structure can
clearly be seen. The rack at the upper right contains the
detector unit, the rack below it the separation module;
below it are the module for the pretreatment of the
sample and the 'service' module, which contains the
pumps and the store of chemicals. On the left of the
photograph is the microcomputer, whose function is to
control the pumps, the detector, the valves etc., to cal-
culate and report the results, and to give the alarm in
the event of malfunctioning of the equipment or if the
contents determined exceed critical values [*1.

The construction and operation of the monitor will
now be described in more detail with reference to the
diagram infig. 3.

Pretreatment

A 25-m1 sample S is taken from the milk to be ana-
lysed and is thoroughly mixed in M with 25 ml of dilute
sulphuric acid from A. The sulphuric acid removes the
adsorbed proteins that keep the milk fat in emulsified
droplets and the fat is thus liberated. In the next stage
the liberated fat is extracted with n -hexane in the
extractor E, shown separately in fig. 4.

In the last stage of the pretreatment the hexane frac-
tion is passed over a drying column D, which first
breaks down any remaining emulsion, and then
removes residual sulphuric acid and water from the
hexane fraction. While the sample and later the hexane
fraction are going through the various stages of the
pretreatment, the components of the equipment that
have fulfilled their function are flushed clean.

The complete pretreatment, including flushing for
the next analysis, lasts half an hour. The extract then
goes to the separation module, where it again remains
for half an hour. During this time the next sample can
be pretreated.

The sequence of events in the extractor is as follows.
The peristaltic pump P3 pumps the n -hexane and the
mixture of milk and sulphuric acid through a Y -type
mixing piece Y to produce a row of alternate droplets
of these two liquids, the 'bubble -train', in a tube T
five metres long. The extraction takes place in the tube.
The bubble train is then fed into a glass separating ves-
sel Sep, where the n -hexane is separated from the
milk/acid mixture. The two fractions are then pumped
back to the Y -piece and the process is repeated. After it
has circulated about twenty times through the extrac-
tion tube, the n -hexane has extracted the fat and the
residues dissolved in it with an efficiency of about 50 %.
The extraction need not be complete, or be carried out
with an accurately defined efficiency, since the analysis
of both the fat and the residues is performed on the
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same extract, and the residues are contained mainly in
the fat. In spite of variations in the extraction efficiency,
the amount of residue can therefore always be indicated
accurately as a fraction of the quantity of fat.

Pretreatment

S

M

E

Separation and regeneration

Sup,

PC

Sup2

BP

Sup3

MC

Detection and
measurement ECD

Comp

Fig. 3. Diagram of the milk pesticide monitor. Blocks I, II and III
are the pretreatment unit, the separation and regeneration unit,
and the detection unit respectively. (In reality part of the separa-
tion and regeneration equipment, pumps, etc. are contained in a
separate service module.) S and A are the containers for the
sample and the acid (dilute sulphuric acid). M mixer. E bubble -
train extractor (see fig. 4). D drying column. Inj injection valve.
Vi, V2 and V3 valves. P1 and P2 pumps. Supi, Sup2 and Sup3
supply vessels containing respectively n -hexane, n -hexane plus
1 % of isopropylalcohol, and n -hexane. PC precolumn, 5 cm
long. MC main column, 15 cm long. BP bypass coil. ECD elec-
tron -capture detector for determining the residue contents; see
also fig. 6. R differential refractometer for determining the fat
content. Comp microcomputer.

Separation and regeneration

The separation is carried out by means of a modern
form of liquid chromatography, known as high-per-
formance liquid chromatography [4]. For this method
both the precolumn PC and the main column MC are
packed with microparticulate silica (particle diameter
10 p.m). Two pumps P1 and P2 cause the various eluents
from the supply vessels Sup', Sup2, and Sup3 to flow in
the desired direction through the columns under a
pressure ranging from 6.106 to 9.106 Pa (60 to 90 atm).

The microcomputer Comp contains a program that
ensures that the positions of the various valves are
changed at the right moment. The procedure is then as
follows.

Fig. 4. Diagram of the extractor used in the monitor. Pa per-
istaltic pump. Y mixing piece. T extraction tube. Sep separation
vessel. V4, Vs, V6 and V7 valves. Sup4 and Sups supply reservoirs
containing respectively the extraction medium n -hexane and the
pretreated milk.

In the separation module (II) 100 1.1.1 of the extract is
injected into the precolumn by means of an injection
valve Inj. Details of this part of the module can be seen
in fig. 5. The pump P1 directs the eluent n -hexane from
Supi through valve V1 in position a and V2 in position
b through the precolumn and the main column, until
all components with short retention times are held in
the main column. Next, valve V2 is set to position c so
that the elution flow is directed through the bypass coil
BP to the electron -capture detector ECD. Since this
detector is sensitive to pressure fluctuations, the bypass
coil is dimensioned in such a way that the pressure
drop across it is the same as that across the main
column. Once all the residues supplied through BP
have been detected and measured, valve V2 is reset to
position b so that the eluent is fed through the main
column to the detector. After the residues temporarily
stored in the main column have also been separated and
measured, pump P1 is switched off and pump P2 comes
into operation. With the aid of this pump and a mixture

[4] See for example L. R. Snyder and J. J. Kirkland, An introduc-
tion to modern liquid chromatography, Wiley, New York
1974.

[*] Valuable help in the systems analysis and in the design of the
electronic equipment was given by Mr L. Tober of the
Philips Scientific and Industrial Equipment Division (S & I),
and Mr A. W. van der Meulen of Philips Research Labora-
tories, Eindhoven.
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of n -hexane and 1 % of isopropylalcohol from Supt
(V3 in position a, V2 in position a, and V1 in position b)
the fat from the precolumn is eluted and led to the
differential refractometer R, which determines the fat
content. After V3 has been set to position b, the pre -
column is next regenerated with n -hexane from Sup3,
while valves V3, V2 and Vl and the injection valve Inj
are flushed to prevent contamination of the next sample.

Measurement

contained in the vapour, which capture these secondary
electrons; this current reduction is therefore a measure
of the quantity of residue molecules present. The iden-
tification of the residues is performed by means of a
calibration based on retention times.

The hexane vapour is expelled from the detector by
passing a constant flow of nitrogen gas through it to a
condenser.

Fig. 5. Inside view of the separation module. The vertical component, to the left of the centre,
is the electromagnetically controlled valve V2 (fig. 3). This valve directs the eluent either to
the main column MC (horizontal tube on the right) or to the bypass coil BP (lower right),
or to the obliquely situated precolumn PC to the left of it. The injection valve In] is at the
lower left and the valve V1 is above it.

The system we use for the detection of the organo-
chlorine residues (fig. 6) is based on the same principle
as that of the electron -capture detectors used in gas
chromatography, but is of course adapted to the use of
liquids. The eluent from the separation columns is
passed through a heated steel capillary. The eluent evap-
orates and the resultant pressure increase causes the
vapour to be directed through the detector. Beta radia-
tion, emitted by the radioactive nucleide 63Ni, ionizes
the molecules of n -hexane in the eluting vapour, and
generates a current of secondary electrons between an
electrode held at a positive potential and the housing of
the detector. This zero current or 'standing current' is
reduced by the molecules of organochlorine residues

Results

I nfig. 7 the separation using our two -column method
is compared with that using a single column. Fig. 7a
shows the time required for adequately separating all
the indicated residues with one column packed with the
same material as in our case and operating under
otherwise identical conditions. The separation takes
about 30 minutes. Fig. 7b gives the time required in our
method for elution through the precolumn; only the
group with the long retention times, beginning with
y-BHC, is then adequately separated. Fig. 7c gives the
total time required in our method for separating all the
residues, eluting the fat (T4) and regenerating the pre -
column (Ts). In any further comparison of the two
methods it is necessary to remember that the last two
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N2

30min

tr

0

Cond

f

El

0

-4(--Fig. 6. Diagram of the electron -capture detector used for liquid
chromatography. The n -hexane from the separation columns
flows through a heated stainless -steel capillary Cap, where it is
evaporated so that it enters the detector as a vapour. Beta radia-
tion, emitted from the radioactive nucleide 63Ni, ionizes the in-
coming hexane vapour, producing secondary electrons that are
conducted to the ring -shaped electrode El, which is held at a
positive potential. The resulting standing current is reduced by
electron -capturing residue molecules, and the reduction is a
measure of the quantity of these residues. A continuous stream
of nitrogen gas is passed through I to 0 to expel the residual
vapour to the condensor Cond.

e

e

Dieldrin

13 -BHC

y-BHC

3Ni

Cap

30min

tr

p -p' -DDT
p -p' -D--/A-DEHCB

T2

a

Fig. 7. The degree of separation and the time it takes with a
single -column method and with our two -column method, under
comparable conditions. The graph (a) indicates the retention
time tr that the various residues take to pass through a single
column sufficiently long for all the residues to be completely
separated, and graph (b) shows the retention times taken to pass
through our precolumn, In passing through our precolumn some
of the residues are not completely separated (times Ti) whereas
some are completely separated (times T2). The graph (c) gives the
total time required for the analysis: T3 is required for the further
separation in the main column of the residues with a short reten-
tion time, T4 is the time required for eluting the fat, and T5 the
time required for regeneration of the short precolumn. The total
analysis time with our method is 30 min. If (a) included the time
required for the same processes in the single -column method, an
estimated 1+ hours would have to be added to the half hour
required for the separation alone.

30min

T5_

T4

processes would require an estimated additional time
of at least 11- hours if the single -column method were
used, which would make the total analysis time
2-1- hours.

Table I lists the maximum permissible content of ten
residues in milk as quoted by the Netherlands Ministry
of Agriculture. The requirements that the monitor
should satisfy can be derived from these figures; in
particular the detection limit for each separate com-
pound. The table also gives the detection limits so far
achieved with our system.

The detection limits of our system are not as low as
those of the electron -capture detector used in gas
chromatography. This is partially explained by a two -

-a -BHC
p-p'-TDE

p -p'-DDT
p -p'- DDE

HCB

Dieldrin

(13-BHC y-BHC

fold increase in noise, but the major contribution is
due to the background of electron -capturing impurities
in the eluent vapour, which reduces the probability of
electron capture by specific molecules of interest. This
disadvantage is largely compensated by the much larger
injection volume permitted in liquid chromatography.
Calculations we have carried out [5] indicate not only
that the injected volume can be as much as 100 td with-
out any significant loss of accuracy or resolution (this
is at least twenty times the quantity used in gas chroma-
tography), but also that, if a few practical provisions are

[5] R. J. Dolphin and F. W. Willmott, J. chromatogr. Sci. 14,
584, 1976.
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Table I. MAC: maximum admissible content of ten residues in
milk, as specified by the Netherlands Ministry of Agriculture.
MDC: minimum detection limits laid down by the Ministry.
ADL: actual detection limits in our monitor. (The Ministry
expresses the admissible content and the specified detection
limits in mg of residue/kg fat. We have converted these values
into g residue/1 milk, assuming that milk contains an average of
4% of fat, that a milk sample of 25 cm3 is taken and that 10 cm3
of n -hexane is used as extraction medium with an extraction
efficiency of 50 %.)

Residue MAC
(10-0 g/l)

MDC
(10-9 g/1)

ADL
(10-0 g/1)

HCB 1.5 0.25 ?

a-BHC (a-HCH) 0.25 0.5

/3-BHC (fl-HCH) 1.5 0.25 0.5

y-BHC (y-HCH) 0.25 0.5

Dieldrin 0.75 0.25 0.5

Heptachlor epoxide 0.75 0.25 0.5
p,p'-DDT 1.5 0.5
p,p'-DDE 6.25 1.5 0.5
p,p'-TDE (-DDD) 1.5 0.5
PCBs 2.5 1.5 0.5

made, this volume can be increased still further to
achieve the desired detection limits.

Table II shows the reproducibility of the measure-
ments with our monitor, expressed in the small varia-
tion of the retention times found.

Although the choice of separation by means of liquid
chromatography may have made it slightly more dif-
ficult to reach the required detection limits, two ana-
lytical advantages, together with the proved possibility
of automation and rapid analysis, have decided our
choice.

The first advantage is that the separation of DDT
from the PCBs, which has always been difficult with
gas chromatography, presents no problem with our
method.

The second advantage is related to the fact that in
conventional methods the sample has to be subjected
to several operations during the pretreatment that
cause considerable dilution. Since such dilutions would

make the method practically unusable by effectively
degrading the sensitivity, each of these operations has
to be followed by concentration by evaporation of the
solvent. Such processes are not only difficult to auto-
mate, but also reduce the accuracy of the analysis,
since certain volatile residues partly evaporate with the
vaporizing solvent and are thus lost for the analysis.
In our method, concentration during the pretreatment
is maintained by means of the extractor, and evapora-
tion in this stage of the analysis is not necessary. Evap-
oration is carried out in a closed system immediately
prior to the detector, no residues are lost and the ac-
curacy of the analysis is not reduced.

Table II. The absolute retention time tr and the associated stan-
dard deviation a of nine residues during elution in our two -
column system.

Residue tr
(s) (s)

y-BHC 267 5

/3-BHC 289 7

Heptachlor epoxide 325 9

Dieldrin 610 19

HCB 754 4

p,p'-DDE 766 4

p,p'-DDT 825 5

p,p'-TDE 962 5

a-BHC 1004 4

Summary. An experimental monitor is described that auto-
matically determines ten organochlorine residues in milk. A
modular construction has been adopted and each module has its
own function: the pretreatment of a sample, the separation into
distinct constituents and 'regeneration' of the apparatus, detec-
tion, etc. A microcomputer performs the required calculations
and has a number of control functions. The monitor uses a
bubble -train extractor, high-performance liquid chromatography
with two separation columns and a new application of electron -
capture detection. Rapid analyses can be performed (two samples
an hour) permitting accurate determination, with low detection
limits, of the specified residues and the fat content of the milk.
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Switching telephone and video -telephone signals

J. W. Coenders

One of the many things that have changed in shape and form under the influence of
modern developments in electrical technology is the automatic telephone exchange.
These changes came at an appropriate moment; the rapid growth in the number of tele-
phone connections and the increase in the cost of maintenance made it necessary to
replace the complicated electromechanical switches such as rotary selectors, which
require so much room, by something else. 'Reed relays', which are small, have come
into service, and semiconductor elements are also used as switching elements where
possible. The control is provided by a 'processor', which can be programmed as required.
An example of a completely electronic telephone exchange is the experimental video -
telephone exchange at Philips Research Laboratories in Eindhoven, which switches
signals with a bandwidth of 1 MHz. Even this exchange itself has already become to
some extent old-fashioned; in the meantime it has been found possible to successfully
integrate P -N -P -N elements, serving as crosspoint switches, in groups, which consider-
ably simplifies the wiring. The article gives a general account of recent developments.

Since electronics, and in particular integrated cir-
cuits, first came into existence the number of different
types of telephone exchange has increased markedly.
Great diversity exists, especially in switching devices
and switching methods, and to a lesser extent in the
control because all modern exchanges are controlled
by a processor (a digital computer). And while there
is still considerable activity in control methods, because
the search continues for systems that are as economic
as possible and at the same time sufficiently reliable,
and also because the newly available adaptability
has not as yet been fully exploited for providing new
subscriber facilities, the main breakthrough, from
wired -logic control to stored -program control, has
already taken place.

Besides the large rotary selectors (fig. 1) we now find
smaller switches in which the contacts are arranged in
matrices and formed, for example, by reed relays
(fig. 2). Electronic devices are as yet used only sparing-
ly. It is doubtful whether any one particular type of
switch will predominate in the future, for new forms
of communication such as data traffic and video tele-
phony are creating their own special requirements.

In this article the various switching devices and
switching methods are reviewed and arranged in 'tree'

Jr J. W. Coenders is with Philips Research Laboratories, Eind- Fig. 1. An example of a conventional electromechanical switch
hoven. (rotary selector) in a telephone exchange.
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form, and the technical arguments leading to a par-
ticular choice are examined. Switching operations
employing P -N -P -N semiconductor elements are then
considered at greater length; these are a feature of the
experimental video -telephone exchange at Philips
Research Laboratories, Eindhoven. The article con-
cludes with a discussion of this exchange. The impe-
dance ratios in this exchange are designed in such a
way as to reduce to a minimum the crosstalk between
the wideband signals (`high -low principle').

Switching devices and methods

The design of a switching system for telecommunica-
tion links necessitates a number of fundamental deci-
sions. These relate to the choice of the switching devices
and the switching method, the transfer of control in-
formation between subscriber and exchange and be-
tween individual exchanges (signalling) and also the
way in which the control is organized. In the switching
devices and switching methods the most important
decisions are the following:
- The switch: electromechanical or electronic. Repre-
sentatives of the electromechanical kind are selectors
and relays. One widely used relay is the reed relay. The
electronic switches may include semiconductor elements
such as the diode, the bipolar transistor, the MOS and
other field-effect transistors, the four -layer device
(P -N -P -N), and also include the gas tube.
- The mode of operation of the switch: space -division
multiplex (SDM) or time -division multiplex (TDM).
In SDM a switch is assigned to a single connection
during the entire duration of that connection. This is
the situation in conventional exchanges. In TDM a
switch makes connection periodically for a short time
to transmit signal samples. The same signal path can
be used during the intervening time intervals for many
other connections.
- The form of the signal : analog or digital. A signal
is said to be analog if the information -carrying charac-
teristic of the signal (e.g. amplitude, phase) is con-
tinuously variable between certain limits. Signals are
said to be digital if only a restricted number of values
of the information -carrying characteristic are defined.
When digital signals are used, especially if they are
binary signals, many advantages are available because
of the recent rapid developments in digital circuits;
existing modules such as gates and memory elements
can be employed without modification. Since, however,
much information is available in analog -signal form
and is processed in that form, analog -to -digital con-
version cannot be avoided.
- The signal transmission : four -wire or two -wire. If
a conductor pair is used to transmit signals in only one

Fig. 2. A reed relay with its energizing magnet coil. The contacts
are located inside a sealed glass envelope containing a non -
oxidizing atmosphere and are actuated by the magnetic field.
Reed relays have taken over the role of rotary selectors (fig. I) as
electromechanical switches in more modern exchanges.

direction, a circuit intended for transmitting conver-
sation will require two conductor pairs and in this case
we talk of a four -wire circuit. If signals are transmitted
on a single conductor pair in both directions, the
arrangement is known as a two -wire circuit. If the
signal voltage on one conductor in a pair is at all times
equal and opposite to that on the other, then we have
balanced transmission. This is usually limited to trans-
mission over fairly large distances. Within an exchange,
however, transmission is sometimes unbalanced, which
means that one of the two conductors is used in more
than one circuit. This is frequently the case in electronic
exchanges.

The alternatives quoted above can be arranged to
form a 'tree' of possible choices, with branches leading
to a large number of different exchanges [1] (fig. 3).
Not all combinations of possibilities are meaningful.
Types A and B include all conventional exchanges with
electromechanical switches but also modern systems

[1] T. H. Flowers, Electronic crosspoints for switching analogue
transmission circuits, Proc. IEE 117, 65-71, 1970.

t2] P. J. May and T. M. Stump, Synthesis of a resonant transfer
filter as applied to a time division multiplex system, Trans.
AIEE 179, 615-620, 1960.



Philips tech. Rev. 36, No. 10 TELEPHONE SWITCHING 293

switch electro-
mechanical

switch operation SDM TDM

electronic

SDM TOM

type of signal aLL0Llig. aL0Llig.

number of wires, 2 4

A
conventional

local
exchanges

B C D
conventional experimental wide band

trunk private exchanges
exchanges exchanges /video telephone)

video

with processor control such as the Philips PRX (pro-
cessor -controlled reed exchange). Type C includes
numerous experimental systems that are mainly equip-
ped with transistor and P -N -P -N switches. One example
of type D is the video -telephone exchange at Philips
Research Laboratories. Category E includes switching
systems for digitally encoded video signals. The prin-
ciple of resonant transfer, now hardly ever used, can
be included under F [2]. Pulse -amplitude modulation
(PAM) is however used today in medium-sized private
branch exchanges (category G) because the switching
devices for TDM are cheaper than the conventional
switches.

Digital TDM (category H) is of great importance for
the future. Its principle can be explained with reference
to fig. 4. We shall assume that the information transfer
between subscribers and the exchange takes place in the
form of binary signals. The bits arriving at the exchange
from subscriber x are stored in the input buffer Biz and
read out periodically at an increased rate, arriving in

Fig. 4. The principle of time -
division multiplex (TDM) as
applied in type H in fig. 3. The
signals here are digitized. The
bits transmitted by subscriber x
are stored in an input buffer Biz.
Switch Si scans all the input
buffers periodically and their
contents are transferred via S2 at
an accelerated rate to the appro-
priate output buffer. In the case
of subscriber x, for example, this
is output buffer Bob for sub-
scriber y. On leaving the output
buffer the signals go to the ap-
propriate subscriber at the orig-
inal bit rate.

F
'resonant
transfer'

ar2,05Eg.

PAM

H
recent

trunk 6 private
exchanges

Fig. 3. The various types
of telephone exchanges
arranged in the form of a
`tree' of choices, showing
the type of switch (elec-
tromechanical or elec-
tronic), how the switches
are operated (space -divi-
sion multiplex (SDM) or
time -division multiplex
(TDM)), the form of the
signal (analog or digital)
and the number of wires
for a two-way circuit (two
or four). Not all combina-
tions are of significance.

the output buffer Boy for the desired subscriber y via
switch Si and the correctly positioned switch S2. From
Boy the information is transmitted to subscriber y at
the original bit rate. One of the switches Si and S2 can
scan contacts 1 . . . n cyclically, while the other is con-
trolled via a memory containing information about all
the desired connections.

Problems in the introduction of electronic devices

It may seem puzzling that the choice made from the
possibilities presented by the 'tree' in fig. 3 is not in-
variably from type H. The explanation is to be found
in the practical requirements, which are often difficult
to meet economically with electronic devices. These
requirements are related to factors such as the voltages
and currents that have to be transmitted, to the signal
attenuation and to crosstalk.

The voltages commonly used on subscribers' lines
(a d.c. voltage of 48 to 60 V for the power supply, plus
an r.m.s. a.c. voltage of 90 V at 25 Hz for ringing) and

Bi

Bix

Bin

Bol

on
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the currents (up to 60 mA) are in fact extremely incon-
venient for the introduction of electronics in local ex-
changes. Electromechanical switches will long continue
to be used in these exchanges, since they are well suited
to such voltages and currents. On the other hand,
electromechanical switches are less suitable for signals
with a large bandwidth (video, high-speed data).

The specifications for permissible signal attenuation
and the spread in this attenuation are often rather strict.
These requirements date from the time when all the
switching was electromechanical: then, low values for
the magnitude and spread of the attenuation indicated
that the switches were in good condition. In view of the
attenuation that may occur in the total path from sub-
scriber to subscriber these requirements now seem un-
realistic and are even an obstacle to the introduction of
electronic circuits into the signal path.

Because of the high sensitivity of the human ear, the
requirements relating to crosstalk in telephony are no
less exacting, and a crosstalk attenuation of over 70 dB
is required for the total connection through the ex-
change. This is equivalent to a crosstalk attenuation of
over 100 dB per crosspoint. For video signals a cross-
talk attenuation of 65 dB per crosspoint at 1 MHz is
sufficient, but since crosstalk usually increases with
frequency by 6 dB/octave, this requirement is by no
means less exacting. With digital signals the require-
ments are much easier.

Certain requirements also have to be met for pro-
tection from lightning, and for reliability and facilities
for testing. Lightning can produce very high voltages
(1000 V) on the lines entering the exchange. These
voltages, which are of short duration (1 ms), must not
damage the equipment. Protection of integrated cir-
cuits is obviously much more difficult than the pro-
tection of robust electromechanical and electromagnetic
components. The reliability requirements that com-
munication systems have to satisfy are very exacting,
particularly in telephony. In some cases they can only
be met by duplicating or even triplicating vital elements.
Rapid repair and early detection of faulty components
necessitate 'testability'. In complicated digital systems
this presents great problems.

An SDM network for analog signals with P -N -P -N
switches

After the above general observations we shall now
take a closer look at one particular type of exchange,
which has been selected for the experimental video -
telephone exchange at Philips Research Laboratories;
it is an SDM system for analog signals with electronic
switches' (type D in fig. 3). The switches are P -N -P -N
semiconductor devices [3].

G'

Fig. 5. a) A P -N -P -N semiconductor element or thyristor.
A anode. K cathode. G control electrode. G' optional second
control electrode. b) Hypothetical division into two transistors.
c) Equivalent circuit diagram. If the element is conducting, it
provides its own base currents and thus remains conducting, even
if G is not connected. If it is not conducting, a short negative
pulse at G is sufficient to ignite it.
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VAK

Fig. 6. Current -voltage characteristic of a P -N -P -N element. /cur-
rent through the element. VAR voltage between anode and cath-
ode. The characteristic in the absence of a control current is
shown by curve OAHC. If the voltage VAR reaches point A the
operating point shifts to the range HC and the element becomes
conducting. It remains so as long as the current does not fall
below the holding current /H. If the control current is sufficiently
large the P -N -P -N element assumes the characteristic OHC.
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Fig. 7. Matrix of P -N -P -N switches. al am incoming lines.
bn outgoing lines. g, g,, control lines. Every P -N -P -N

switch is controlled via a P -N -P transistor, so that a control
electrode never 'floats'. In constant base current of the control
transistor.
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Fig. 8. Switching network for
Mx in incoming and P X n out-
going lines. It consists of three
stages A, B and C and is made
up of matrices interconnected by
`links'. It is designed to reduce
the number of crosspoints need-
ed as compared to a large single
matrix with the same number of
incoming and outgoing lines.

The P -N -P -N switch
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For every switch, whatever the type of exchange,
SDM or TDM, there is a memory in which the desired
state of the switch is stored. With most types of elec-
tronic switches the memory is added separately in the
form of a bistable circuit. The P -N -P -N switch, how-
ever, performs both functions. It is a four -layer semi-
conductor device, two, three or even four of whose
layers can have a connection to the outside (fig. 5a).
This element is also known as the thyristor (or silicon -
controlled rectifier, SCR). It can be considered to be
formed from two transistors; see fig. 5b,c. These them-
selves provide the base currents required in the con-
ducting state so that this state remains unchanged even
without an external control signal. If on the other hand
the element is not conducting, a short negative pulse
at G is sufficient to make it conducting.

The current -voltage curve of a P -N -P -N switch
(fig. 6) contains two characteristic parts. In the part OA
the current is very small; the P -N -P -N switch is not
conducting. The part HC describes the behaviour of
the switch in the conducting state. The change from the
conducting to the non -conducting state occurs when
the current I is momentarily interrupted. The change
from the non -conducting to the conducting state occurs
if the voltage VAK is increased to beyond point A
(breakdown) but also if a control current is applied
momentarily via G or G'. When this happens the cur-
rent -voltage curve changes from OAHC to OHC (diode
characteristic). If the control current is removed, the
P -N -P -N element remains conducting provided cur-
rent I remains larger than the 'holding current' /H.

1

2

N
2

a

2,

12
9

1

2

P

9

-2
n

2

-n

- 1-2
-n

Ignition with a control current is more easily controlled
than ignition by breakdown.

A matrix of P -N -P -N switches

The switch described above can be readily used as an
element in a matrix (fig. 7). An element (x,y) in the
matrix is activated by the coincidence of 'marking
potentials' on lines ax and gy. A negative pulse on the
control line gy has to coincide with a positive pulse on
the signal line ax, which supplies the anode. This signal
line is thus used for two functions [4]. If the current
through element (x,y) is never allowed to become smal-
ler than the holding current, the marking on ax and gy
can subsequently be removed. The P -N -P -N element is
controlled via a transistor, which ensures that the con-
trol electrode never 'floats'. If the element is not con-
ducting, the P -N -P control transistor is saturated and
the control electrode is connected to the g line through
a low resistance. When the element is conducting a
current fIB flows to the control electrode (f is the cur-
rent gain of the transistor). If the element is switched
on, so that there are marking potentials on lines a and
g, the P -N -P control transistor operates in reverse and
a current IB(j9inv + 1) is drawn from the control elec-
trode. This means that the P -N -P -N element must now
start to conduct.

[3] E. A. Aagaard, J. W. Coenders and E. C. Dijkmans, P -N -P -N
interface -to -interface switching for telephony and broad -band
communication, IEEE Trans. COM-22, 1250-1263, 1974.
A. Heetman, The switching network in an experimental elec-
tronic telephone exchange, Philips Telecomm. Rev. 23, 62-69,
1962.

(4]



296 J. W. COENDERS Philips tech. Rev. 36, No. 10

ax

A

Fig. 9. 9. Connecting path from line ax to line by through a three -stage network with P -N -P -N
switches; transmission is on two wires and is unbalanced. The three stages are switched
simultaneously or sequentially by marking voltages on lines g; in sequential switching the
current generators provide the holding current via the circuit stages which are already
switched. When switch S opens, the crosspoint switches release.

The control of P -N -P -N switching networks

In small switching networks (up to several tens of
inputs and outputs), a single matrix will give economic
results. The subscribers can, for example, be connected
to the inputs while the outputs are connected to junc-
tion circuits each of which links two subscribers' lines
(and inserts the ringing signal, ringing tone, etc.). The
matrix then connects the calling and the called sub-
scriber to the same junction circuit.

In larger networks more complicated structures have
to be used since the number of crosspoints would other-
wise become excessive. If, for example, a network for
4000 subscribers (inputs) and 400 outputs consisted of
a single matrix, there would be 1.6 x 106 crosspoints.
In such an arrangement a connection is not made
through a single switching element but through several
(fig. 8).

If k switching elements are necessary per connection,
the network is said to be a k -stage network. In the
example given above a 3 -stage network would have
327 600 crosspoints. The connecting wires between
stages are called 'links'. The processor that controls the
network searches for the free links required for each
connection. If a network has sufficient links it is non -
blocking; as long as one input and one output are free,
they can always be interconnected. If the number of
links is below a certain minimum, the network is of the
blocking type; connections cannot invariably be set
up [5].

Fig. 9 illustrates the connecting path through a 3 -
stage network for unbalanced 2 -wire transmission.
Only the relevant switching elements are shown. The
connection can be made by closing switch S (marking
az) and by simultaneously presenting a marking voltage

[5] C. Clos, A study of non -blocking switching networks, Bell
Syst. tech. J. 32, 406-424, 1953.

by

at the three desired g wires. In practice the connection
is often built up step by step to allow defective cross -
points to be located by means of check measurements.
The holding current must then be provided by the two
current generators shown between stages A, B and C
in fig. 9 until the connection has been made. The con-
nection is broken by opening switch S.

an,

S

B

n

Bn

MMS

br, mos k

Fig. 10. A matrix in which the g lines are activated via the b lines
to reduce the number of contacts. Circuits B1 to Bn are used
for this purpose; they emit a marking pulse when a negative
`search pulse' on the b line coincides with two control signals M
and MS. The coincidence of M and MS is indicated by the logic
product M -MS. The control signal MS is also used to send
a negative search pulse via the a lines to the b lines of the pre-
ceding matrices. S test signal for control purposes.
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Fig. I I. Matrix 01'4 4 P -N -P -N elements as an integrated circuit.

Integrated matrices

If a matrix of P -N -P -N switches is made as an inte-
grated circuit, it has to have m 2n contact pins in
addition to those required for the power supply (see
fig. 7). This is a drawback for large values of n. The
problem has been solved by the possibility of selecting
the g wire via the associated output (b wire) (fig. 10).
A characteristic potential sent back from the next stage
in the network produces the marking on the g line via
the b output and via the associated control circuit B.

An arrangement is therefore incorporated in which
the horizontal lines ai am of a matrix, which are

connected to b lines in the preceding stage, can be
brought to this characteristic potential, called the
`search potential'. In fig. 10 this process takes place via
input MS (`matrix selection'), which distributes a
negative pulse across all the horizontals of the matrix
that are not in use; the current generator keeps the
diode conducting in these lines. If a horizontal is in
use it is at a potential higher than earth potential and
the diode blocks the negative search pulse.

A search potential is thus transmitted over a number
of lines in parallel. Each of these lines leads to another
matrix in the preceding stage; see fig. 8. Only in one
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of these matrices will the search pulse coincide with a
positive marking voltage on an a line there, and this
will result in the through -connection of a crosspoint.
The search potential on the other lines will have no
effect.

The circuit of fig. 10 also has an input M for applying
a marking command. Only when this signal is generated
simultaneously with a search command MS will an
ignition pulse be applied to the P -N -P -N elements, and
then only to the vertical line on which there is also a
negative search potential. Where these conditions are
not satisfied the B network remains inactive. On the
positively marked a line the crosspoint starts to con-
duct; on the other a lines the ignition pulse has no
effect.

If there is a negative search potential on any b line,
and a search pulse MS is applied to the appropriate
matrix, the effect will be to generate a test signal S,
which will be used by the control system.

We have made integrated matrices of 4 x 4 P -N -P -N
devices as shown in fig. 10; see. fig. 11. This required the
use of a specially adapted process. Fig. 12 shows a net-
work with 16 inputs and 16 outputs in a configuration
of the kind illustrated in fig. 8 with M = N = P = 4.
Matrices larger than 4 x 4 can be produced easily with
available integrated circuits by adding 4 x 4 modules

Fig. 12. A three -stage switching network for 16 inputs and 16 out-
puts with 12 integrated P -N -P -N arrays of the kind shown in
fig. 1 I .

(fig. 13). The M, MS and S control wires of the
modules can be interconnected; control of a large
matrix is exactly the same as control of a small one.

Matrices with other switching elements

When P -N -P -N elements are integrated, the problem of in-
sulating the crosspoints from the substrate arises. An excessive
leakage current can readily occur. We have solved this problem
by taking an unusual sequence of process steps. If this is con-
sidered undesirable and a standard process is preferred, the only
remaining possibility is to employ bipolar or field-effect tran-

2

3

4
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6

7

1 2 3

M

CMS
s

Fig. 13. A number of integrated matrices can be combined to
form a larger matrix. This is an 8 x 8 integrated P -N -P -N
matrix made up from four 4 x 4 matrices. The M and MS inputs
and the S outputs of the component matrices are interconnected.

sistors as switches. Since these elements only operate as switches,
the memory has to be added. This, however, gives rise to problems
relating to the number of pins and the wiring.

Fig. 14 shows a solution to both problems. The information
required for selecting a crosspoint is inserted serially in a shift
register forming part of the integrated circuit. The desired hori-
zontal and vertical are now marked via two decoders. It is of
course also necessary to indicate whether the bistable circuit
selected has to be set to the '0' or the 'I' state. An extra bit in
the shift register or an extra input can be used for this purpose.

Many variations on the control system illustrated in fig. 14
are possible. In most cases an input cannot be connected to more
than one output and vice versa. Not every switching element
requires a bistable circuit then: it is sufficient to have log2 (n 1)

bistable circuits per row if the number of switches per row is n.

As in the case of the P -N -P -N module, small modules can be
joined together to form a larger matrix. The matter is nothowever
quite so simple for the control inputs.

Transmission characteristics; crosstalk

Exchanges should introduce very little signal attenua-
tion. With electromechanical switches this is no prob-
lem. In fact, signal attenuation is no problem with
electronic switches either because amplification is pos-
sible. There is spread in the signal transmission, how-
ever, because of differences between the electronic com-
ponents.
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Fig. 14. Matrix with field-effect
transistors as switches. The
memory function is performed
by bistable circuits F that con-
trol the transistors. The bistable
circuits, in turn, are controlled
via decoders D by a shift register
SR to which the control infor-
mation is applied sequentially.
This means that with integration
the number of external connec-
tions can be restricted.

data o

D

xl

F F

am

F F

SR

More serious problems are associated with the
crosstalk. Because the bandwidth of the signals to be
switched in the experimental video -telephone exchange
at Philips Research Laboratories was very large, an ex-
tensive analysis of the crosstalk was made during the
design phase. We shall now present the main points
of this analysis.

The circuits in this exchange are unbalanced: they all
have a common return path. Inevitably, there are un-
wanted couplings between the circuits.

We shall now consider a model of two coupled un-
balanced circuits (fig. 15). The switching network of

Fig. 15. Model of two (unbalanced)
circuits in an exchange, showing
their parasitic couplings. The switch-
ing network of the exchange is
located between P and Q. The coup-
lings are inductive (M), capacitive
(C) and resistive (R). The current i
in the transmitting circuit sets up
unwanted currents in an adjacent
circuit both at the input end (near -
end crosstalk in) and at the output
end (far -end crosstalk ir). The cross-
talk can be counteracted by choos-
ing the input impedance Zi high and
the output impedance Zc. low (high -
low principle).

0-
b7 Yn bn

the exchange is located between P and Q. The trans-
mitting circuits (to the left of P) are represented by a
voltage generator of internal impedance Zi, the receiv-
ing circuits (to the right of Q) by a load impedance Zo.
The transmission paths in the exchange are assumed
to be short compared with the wavelength of the signals.
This means that the couplings can be shown in the form
of lumped elements. The couplings appear in, various
forms : inductive (M), capacitive (C) and resisiive, (R).
We call the crosstalk resulting in the current in 'near -
end crosstalk', while if represents Tar -end crosstalk'.
If, for the time being, we neglect R nd L in relation

P

0
R
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to Zo, it is easily shown that

in . CZ02 + M=co
i Zi + Zo

if CZi Zo -M
= Ja) Zi Zo
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(1)

(2)

In two -wire circuits the following expression is ap-
proximately correct:

Zi = Zo = Z,

since the information is conveyed in both directions
over the same wires and the sources are identical. For-
mulae (1) and (2) therefore become:

-in = -1-jco (CZ -z),

if

Z
= -21-jco (CZ - -m)

(3)

(4)

With suitable values of C, M and Z the far -end cross-
talk can be low since the capacitive crosstalk and the
inductive crosstalk approximately cancel each other
out.

In four -wire circuits there is more freedom in the
choice of Zi and Zo. In addition, it is only the far -end
crosstalk that is of significance here because it is the
only crosstalk reaching the receiving circuits. We can
see from (2) that this can be reduced if the condition

ZiZo = M/C (5)

is satisfied as closely as possible. It cannot be satisfied
exactly, because the values of M and C differ from one
circuit to the other. The far -end crosstalk can, however,
be kept low by choosing Zi high and Zo low, or vice -
versa. If (2) is rewritten as

if CZ0 - M/Zi= 0)
Zo/Zi

(6)

it will be clear that the value of the expression will be
small if Zo is low and Zi high. The adoption of this
arrangement has come to be known as the 'high -low
principle' [3] [6].

The physical reasons for the advantages offered by
the hig pr ncip re no n. e

magnetic coupling induces a voltage in the perturbed
circuit. If the value of Zi is high, it ensures that no
significant current flows in this circuit. Capacitive coup-
ling is only effective if, as a result of the signal current i,
a.c. voltages appear across the coupling capacitances.
The lower the value of Zo, the smaller these a.c. voltages
will be. The same reasoning will also make the role of R

and L (fig. 15) clear. A resistance R in the common
return path causes a voltage iR in the perturbed circuit.
The inductance L of the perturbing circuit has the effect
of making the voltages at high frequencies large and
thus causes an increase in the capacitive crosstalk.

High values of Zi can in fact be achieved in practice
for low frequencies but if the signals have to be supplied
from a high impedance to the switching network via
several decimetres of wire or printed wiring, Zi will
become increasingly capacitive with increasing fre-
quency:

1/Zi = jwCi 1/Ri --- jwCi. (7)

The effect of this is to give the crosstalk the frequency
response shown schematically in fig. 16. Below fi the
crosstalk is of a resistive nature:

if R R=
i Zi

(8)

Between fi and f2 capacitive coupling predoMinates:

if
-= j co CZo.

Above f2 the crosstalk is given by:

if CL= (02 (cim
2

(9)

(10)

The term CiM represents the inductive coupling (Zi is
capacitive); the term CL/2 represents the effect of the
inductance of the perturbing circuit. In practice fi is
in the neighbourhood of 200 Hz and f2 around 5 MHz.

f +12

fi f2

Fig. 16. Representation of the level Le of the far -end crosstalk as
a function of the frequency f. Below fl the coupling is mainly
resistive, and the crosstalk level is constant; between ft and f2 it
is mainly capacitive and the crosstalk increases by 6 dB/octave;
above 12 inductive coupling predominates and the crosstalk in-
creases by 12 dB/octave.

The experimental video -telephone exchange

The high -low principle is employed in the experi-
mental video -telephone exchange at Philips Research
Laboratories. This exchange has a three -stage switching
network with a capacity of 64 connections. The four -
wire transmission for the video telephone means that
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every subscriber is connected to the network via a
signal input and a signal output. The block diagram
in fig. 8 is applicable for Mxm =Pxn = 64; it was
decided to make M = P = 4 and N = 8. Because of
the small number of links used the network is of the
blocking type; as long as the traffic offered is on its
present modest scale, this is no disadvantage.

The crosspoints and the control are as shown in
fig. 7. A path through the network is indicated in fig. 17.
Both the input stage and the output stage are formed
by transistors in common -base configuration. It was
not possible to use the high -low principle in an op-
timum design because the three P -N -P -N crosspoints
are in series with the low load impedance; this is why
Ci is the most troublesome of the parasitic coupling
capacitances.

A

::

Fig. 18. Detail of the experimental video -telephone exchange at
Philips Research Laboratories, Eindhoven. Ten printed -wiring
boards carry the entire P -N -P -N switching network, which con-
sists of discrete P -N -P -N elements. The pulled -out board carries
a 16 x 8 matrix; at each crosspoint there are two small metal
`cans', one for the P -N -P -N element and one for the control
circuit.

B C

C3:#

++
Fig. 17. Connecting path through the three -stage P -N -P -N switching network of the experi-
mental video -telephone exchange. The high -low principle is applied in practice by inserting
a transistor in a common -base circuit at the input and output. Cl ... C4 parasitic coupling
capacitances.

Nevertheless, the video -telephone exchange satisfies
the specification for crosstalk. The crosstalk charac-
teristic is shown in fig. 16, although f2 is high (6 MHz);
at 1 MHz the crosstalk attenuation is 55 dB. The fre-
quency response for signal transmission is flat (within
0.5 dB) up to 2 MHz and has a peak at 9 MHz.

The experimental video -telephone exchange is pro-
vided with discrete P -N -P -N elements. The ten printed -
wiring boards on which the entire switching network is
accommodated can be seen in fig. 18. The board that
has been pulled out carries a 16 x 8 matrix; there are
two small metal 'cans' for every crosspoint, one for the
P -N -P -N element and the other for the control circuit.

[6] R. R. Laane, HILO - an improved transmission scheme for
semiconductor switching networks, Bell Syst. tech. J. 50,
1089-1093, 1971.

Measurements have already been carried out on an
experimental network with integrated arrays compris-
ing 4 x 4 P -N -P -N elements and the results are in
agreement with those reported above.

Summary. In telephone exchanges of recent design the switches
are electromechanical (e.g. reed relays) or electronic. This choice,
and that of the form of the signal (analog or digital) and of the
switching mode (space division or time division), depends on
requirements relating to attenuation, amplitude of signal voltages,
protection from lightning, etc. A P -N -P -N thyristor can be used
as an electronic switch; it has two stable states. We have inte-
grated matrices of 4 x 4 P -N -P -N elements; integrated with these
in turn are ancillary circuits that make it possible to ignite the
elements via the output lines, so that the number of connecting
pins is limited. Crosstalk -a problem particularly in video tele-
phony - can be kept low by taking the signal from a high -impe-
dance source to the switching circuits and giving these a low -
impedance load (`high -low' principle). In an experimental video -
telephone exchange with P -N -P -N switches for 64 subscribers the
crosstalk attenuation is 55 dB at 1 MHz.
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Modulation

`The difficult problem in wireless telephone is, of course, the modulation of the large
amount of energy used for transmission' (R. A. Fessenden, 1907). According to the
investigations of R. A. Heising (Proc. IRE 50, 896, 1962) this was the first use of the
word 'modulation' as applied to radio. After the first great successes in radiotelegraphy
in about 1900, there was much interest in putting the radio waves to work bymeans of a
microphone - a rather more refined instrument than the morse key. Fessenden was
undoubtedly thinking here of the technique of amplitude modulation (AM), still in use
today. An analysis by J. R. Carson gave more insight into this concept; the existence of
sidebands was clearly formulated. Carson's proposal of 'single-sideband modulation with
suppressed carrier' was found to be very well suited to applications such as carrier tele-
phony, in which many signals - placed next to one another in the spectrum by mod-
ulation (`requency-division multiplex') - can be transmitted simultaneously over
the same cable. The introduction of the thermionic valve, at about the time of the First
World War, marked the real start to the development of radiotelephony and carrier
telephony. Radiotelephony in turn was the progenitor of radio broadcasting.

The early history of frequency modulation (FM) was rather curious. When the radio
spectrum available for broadcasting began to fill up because of the rapid growth in the
number of transmitters, many attempts were made to economize in bandwidth by the use
of FM, the assumption being that any limitation in the frequency swing would give a
corresponding limitation in the bandwidth. This was a misapprehension, however, as
Carson showed in 1922; in fact FM requires at least as great a bandwidth as AM.
Interest waned, until E. H. Armstrong arrived at the surprising discovery that FM,
correctly applied, could give very good suppression of interference ( 1936). Since that
time FM has been one of the most important modulation methods for situations where
good signal quality is required and there are no problems with bandwidth.

The interest in the modulation of trains of pulses is related to two possibilities that
were put to use in the early days of telegraphy: the combination of pulses from different
signals to form a single pulse train (` time -division multiplex') and the regeneration of
signals at intermediate stations. Time -division multiplex has certain technical advantages
over frequency -division multiplex; signal regeneration prevents the accumulation of noise.
The extent to which a given signal can be represented by a train of pulses and a pulse
train can be transmitted by a given transmission system was studied in detail by R. V. L.
Hartley and H. Nyquist in the twenties. Together with the idea of quantizing the pulses
- which is necessary for signal regeneration - this led on to methods such as 'pulse -
code modulation' (A. H. Reeves 1939), now widely used in telephony, and more lately
taken up for the transmission of pictures (facsimile, television).

Finally, we should mention C. E. Shannon's information theory ( 1948), which provided
the means for studying the extent to which a selected method of modulation can exploit
the possibilities of a given transmission channel.

This issue completes our volume for the year that has seen the centenary of the tele-
phone and the 75th anniversary of Guglielmo Marconi's transmission of radio signals
across the Atlantic. It seems appropriate to present our readers with a comprehensive
survey of the subject of modulation, an essential feature in both telephony and radio,
and a field in which Philips have also made important contributions.
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Modulation

F. W. de Vrijer

Introduction

In electrical communication systems the information
to be transmitted is contained in an electrical signal,
called the message signal or information signal. This is
the current or voltage, varying with time, which ap-
pears at the output of a morse key, a microphone, a
television camera or some such other device. When
this signal, possibly after amplification, is directly
transmitted, by cable for example, we speak of 'base -

band transmission'. Examples are telegraphy and tele-
phony by wire and amplifier systems in auditoriums.
The `baseband' is the part of the frequency spectrum
that is covered by the information signal.

It was wireless telegraphy that first made use of the
fact that high -frequency electromagnetic waves in free
space can be received at a great distance from the
source. Information can be transmitted on such a 'car-
rier' by modulating it by the information signal, that is
to say by using the signal to vary some characteristic or
other of the carrier. It should be noted, incidentally,
that carrier transmission is also used today on many
cable links.

The 'on -off' method of wireless telegraphy is a
primitive form of amplitude modulation. With the non-

coherent waves from arc transmitters, which were
originally used, amplitude modulation was just about
the only feasible method. With the coherent, sinusoidal
carriers now used, frequency and phase modulation are
used in addition to various forms of amplitude mod-
ulation. These are dealt with in part I. When the car-
rier consists of a train of rectangular pulses, a fourth
modulation mode is possible: besides the amplitude,

The transmitter mast at Lopik, for both radio and
television broadcasting -in.' the Netherlands. The photo
was taken in 1962, while UHF transmitting antennas for
television band IV were being put into position. The
antennas for television band I (VHF, channel 4) were
already in position, with the antennas for FM radio
beneath them. A number of parabolic antennas for
microwave links can be seen on the platforms lower
down. With antennas for the national paging system
(` Semaphone' ),mobile and marine radio (` Mobilophone' ,

Mari phone' ), the tower now has a height of 420 metres
(1380 feet). (Photo KLM Aerocarto.)

the frequency and the phase of the pulses, their width
can also be modulated. Pulse modulation is the subject
of part II.

In transmission the frequency of the carrier is very
often high compared with the frequencies of the mod-
ulating signal; see fig. 1. Audio signals contain fre-
quencies up to a maximum of 15 kHz; the lowest fre-
quency band used in broadcast transmission is the
familiar long -wave band (150-285 kHz). Video signals
for television, on the other hand, contain frequencies
of a few MHz, and are transmitted at 'very high' or
`ultrahigh' frequencies (30 MHz and higher). A carrier
of particular information may even be transmitted on
another carrier of higher frequency, either as an infor-
mation signal or as part of it. For example, in some
television transmitters a carrier at 5.5 MHz is mod-
ulated by the audio signal; the resultant modulated
signal is then in turn made part of an information
signal that also contains video information and is
transmitted on a carrier of say 197 MHz.

The transmission covers a region in'the frequency
spectrum that is situated around the carrier frequency
and is at least as wide as the highest frequency of the
information signal; the width depends on the method
of modulation. Since it is necessary to make the most
of the spectrum of frequencies suitable for transmis-
sion, the required bandwidth is often one of the main
criteria governing the choice of a particular modula-
tion method. Other criteria are concerned with min-
imizing the effect of signal interferences in the trans-
mission channel. With frequency modulation, for
example, it is possible to achieve a higher signal-to-
noise ratio than with amplitude modulation, but this
does require the use of a wider frequency band.

As the transmission path becomes longer, it is
inevitable that noise accumulates in the transmission
of continuously varying signals (`analog signals'), until
finally the signal is lost in the noise. This can be avoided
by converting the analog signal into a train of quan-
tized pulses (a 'digital signal') before transmission: The
quantization makes it possible to eliminate the noise
from the pulse trains at intermediate repeater stations.

Dr F. W. de Vrijer is a Scientific Adviser with Philips Research
Laboratories, Eindhoven. Since 1956 he has participated in the
work of ITU, CCIR, EBU and URSL
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In this conversion process the signal is first 'sampled' in
a rapid sequence of time intervals. As a result a pulse
train is formed that is modulated in amplitude by the
signal. Sampling is therefore a form of pulse modula-
tion, and is dealt with in part II. Next, the pulses are
quantized, and as a rule the resultant pulse trains are

wavelength

erally keep to the more limited meaning, i.e. 'the varia-
tion of characteristics of the carrier or pulse train in
accordance with the information signal'.

Modulation techniques are not only used for the
transmission of information; they may also be used
for the storage and reproduction of information. A

100 10 1km 100 10 lm 100 10 1mm
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SHF EHF
11

frequency 30 300Hz 3

sound

Information.
signal

30 300kHz 3 30 300MHz 3

}AM

FM
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30 300GHz
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Fig. 1. Division into bands of the part of the electromagnetic spectrum used for telecommuni-
cation; frequencies and wavelengths are shown on a logarithmic scale. Some examples of use
are given: in AM radio broadcasting sound is usually transmitted with a baseband of 5 kHz,
on carriers of 150-285 kHz in the LF (long -wave) band and on carriers of 525-1605 kHz in the
MF (medium -wave) band; in FM broadcasting a baseband of 15 kHz is used on carriers of
87-108 MHz in the VHF band. Television signals (baseband several MHz) are transmitted on
channels in the VHF or UHF band. An example is also given of a modulated carrier mod-
ulating another carrier: in some television transmitters the sound modulates a subcarrier (e.g.
at 5.5 MHz), which, together with the video signal, modulates a VHF carrier.

again transformed into a digital signal, very often a
series of ones and zeros (a 'binary signal'). The com-
plete transformation from the analog signal to the
digital signal finally transmitted - again a modulated
pulse train - is known as the 'coding' of the signal.
Quantization and coding are the subject of part III.
The whole idea of quantization and coding would of
course be pointless if it were not readily possible to
transmit the pulse trains produced. The fact that this
can be done is by no means self-evident. The problems
involved are dealt with in part IV.

It should be added here in passing that the term
`modulation' sometimes denotes all transformations of
the information signal that are designed to make effi-
cient use of the transmission medium, and thus it also
includes the `coding' we have just referred to. In our
use of the word modulation, however, we shall gen-

typical example is the Philips `VLP' (video long play)
record. Whereas on an ordinary gramophone record
the information is stored and is reproduced in the base -
band, a `VLP' record contains a series of small pits
which together form a kind of carrier. The information
signal is stored as variations in the length and repetition
frequency of the pits. Another example is the magnetic
recording of video signals.

These and other examples discussed in parts I, II
and III illustrate the many and various applications of
modulation. The pre-eminent field of application, how-
ever, is telecommunication. Radio and television are
well-nigh unthinkable without modulation, and tele-
phony too would be difficult to imagine nowadays
without modulation. In part V we shall review various
forms of telecommunication to illustrate the use of
modulation in this specific field.

* *
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I. Modulation of a sinusoidal carrier

Conventional amplitude modulation

The oldest and also the most obvious form of mod-
ulation is what we shall refer to as conventional am-
plitude modulation. In this form the pattern of the
information signal is directly 'impressed' on the carrier
(fig. 2a). In other words, the modulated carrier has an
`envelope' in the shape of the information signal. If we
suppose that the carrier transmitter consists of an LC
circuit in which an electrical oscillation is generated by
a transmitter tube, then the modulation can be effected,
for instance, by varying the anode voltage of the tube
in accordance with the information signal. Recovering
the information signal from the modulated carrier at
the receiver end - the process of detection or demod-
ulation - is a particularly simple matter in the case of
conventional amplitude modulation. A rectifier (diode),
followed by an RC filter that passes the frequencies of
the information signal but not those of the carrier,
delivers the desired result (fig. 2b). This is known as
envelope detection or peak detection.

Let the unmodulated carrier be A cos (wet + 0) and
the information signal be p(t); then the modulated
signal S(t) has the form:

S(t) = {C + p(t)} cos (wet + 96). (1)

The constant C has an essential function: it must be
large enough for C p(t) to be positive at all times,
for only then will peak detection yield the original
signal; see fig. 3. If the average value of p(t) is zero,
the value of C in the above method of modulation is
equal to the average anode voltage. The requirement
that C + p shall always be positive may also be
expressed by stipulating that the modulation depth m
shall not be greater than 1. The modulation depth is
defined by the relation (see fig. 4):

(C + p)max - (C ± Amin Pmax -Pmin

(C ± Amax + (C ± Amin 2C ± Pmin

(2)

Often pmin is equal to -pmax, in which case m is equal
to pmax/C.

To determine the spectrum of SW, let us first assume
that p(t) is sinusoidal:

p(t) = a cos (apt.

For S(t) we then find:

S(t) = C cos (wet + 0) + la cos {(we wp)t + 0}
± la cos {(we - wp)t + 0}. (3)

p(t)

Sal -0-

t

S(t)

-0- p (t)

t

b

Fig. 2. a) Unmodulated carrier (left), information signal p(t) and
modulated carrier S(t) in conventional amplitude modulation.
The carrier is schematically represented by vertical lines, with the
envelope of the peaks drawn as a solid line. b) Diagram of peak
detector in its simplest form: a diode D followed by a lowpass
filter RC.

p(t)

t

S(t)

t

Fig. 3. Information signal p(t), modulated signal S(t) and detected
signal (right) for the case where C in eq. (1) is too small, so that
C 4- p(t) now and then changes sign. In peak detection this leads
to 'folding over' of the parts of p(t) where C p(t) is negative.

C4 -p

(C+p)max

C

(C+p),b,
0

PMC1X

Pmin

Fig. 4. Illustrating the definition (2) of modulation depth. A
modulation depth of 100 % (m = 1) is only just permissible.
Then (C p)min = 0, so that C p only just fails to change
sign.

In this simple case the spectrum thus consists of three
lines, at the frequencies fe -fp, fe and fe + fp, with
fc = we/2c, fp = wp/27r. The vector diagram in fig. 5,
which rotates with the carrier vector, shows the three
components of the signal SW of eq. (3): a stationary
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vector of amplitude C, and two vectors of amplitude
-/a that rotate in opposite directions at an angular
velocity cop. The total vector sum does not rotate, but
varies only in amplitude, in accordance with eq. (1).

When expressions like those in eq. (3), consisting of a number
of cosine terms, are represented in a vector diagram, each
term is regarded as the real part of an exponential given by
cos y = Re exp (jy)), and the appropriate exponential functions
are divided by exp (jwct) and plotted as vectors in the complex
plane. The effect of this division is to make the carrier vector
stationary. Movement of a vector indicates a frequency difference
from the carrier.

A periodic but non -sinusoidal information signal
can be expanded in a Fourier series, and each com-
ponent in S(t) then gives rise to a sum frequency and a
difference frequency relative to fe. The total spectrum
thus has the character of fig. 6: a central line at fe with
two symmetrically located sidebands. If, for example,
we use a carrier of 35 000 Hz to transmit telephony
speech signals (300-3400 Hz), then the lower sideband
occupies the band from 31 600 to 34 700 Hz, and the
upper sideband the band from 35 300 to 38 400 Hz.

Fig. 5. Vector diagram for conventional AM with a sinusoidal
information signal. The vectors in the complex plane represent
the exponentials whose real parts are the cosine terms in (3), but
only after division by exp (jcoet), so that the carrier vector OC
is stationary. The vectors of the two `sideband signals' have the
same magnitude and rotate in opposite directions at an angular
velocity cop. The total vector sum OS varies in magnitude but
not in direction.

rf
f - f

Fig. 6. Spectrum of a modulated carrier in conventional AM,
consisting of the carrier -wave component and two sidebands.

f
Fig. 7. Spectrum in double-sideband modulation. The carrier -
wave component is suppressed, so that the spectrum only consists
of two sidebands.

p(t) S(t)

I

Fig. 8. Information signal p(t) and modulated signal S(t) in DSB
modulation.

Fig. 9. Vector diagram for DSB modulation with a sinusoidal
information signal. The two sidebands rotate in opposite direc-
tions at an angular velocity Wp. The point S corresponding to the
vector sum oscillates between A and B.

sd

Fig. 10. Peak detection (pd) and synchronous detection (sd) of
the modulated signal (4), where the information signal changes
sign. C(t) carrier, p(t) information signal, S(t) modulated signal,
R(t) reference signal. The (full -wave) rectification that takes place
in peak detection, followed by filtering, gives the signal St which
reproduces the positive parts of p(t) correctly but reverses the
negative parts. In synchronous detection, S(t) is multiplied by a
signal R(t) with the same frequency and phase as C(t). In the
figure R(t) is a square -wave signal; after filtering, a signal S2(t)
is then obtained which also reproduces the negative parts of p(t)
correctly.
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Double-sideband modulation with suppressed carrier
(DSB)

The component Ccos (wet + 0) in the modulated
signal S(t) is in a sense a nuisance and redundant; it
takes up a high proportion of the power, but carries no
information. In conventional amplitude modulation,
however, it cannot be left out, because, as we have
seen, the constant C must be sufficiently large to give
faithful peak detection.

We shall now discuss a method in which the mod-
ulated signal has the form

S(t) = p(t) cos (wet j). (4)

The inconvenient unwanted component is thus elim-
inated (fig. 7), provided p(t) is on average equal to
zero. In what follows we shall assume that this is
invariably the case, an assumption that is always
permissible for audio signals. This method is called
`double-sideband suppressed -carrier modulation'
(DSB-SC). For brevity we shall refer here simply to
DSB modulation, although it is also amplitude mod-
ulation, while on the other hand the same two side-

bands occur as in conventional AM. A DSB-mod-
ulated signal S(t) is shown in fig. 8, and fig. 9 gives the
vector diagram for the case of a sinusoidal information
signal.

max fa' fmax 2fc fa+ frnaxf
Fig. 11. Spectrum of the signal (5), i.e. the synchronous detection
signal after the multiplication of S by R but before the lowpass
filter. The low -frequency part is identical with the spectrum of
p(t) itself. The spectrum of p(t) can be completely recovered by
filtering only if the maximum frequency fmax of p(t) is lower than
the carrier frequency fa.

Fig. 12. Modulator for multiply-
ing an arbitrary signal f(t) by a
sinusoidal signal g(t). Di, D2,
Da, D4 are diodes, u(t) is the
output signal. If the amplitude
of g(t) is made sufficiently large,
then u(t) is equal to gi(t) f(t),
where gi(t) is the square wave
with the phases of g(t). Right:
the spectrum of u(t) for the case
where f(t) is a low -frequency
signal. The first band represents
the desired product.

g (t)

I

gt(tl -

0

----

Fig. 10 shows in more detail why the signal of eq. (4)
is not suitable for peak detection. Every time p(t) goes
through zero the phase of S(t) rotates by 180°, and
peak detection is unable to sense this phase reversal.
It can however be sensed with synchronous detection:
S(t) is multiplied by a synchronous reference signal R(t),
which has the same frequency as the carrier [1]. Fig. 10
shows that with this method, after eliminating the r.f.
components with a lowpass filter, the negative parts of
p(t) are also faithfully reproduced.

Taking a sinusoidal signal of phase v for R(t), e.g.
2 cos (wet + v), the multiplication gives:

R(t)S(t) = 2 cos (wet + v) p(t) cos (wet + 0) =
= p(t) cos (2w et + + v) p(t) cos (0 - tp). (5)

After elimination of the first high -frequency term, p(t)
is indeed obtained, but multiplied by cos (0 - v). The
reference signal must therefore be in phase with the
carrier (v 0, cos (0 - v) = 1). Phase differences
lead to smaller output signals; in the worst case -a
phase difference of 90° - the output signal is in fact
zero. Small phase differences, however, are not very
troublesome because the cosine only begins to differ
appreciably from 1 at larger values of 0 - v. Fig. 11
gives the spectrum of (5), the signal after multiplication
but before the first term has been filtered out. It can be
seen that the whole process can only be completely
successful if the information signal p(t) contains no
frequencies higher than the carrier frequency ff.

In both modulation and detection a particular signal
(p(t) or S(t)) has to be multiplied by a sinusoidal signal.
Fig. 12 shows how this multiplication is often carried
out. Let f (t) be the first signal and g(t) the sinusoidal
signal : g(t) = sin wet. The signal g(t) is applied at high
amplitude. In one half -cycle of g(t) both D1 and 130,
conduct while D3 and D4 are biased off; the signal f (t)
then arrives directly at the output. In the other half-
cycle D3 and D4 conduct while Di and D2 are off, and

In Instead of 'synchronous' the term 'coherent' is sometimes
used.

u(t)
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f (t) arrives at the output with the opposite sign. The
signal u(t) at the output is thus f (t)gi(t), where gi(t)
is the square -wave function in fig. 12. Expansion of gi(t)
as a Fourier series yields for u(t):

u(t) =f (t)gi(t) -f (t) {sin wet + sin 3 wet }.

The first term gives the required result, the others can
be eliminated by a lowpass filter. Here again, the
intended result can only be obtained provided f (t)
contains no frequencies higher thanfe (see the spectrum
of u(t) in fig. 12).

DSB modulation compared with conventional AM

The quantitative advantage of the suppressed carrier
in DSB modulation is that the peak power necessary
for good transmission of a given information signal is
four times lower with DSB modulation than with con-
ventional modulation. This follows immediately from
the fact that the peak amplitude of the modulated
signal in conventional amplitude modulation must be
at least twice as great as in DSB; see fig. 13. In practice
it is especially important that this difference of 6 dB in
peak power [2] also occurs if a given signal-to-noise
ratio after detection is to be achieved. This follows from
what has been said above, provided that the effect of
noise or other interfering signals incident at the detector
is identical for synchronous and peak detection. We
shall now show that this is in fact the case.

We assume that the sideband amplitudes resulting
from conventional AM or from DSB modulation with
a sinusoidal signal are la at the detector. We compare
this with the situation where the detector is affected by
an interfering signal b cos cost, at a frequency fs in the
frequency band of the receiver. Fig. 14 gives the two
vector diagrams for conventional modulation; in the
second diagram the vector b rotates at an angular
velocity cos - we. Peak detection yields the variation in
length of the resultant vector OS. This is a cos wpt in
the 'signal' case, and supposing that b is much smaller
than the amplitude of the carrier, b cos (cos - coe)t in
the 'noise' case. The signal-to-noise ratio after detec-
tion is thus a/b.

In DSB modulation with synchronous detection,
multiplication by the reference signal 2 cos wet yields
2a cos wpt cost wet and 2b cos cost cos wet; the result
of the detection is the low -frequency component

a cos wpt and b cos (cos - coe)t,

the same result as with peak detection.
If the interference has the character of white noise,

the same reasoning applies to each Fourier component
of the noise. The high -frequency noise is converted into
low -frequency noise in the same way in both peak and
synchronous detection.

If the noise is in fact not much weaker than the
signal, the above reasoning remains valid for syn-
chronous detection. For peak detection, however,
complications arise that result in a relatively lower
signal-to-noise ratio.

High -frequency white noise in a frequency band around fe can
be described as two uncorrelated low -frequency noise signals,
Ri(t) and R2(t) of half the bandwidth, which DSB modulate two
(suppressed) carriers at frequency fe 'in quadrature' (quadrature
modulation, see p. 317):

N = R1(t) cos cost + R2(t) sin wet.

In the case of synchronous detection with reference signal
cos cost the detected signal is proportional to Ri(t) but insensitive
to R2(t), even when Ri(t) and R2(t) are large.

Peak detection in the presence of a carrier of amplitude A
likewise only yields Ri(t) and not R2(t) if R1(t) and R2(t) are
much smaller than A. If this is not the case, however, R2(t)
starts to make a considerable indirect contribution. This follows
from the fact that on detection -a nonlinear operation - noise
components with a frequency difference A constitute a low -
frequency mixing product of frequency A.

p(t)

2c

S(t) S( t)

cony AM DSB

Fig. 13. Peak power in conventional AM and DSB modulation.
In conventional AM with 100% modulation depth the peak
amplitude of the modulated signal S(t) is twice the maximum a
of the information signal p(t), provided that the maximum and
the minimum of p(t) are identical in absolute value. In DSB
modulation the peak amplitude is only a.

Fig. 14. Vector diagrams for conventional AM. OC carrier.
a) Sinusoidal information signal with amplitude a (a < OC);
b) no information signal, but an interfering signal b cos cost at
the detector (b << OC). The vector b rotates at an angular
velocity a). - cos. Peak detection yields the variations in the
length of the vector sum OS. The amplitudes of the variation
are a and b respectively.
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Although DSB modulation has a 6 -dB advantage in
the peak power required, it has the disadvantage that
the detection is much more complicated. The receiver
must contain a reference oscillator that is synchronous
with the unmodulated carrier. The phase information
is usually sent from the transmitter to the receiver in
the form of a pilot signal, independently of the mod-
ulated signal. This is a signal of low amplitude with a
fixed frequency and phase relationship to the sup-
pressed carrier. In the simplest case the frequency and
phase are identical to those of the original carrier, but
this is not necessarily so. The phase may for example
be shifted by 90°. There may also be a difference be-
tween the pilot and carrier frequencies: however, this
should be in the ratio of two (small) integers.

Briefly, the practical difference between DSB mod-
ulation and conventional AM thus amounts to the
fact that DSB modulation permits the use of a smaller
transmitter, while conventional AM permits much
simpler detection. In each application it is necessary to
decide which carries the most weight. In broadcast
systems, for example, there is a single transmitter and
a very large number of receivers. For this reason con-
ventional AM is still used for (AM) broadcasting: the
need for a larger transmitter is of negligible importance
compared with the advantage of simple peak detection.

In two-way radio communication between fixed
stations, between mobile units such as ships, aircraft,
taxis and police cars, or between such units and a fixed
station, the situation is completely different. Here each
communicator has a transmitter, and therefore the size
of the transmitter is very important and the advantage
of carrier suppression predominates. Nevertheless,
DSB modulation is not much used today, since another
method is available that offers much the same advan-
tages but takes up less bandwidth. This method is
single-sideband modulation.

Single-sideband modulation (SSB)

The two sidebands of the DSB signal (fig. 7) each
contain the complete information, and to economize on
bandwidth it is obvious that one of them could be
suppressed completely, e.g. by means of a filter. This is
the idea behind single-sideband modulation.

The suppression of a sideband has important conse-
quences for the detection. With a sinusoidal informa-
tion signal

p(t) = a cos coot,

the modulated signal after suppression of the upper
sideband is:

S(t) = la cos {(we - cop)t 0}.

Whereas in fig. 5 and fig. 9 the vector S(t) changed in
magnitude but not direction, we now have the opposite
situation (fig. 15). The result of synchronous detection
with R(t) = 4 cos (wet ± y) as reference signal is

a cos (coot + + ip). A phase error in the reference
signal thus produces a phase shift and not, as in DSB
modulation, a change in the amplitude of the detected
signal. If the information signal is not sinusoidal, then
the effect of a phase error is that all the Fourier com-
ponents receive a phase shift but maintain their am-
plitude. In DSB modulation a phase error had the
effect of reducing the whole signal.

For audio signals such phase shifts, which imply
relative phase shifts between the components, are
permissible. This is because the human ear behaves
rather like a detector that resolves the acoustic signals
into Fourier components and records only the am-
plitude. Speech remains intelligible even with con-
tinuous slow changes in phase differences, which
means that a small difference in frequency between car -

Fig. 15. Vector diagram for lower-sideband modulation with a
sinusoidal information signal of angular frequency cop. The
vector OS of the modulated signal S(t) is constant in length,
and rotates at an angular velocity -cop. In upper-sideband modu-
lation the angular velocity is cop.

rier and reference signals is admissible. The pilot signal
can then be omitted and a stable local oscillator at the
receiver can provide the reference signal. The tolerance
in the reference frequency for good speech intelligibility
is many tens of hertz. The ITU (International Tele-
communication Union) standard for good telephony is
a maximum deviation of 20 Hz. Such frequency shifts
are not permissible in the transmission of music.

There are also information signals for which even a
constant phase difference cannot be tolerated. In tele-
vision signals, for example, the steepness of pulse edges
- transitions between dark and light - are important,
and the shape of a pulse edge is very sensitive to the
relative phase relations of the Fourier components. In
such cases it is essential to have a fixed phase relation-
ship between the reference signal and the carrier, and a
pilot signal is therefore indispensable.

21 A decibel (dB) is a logarithmic measure of power ratios.
When the ratio is x the difference is said to be (10 log x) dB.
A factor of 10 is a difference of 10 dB, a factor of 2 is very
close to 3 dB.
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An AM broadcasting transmitter built by Nederlandsche Seintoestellen-
fabriek in 1925. The transmitter operated at a wavelength of 1050 metres
and radiated a power of 500 watts.
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It will be evident that in two-way radio communica-
tion, where intelligible speech is the main requirement,
while it is very important to keep the equipment simple,
SSB modulation has great advantages over conven-
tional AM and DSB modulation. These may be sum-
marized as follows. In the first place the required band-
width is equal to that of the basic signal, i.e. at least
twice as small as in DSB modulation and conventional
AM. In addition the peak power required for a given
signal-to-noise ratio is another 3 dB lower than in DSB
modulation - i.e. 9 dB lower than in conventional
AM - because the detector only receives half as much
noise, as a result of the halved receiver bandwidth.

If speech only is to be transmitted, the advantage
compared with conventional AM is in one respect even
greater. For the equipment it is often the mean power,
not the peak power that is the important quantity; the
lower the mean power the more compact the equip-
ment can be. Now with a speech signal the mean power
is very much lower than the peak power (of the order
of 10 dB). Consequently the mean power transmitted
in SSB and DSB modulation is 10 dB lower than the
peak power. In conventional AM, on the other hand,
this difference is no more than 6 dB; see fig. 16. The
net result is thus an advantage of 9 + (10 - 6) dB
= 13 dB in the mean power required when SSB mod-
ulation is compared with conventional AM. In such
cases a 100-W SSB transmitter is therefore as effective
as a 2 -kW AM transmitter.

Generation of an SSB signal

As already indicated, an SSB signal can be obtained
by first producing a DSB signal and then filtering out
one sideband. This method is in fact used. Since, how-
ever, the two bands are close together, very good filter
performance is required. We shall mention here two
other widely used methods, which avoid the use of an
r.f. filter.

A block diagram of the first of these methods is
shown in fig. 17. It is based on the relation:

cos (opt cos cod I sin (opt sin coot = cos (o), cop)t. (6)

The information signal p(t) and the carrier C(t) are
multiplied together at two places: directly in MI, and
in M2 after all the components have been shifted by
90° in phase in Pi and P2. MI and M2 are modulators
of the type shown in fig. 12. The two multiplications
yield two DSB signals, i.e. the first and second terms
in (6), which, added together or subtracted from each
other, give the desired SSB signal.

This method is in practice only used for speech
signals, that is to say signals with a relatively narrow
frequency band. For these signals the required 90°
phase shift of each Fourier component - the main

problem of the method - is still feasible, although the
`ordinary' circuits used for this (with resistors, induc-
tors and capacitors) are already fairly complicated.
The 'transversal filters' discussed later (see p. 332) are
a modern alternative for such circuits.

The operation that P1 performs in the ideal case is known as
a Hilbert transformation. The Hilbert transform p(t) of a function
p(t) is:

+ oo
"r)p(t) = 1- P (- dr. .

-c0
(7)

It can easily be shown from this definition that the transforma-
tions of cos (wt + 0) and sin (wt 4)) give sin (wt 4)) and
-cos (wt 0). Since in addition the relation (7) between p(t)
and p(t) is linear and additive, the transformation is in fact
equivalent to the operation of Pt: the 90° rotation of each
Fourier component. This notation allows the SSB signals of the
information signal p(t) to be represented in a closed form:

upper-sideband signal: p(t) cos wet - p(t) sin wet,
lower-sideband signal : p(t) cos wet + p(t) sin wet.

The second method we shall discuss here, generally
known as the Weaver method, is illustrated in the block

pit) Sit)

DSB
SSB cony AM

Fig. 16. In speech the average power of the information signal p(t)
is roughly 10 dB lower than the peak power. In DSB and SSB
modulation this relationship is directly reflected in the modulated
signal S(t). In conventional AM with 100 % modulation the
average amplitude is however about half the peak amplitude, so
that the mean power is only 6 dB lower than the peak power.

Val
*cos wPt

C(t)p(t)

90°

sin wpt

cos wct

90°

sin wct

NA
M2 ry

Fig. 17. Block diagram of a commonly used circuit for generating
an SSB signal, which does not require an r.f. filter; p(t) informa-
tion signal, C(t) carrier. M1, M2 multipliers. Pi, P2 90° phase -
shifters. Summation of the double-sideband signals from M1 and
M2 yields the lower-sideband signal, subtraction yields the upper-
sideband signal.
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diagram in fig. 18 [3]. Here the information signal is
multiplied by cos coot in Ml and by sin coot in
where coo is a low frequency, in the centre of the fre-
quency band of the information signal. Signals at the
sum frequency are eliminated from the products by
filters F and F'. The remaining signals are multiplied
in M2 and M2' by high -frequency signals cos (coe coo)t

and sin (coo coo)t. Addition of the two products thus
obtained gives the upper-sideband signal (frequency
coo + WO. To obtain the lower-sideband signal, the
generator G2 must deliver the frequency coe - coo, and
the difference of the products obtained with M2 and M2'
must be taken. This method does not require r.f. filters
and the components of p(t) do not have to be altered
in phase.

In both methods the special combination of two
DSB signals completely eliminates one of the sidebands
in the ideal case. In practice a difference of 30 dB be-
tween the wanted and the unwanted sidebands is
readily achieved. Often the resultant signal is passed to
a final simple filter to give even greater suppression of
the unwanted band.

Electronic problems such as those encountered here
can nowadays often be solved more readily by digital
processing of the signals.

Frequency -division multiplex (FDM)

Single-sideband modulation is very widely used
today in telephony. In the 1920s the rapid growth of
telephone communication created a need for a system
in which different speech signals could be transmitted
simultaneously along a single cable. This led to the
development of the frequency -division multiplex sys-
tem, FDM. In this system a number of speech signals
modulate separate carriers in SSB in such a way that
the modulated signals appear in adjacent separate
bands of the frequency spectrum. They can then be

m wP m we:24'p
CO -CO -2 CaJc CAJp

rw (Lb 24
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Fig. 18. The Weaver method used for generating an SSB signal.
This avoids the use of r.f. filters and also a 90° phase shifter for
the components of the information signal p(t). GI, G2 are the sine
and cosine generators of toot and (we + coo)t respectively. Here
COO is the centre of the baseband. M2, M2' multipliers.
F, F' filters. Addition of the signals from M2 and M2' yields the
upper-sideband signal. The lower-sideband signal is obtained by
causing G2 to generate the frequency coe - coo instead of
coe coo and taking the difference of the signals from M2 and M2'.

transmitted over a common cable, and separated from
each other at the receiving end by means of filters [4].

The carrier frequencies are multiples of 4 kHz. The
smallest FDM group standardized by the CCITT
(Comae Consultatif International de Telegraphie et
Telephonie) consists of 12 channels, which are lower
sidebands (LSB) at the carrier frequencies 64, 68,
72, . . . 108 kHz. The complete band thus goes from 60
to 108 kHz and is 48 kHz wide (`basic group'). To
handle large volumes of telephone traffic several
basic groups with LSB each in turn modulate a
separate carrier. A 'supergroup' consists of five basic
groups (60 channels) at carrier frequencies of 420,
468, . . . 612 kHz. The lowest basic group is thus
located in the band from 312 kHz (420 - 108) to
360 kHz (420 - 60), the second is in the band from 360
to 408 kHz, and so on. The total band goes from 312 to
552 kHz and is 240 kHz wide. There are also 'master
groups' (five 'supergroups' consisting of 300 channels
from 812 to 2044 kHz) and `supermaster groups' (three
`master groups' consisting of 900 channels from 8516
to 12 388 kHz). Other groupings are also in use.

With such wide frequency bands it is necessary to
take into account the frequency dependence of the
attenuation in the transmission channel. In order
nevertheless to obtain a flat transmission characteristic
for the whole of the frequency band in use, some bands
have to be given more amplification at repeaters or at
the receiving end than others (`equalization'). To be
able to determine at any given moment what the equal-
ization characteristic and the overall gain should be, a
number of pilot frequencies are transmitted at varying
spacings within the band. These might also be used for
synchronous detection, but there is generally no need
for this since detection with stable local oscillators
gives adequate results.

The transmission of so many signals by frequency -
division multiplexing over a single transmission path
requires very good linearity from all the amplifiers
(repeaters), modulators and other equipment if inter-
ference is to be avoided from signals at sum and dif-
ference frequencies (caused by 'intermodulation' and
`cross -modulation').

Related methods of amplitude modulation

In DSB modulation the frequency band used is at
least twice as wide as is necessary for the transmission
of a given baseband. To make more efficient use of
available bandwidths it is possible, instead of eliminat-
ing one sideband as in SSB modulation, to transmit
two independent information signals in the two side -
bands. In `ISB' (independent-sideband) modulation,
SSB methods are used to transmit one information
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signal in the upper sideband and the other in the lower
sideband of the same carrier. The practical significance
of using the same carrier is mainly that only one pilot
signal and one reference oscillator are necessary to
detect both signals. Separation of the two signals in the
receiver, however, calls for a very selective filter. The
separation can also be effected by reversing the circuit
of fig. 18 (the Weaver method); the circuits must then
be very accurately balanced. ISB modulation is some-
times used in fixed radio links (p. 357) for the simul-
taneous transmission of different speech or telegraph
signals.

As we have seen on page 311, the output signal in
synchronous detection is zero if the reference phase

g(t)sinwct

p(t)coscocti

's(t)

Fig. 19. Vector diagram for quadrature amplitude modulation
QAM). As in DSB modulation, the signals p(t) cos wet and
q(t) sin wet change only in length in the vector diagram and not
in direction, but they change independently, so that the vector
sum S(t) generally changes both in length and direction.

f.- fp f. f.,fp

.
f

Fig. 20. Vestigial-sideband modulation (VSB). The VSB signal
is a conventionally modulated signal (dashed line) which has
passed through a filter whose amplitude -response characteristic
is shown by the solid line. The filter transmission is 50% at fe;
the characteristic is symmetrical with respect to point M.

01
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Fig. 21. Vector diagrams a) for conventional AM, b) for VSB
modulation. Because of the symmetry of the filter in VSB
modulation (fig. 20), the length of CP + CQ in (b) is the same
as CP in (a), and OC in (b) is half OC in (a). The relations between
the variation AB in the length of the vector sum OS and the
carrier amplitude OC are thus the same in VSB modulation as
in conventional AM, so that peak detection produces much the
same result.

differs by 90° from that of the carrier. This gives yet
another way of transmitting two signals in the side-

bands of a single carrier. If for simplicity we take
= 0 in eq. (4), then our original modulated signal is

p(t) cos coat. We now add a signal that is 90° out of
phase and is modulated by another information
signal, q(t):

S(t) = p(t) cos Wet q(t) sin Wet.

This is shown by the vector diagram in fig. 19. The
total signal now varies not only in amplitude, as before,
but also in phase. As can easily be shown, synchronous
detection with cos wet as reference signal yields the
signal p(t), while synchronous detection with sin wet
as reference signal yields q(t). Small phase errors, not
serious with DSB modulation, now lead however to
crosstalk between p and q.

An example of this quadrature amplitude modulation
(QAM), as it is called, is found in colour television.
The video information consists of a brightness signal
and two colour signals. The colour signals are in quad-
rature on a subcarrier, that is to say a carrier that forms
part of the signal transmitted on the main carrier.

Finally, there is another method, used in television
and in other forms of communication, for modulating
the main carrier. During the development of mono-
chrome television it was decided - as in the case of
sound broadcasting because of the large number of
receivers - to adopt a method in which peak detection
could be used. At the same time it was also desirable
to be economical of bandwidth. This resulted in the
vestigial-sideband system (VSB). In this system a con-
ventionally modulated signal is passed through a filter
with the amplitude -response characteristic shown in
fig. 20.

Fromfig. 21 it can easily be seen that peak detection
now gives about the same results as in conventional
amplitude modulation. Fig. 21a again shows the vector
diagram for conventional AM; the two components
CP and CQ from the lower and upper sidebands rotate
in opposite senses at an angular velocity cop; the result-
ant CS varies only in amplitude, and peak detection
yields the variation AB in amplitude of the total vector
OS (CA = CB = 2CP). Fig. 21b is the vector diagram
for VSB modulation. The resultant OS of the carrier
OC and the components CP and CQ from the lower
and upper sideband now vary in phase as well. Owing
to the symmetry of the filter the sum of the lengths CP
and CQ in (b), however, is equal to th6 length CP in (a),
so that the detected variation AB in the amplitude ,of

[3] D. K. Weaver Jr., Proc. IRE 44, 1703, 1956.
01 See for example H. N. Hansen; Philips tech. Rev. 26, 206;

1965.
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OS is half that in (a). Since the carrier is also halved, the
modulation depth remains unchanged. If the filter has
a sharp cut-off, the vector CP in (b) is zero at higherfp,
and the vector point Q rotates around the dashed circle.
The phase variations - negligible when the modulation
depth is sufficiently small - result in some distortion.
In television these variations are generally tolerable,
although a correction is sometimes made at the trans-
mitter to compensate for the distortion. However,
synchronous detection is steadily replacing peak detec-
tion in television receivers, and this distortion is not
encountered with synchronous detection; the reference
signal is obtained by sharply filtering out the carrier.

Frequency and phase modulation

Amplitude modulation may be described as the sub-
stitution of a function of time, e.g. C p(t), for the
constant A in the expression for the carrier

C(t) = A cos (wet + 0). (8)

In frequency and phase modulation the situation is not
so straightforward since variations in phase and varia-
tions in frequency are inseparably related [5]. This can
be seen immediately if the constant q in (8) is replaced
by a function of time, OW. The result is a waveform of
the type shown in fig. 22, and it can be seen that the
frequency - considered as the number of periods of
S(t) per second - also fluctuates. To investigate this
further we must first take a closer look at the concept
of 'frequency' in this new situation.

A carrier of the type in fig. 22 can generally be
represented by

S(t) = A cos y(t), (9)

where A is a constant and dye/dt is greater than zero.
When, in a certain time interval At, a whole number of
periods of S(t) have elapsed, this number divided by
At is the 'mean frequency' over At. The number of
periods elapsed is the number of times that y has
increased by 2n, i.e. Ay/27c, and the mean frequency is
thus (1/27c)Ay/At. This expression can also be used
when the number of periods that have elapsed in At is
not an integer. The value to which this mean frequency
approaches for At 0 is called the instantaneous fre-
quency fm:

1 Alp 1 dye
frrr = lim -= - 

or-,.o 27r At 2n dt

The corresponding instantaneous angular frequency COrn
is equal to dy/dt.

In the case of an unmodulated carrier the instantane-
ous angular frequency is of course equal to the angular

frequency we of the carrier. In the case of a fluctuating
phase OW we have :

y -wet +OW, (10)

wm = we cick/dt. (11)

With a given information signal p(t) the terms phase
modulation and frequency modulation are now used as
follows. If the phase 0(t) in (10) varies in proportion
to p(t), we have phase modulation. The instantane-
ous frequency then varies in proportion to dp/dt from
(11). Conversely, we have frequency modulation when
the deviations in the instantaneous frequency are pro-
portional to p(t); in that case dch/dt is proportional to
p(t) and the phase thus varies in proportion to fpdt.

Frequency modulation is therefore not the substitution of a
variable such as co. ap(t) for the constant to. in (8). This
would lead to ridiculous results. If we assume for instance that
p(t) is periodic: p(t) = cos (opt, then we would find:

v = (co. + a cos copt)t + = wet + at cos (opt + 0. (12)

Fig. 23 shows the variation of tp as given by (12). This is a com-
pletely unusable form of modulation: the variation of tp, and
hence of S, eventually becomes too violent.

We shall now confine ourselves for the moment to
the case in which the information signal is sinusoidal
and the phase OW is given by:

= a cos wpt. (13)

In the vector diagram (fig. 24) the vector of the mod-
ulated signal,

S(t) = A cos (wet + a cos wpt), (14)

maintains a constant amplitude A, but the phase angle
oscillates to and fro around the carrier vector. The
angular amplitude a of this motion is known as the
modulation index. The instantaneous angular frequency
win is:

corn = we - acop sin wpt.

The frequency deviation Of, i.e. the amplitude of the
variation in instantaneous frequency, is thus given by:

= (15)

Since the instantaneous frequency oscillates to and
fro between the values fc Of and fc -Of, the
obvious conclusion might seem to be that the required
bandwidth is 2Af, and is thus directly proportional to
the degree of modulation (which is equal to Af or to a,
depending on whether frequency or phase modulation
is under consideration). Because of this it was originally
thought that in those cases where a low degree of mod-
ulation was considered sufficient, frequency or phase
modulation could be used to save bandwidth, since it
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Fig. 22. Carrier modulated in phase and in frequency. Modulation
of this type can be obtained by varying ch in (8) as a function of
time. The duration of a complete period, and hence the fre-
quency, then varies as well.

951

l/fP

Fig. 23. The argument y(t) = wet -I- 4 of S(t) (see eq. 9), as a
function of t, when we is replaced by a constant plus a periodic
function.

0

0

Fig. 24. Vector diagram for frequency or phase modulation.
OC vector of the unmodulated carrier. OS, the vector of the
modulated signal, does not change in length but its direction
varies periodically. The angular amplitude a of this movement
is the 'modulation index'.

follows from (15) that 26.f is smaller. than the 2fp
required by conventional AM, if a is less than 1. This
conclusion is not correct; as we shall presently see, FM
always requires a frequency band at least as wide as
that for AM.

The usefulness of FM does not therefore lie in any
saving of bandwidth, but on the contrary in the pos-
sibility it offers of using an a greater than 1. At a given
carrier amplitude A, that is to say at a given transmitter
power, the modulation amplitude in conventional AM
is limited to +A, and in DSB and SSB modulation to A.
From equations (13) and (14) and fig. 24 it is evident
that in FM the admissible degree of modulation (a) is
not limited by the transmitter power in such a simple
way. This means that at a given transmitter power a
much better signal-to-noise ratio can generally be
obtained than with AM. This does however use up a
bandwidth of at least 26.f, which increases with the
a -value selected. We shall presently examine in more
detail what the bandwidth actually is and the extent to
which the signal-to-noise ratio can be improved com-
pared with AM.

The great virtue of FM really lies in the fact that the
zero crossings of the signal contain all the information.
Small additive interferences such as noise - small
vertical displacements of S(t) in fig. 22 - cause only
slight shifts in the zero crossings; those due to the
signal can be made much greater by choosing a suf-
ficiently large a. Multiplicative interference (amplitude
variations) have no effect at all on the zero crossings, at
least as long as the amplitude does not fall to zero.
This also applies at small values of a. In FM, therefore,
the information is well protected from unintentional
amplitude variations. This is the second important
advantage of FM.

Modulation and detection

To modulate a carrier in frequency or in phase it is
only necessary to vary the capacitance of the frequency -
determining LC circuit in the oscillator or of a phase -
shifting filter after the oscillator. This is what is done
in practice, with the aid of solid-state `varactor diodes',
which have a voltage -sensitive capacitance. Because of
the insensitivity of FM to amplitude errors, there are
no special requirements for the linearity of the output
amplifier. For this reason an FM transmitter can be
simpler than an AM transmitter - an important advan-
tage in mobile installations.

The detector of an FM signal must deliver a current
or voltage that follows the variations in the instantane-
ous frequency. Many methods have been developed for
this, two of which will be mentioned here. In the first

(5) See for example Balth. van der Pol, Proc. IRE 18, 1194,1930.
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Relay station in a microwave link. Traffic is sent simultaneously in both
directions. The information is sent on a frequency -modulated carrier; the
wavelength is between 3 and 15 centimetres. The parabolic reflectors direct
the signals into a beam with an aperture of about 1°. A link of this kindcan
carry up to 2700 simultaneous telephone conversations per carrier in
frequency -division multiplex ( FDM). The capacity can be increased by
using more than one carrier.

method, the signal is directly applied to a circuit that
converts the frequency variations into amplitude varia-
tions. The simplest example is a tuned circuit, with the
side of the resonance curve covering the required fre-
quency range; see fig. 25. The resultant AM signal can
be demodulated by a peak detector. FM detection does
not therefore need to be much more complicated than
ordinary AM detection. To ensure linear detection,
however, the amplitude -frequency response should be
sufficiently linear. In this respect the side of a tuned -

circuit response is not the ideal solution. More refined
circuits, like the Foster -Seeley detector and the ratio

detector, use coupled tuned circuits. An additional
advantage of the ratio detector is that it is relatively
insensitive to amplitude variations in the input signal.

In the second method the zero crossings of the signal
are converted into electrical pulses of constant shape
and amplitude, and the pulse train thus obtained is
then electronically integrated over short periods. The
resultant signal is proportional to the instantaneous
frequency.

In all FM detection methods, amplitude variations
are removed before detection by clipping the signal
peaks in an amplitude limiter.
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2df

Fig. 25. Amplitude -frequency characteristic of a tuned circuit.
The side of the response curve can be used in frequency de-
modulation to convert frequency variations into amplitude varia-
tions.

AM

FM

Fig. 26. Vector diagrams for conventional AM and for FM taking
into account only the first -order sidebands. In both cases the
vectors of the sideband signals rotate in opposite directions at an
angular velocity wp. The point S corresponding to the vector
sum OS moves to and fro along the line of the carrier vector OC
in AM, but in this first -order approximation it moves perpen-
dicular to OC in FM.
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Fig. 27. Spectra of signals modulated in frequency or in phase
by a sinusoidal information signal; a is the modulation index.
The amplitude of the component of frequency fe ± nfp is pro-
portional to IJ.(a)l, the absolute value of the Bessel function
of the nth order of a.

Bandwidth

When the instantaneous frequency fm changes slowly
at a given frequency deviation Of, in other words when
the signal frequency fp is small and the modulation
index a therefore large, the instantaneous frequency is
`quasi -steady-state'. To a good approximation, we are
then only concerned with the frequencies that lie be-
tween the maximum and the minimum of fm, so that
the bandwidth is indeed 24. For small values of a
(a < 1) this is certainly not the case. To determine the
bandwidth correctly we have to expand the modulated
signal (14) as a Fourier series. In principle the result is
an infinitely broad spectrum, because there is a com-
ponent for every angular frequency we + mop (n in-
teger). Its amplitude is equal to the absolute value of
the Bessel function of the nth order of a, lJn(a)I.

This result is found by writing the modulated signal (14) in
the form

S(t) = A cos (act cos (a cos copt)- A sin wet sin (a cos (opt),

substituting in this the following series for cos (a cos (opt) and
sin (a cos wpt), the Jacobi series:

cos (a cos (opt) = Jo(a) - 2J2(a) cos 2capt + 2J4(a) cos 4topt..
sin (a cos copt) = 2J1(a) cos wpt- 2J3(a) cos Rapt . . .

and then replacing each product of cos wet or sin tact and cosncopt
by a term at the sum frequency and a term at the difference
frequency. A term with a negative, sign can be taken care of by
an extra phase term of 180°.

If the Fourier series is discontinued after the terms of the first
order, we obtain a simple parallel with AM. The result obtained
and the expression for AM (eq. 3) with 0 = 0 are respectively:

S(t) = AJo(a) cos wet- AJ1(a) sin (we + cop)t-
- AJi(a) sin (we- cop)t, (FM)

S(t) = C cos wet + +a cos (we + con)t + la cos (toe - tao)t. (AM)

Fig. 26 shows the corresponding vector diagrams. Because of
the differences in the phases of the sideband components, the
resultant of the vector sum in FM moves up and down along the
vertical line P' Q' and not along the horizontal line PQ as in AM.
In the first case we have mainly a rotation of the vector sum,
and in the second a change in length. When the terms of higher
order are included, the straight line P'Q' becomes a circular arc
(fig. 24).

' Fig. 27 shows the spectra for a = 1, a = 2, a = 3
and a = 20. These illustrate two important facts. In
the first place, at a given a the components for which n
exceeds a particular value can be neglected. In the
second place, the larger the value of a the more com-
ponents have to be taken into account. Neglecting com-
ponents implies signal distortion. It is therefore neces-
sary to compromise between a strong signal (implying
strong modulation), a narrow bandwidth and low
distortion. Fig. 28 gives curves of a as a function of n
for several values of the distortion S. This quantity is
defined by the rule that all components in the spectrum
whose amplitude lJn(a)I is less than S are suppressed.
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Fig. 28. a as a function of n for some values of S = lJn(a)I.
This indicates how large the frequency deviation Af (= afp) at
a given bandwidth B (= 2111.p) can be before the distortion S
exceeds a particular limit. At a distortion S all Fourier com-
ponents are cut off whose amplitude is smaller than S times
that of the unmodulated carrier.

Fig. 28 shows, for example, that at a permitted distor-
tion of 10-3, three components on either side of the
carrier are sufficient for a modulation index of a = 0.2,
whereas as many as seven are required for a = 2.

For small values of a (a << 1) all components can be
disregarded except for those of the zero and first orders
(n = 0 and 1). The bandwidth is then equal to that for
conventional AM, i.e. 2 fp. FM therefore requires at'
least as much bandwidth as AM, and in general much
more.

The spectrum for a = 20 in fig. 27 illustrates the fact
that at large values of a the components can soon be
disregarded when n becomes greater than a. The band-
width is then approximately equal to 2a fp, and there-
fore approximately equal to twice the frequency devia-
tion (see eq. 15), in accordance with the prediction for
this quasi -steady-state situation.

Summarizing, the bandwidth B is equal to 2fp for
small a, and to 2Af for large a. In intermediate cases
the usual rule of thumb is:

B = 2(Af + fp).

So far we have only considered a sinusoidal signal.
If the information signal is built up from a large num-
ber of Fourier components, the FM signal, unlike an
AM signal, cannot be obtained by superposition of the
FM signals of the components (TM is not linear').
Sidebands also occur at all possible combinations of
frequencies. In this case, however, there is again a very
useful rule of thumb for the bandwidth, known as
Carson's rule:

B = 2(Af fmax). (16)

Here fmax is the maximum frequency of the baseband
and Af is the frequency deviation of the total mod-
ulated signal (i.e. 1/27c times the maximum of Icick/dt1
in (11)).

Signal-to-noise ratio

We shall first consider the situation where a carrier
(amplitude A, frequencyfc) enters the detector together
with a small sinusoidal interfering signal of amplitude b
and frequency fe + fn, where fn is a low frequency. In
the vector diagram (fig. 29) the interfering vector b
rotates at an angular velocity W. For phase detection
the interference corresponds to a signal of frequency fn
from the baseband and modulation index an. We
assume that b is much smaller than A; then an = blA.
If in addition the carrier is phase -modulated by a
signal of frequency fp and modulation index cc, the
ratio of the signal to the interference is:

a/an = ocAlb.

Now Alb happens to be equal to the signal-to-noise
ratio in AM with 100 % modulation depth. After phase
detection the signal-to-noise ratio is thus a times
greater than in AM.

In frequency detection the interference corresponds
to a signal with a frequency deviation Afn, given by

Afn = an fn. (17)

After detection the ratio of the signal Af to the inter-
ference Afn is therefore:

Af afp afp' A

Afn anfn fn l b .

In this case the factor of improvement compared with
AM is thus greater the closer the interfering frequency
A + fn lies to A. The reason for this is that the fre-
quency excursions Afn of the interference are propor-
tional to fn (see 17). This also implies that if the FM
transmission channel contains white noise - a flat
spectrum of uncorrelated interference vectors (b and an
independent of fn) - the low -frequency amplitude -
noise spectrum after detection will be peaked Ctrian-
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gular noise'); the power spectrum is then parabolic
(fig. 30).

We now consider an information signal of frequency
fp from a baseband 0-fmax, and an FM transmission
channel of bandwidth B (fig. 31). We let the frequency
deviation AF of the signal be as large as the bandwidth
allows. For simplicity we assume that B is much larger
than fmax, so that AF 4-B, and thus independent of
fp. After detection the signal contains low -frequency
noise originating from high -frequency noise from the
whole band B. A filter eliminates the low -frequency

Fig. 29. Vector diagram for phase or frequency modulation, with
an interfering signal b cos (co. co.)t at the detector. For phase
detection the interference corresponds to a signal of modulation
index a..

n,dfn

fn

Fig. 30. 'Triangular noise'. In frequency detection the frequency
deviation Af. = an f. of an interfering signal is detected. White
noise before the detector can be regarded as uncorrelated inter-
fering vectors b (see fig. 29), where b, and hence a., are inde-
pendent off.. The low -frequency amplitude -noise signal (Af.) at
the output of the FM detector is thus proportional to and the
noise -power spectrum (n) is proportional to f.2.

fp fc
I I

0 fin°, AF
B

Fig. 31. Baseband 0-fma. and transmission channel of bandwidth
B. Assuming that B is much larger than fmax, the maximum fre-
quency deviation OF is very nearly equal to +B.

noise at frequencies above fmax. For the case of white
noise in the FM channel we now calculate the ratio of
the detected (low -frequency) noise power (N) in the
baseband to the detected signal power (S). The low -
frequency noise power is the sum of contributions from
the subbands dfn. We put b2 = ndfn; apart from a
constant factor, n is the noise power per Hz of band-
width before the detector. We then find:

N (A fn)2 b2

S (6.F)2 (AF)2 22 =

3
nffmaxmax

(A AF)2
fo2dfn

3(.46,F)2
0

For AM detection we would have:

N Eb2 1 fmax nfmax
ndfn =

S A2 A2
0

The improvement factor in the ratio of the signal power
to the noise power, S/N, in FM as compared with AM
is thus 3(AF/fmax)2 = 3a02. Here ao is the permissible
modulation index at the highest frequency of the infor-
mation signal. If, for example, ao is equal to 5, then
S/N in FM is 75 times greater than in AM.

Information theory shows that the signal-to-noise ratio after
the detector, (SIN)°, can be improved by increasing the bandwidth
of the channel combined with an appropriate signal treatment.
The theoretically possible improvement, for not unduly small
values of (SIN)i, is given by the relation

(S/N). (S/N)tW.I.x.

Here (S/N)i is the ratio of the signal power in the channel to the
noise power generated in the channel. In FM the improvement
is proportional to (B/fmax)2, as has just been demonstrated. Thus,
FM gives an improvement of S/N when a larger bandwidth is
used, but the improvement is far from what is theoretically pos-
sible.

Pre -emphasis

We assume now that the information signal p(t) is
not a pure sine wave but nearly sinusoidal, and that the
frequency fp varies slowly to and fro in the baseband
0-fmax with unchanging amplitude (fig. 32a). With
phase modulation (fig. 32b), a is then constant and Af
is proportional to fp. The highest value of Of, at fmax,
must not exceed the maximum AF set by the bandwidth
of the channel. At lower frequencies Af is smaller and
optimum use is therefore not made of the channel band-
width. Frequency modulation (fig. 32c) does make
optimum use of the channel bandwidth if Af - which
here is everywhere the same - is made equal to AF.

With normal audio signals, e.g. music, the power
decreases in geneN with rising frequency. To make
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optimum use of the transmission channel over the
whole baseband in frequency modulation, the signals
at the higher frequencies are amplified with respect to
those with lower frequencies before modulation (pre-

p(t)

a 00
fmax

¢ 0

PM

df

dF

,fp
df

0o

FM

max

AF

fp
Fig. 32. When the information signal varies in frequency while
maintaining a constant amplitude (a), a is constant and Of
proportional to fp in phase modulation (b), whereas Of is con-
stant and a inversely proportional to fp in frequency modulation
(c). Phase modulation does not therefore make optimum use of
the bandwidth (26S) of the transmission channel at all frequen-
cies, whereas FM does.
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emphasis), in such a way that the spectrum of the new
information signal g(t) becomes approximately flat.
After modulation the reverse operation (de -emphasis)
is applied to restore the original relationship between
the components. Fig. 33 shows some simple examples
of pre -emphasis and de -emphasis circuits used in FM
radio, together with the pre -emphasis obtained. At
high frequencies the pre -emphasis is proportional to
fp; at the higher frequencies it therefore really amounts
to transmitting p(t) with 'phase modulation (see
fig. 32b). In this way an additional improvement of the
signal-to-noise ratio is obtained.

Threshold effect

As long as the amplitude b of the interfering signal
is smaller than A in fig. 29, the phase variations it
produces are limited to the interval + v/2; the resultant
oscillates backwards and forwards in the vector dia-
gram. The situation becomes entirely different as soon
as the interference becomes stronger than the signal
(b > A); the resultant then rotates I-63. Whereas in the
first case the zero in the signal S(t) only shifted back-
wards and forwards, in the second case the signal S(t)
completes one period more or less than the carrier at
every rotation of the resultant, so that there is one
extra or one less zero. In the first case the phase of the
total signal approximately follows the phase of the
original signal; in the second case it follows that of the
interference signal. Within the detector band it is thus
the stronger of two FM signals that is received; the
weaker, distorted beyond recognition, is audible as
noise. If the strength ratio changes, there is only a
narrow transition region in which both signals are un-
recognizable. In mobile telephone communication, for
example, this is an important consideration (p. 360).

In the case of one signal, distorted by noise, this
effect sets a limit to the

RC=75ps
50ps

Q5 1

fp

5 10 15kHz

usefulness of increasing the
frequency deviation and the
bandwidth. If the band-
width is increased, so also
is the noise power at the de-
tector. The vector diagram
in fig. 34 shows the noise
of the detector schematic-
ally as the area of a circle of

Fig. 33. Pre -emphasis and de -
emphasis circuits and the pre -
emphasis obtained for two values
of the product RC. The quanti-
ties P and Q are the complex
amplitudes of p(t) and q(t) as a
function of w.
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radius b. When the modulation index a is increased,
the growth of the bandwidth results in a larger 'noise
circle'. When b approaches the carrier amplitude A,
the threshold is reached at which any further increase
in frequency deviation has an adverse effect.

The situation is summarized in fig. 35. For FM and
AM (with synchronous detection) the figure gives the
signal-to-noise power ratio (S/N)0 after detection, in a
log -log plot as a function of (SeIN)i, which is the ratio,
before detection, of the carrier power to the noise
power in a bandwidth equal to that of the baseband
signal. In AM (curve AM) the two quantities are
always identical (A2/Eb2 in fig. 34). At not too small
values of (SeIN)i the value of (S/N)0 in FM (curve
FM1) is higher than in AM by a fixed factor (a number

Fig. 34. Threshold effect. If a and hence the frequency deviation
and bandwidth are increased to improve the signal-to-noise ratio,
the total noise power at the detector also increases. This implies
that the 'noise circle' (radius b) becomes larger. If b is no longer
small compared with A, the threshold has been reached at which
a further increase of a leads to a worse result.

(dB)

D2 --0- (Sc/N),

Fig. 35. Ratio of low -frequency signal power to low -frequency
noise power after the detector, (S/N)., as a function of the ratio
of the carrier power to the r.f. noise power in a band with the
same bandwidth as the baseband signal at the detector, (Se/N)i.
In AM with synchronous detection both quantities are identical.
For large values of (S0/N)i, FM is better than AM by a constant
number of decibels; at the threshold D1 the advantage diminishes,
and below Dz, FM is worse than AM (curve FM1). With a larger
frequency deviation (and bandwidth) the curve for large (ScIN)i
shifts upward (FM2), but the thresholds shift to the right.

Dl (dB)

of decibels that is independent of (SeIN)i). If the
distance from the transmitter to the receiver is now
increased, (Se/N)i decreases because A in fig. 34 be-
comes smaller and therefore b becomes relatively larger.
When b approaches A, the advantage of FM (after the
threshold D1) is reduced. When the threshold D2 is
reached, FM in fact becomes worse than AM. In
practice Di would be 10 to 12 dB and D2 6 to 8 dB.
If the frequency deviation and the bandwidth are in-
creased in FM, the gain with FM is greater (curve FM2),
but on decreasing (SeIN)i the thresholds are reached
earlier because the noise circle was initially larger.

Threshold extension

It may sometimes be necessary to work with weak signals, for
example in reception of signals from a communication satellite
owing to the very limited power that the satellite can deliver, or
in communication between distant stations that lie in each other's
Earth shadow, or when the communication is brought about by the
scattering of radio signals from inhomogeneities in the troposphere
or ionosphere. In such cases the following method may be used to
extend the thresholds in fig. 35. Fig. 36a gives a block diagram of
a conventional FM receiver, if the connection indicated by the
dashed line is disregarded for the moment. The radio -frequency
FM signal S of carrier amplitude A and modulation index al
(fig. 36b) is converted in the mixer M by the local oscillator LO
into an intermediate -frequency signal 5'. The relations in the
vector diagram remain unchanged. The i.f. filter Fi determines
the bandwidth of the transmission channel, and hence at the same
time the radius bi of the noise circle in fig. 36b. The FM detector D
senses the frequency variations due to signal and noise, and the
detected signal is limited in bandwidth by the lowpass filter F2,

rf.
M

S

a

k
Fig. 36. a) Circuit for 'threshold extension'. M mixer, LO local
oscillator, F1 i.f. filter, D detector, Fz low -frequency filter. In
ordinary FM reception (no dashed line) the deviation of the
i.f. signal S' is the same as that of the r.f. signal S. By means
of the dashed connection the signal of the local oscillator is made
to follow the input signal S in frequency, thus reducing the devia-
tion of S'. The response of Fi can then be narrowed. The noise
circle becomes smaller and the distance to the threshold becomes
larger. b) Modulation index and noise circle before (al, bi) and
after (az, bz) the threshold extension.

LO

if if
D

rw
rsa -0- Det

[61 See for example J. van Slooten, Philips tech. Rev. 22, 352,
1960/61.
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which removes all signals of frequency greater than f,nax (the
maximum frequency of the information signal).

Let the modulation index al be so large that the bandwidth it
requires causes bi to approach closely to A; the threshold is then
reached. The connection indicated by the dashed line in fig. 36a
represents feedback that introduces the desired threshold ex-
tension. LO now oscillates at a frequency that depends on the
instantaneous value of the signal from F2, in such a way that the
instantaneous frequency of S is followed. Consequently the fre-
quency swing of S' becomes smaller, so that in fig. 36b the signal
is now represented by, say, az. This does not cause any change in
the noise (at least if S was not filtered before M). However, the
filter F1 can now be made so narrow that S' is only just accepted.
As a result the noise is reduced, say to the circle of radius b2 in
fig. 36b. Thus, while preserving the signal-to-noise ratio, the
threshold has been effectively extended. In this way it is possible
in practice to shift the threshold in fig. 35 by 6 to 10 dB towards
the left. There are limits, however, to the process. Narrowing of
F1 implies frequency narrowing and hence a delay in the control
loop. In the long run LO follows the signal S with a delay such
that the frequency deviation of S' remains too large for

Applications; magnetic recording of video signals

In the foregoing the emphasis has been placed on the
possibility of obtaining a better signal-to-noise ratio
with FM than with AM. This is of great importance in
many forms of telecommunication. The insensitivity to
amplitude variations is another great advantage, for
example in microwave links and mobile installations.
We shall not consider the use of FM in telecommunica-
tion further now, but will return to it at some length in
the final section.

Another example of an application is to be found in
frequency -analog measurement and control systems
where quantities in a physical process to be telemetered
or used in a remote -control system are converted into
the frequency of an electrical signal, to protect the
information from transmission interference [7].

In this section we shall confine ourselves to an
example of the use of modulation for information
storage: the magnetic recording of video signals. The
reason for using FM here is its insensitivity to ampli-
tude variations; there is no question of any gain in
signal-to-noise ratio.

An audio signal on a gramophone disc or audio
magnetic tape is recorded directly in the baseband.
This cannot be done with a video signal, because the
ratio of the highest to the lowest frequency is too great.
The ratio that can be handled by a magnetic tape is of
the order of 1000. This is given by the minimum and
maximum wavelengths of the magnetic variations on
the tape, which in their turn are determined respectively
by the gap length of the head and the size of the head
itself (fig. 37). At a maximum frequency of 5 MHz
- the upper limit of the video signal (see fig. 38) - the
lowest frequency would therefore be 5 kHz, and this is
not low enough.
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Fig. 37. Magnetic head Hand tape -X --of a tape recorder, schematic.
The interaction between the coil C and the tape magnetization
takes place via the lines of force through the head. The interaction
becomes very poor when the wavelength A on the tape becomes
smaller than the gap length / or greater than the head itself.
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Fig. 38. Video baseband spectrum. The video signal consists of
the luminance signal Y and the chrominance signal C (colour
signal on a subcarrier at 4.43 MHz) [81,

T

Dr
Fig. 39. Video tape recorder with two moving heads in the VCR,
schematic. Left: the tape T follows a helical line around the
drum Dr. The heads Hi and HI rotate on the disc D along the
gap G. Right: drum and tape developed into a plane. Each por-
tion of track from one edge of the tape to the other corresponds
to one television field period (1/50 s). The pitch of the tracks is
0.187 mm, the tape speed 14.3 cm/s, the head -over -tape speed
8.1 m/s.

Modulation is the remedy here: by shifting the video -
frequency band towards higher frequencies, we reduce
the frequency ratio while preserving the bandwidth.
In particular, FM is the best method here because the
signal amplitude at the highest frequencies (the shortest
wavelengths) depends closely on the distance between
head and tape and on the tape quality, and conse-
quently can show considerable unintended variations.

The move to higher frequencies has to be paid for by
a higher tape speed relative to the head. In tape recor-
ders for use in the home (VCR, video cassette recorders)
the video baseband cut-off is at 3 MHz, and a tape
speed of 8.1 m/s relative to the head is used ; this is

[7] D. Gossel, Philips tech. Rev. 34, 288, 1974.
[81 Colour -television systems are discussed in F. W. de Vrijer,

Philips tech. Rev. 27, 33, 1966.
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Fig. 40. The spectrum available with magnetic tape (schematically
indicated by dashed curve) - which may differ slightly from tape
to tape - is so limited that it can barely contain at the same time
two sidebands of the first order, fa f fmax (fmax, the width of the
baseband, is 5 MHz in a professional video tape recorder). In
this diagram the choice of 8.5 MHz for the 'carrier frequency'
fa is somewhat arbitrary.

fm

I

1

w

-b

Fig. 41. Instantaneous frequency fm of the modulated signal as a
function of time during a picture line period, for the case where a
white, a grey and a black area are side by side in the picture. The
table below gives the values of fm for 'white' (w), 'black' (b) and
`top sync' (ts), the passed bandwidth fmax of the video signal,
the maximum peak -to -peak frequency deviation 2Af, the mod-
ulation index a = Of/fmax and the head -over -tape speed h in
broadcast equipment and in VCR.

Broadcast VCR

fm white 9.30 MHz 4.4 MHz
black 7.80 MHz 3.5 MHz
top sync 7.16 MHz 3.0 MHz

fmax
2Af
a

5.0 MHz
2.14 MHz
0.21

41.1 m/s

3.0 MHz
1.4 MHz
0.23
8.1 m/s

-4.79 -0.36 4.07 8 50MHz
f

036 4.79 .

Fig. 42. FM spectrum at a 'carrier frequency' of 8.50 MHz and a
baseband signal of 4.43 MHz, the frequency of the colour sub -
carrier. Since in practice negative frequencies are equivalent to
positive ones, lower sidebands with negative frequencies are
found 'folded back' into the spectrum of positive frequencies.
In the present case the third lower sideband comes into the band
used (shown dashed) and would cause interference there if a were
not so small.

achieved by means of two moving heads (fig. 39). In
professional equipment used for broadcasting the base -

band goes up to 5 MHz; the head/tape speed of
41.1 m/s is obtained with four moving heads.

The available bandwidth is unfortunately so small
that it is barely able to contain the 2 fmax part (10 MHz
in professional equipment) of the 2 fmax 26. fband-
width required according to Carson (fig. 40). Thus
little remains for 2,6,f, the maximum peak -to -peak fre-
quency deviation; see fig. 41. The modulation index a
is therefore much smaller than 1, so that there is no
signal-to-noise improvement.

A very small a in the situation illustrated in fig. 40 is
also required for other reasons. Since the 'carrier fre-
quency' fc is not much greater than half the bandwidth
- unlike the case in FM broadcasting, for example -
'folded lower sidebands of higher order' enter the fre-
quency band used, and would give rise to interference
if a was not so small. In this respect the subcarrier of
the colour signal (fig. 38), which is always present at
a fairly large amplitude, is especially troublesome; see

fig. 42. A further danger comes from the nonlinearity
of the recording process. This gives rise to higher har-
monics of the carrier in the read-out signal (at fre-
quencies 2 fe, 3 fe, ...), which are also frequency -mod-
ulated, and whose lower sidebands may enter the band
in use. For this reason again a must be small.

In fact the process of magnetically recording video signals is
very difficult to analyse. In the first place the 'carrier frequency'
does not have such a distinct meaning as it has in FM broad-
casting, because the video signal, and hence the instantaneous
frequency fm, have no obvious mean: it is lower in the darker
areas than in the light areas of the picture. Here fa can best be
regarded as the mean of fm over suitably chosen short periods.

In the second place the situation is complicated by the fact
that the available frequency band (fig. 40) is very limited, is not
flat and is different for every magnetic tape. In particular, devia-
tions from the normal FM situation arise because the upper side -
band is attenuated more than the lower sideband. The magnitude
of this effect depends both on the baseband frequency (which
may have values from 0 to fmax) and on the 'carrier frequency' ff.
These deviations, however, are partly overcome by a VSB-type
effect arising as a result of the sloping band edge (see figs. 20 and
21). In any case, these effects are least pronounced at the low
frequencies of the baseband signal, the frequencies to which
the eye is most sensitive.

In the video cassette player, as stated earlier, the
baseband signal is limited to about 3 MHz. The colour
subcarrier is therefore suppressed. The colour informa-
tion in this case is carried in QAM on a separate carrier
at about 560 kHz. The frequency band for this informa-
tion is below the band used for the brightness signal.
At these low frequencies the amplitude variations
resulting from 'band flutter' are sufficiently small for
this form of amplitude modulation.
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RO 150 communications receiver for frequencies between 0.2 MHz and
30 MHz (wavelengths between 10 and 1500 m). The tuning is electronic;
the coarse tuning is by stepping switches and the fine tuning is continuous
over intervals of 100 kHz. The tuned frequency is displayed digitally. The
receiver can detect various types of amplitude modulation: conventional
AM, AM with suppressed carrier, upper-sideband and lower-sideband
modulation. In addition a separate module permits the reception of AM
with two independent sidebands (ISB), and of frequency -shift keying and
facsimile.



Philips tech. Rev. 36, No. 11/12 MODULATION 329

II. Modulation of pulse trains

Sinusoidal waves are in a way the natural carriers of
information, especially in radio communication, for
several reasons, two of which will be mentioned here.
In the first place the system of sinusoidal carriers
allows the spectrum to be divided up into an orderly
arrangement of frequency bands; by using a band
filter one signal can always be selected from the in-
numerable number present in the radio spectrum. In
the second place, the modulated sinusoidal carrier
generally experiences very little distortion during trans-
mission because it occupies only a relatively narrow
frequency band. Broadband signals usually do suffer
distortion, because in both cables and radio transmis-
sion Fourier components that differ considerably in fre-
quency may also show considerable differences in
attenuation or transit time.

In these respects rectangular pulse trains do not
make suitable 'carriers' since they occupy an infinitely
broad spectrum. For this reason they are not used as
carriers for radio transmission. Where information
modulating a pulse train is to be transmitted by radio,
the pulse modulation is always followed by modulation
of a sinusoidal carrier, leaving a free choice of fre-
quency band. In cable transmission, again, a sine wave
is often used as the pulse -train carrier.

Why, then, is pulse modulation used?
In telecommunication, and especially in telephony,

there is a growing trend towards the large-scale trans-
mission of signals both in time -division multiplex
(TDM) and in quantized and coded form. Quantization
and coding allow information to be transmitted vir-
tually undistorted over large distances. Time -division
multiplex, like frequency -division multiplex, allows
many information signals to be transmitted simulta-
neously over a single path. Pulse trains modulated in
amplitude are the foundation of these processes.

`Sampling' is the first operation to which an analog
information signal is subjected when transmitted in

p(t)

S(t)

Fig. 43. PAM with short pulses. Each pulse samples the informa-
tion signal p(t); the pulse train S(t) forms a series of samples.

TDM, whether or not quantized and coded. The result-
ant pulse train, modulated in amplitude by the signal,
forms a series of 'samples' of the signal (fig. 43). The
essential question concerning the number of samples
per second that are necessary if no information is to be
lost is answered by the Nyquist theorem. The sampling
of analog signals, incidentally, is a general process that
is widely applied in signal -handling equipment, for
example in CTDs (`charge -transfer devices').

Quantization and coding are the subjects of part III.
The other subjects just mentioned are based on pulse -
amplitude modulation, and will be dealt with shortly.
We shall then look at pulse -frequency and pulse -
duration modulation with reference to the TLP'
record. First of all we shall look briefly at a number of
basic concepts.

Some basic concepts

An unmodulated train of rectangular pulses is
characterized by the amplitude A, the pulse frequency
fe, the phase 0 and the duration -r of the pulses (fig. 44).
Modulation of these quantities gives pulse -amplitude
modulation (PAM), pulse -frequency modulation
(PFM), pulse -phase or pulse -position modulation
(PPM) and pulse -duration modulation (PDM). As in
the case of sine waves, variations in phase are accom-
panied by variations in frequency, and vice versa. Here
again we speak of frequency modulation where the
frequency variations are proportional to the informa-
tion signal, and of phase modulation where this is the
case with the phase variations (fig. 44c and d).

As noted earlier, an unmodulated pulse train
(fig. 44a) occupies an infinitely broad spectrum. Its
Fourier expansion is:

2
P(t) = f3A -A

n=

1

- sin nn13 cos n(oht + 0). (18)

Here we is equal to 27rfe = 27rIT (T being the pulse
repetition period), and #, the 'pulse duty factor' is
equal to TIT. The phase 0 determines the 'position' of
the pulses, e.g. with respect to the time t = 0. (For

= 0, t = 0 at the centre of a pulse.)
The character of the spectrum is determined by the

value of /3; for example, if 13 =1-, all even harmonics
are zero. As an example fig. 45 gives the spectrum for

= 0.4. This illustrates the important fact that the
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Fig. 44. a) Train of rectangular pulses. A amplitude, T period,
T pulse duration. The ratio TIT = is known as the 'pulse duty
factor'. The pulse frequencyfe is equal to 1/T. The 'pulse position'
6, i.e. the distance from the centre of a pulse to the last preceding
moment aT, is equal to - 13/w., where st, is the phase (see eq. 18).
In PAM (b), PFM (c), PPM (d) and PDM (e), A, T, 6 and x are
functions of time. The identical pulse trains c and d are said to
be PF- or PP -modulated, depending on whether the variations
in fe, and hence in 1/T or those in (and hence those in 6) are
proportional to the information signal.

amplitude of the nth Fourier component tends to zero
when n increases without limit. This means that the
pulse shape in fig. 44a can be reasonably approximated
in a frequency band of finite width; the broader the
band the better the approximation. In particular, the
rise time rf - the time in which the signal value
increases from 10 % to 90 % of the peak pulse am-
plitude, and which is zero in the ideal case - is shorter

0
I

2 4 6 8 10

Fig. 45. Spectrum of an unmodulated pulse train for which the
pulse duty factor is 0.4.

the broader the available band B. The relation between
rf, and B is

it ke 1/2B, (19)

as demonstrated roughly in fig. 46.

rf

1/B

Fig. 46. The Fourier component with the highest frequency of a
step signal determines both the rise time xf of the signal and the
bandwidth B of the spectrum. If we assume that this component
(dashed) must fit the step (solid line) as shown here, we see that
it must be about half the period 1/B of the component.

T T T

Sis

11

S3.

Fig. 47. Time -division multiplex (TDM). The successive time
intervals (`frames') of duration T each contain one pulse of each
signal SI, S2, S3,

Pulse -amplitude modulation (PAM)

Time -division multiplex (TDM)

The idea of time -division multiplex (TDM) is that
other signals can be transmitted in the intervals be-
tween the sampling pulses of a signal (see fig. 43).
The time is thus divided into equal intervals of length T,
each of which contains one pulse of each signal (fig. 47).
On reception the pulses have to be sorted again, which
requires synchronization of the receiver with the trans-
mitter. As we shall presently see, the number of signals
with a given baseband width b that can be transmitted
in this way over a transmission channel of bandwidth B
is equal to B/2b, that is to say just as large as in FDM
with DSB. (In FDM with SSB the number is twice as
large.) Depending on the application, however, time -
division multiplex with PAM can have a great advan-
tage over frequency -division multiplex with DSB or
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SSB. This is because frequency division requires the
use of filters, which often take up a lot of space and
need much attention (alignment, stabilization), whereas
the electronic switches required for time division are
usually smaller and simpler. This advantage is partic-
ularly apparent in telephone exchanges. For this reason
TDM is used in small telephone systems, with the pulse
trains directly sent out after sampling, i.e. uncoded.
The application of TDM to coded signals will be dealt
with in part III.

The maximum number of signals that can be trans-
mitted is equal to the maximum length of the time
interval T (fig. 47) divided by the minimum width of
the pulses. This minimum width is twice the rise time
and is therefore equal to 1/B, from (19). To determine
the maximum length of T, we must look at the spectrum
of the modulated wave S(t).

The modulated pulse train S(t) in fig. 43 may be
regarded as the product of p(t) and an unmodulated
pulse train P(t) (eq. 18):

S(t) = p(t)P(t) =

= f3Ap(t) --
2

A
7C

n = 1

p(t) -1 sin nnfl cos mod.

Each harmonic component is thus modulated in am-
plitude by the information signal p(t) and so has two
sidebands (fig. 48). This means that each harmonic
occupies a total bandwidth of 2b. It is now clear that the
information signal can be recovered from S(t) with the
aid of a lowpass or bandpass filter, provided the com-
ponents do not overlap. This condition gives the maxi-
mum value for T, or the minimum value for the pulse
frequency fc (= 1/T), which must be at least 2b. The
maximum number of signals that can be transmitted in
time -division multiplex, Tmax/(1/B), is thus indeed
(l/2b)/(1/B) = B/2b. We should note in passing that
the first step of the filtering operation by means of
which the information signal is reconstructed from the
pulse train obtained after reception and sorting simply
consists in holding the sample value until the next one
arrives (`sample and hold', fig. 49).

fC
tb 2b 3fc f

Fig. 48. Spectrum of amplitude -modulated pulse train, schematic.
Each Fourier component of the unmodulated pulse train (see for
example fig. 45) gets two sidebands.

Nyquist's theorem

It could perhaps appear possible that there might be
a clever way of recovering the information signal even
when the bands in fig. 48 do overlap. In fact, this cannot
be done, since the requirement Y'e > 2b' is a special
form of Nyquist's theorem, which states that to define
a signal of bandwidth b at least 2b independent quan-
tities per second are necessary. This can be explained
as follows. Let us consider a signal p(t) over the time
interval from to to to t1. We expand this as a Fourier
series with components at the frequencies 1/ti, 2/t1,  ,
n/ti. The highest frequency in this series is also the
bandwidth: n/ti = b. Each component is fixed by two
parameters, e.g. the amplitude of the sine phase and
that of the cosine phase. The total of numbers charac-
terizing the function is thus 2n = 2bti, and the total
required per second is thus 2b.

If we nevertheless sample at a frequency fc smaller than 2b
(`sub-Nyquist sampling'), then the components at frequencies
between fc - b and b from the lower sideband of the funda-
mental will also be passed by the lowpass filter and cause inter-
ference (`aliasing'). A well known instance of this situation is
found in the occurrence of Moire patterns in superimposed pat-
terns of parallel lines (or adjacent sets of railings), with only
slightly different numbers (ki and k2) of lines or railings per
metre. The lower pattern (k2) is effectively sampled in position
instead of in time by the spacings in the upper pattern (kJ). If k1 is
much greater than k2, a good picture of the lower pattern is ob-
tained. If this is not the case, however, and k2 is on the contrary
almost equal to k1, then the viewer sees mainly Moire fringes at
a spatial frequency of kJ. - k2 per metre. In television pictures
Moire fringes can occur between a pattern of horizontal stripes
in the subject and the lines that scan the picture. The line scan
here constitutes sampling in the vertical direction.

In television there is no question of horizontal sampling of a
video signal in the ordinary sense. This is however the case where
the video signal is to be transmitted in digitally coded form (see
part III). To keep the sampling rate fc as low as possible in this
case, sub-Nyquist sampling is applied where the subjective effects
remain below a limit considered to be permissible. The effects (in
a stationary picture) consist of stripes with a periodic spacing
that corresponds to the frequency fs =fc-fo of the inter-
ference. Here./0 is a desired frequency in the video. signal. With
a suitable choice of fe, for example (n -1-)/1, where fL is the
line frequency and n an integer, the subjective effect can lie

Fig. 49. To recover the informat. on signal from a pulse train S(t)
(see fig. 43) it is common practice to hold each sample value until
the next sample value arrives (`sample and hold'). Most r.f. com-
ponents of S(t) have then been filtered out.
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considerably reduced. Since fo is a multiple of the picture fre-
quency, and is also usually close to a multiple offL, the frequency!
has approximately the form (in -E 4 -) fl, (in an integer), so that
the interference is always approximately in antiphase with that
in the preceding line. Since the number of television lines is odd,
the interference is also in antiphase in successive pictures. As a
result the interference is hardly visible, partly because of the
integration time of the eye and partly because of the break-up
of the striped structures.

Another example of an application where the samp-
ling of analog signals is essential is to be found in
charge -transfer devices (CTDs), an invention that has
been used more and more widely in recent years in
many kinds of signal processing [9]. In these devices
successive samples of the signal are stored in the form
of a charge in a series of cells, and are passed along at
a rate fixed by an external clock (fig. 50). The samples
are detected at the output and reconstituted into a
signal, so that the device forms a delay line, whose
delay can be varied by means of the clock frequency.
Variable delay lines of this type are used, for instance,
for correcting time errors that arise in the playback of
television signals stored on magnetic tape, and for
generating artificial reverberation in audio installations.
Charge -transfer devices are also used in 'transversal
filters' (fig. 51). Here the output signal at any instant
consists of the sum of the sampled values in the memory
device, after each of them has been multiplied by a
particular factor. If the factor is put equal to 1, for
example, then the output signal is always proportional
to the mean input signal over a period corresponding to
the length of the device, so that we have a lowpass filter.
With a suitable choice of factors any possible filter
characteristic can be produced.

C/
_FL

Fig. 50. Charge -transfer device (CTD). Incoming samples are
stored in the form of a charge in the cells and are shifted along
one step with every pulse from the clock Cl.

Fig. 51. Transversal filter. The sample values in the cells are all
multiplied by an appropriate factor and added. If the factors are
all set equal to 1, the circuit acts as a lowpass filter. Other choices
lead to other filter characteristics.

If the samples in a CTD are to represent the signal
faithfully, the sampling rate - in this case the clock
frequency - must again be at least twice the band-
width b of the signal. In the delay -line application the
delay time is equal to the number of device elements N
multiplied by the clock period. The delay time can thus
be regulated by means of the clock frequency, but only
up to a maximum of N/2b.

Pulse -frequency and pulse -duration modulation (PFM
and PDM); the 171.P' record

Pulse -frequency, pulse -position and pulse -duration
modulation are all forms of what is sometimes known
as pulse -time modulation. Features common to all of
these are that there are only two levels for the signal
value, and that the information is contained in the
time -interval variations between the successive transi-
tions between these levels. Because of this, in the ideal
case of infinitely steep pulse edges, they are insensitive
to interference and noise affecting the levels (provided
that the interference signals do not exceed half the
spacing between the levels); see fig. 52. In the case of

Fig. 52. In pulse -time modulation only the times of transition be-
tween two levels are important. The information is completely
unaffected by additive noise, provided that the pulse edges are
infinitely steep and the noise level is not so high that the signal
occasionally exceeds the discrimination level (dashed line).

non -vertical pulse edges, the time error At caused by
 arLadditive interference a in the signal value (see fig. 53)
is given by:

Atl-cf a/A.

From (19) of is equal to 1/2B, and therefore:

BLit a/2A. (20)

Equation (20) expresses the important feature of time
modulation that we have already discussed in some
detail under the time modulation (FM) of sine waves,
i.e. that the effect of additive interference can be
reduced by increasing the bandwidth. This applies
when a is independent of B, as in the case for example
of a single interference. In the case of white noise the
noise power is prbportional to B, and a is therefore
proportional to VB, so that there is still a reduction in
the effect of the noise to be obtained by increasing the
bandwidth.
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The `YLP' record [10] is an interesting example of an
application using a combination of PFM and PDM,
and in the rest of this section we shall concentrate on
this application. Played on the appropriate equipment,
the `NTLP' record reproduces a television programme of
about half an hour, complete with colour picture and
stereo sound. All the information in the programme is
contained on the record, in a 25 -km long spiral track
with a pitch of 2 p.m between circles of diameter 15 and
30 cm. The track consists of tiny pits 0.8 EIM wide and

'ef

Fig. 53. Pulse edge of finite steepness, without interference (solid
line) and with additive interference a (dashed line). The time
error At is a/A times the rise time -r t., and therefore the smaller
the steeper the edge.

Ai

0
0 10 20

f
30MHz

Fig. 54. The amplitude of the read-out signal during playback of
a `VLP' record, as a function of the frequency of the recorded
pulse train. At high frequencies the amplitude shows a marked
decrease because the scanning spot is no longer able to discrim-
inate between the pits in the disc. Owing to the difference in
linear velocity the critical distance between pits on the track at a
diameter of 15 cm corresponds to a lower frequency than on the
track at a diameter of 30 cm.

0.16 p.m deep. An optical scanning system and a photo-
cell produce trains of electrical pulses from the pits.
With a pulse frequency of 6.3 MHz and a disc speed of
25 rev/s (1500 rev/min) the pit period on the track diam-
eter of 30 cm must be about 3.8 p.m (and hence 1.9 p.m
on the track diameter of 15 cm). The brightness infor-
mation is stored by PFM, i.e. in the variations in the
spacings between the centres of the pits. The brightness
at a point of the television picture corresponds to a
particular value of the instantaneous frequency; black
corresponds to 6 MHz and white to 7 MHz. The
instantaneous frequency of 5.6 MHz is reserved for the
line -synchronization signal (`top sync'). The colour and
sound information is stored by PDM, i.e. in variations
in the length of the pits [11].

A two -level system with time modulation is the
obvious form of information storage here, because of
the strongly nonlinear photographic process used for
tracing the track and the unavoidable variation in level
during read-out. The possibility of reducing the effects
of interference by widening the bandwidth is not really
used. On the contrary, a band of only about 10 MHz
is available. This is determined by the size of the
light spot of the scanning system; it is not able to
discriminate between pits that are too short or too close
together, so that above a particular frequency - which
depends on the track diameter - the read-out signal
disappears (fig. 54). To accommodate all the informa-
tion in the available band the brightness signal is lim-
ited in baseband width to 3 MHz. Fig. 55 gives a
diagram of the processes applied to the luminance,
chrominance and audio signals before they are recorded
on the disc. What we are concerned with here is only
the last step, the PFM and the PDM of the track of pits.

Pulse -frequency modulation amounts to variation of
the quantity 0 in eq. (18); this will also have the effect
of varying the period of the pulses and hence the 'in-
stantaneous value' of the pulse frequency (as with sine
waves, variation of the parameter we in (18) would be
pointless). We thus have frequency modulation of each
Fourier component, so that the total spectrum consists
of a superposition of FM spectra in the way illustrated
in fig. 27, with the centre frequencies fe, 2fc, 3fe, .

The 'bucket -brigade delay line' was the first of the storage
devices now grouped under the heading of CTD. See F. L. J.
Sangster, Philips tech. Rev. 31, 97 and 266,1970, and L. J. M.
Esser, Electronics Letters 8, 620, 1972.
See the four articles on the video long -play (`VLP') system
in Philips tech. Rev. 33, 178-193, 1973.
These are only numerical examples and are far from defini-
tive. It has also been found that it is possible to record the
colour picture signal, including the colour subcarrier
modulated by the colour signal, as a single entity in PFM
on the disc. (The sound is still applied by PDM.)This requires
a larger, bandwidth. It has been decided to do this for the
American colour -television signal (NTSC system), but no
decision has been reached on this question in Europe.
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The bandwidth Bn of the nth spectrum is given by the
T
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where fmax is the bandwidth of the baseband signal and
nAf is the frequency deviation of the relevant com-
ponent. In the case of the `VLP' disc, fmax is equal to
3 MHz. The value chosen for the frequency deviation
Of of the fundamental is 0.7 MHz, so that B1 is about
7.4 MHz and B2 about 8.8 MHz. Overlapping would
thus occur between the spectrum of the fundamental
(6.3 MHz) and that of the second harmonic (12.6 MHz)

n
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0 6.3 12.6 18.9MHzf
Fig. 56. Band spectrum of a frequency -modulated pulse train
(pulse frequency of unmodulated signal 6.3 MHz, maximum fre-
quency of baseband spectrum 3 MHz, frequency deviation of the
fundamental 0.7 MHz). Each harmonic produces an FM band.
The second harmonic does not appear on the 'VLF disc, owing
to the choice of for the pulse duty factor. The bands of the
third and higher harmonics, if still present in the read-out signal,
are filtered out.
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Fig. 55. Operations on the luminance signal Y, the chrominance signals R -Y and B- Y
and the sound signal S before they are transmitted or recorded on a `VLP' disc. Chrominance
and sound modulate subcarriers by QAM and FM, respectively. In a television transmission
these signals, together with the luminance signal, modulate a carrier of say 197 MHz in VSB.
For recording on the 'VLF disc the luminance signal is limited in bandwidth, and the chrom-
inance and sound carriers are shifted in frequency by mixing. A pilot signal (P) is added for
synchronous detection of the QAM chrominance signal. Finally a pulse train, which has a
pulse frequency of 6.3 MHz unmodulated, is modulated in frequency by the luminance signal
and in pulse duration by chrominance, sound and the pilot signal. The way in which this is
done is explained in fig. 57.

(see fig. 56), if it were not for the fact that the second
harmonic is missing, since the value i has been chosen
for the (mean) duty factor f3; the spacing between the
pits is thus (on average) just as long as the pits them-
selves. The spectra of the third and higher harmonics
are completely suppressed. We are only concerned,
therefore, with the spectrum of the fundamental. It
should be noted that, as distinct from the usual situa-

tion in FM radio, the ratio of frequency deviation (4)
to baseband width ("Max), i.e. the modulation index, is
considerably smaller than 1, i.e. 0.7/3 or 0.23. This
again makes it clear that there is no question of any
noise suppression by band broadening.

As stated earlier, the colour and sound information
is stored by PDM, that is by modulation of the quan-
tity /3 in (18). As can be seen in eq. (18), and as also
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appears directly from fig. 44e, variation of /3 implies
variation of the `d.c. terms' of the modulated signal.
The spectrum of the modulating signal thus enters the
spectrum of the modulated signal unchanged. On the
`I/LP' disc the colour and audio bands, transposed by
mixing to relatively low frequencies, fit exactly into the
hole left by the clipped brightness band in the spectrum
(see fig. 55).

Finally, fig. 57 illustrates schematically how the PF-
and PD -modulated signal recorded on the disc is made.

A

f

t

Fig. 57. Method of producing a pulse train of frequencyfe that is
modulated in frequency by a signal Y and in pulse duration by
a signal B. (In the 'VLF' disc, fc is equal to 6.3 MHz, Y is the
luminance signal and B the combination of modulated chrom-
inance subcarrier, modulated sound subcarrier and pilot signal;
see fig. 55.) In the figure A stands for a sine wave of frequency fe
modulated in frequency by Y. Addition of A and B and limiting
of the sum obtained yields a pulse train that contains the fre-
quency variations of A and with pulse durations approximately
proportional to B. The frequency of B must be appreciably lower
than the frequency of A, and the amplitude of B must be appreci-
ably smaller than the amplitude of A.

Since /3 occurs not only in the d.c. terms but also in all the
other components, variation of /3 has other effects as well. It will
be shown that in this respect also the value of 4 is a particularly
good choice for 13. For the 'VLF' disc only the constant and the
fundamental in (18) are relevant, and we shall confine ourselves
to these. Let us put

=4+ {y + Y(t)}1n, (21)

where yin is a constant deviation of 13 from the ideal value 4,
and y(t) is proportional to the modulating signal. We assume
that {y y(t)}/n is much smaller than 1. Substituting (21) in
(18) then gives:

P(t) = (4 yln
y

yl7r)A (217)A cos(y y) cos cod
+ yin) A + (21n)A{1- 4(y -I- y)2} cos wet =

= (4 + yin + y171)A (2/n)A (1 - 4y2- yy- 4y2) cos wet.

If y is a sinusoidal signal of frequency fp, we find in the spectrum,
in addition to components at fp and fe, interfering components at
fc f fp and fe f 2fp, deriving from the terms yy cos wet and
y2 cos wet respectively. Of these at least the first is missing if
y is zero and /3 thus has on average the ideal value of 4; the
components at fc f 2fp are only of the second order in y.

It requires considerable mastery of the art of disc -manufacture
to ensure that remains on average sufficiently close to 4. The
most undesirable interfering component is the colour subcarrier
at 1.68 MHz (see fig. 55). The first -order interference from this
acts as a sideband at frequency fm ± 1.68 MHz of the FM
brightness signal at the instantaneous frequency fin, and is found
to give a striped pattern with a spatial frequency corresponding
to 1.68 MHz. The second -order interference (fm ± 3.36 MHz)
falls outside the bandwidth of the PFM signal and is filtered out.
The audio and pilot signals are weaker and therefore less of a
nuisance.

Finally we should note that, in principle, /3 and c in (18) are
independent quantities, so that, again in principle, PDM and
PFM can be independent of one another and therefore it should
not be necessary to separate them in frequency. Frequency
separation is necessary, however, because the nonlinear signal
processing and the bandwidth restriction degrade the isolation
and introduce crosstalk.
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A Mariphone transceiver aboard a yacht. The Mariphone service of the
Netherlands Post Office allows telephone calls to be made from boats to
any subscribers to the public telephone system and is the counterpart
of the Mobilophone service available to road users. Sea -going vessels can
also use Mariphone in coastal waters. The system has its own frequency
channels (in the 156-162 MHz band); the modulation is FM.
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III. Quantization and coding of analog signals

An audio signal from a microphone or a video signal
from a camera will become degraded by noise or other
interfering signals when it is transmitted over a partic-
ular channel, either in baseband or on a carrier. On
reception it is no longer possible to separate the orig-
inal signal from the interference imposed on it. This is.
because the signal is an 'analog' signal: within certain
limits it can assume any value. When a signal is quant-
ized, however - that is to say given a range of discrete
values - the receiver will always be able to discriminate
between the signal values in spite of the added inter-
ference, provided that the interfering signals are not
too large compared with the differences in the signal
levels. This opens up the possibility of almost com-
pletely eliminating the effects of noise and interference.
The advantage when signals have to be transmitted
over great distances is particularly apparent, because
as the distance increases an analog signal inevitably
accumulates more and more noise and interference, so
that the signal is finally lost in the noise, whereas a
quantized signal can be regenerated at repeater stations.

To take advantage of this technique for analog
signals from a microphone or camera, the signals have
to be transformed into quantized signals that carry the
same information. Usually this is done in such a way
as to result in a digital signal; the process is then called
`digital coding'. In particular, in 'binary coding' the
result is a 'bit train', a train of pulses that can only have
two values (`O' or '1').

Digital coding is now used on a large scale and to a
growing extent in telephony. Apart from the advantage
of a signal quality that is virtually independent of
distance, it also provides the possibility of transmitting
signals in time -division multiplex (TDM), with the
benefits we have already seen. The system of digital
coding in combination with TDM was first used on
overcrowded lines between exchanges at short and
medium distances, but it is now increasingly being used
for long-distance communications. Owing to the high
investment costs, the public telephone network is only
gradually being digitized and it will probably take
twenty or thirty years or more before it goes completely
digital. In military communication, where digital cod-
ing is also widely used, the advantages of secrecy and
the possibility of changing the code carry particular
weight. For television digital coding is still in the
experimental stage. In Britain there are experimental
digital -coded television links between Southampton,
Portsmouth and Guildford.

In this part of the article we shall `take a closer look
at a number of coding methods.

Pulse -code modulation (PCM)

A straightforward development of the idea outlined
above is to be found in 'pulse -code modulation', a
name that is not really correct since what is involved is
coding and not modulation. The coding takes place in
three stages in each sampling interval; see fig. 58. First
of all the analog signal is sampled; the sampling rate
must of course be sufficiently high. Next, the sampled
value is quantized, i.e. rounded off to the nearest level
in a preselected scheme of levels. If the levels are
equidistant, we have linear PCM. The levels are
thought of as being numbered, and the number ob-
tained is finally coded in a pulse train. Notation of the
numbers in the binary system results in binary coding.
If for example we reserve 8 bits per number, we can
operate with 256 levels. We then say that we have
`words' of 8 bits. Out of the bit train received the
receiver must of course 'know' which of each 8 bits
together form a word; this requires 'word synchroniza-
tion'. This does not have to be provided for each
word separately but only now and then, for example
at regular intervals after a certain number of words.
Examples of sampling and bit rates in use are given
in Table I.

The sequence of level values obtained after decoding
in the receiver is an approximation to the sequence of
sampling values. After having passed tgibugh a low-
pass filter the signal is an approximation to the original
signal. The error arising from the difference between the
level values and the sampling values is known as
`quantization noise'.

2
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Fig. 58. Coding of an analog signal in PCM. a) The analog signal
is sampled. b) The samples . . . , Al, Az, A3, A4, .. are each
rounded off to the nearest level of a given scheme of levels (quan-
tization). c) The sequence of level numbers obtained is converted
into a sequence of 'words' . . . , wi, wz, ivz, W4 . . . which togeth-
er form a pulse train. In the figure the scheme consists of 8 levels,
which can be coded in binary form into words of three bits. The
sample A4, for example, yields level 5 and the word 101 (w4).
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The fineness of the scheme of levels chosen is a com-
promise. A coarse scheme gives a great deal of quantiza-
tion noise. A fine scheme requires a large wordlength,
and hence a high bit rate and a broadband transmission
channel. A good compromise between quantization
noise and wordlength can be reached with a nonlinear
level scheme. For speech signals an optimum, non-
linear level scheme has been internationally standard-
ized.

selves, we can either divide up the region much more
finely with the same number of levels, and hence reduce
the quantization noise, or divide it up just as finely with
far fewer levels, which implies a reduction in the bit
rate required. The advantage gained here is paid for
with a 'rounding off' of large transitions between the
samples (`slope overload'), since a large change in
signal level can only be covered by several steps; see
fig. 60.

Table I. Examples of sampling rates fb and bit rates fb used for coding speech and television
signals; b bandwidth of the information signal, n number of bits per sample (fb = nfc). In
television fb is often derived from the frequencyfse of the colour subcarrier.

Information
signal System b .ff n lb

Speech PCM 4 kHz 8 kHz 8 64 kbit/s CCITT
standard

PCM 5 MHz 3fsc = 13.30 MHz 8 106.4 Mbit/s
TV (PAL, fsb = PCM 5 MHz 2fsc = 8.867 MHz 8 70.9 Mbit/s
4.433 MHz)

DPCM 5 MHz 2fsb = 8.867 MHz 6 53.2 Mbit/s

PCM 1 MHz 2 MHz 6 12 Mbit/s Experimental

Video 7 14 Mbit/s
telephone 8 16 Mbit/s

DPCM 1 MHz 2 MHz 4 8 Mbit/s

Differential pulse -code modulation (DPCM)

In audio signals, and more particularly in speech
signals, the low frequencies generally predominate.
This also applies to video signals: abrupt brightness
transitions in the picture are the exception, a fairly
even distribution of brightness is the rule. Thus, for
both audio and video signals, consecutive samples
often differ little in value. For this reason it may be
advantageous to code not the sampling value itself but
the difference between a sample and the preceding one.
This is known as differential pulse -code modulation
(see Table I). Fig. 59 gives a block diagram of the
equipment required. In the sampling interval k the
sample Ak is compared with an approximation to the
previous sample Ak-i in differential amplifier D. The
difference is quantized and coded (Cod). The coded
signal is then transmitted, but besides being decoded in
the receiver it is also decoded in the transmitter (Decod)
and added in the integrator Ito the value 71k-i that was
stored in I. In the next sampling period, /thus passes on
to D an approximation Ak to Ak for comparison with
the new sample Ak÷i. The receiver also consists of a
decoder and an integrator.

If we now limit the difference to a region much
smaller than that covered by the sampling values them -

A level scheme that covers the whole region but is
much more finely divided up for the small differences
than for the large ones (`nonlinear DPCM',fig. 61) may
often be a useful compromise. In television applica-
tions, for example, there is then little quantization
noise in the fairly even patches of brightness in the
picture, while the greater amount of noise that occurs
with the larger transitions in brightness is not very
annoying. The DPCM system can be refined still further
by keeping the level scheme flexible and adapting it at

Fig. 59. Block diagram for DPCM. D differential amplifier, Cod
coder, Decod decoder, I integrator, fb sampling frequency. In the
sampling interval k the difference between the sample Ak and an
approximation to the, preceding sample 4_1 is coded. The pulse
train obtained is decoded in the transmitter, and added to Ak-i
in I; this yields Ak for comparison with Ak-1 in the new interval.
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Fig. 60. In DPCM the maximum difference per step is often made
considerably less than the possible difference between two
samples. This permits a reduction in quantization noise. A con-
siderable difference in consecutive samples can then only be
bridged, however, in several steps, so that the transient is rounded
off (`slope overload'). Solid line: original signal; dashed line:
approximation after DPCM.

Fig. 61. Nonlinear level scheme
for PDCM. Because of the fine
division for the small differences
the quantization noise remains
low during slowly changing sig-
nals, and slope overload is
avoided by the presence of large
differences (coarsely divided).
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Fig. 62. Block diagram for delta modulation. The differential
amplifier D determines only whether Ak is greater or smaller than
Ak-i, which is translated by the coder as a pulse or no pulse. The
integrator I converts this into a step up or a step down, as appro-
priate. The result is a stepped curve as shown in fig. 63.

t
1 0 1 0 1 1 1 1 1 1 0 0

Fig. 63. Stepped curve produced from an analog signal in delta
modulation.

any given moment to the situation. If, for example, a
few positive steps have been made one after the other,
we can then extend the level scheme to cope with the
expected slope overload. This can bring considerable
improvement, but does of course require more com-
plicated equipment.

Delta modulation (DM)

A method that is remarkable for the simplicity of the
equipment is delta modulation [12] (DM, fig. 62). This
is DPCM for which only one bit per sample is used;
the bit rate is equal to the sampling rate. For the
sample Ak in this case it is only the sign and not the
magnitude of the difference from Ak-i that is deter-
mined in the differential amplifier. The .coding is also
simple: a pulse (T) is transmitted when Ak is larger
and no pulse (`O') when Ak is smaller than Ak-1. In the
first case the integrator output makes a single (fixed)
step upwards, and in the second case one step down-
wards. The result is a stepped curve that approximates
to the signal (fig. 63). The choice of step size is a com-
promise here between a considerable chance of slope
overload (small steps) and a high quantization noise
level (large steps). The DM system, which is especially
suitable for speech, has several refined variations; a
system with 'digitally controlled companding' [13], for
example, is used in the experimental video -telephone
network in the Netherlands OM.

Effect of bit errors

Owing to noise peaks during transmission, bit errors
will occasionally occur. In ordinary PCM one bit error
leads to one incorrect sample value. In DPCM, on the
other hand, the errors are cumulative, so that the mean
level departs from the correct value.

For audio signals the mean level is of no significance;
at the receiving end it is always reduced to zero. The
slow accumulation of errors in DPCM and DM there-
fore causes no trouble in audio reception. Further-
more, an error in a difference is far less troublesome
than an error in the value itself; in PCM an error in
the most significant bit can be serious. For audio sig-
nals, therefore, DPCM and DM are preferable to PCM.

[12] J. F. Schouten, F. de Jager and J. A. Greeflces, Philips tech.
Rev. 13, 237, 1951/52.
J. A. Greefkes and F. de Jager, Philips Res. Repts. 23, 233,
1968.

(131 J. A. Greeflces and K. Riemens, Philips tech. Rev. 31, 335,
1970.

PA] E. A. Aagaard, P. M. van den Avoort and F. W. de Vrijer,
Philips tech. Rev. 36, 85, 1976.
H. P. J. Boudewijns, E. C. Dijkmans, P. W. Millenaar,
N. A. M. Verhoeckx and C. H. J. Vos, Philips tech. Rev. 36,
233, 1976.
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In television the situation is entirely different. While
it is true that the detected signal is restored to 'black'
after each line of a field, it remains a drawback that
when DPCM is used an error that occurs during a line

fore gained at the expense of greater susceptibility to
bit errors. There are methods, however, of correcting
the effect of bit errors or masking it, and DPCM is in
fact often preferred to PCM for television.

Fig. 64. Television -picture degradation due to bit errors in transmission, above: with DPCM
(Pe = 3.3 x 10-4), below: with PCM (Pe = 10-2). The probabilities Pe of a bit error for the
two cases have been chosen so as to give about the same degradation. DPCM is thus about
30 times more sensitive to bit errors than PCM.

persists up to the end of the line. With DPCM, there-
fore, received bit errors lead to stripes in the picture,
with PCM only to small flecks (fig. 64). The advantage
of a lower bit rate or less quantization noise is there -

Predictive coding

DPCM and DM can be regarded as simple cases of
`predictive coding'. The principle is to extrapolate, in
accordance with a certain rule, from preceding samples
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to an expected value for the sample at the time tk. The
difference between the actual value and the predicted
value is coded and transmitted. At the receiver end the
preceding samples and the rule are known, so that the
predicted value can be determined and, with the
received difference value, the actual value found from
it. In DPCM and in the form of DM described above,
the rule is simply that 'the predicted value is equal to
the preceding sample'. Often, however, a better pre-
dicted value can be made, for example by means of
linear or quadratic extrapolation from the two or three
preceding samples. This is the method used in the more
refined forms of DM and DPCM.

For television it is better to extrapolate in a different
way. In a television picture (fig. 65) high correlations

C B

E
A P

Fig. 65. Predictive coding in television. The figure represents
lines and points in a small part of a television picture; the solid
and broken lines represent interlaced fields. Because of the strong
correlation in a picture, the luminance at Pat a given instant can
be reasonably accurately be predicted, for example from the
signal value of the previous picture point (A) and from the values
obtained one line period previously (B), immediately before and
after that (C and D), one field period previously (E), and one
picture period previously (P itself).

exist between a given point P in the picture and its
environment (A, B, C, D, E, . . .). Since a complete
picture in a picture period is generated by two succes-
sive interlaced line fields (picture period = 2 x field
period), it is obvious that the predicted value for the
sample that will give the luminance at P at a given
moment should be determined not only by the preced-
ing sample (luminance at A) but also by the samples
taken a line period before (B), immediately before and
after that (C,D), a field period before (E) and possibly
a complete picture period before (P itself). The predic-
tive rule might then be: V' shall be just as much brighter
than A as B is brighter than C'. The counterpart of the
advantage obtained -a reduction in bit rate - is in
the first place that a memory is required for these opera-

tions that has at least the capacity of a line, a field or a
complete picture, as the case may be.

It is also possible to transmit nothing at all if the
actual value differs from the predicted value by less
than a threshold value. Because of the high correlation
between successive pictures in television, the bit rate
can be substantially reduced in this way. From the
resultant non -constant bit flow a strongly reduced but
constant bit flow can be made with the aid of a buffer
memory. This does however require additional address
bits to establish the picture points to which the trans-
mitted bits relate. This is the system used for trans-
mitting weather charts by meteorological satellites. The
method is of great advantage here, because there is
very little difference between successive pictures.

Other coding methods

To conclude, two other coding methods currently of
interest will be briefly mentioned.

In 'transform coding' a 'block' of samples is trans-
formed into an equal number of other values that are
subsequently coded and transmitted. The transforma-
tion may be a Fourier transform, where the coefficients
of the Fourier components are transmitted, but other
transformations can also be used. Two advantages are
aimed at. In the first place, the errors in the transmis-
sion and errors due to quantization noise will be more
uniformly distributed among the original samples. In
the second place, certain cdefficients (e.g. those of the
low -frequency or those of the high -frequency com-
ponents) will often prove to be relatively insignificant,
and neglecting them can lead to a reduction in the
required bit rate. In television a block is often chosen
in which the samples belong to a square in the picture,
e.g. of 16 x 16 image points [15].

The other method of coding to be mentioned in
conclusion offers advantages in applications such as
facsimile transmission. This involves long series or
runs of identical samples ('white' or `black'). It is then
preferable not to code each sample separately but to
take the sample value and the length of a run. This
method, known as 'run -length coding', can be im-
proved by taking into account the correlation between
successive lines.

(15] H. Bacchi and H. Tchen, Ann. Telecomm. 30, 363, 1975.
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An underground line amplifier (repeater) for 60 -MHz cable transmission.
The cable contains twelve coaxial cores, each carrying 10 800 telephone
conversations in frequency -division multiplex (FDM). A thirteenth core
with its amplifier repeater serves as a service channel. These line repeat-
ers are spaced at intervals of 11/2 kilometres (about 1 mile).
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IV. Transmission of digital signals

In the foregoing we have seen that it can be advan-
tageous to 'package' information in pulse trains. For
telecommunication it is of course essential that the
pulse trains can also be transmitted. The ability to do
this, however, is by no means a matter of course, the
reason being that the pulse train, owing to its broad
frequency spectrum, is difficult to transmit without
distortion. In this part we shall discuss the measures
required for the transmission of quantized pulse trains
or digital signals.

If we consider the modulated pulse train itself as an
information signal, then it can either be transmitted in
the baseband or as the modulation of a carrier. Base -
band transmission, which we shall deal with first, is
used for example in digitized telephony in cases where
the pulse trains obtained by PCM and TDM are trans-
mitted by cable. Transmission on a carrier signal will
be discussed in connection with data transmission,
which relates to the transfer of data in digital form
between locations such as the central computer of a
bank or an airline company and a branch of the bank
or a travel agency. Where connections are made via
special cables or networks transmission is again often
directly in the baseband. However, nowadays more and
more use is being made of the public telephone system
for such transmissions, and the digital signal then has
to be transmitted as modulation of a carrier.

Baseband transmission

The situation as regards baseband transmission may
be summarized briefly as follows. The distortion suf-
fered by a pulse train (fig. 66a) during transmission is
usually insignificant if the pulse repetition frequency
(pulse rate) is much smaller than the available band-
width. The input signal can then readily be recognized
in the output signal (fig. 66b). When the pulse rate is
gradually raised a limit is finally reached, the `Nyquist
rate', at which, although the signal is already more or
less unrecognizably distorted (fig. 66c), it is never-
theless just possible, if certain conditions are fulfilled,
to reconstruct the input signal faithfully by sampling
the output signal (fig. 66d). A clock signal synchroniz-
ing the times of sampling to the input signal is then
required. This is referred to as synchronous transmis-
sion.

Transmission at the Nyquist rate can best be illus-
trated by taking a hypothetical case. We consider a
communication system with the amplitude characteris-

tic of a flat lowpass filter that cuts off sharply at the
frequency fi (fig. 67a), while the phase characteristic is
linear (the delay is the same for all frequencies). The
response at the end of this system to an infinitely nar-
row pulse (`6 -function') at the input is a rounded pulse,
with oscillatory 'tails' (fig. 67b). The response has the
form A(sin 2n fit)/2n fit, if we put the zero of the time
scale at the centre of the output pulse; the peak height
A of the pulse is proportional to the 'content' fp(t)dt
of the input pulse. The transmission of a digital signal
is now made possible in principle by the equidistance of
the zeros t = n/2f1 (n = +1, ± 2, . . .). For if we
apply to the input a train of pulses at intervals 1/2fi
(i.e. at the pulse rate 2fi), then each value at a time
m/2fi (m integer) in the response is determined only
by the corresponding pulse at the input; at that point in
time the other pulses make no contribution. Thus, if
we sample the output signal.exactly at the times m/2f1

Fig. 66. a) Digital input signal in the form of a pulse train. T
repetition period. Presentation of the pulse train in the form
shown here, where each pulse value is held until the next pulse
arrives, considerably reduces the part of the spectrum at the
highest frequencies (`sample and hold', see also fig. 49). b) Output
signal of a transmission system with low distortion. c) Output
signal at the Nyquist rate. d) The regenerated digital signal,
obtained by sampling (c) at the appropriate times.
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there is no `intersymbol interference' and we obtain a
faithful reproduction of the input signal.

If now we want to transmit a signal with a pulse rate
fe less than 2A, we need only an extra filter to cut off
the response abovefe/2. The value 2fi thus constitutes
a maximum for the pulse rate. This maximum is the
Nyquist rate' of the filter.

One way of understanding the `Nyquist relation' fc max =
is to consider that, out of all the binary series that represent
analog signals and are transmitted at a given elementary pulse
rate, the series ...10101010... represents the signal with the highest
frequency. This highest frequency is half the elementary pulse
rate, and the filter must therefore pass that particular frequency,
but no more is necessary. It is interesting to note that this relation
is the same as that between the bandwidth of an analog signal
and the repetition rate of the pulses with which the signal can
be representatively sampled (p. 331).

A transmission system with the characteristics shown
in fig. 67a is not of course a practical possibility. Good
approximations to it are complicated, and have the
additional disadvantage of a high group delay. This is
immediately clear, since the response will closely
resemble that shown in fig. 67b, i.e. with a long 'tail' in
front of it, which is the result, however, of the input
pulse and cannot therefore precede it. There is an
important class of filters, however, that also have
equidistant zeros in their response but are much easier
to make. In these filters the amplitude characteristic
has skew symmetry at the band ends (fig. 68a) and, as
in the previous filter, the phase characteristic is linear.
The response (fig. 68b) again has zeros at the times
n/2f1 (n 0), wherefi is now the skew -symmetry point
of the filter curve. The less steep the `roll -off' becomes
the faster the response decreases with increasing dis-
tance from the main pulse. Crosstalk between pulses,
which occurs when the sampling times are not exactly
correct, is then reduced, so that the tolerance for time
errors during sampling is increased. At the same time,
the bandwidth required becomes larger for a given
i.e. for a given pulse rate (2f3.).

In practice, of course, 6 -pulses are never applied to
the input of a transmission system, nor in general are
very narrow pulses. In applying these theories we must
therefore regard the pulse shaper at the input of the
transmission system as a part of the system, looking
upon it as a hypothetical filter that produces the actual
pulses from 6 -pulses.

The quality of a transmission path carrying a digital
signal can be judged by means of an 'eye pattern'. This
is obtained by displaying the output signal before
sampling (fig. 66c) on an oscilloscope with a sweep
rate equal to the frequency of the pulse train or of a
subharmonic. If the transmission path is of good
quality, patterns like those shown in fig. 69 are

observed; the signals of the successive periods are all
superimposed, but at a particular instant in each period
- the ideal sampling time - the signal has only one
of the discrete values of the input signal. Fig. 69 shows
the eye pattern of a binary signal and of a four -level

2

b
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Fig. 67. A hypothetical filter with the amplitude characteristic
as in (a) and a linear phase characteristic responds to a 6 -function
at the input with a signal at the output as shown in (b). The
distance between the zeros is T = 1/2f1, except at t = 0.

0 T 2T

Fig. 68. Amplitude characteristics of filters (a) with equidistant
zeros in the response (b) to a 6 -function. The sides of the am-
plitude characteristics are skew -symmetric. The phase character-
istics are assumed to be linear. Except at t = 0, the spacing be-
tween the zeros is equal to T = 1/2fi, where fi is the skew -sym-
metry point of the side of the filter response. Filters are shown
(2 and 3) whose cut-off frequencies f2 and f3 are 50 % and 100
higher than fi respectively. Note that the response of 3 has other
zeros besides the equidistant ones.
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signal. The threshold for deciding between the levels is
located in the middle of the 'eye'. The tolerances in the
level determination and in the sampling time are given
by the opening of the eye. At a given maximum pulse
amplitude (given peak power) the eye and hence the
tolerances will be smaller the larger the number of
levels.

Noise in the transmission path has the effect of blur-
ring the crossover points in the eye pattern, thereby
reducing the tolerances and increasing the probability
of an incorrect decision. In fig. 70 the theoretical prob-
ability of an incorrect decision, Pe, is plotted as a func-
tion of the signal-to-noise ratio in the transmission
channel. It can be seen that at an SIN of 15 dB the
probability of an error with a binary system is much
smaller than 10-6, but with a 16 -level system it is

nearly 1.
Multilevel systems are therefore more susceptible to

noise than a binary system. On the other hand, at a
given pulse and sampling rate, the information rate -
the number of bits per second - is greater. If the
pulse rate (the number of 'elementary signal periods'
per second) is a s-1-, we say we have a signal of a bauds
(Bd). The bandwidth required for such a signal is at
least +a Hz. With a multilevel system of n bits per pulse
the information rate is then na bits/s.

Fig. 69. 'Eye patterns' of a binary signal and a four -level signal,
obtained by displaying the output signal before sampling on an
oscilloscope with a sweep rate fe (or ifc, 4-fe, ).

5 10 15 20 25 30dB

Fig. 70. Theoretical probability of an incorrect decision, P., as a
function of the signal-to-noise ratio in the transmission channel,
S/N, for systems with 2, 4, 8 or 16 levels.

At a given Nyquist rate 2fi, the practical filters 2
and 3 in fig. 68a use considerably more bandwidth (f2
and f3 respectively) than the 'ideal' filter 1. However, if
a well defined symbol interference that can subsequently
be corrected is acceptable instead of 'no symbol inter-
ference', then it is possible to obtain filters for the pulse
rate 2fi that are not broader thanfi. An example is the
filter with the amplitude characteristic shown in fig. 71a
and, as usual, a linear phase characteristic; its response
to a 6 -function is given by fig. 71b. Thus, at the instants
of sampling there is interference only with the imme-
diately preceding symbol, and this interference is exactly
100 %. In the case of a binary input signal the output

a

k

pt
Fig. 71. Practical filter with upper limit f1, permitting transmis-
sion with a pulse repetition rate equal to the Nyquist rate 2fi,
but with 100 % interference between two consecutive symbols.
a) Filter amplitude characteristic. For 0 < f <11 this is propor-
tional to cos (nfl2f1). The phase characteristic is linear. b) Re-
sponse to a 6 -function.
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signal at the sampling times is three -valued; the pulse
pairs (0,0), (0,1), (1,0), (1,1) at the input give at the
output, at the sampling time that corresponds to the
second pulse, the result 0, 1, 1, 2. If the output symbol
is 0 or 2, we may conclude that the input signal is 0 or 1.
If, however, it is 1, then the input symbol must be

S

bk_

mod 2

ak bk-1 bk Ck

0 0 0 0
0 1 2
1 0 1 1

1 0 1

Fig. 72. Recoding of the input signal to avoid error propagation,
when the filter of fig. 71 is used. In S the recoded symbol bk is
formed from the input symbol ak and the recoded symbol of the
preceding pulse repetition period, bk-i, by the addition in modulo
2. (The result of the 'modulo -2 addition' is the last digit of the sum
in the binary system; in particular, for I and 1 the result is 0.)
D single -period delay line. F transmission system with the char-
acteristic of fig. 71. The table gives the response of the system to
the various possible combinations of ak and bk-i. The input
signal follows unambiguously from the output symbol, which
was not the case without recoding.

ak_2
0
0

a

k-1 ak Ck

0 0
1 1

0
0

Fig. 73. Filter characteristic that can be obtained, unlike the
previous filters, with many existing communication systems,
because of the filter transmission 0 at frequency 0. The figure gives
the amplitude characteristic - sin (70/1) for 0 < f < fl; the
phase characteristic is again linear - the response to a 6 -function
(T = 1/2f1), and the response table for transmission at the
Nyquist rate 2fi.

derived from the immediately preceding input symbol,
which is known.

If a series of ones appears at the output of this system,
and one of these is the result of a transmission error,
that error will be propagated in the interpretation of
the input symbols right up to the end of the series. This
can be avoided by recoding the input signal. Before
transmission the input series ak is converted by the
circuit shown in fig. 72 into the series bk, which follows
from ak and bk-1 in accordance with the given response
table. It can be seen that we can now unambiguously
decide on the value ak from the value of the output
symbol ck.

The advantage of having the highest possible pulse
rate at the given bandwidth is paid for here by a higher
susceptibility to interference and noise, since the out-
put signal is no longer binary but 'ternary'. It is found
that the signal-to-noise ratio of the transmission chan-
nel must be 2.1 dB higher for the same error prob-
ability. Since the information rate is no greater than
that of the binary input signal, the signal is referred to
as 'pseudo -ternary' [16].

Systems with no d.c. components

The amplitude characteristic of the systems discussed
above has a relatively high value at zero frequency,
which implies that d.c. components are readily trans-
mitted. In many existing circuits, however, such as
cable transmission systems with isolating transformers,
the d.c. component is not transmitted, and therefore
the models discussed cannot be used.

In such cases the filter with the amplitude characteris-
tic given in fig. 7 3 (again with a linear phase characteris-
tic) is a more suitable model. Here again, the passband
is no wider than half the sampling rate, there is well
defined symbol interference (-1 with the second
preceding symbol), and the output signal is pseudo -
ternary. Zero frequency is not transmitted, however:
the output signal averages zero (1 occurs just as often
as -1).

Fig. 74a shows schematically how this method is
often realized in practice. We shall disregard for the
moment the section Ne. In Arf the signal delayed by
two pulse periods, bk-2, is subtracted from the input
signal bk. The result is that signals with frequencies 0,

fe, 2 fe . . . are not transmitted; the characteristic
is thus as shown in fig. 74b (curve Nr). The filter F
cuts off everything except the first lobe of the response,
resulting in the characteristic of fig. 73. The original
transmission system (C), e.g. a cable system with
isolating transformers, has a fairly flat response, except
for the sharp drop at f = 0, and therefore the charac-

[16] P. J. van Gerwen, Philips Res. Repts. 20, 469, 1965.
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Reception from television satellite with parabolic
antenna. The photograph shows a trial installa-
tion on the roof of the Maison de Radio Canada,
Montreal, Quebec. The diameter of the antenna
is 1.20 m (about 4 feet).The reception frequency
is about 12 GHz, the modulation FM. The instal-
lation is suitable for private use; an FM/ AM con-
verter is then fitted to the television receiver (see
photograph on the left). Several sound channels
can be combined in one video channel, making it
possible to receive the same programme in dif-
ferent languages on different frequency channels.
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Fig. 74. a) Arrangement for obtaining the amplitude characteris-
tics in fig. 73. b) Response of sections Nr, F and C. c) Response
table. The response Are in (b) is obtained by subtracting bk--2
from bk; the delay line D gives a delay of two pulse periods.
Because of the filter F, only the first lobe of the response of Nr
in (b) is left, and the transmission system C changes this situation
very little. The section Nc (modulo -2 addition of ak, and bk-2)
gives suitable recoding for preventing error propagation.

teristic undergoes little change. The section Ne serves
for recoding the input signal ak in such a way as to
prevent the propagation of errors.

As can be seen from the response table, the circuit
has the useful feature that a simple rectifier alone is all
that is necessary to reconstitute the input signal at the
output after sampling. The circuit described is a form
of bipolar coding (of the second order, so called because
of the delay by two pulse periods in fig. 74; 'first -order
bipolar coding' is also widely used).

NL

V fe

C/
f

F

PC

fc

Fig. 75. Clock extraction. If f, is the elementary pulse repetition
frequency, the output signal V of the transmission system does
not usually contain the frequency fe itself but subharmonics of it
(frequencies fe/n, n integer) or various components that differ in
frequency by fc or AM. A signal of frequency fe synchronous
with V is then obtained with the nonlinear element NL. Depend-
ing on the coding system used, NL simply has to rectify the
signal or carry out a more complicated nonlinear operation.
With the aid of the phase comparator PC and the lowpass filter F,
the phase of this signal establishes the frequency and phase of the
clock signal produced by the clock generator CI. PC, F and Cl
form a 'phase -locked loop'.

Clock extraction

In the systems discussed it is essential that the samp-
ling should occur at the correct times on reception.
The receiver therefore usually contains a 'clock -pulse
generator', which delivers pulses at the appropriate
sampling times. The rhythm of this 'clock' can be
derived from the received signal (`clock extraction').
An example of a synchronizing circuit is shown
schematically in fig. 75. For correct clock extraction
the received signal should contain sufficient transitions
between 0 and 1. A 'scrambler' is often used for this;
it changes the input pulse train in accordance with a
fixed rule such that the original pulse train can be
reconstituted after reception. Some coding methods

L
Fig. 76. Biphase coding. The advantages of this coding are:
1) good clock extraction, because each symbol gives a transition,
2) the signal has no d.c. component. The bandwidth required is
at least twice the Nyquist bandwidth, however.

result automatically in many transitions; in this respect
biphase coding is particularly favourable. Fig. 76 gives
the elementary signals that this method uses for 0 and 1.
It can be seen that there is a transition in each elemen-
tary period. (This method of coding also has no d.c.
component. The pulse repetition rate, however, is no
more than half the Nyquist rate.)

A synchronized clock at the receiving end is charac-
teristic of what are known as 'synchronous systems'.
Older slow systems such as telegraphy and telex often
operate asynchronously. If sampling is required, each
letter and each numeral (coded in a number of bits) is
preceded by a start signal for the generator in the
receiver that delivers the sampling pulses. This gen-
erator is required to remain in step for only a small
number of bits, so that further control is unnecessary.

Equalization

In the systems discussed so far it is equally essential
that the whole system between the transmitter and the
receiver of the digital signal (including the hypothetical
filter mentioned above, representing the pulse shaper)
should in fact have the selected amplitude and phase
characteristic.

If the data transmission takes place in the baseband,
in a system in which a connection is established in a
different way each time in a switching centre, the char-
acteristics of the transmission path are variable and not
well known. At the receiving end the characteristic
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must then be 'equalized' by means of additional, vari-
able filters [17]. The same applies for data transmission
with modulation via a long-distance telephone net-
work, which will presently be discussed.

Applications

An application of the baseband transmission of
digital signals has just been mentioned: data trans-
mission in special data networks. Another application,
also mentioned earlier, is found in digitized telephony.
When the digital TDM signal is transferred between
two main exchanges by cable, it is sent in baseband.
Coding ensures that the d.c. component is zero and
that the number of transitions is always sufficiently
large for good clock extraction. The CCITT has
standardized four bit rates: 2, 8, 34 and 140 Mbit/s.
Four signals of 2 Mbit/s can be grouped in TDM to
form a signal of 8 Mbit/s, etc. At the higher bit rates
some latitude is left in the TDM grouping for addi-
tional signals.

Modulation systems for digital signals; data transmission

The transmission of signals between digitized tele-
phone exchanges over a microwave link is a practical
example of signal transmission on a carrier rather than
in the baseband. Since a good signal-to-noise ratio is
extremely important and bandwidth presents no prob-
lems, frequency modulation is used. We shall not
pursue this example further but will confine ourselves
to data transmission via the telephone system.

When a digital signal in the baseband is applied to
one end of a long-distance transmission path, the
chance that it will arrive at the other end in a recogniz-
able form is remote. In the first place the amplitude
characteristic -a speech band from 300 to 3400 Hz -
does not extend to zero frequency, and as we saw
above, this introduces distortion. (The above analysis
also applies in the situation considered here, and in
fact to any linear system.) What is more, the phase
characteristic is strongly curved. Now it might if
necessary be possible to overcome these difficulties by
means of coding and equalization. An insurmountable
difficulty, however, is that the baseband spectrum is
almost always shifted in frequency by a small amount,
Of say, in the transmission path - in general an FDM
grouping of SSB signals - as a result of the SSB mod-
ulation and demodulation; see fig. 77a. This means
that the fixed frequency and phase relations between
the original Fourier components of a signal are de-
stroyed. For example, a periodic rectangular signal at
the input will arrive at the output not only deformed
but also having lost its periodicity. If we try to obtain
an eye pattern at the output, we see a constantly chang-

SSB-FDM

MA
fm±fp

fMA

fp;ofB
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SSB-FDM fm±f +Of
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/\-`.19
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Fig. 77. a) The Fourier components of a signal in the speech band,
after transmission over an SSB-FDM telephone system, are in
general shifted in frequency by a small amount of. This is no
great disadvantage for speech, but for digital signals it is un-
acceptable. b) Transmission of digital signals by telephone by
modulation of a carrier (frequency far) in the speech band.
Modulation and demodulation take place in 'modems' (MA and
MB) at the subscriber's terminals. In data transmission from A to
B, MA acts as a modulator and MB as a demodulator, and vice
versa. Since the reference signal for the demodulation is derived
from the output signal, it receives the same frequency shift. This
shift is therefore eliminated in the demodulated signal.

ing picture in which at the very best an 'eye' will appear
only every now and then.

The answer is modulation of a carrier in the speech
band (fig. 77b). A 'modem' (modulator -demodulator)
is connected to each of the two subscriber's terminals.
When data signals are sent from A to B the modem at
A acts as a modulator and modulates the digital signal
on a carrier of frequency fm (e.g. 1800 Hz). The modem
at B acts as a demodulator. The carrier for demodula-
tion is extracted from the signal before the modem, and
thus receives the same frequency shift of. After demod-
ulation the frequency difference has therefore been
eliminated. At the same time there is now a much freer
choice of transmission characteristic; the telephone
network will accept any characteristic provided it is not
too wide for the speech band into which it is transposed
by the modulation.

In the early days of data transmission the data
signals consisted of no more than a few hundred bauds.
Frequency modulation was adopted for the sake of
simplicity. This method has the added advantage of
providing a good protection from the strong variations
in transmitted amplitude on the telephone network.
The method used was asychronous. Frequency mod-
ulation here was called frequency -shift keying (FSK),
a term originating from telegraphy.

Systems of this type are still used for signals up to
1200 Bd. In the system for 1200 Bd the frequency jumps
between 1300 Hz (T) and 2100 Hz (`0'). This can be
regarded as frequency modulation of a carrier at
1700 Hz with a deviation of 400 Hz. The baseband
width given by Nyquist's rule is at least 600 Hz and the
bandwidth required for the FSK channel is found on

[173 A. Gersho, Bell Syst. tech. J. 48, 55, 1969.
F. de Jager and M. Christiaens, to appear in Philips tech.
Rev. 37, No. 1, 1977.
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applying Carson's rule to be 2000 Hz. The FSK band
(700-2700 Hz) is easily accommodated in the speech
channel. The modulation index is small (400/600 = 0.67).

The bit rate for telegraph and telex signals is lower.
FDM in a speech channel is used when such signals
have to be transmitted over the telephone network. It is
usual to subdivide a speech channel into 24 120 -Hz
channels for bit rates up to 50 bit/s, or twelve 240 -Hz
channels for bit rates up to 100 bit/s. By using a
1200-Bd system in one speech channel, it would be
possible to achieve the same information rate by TDM
grouping of the original signals (1200 bit/s = 12 chan-
nels of 100 bit/s = 24 channels of 50 bit/s), but this
involves considerable practical complications.

In recent years a growing need has arisen for higher
bit rates. These require synchronous operation in the
first place to achieve the required sampling accuracy.
Furthermore an FSK signal of 2400 bauds with a fre-
quency deviation of ± 400 Hz no longer fits into the
speech channel, and a smaller frequency deviation soon
gives rise to excessive noise. More generally, FSK uses
up a considerable bandwidth; this is closely related to
the fact that it is a nonlinear modulation method.

In this respect 'phase modulation' (PSK, phase -shift
keying) is better. In PSK the '0', for example, is
represented by a phase shift of 0°, the '1' by a phase
shift of 180° with respect to the nominal phase of the
carrier (two-phase PSK, fig. 78). This form of phase
modulation is not essentially different from amplitude
modulation in which the amplitude changes sign, and
may also be regarded as a linear system. If the system
is well designed, the bandwidth required at a given
pulse rate is not much greater than the Nyquist band-
width. A signal of 2400 Bd - at least 1200 Hz wide -
could in fact be accommodated in a speech channel.

In practice the speech channels are often of poor
quality. To safeguard against this, systems with more
than two phase states are used, making it possible to
transmit a larger number of bits per second with signals
of a given number of bauds (i.e. of a given bandwidth).
At each moment of sampling the phase may be 0°, 90°,

b

VARA

o I / 0 0 1

Fig. 78. Two-phase PSK (`phase -shift keying'). a) Carrier. b) The
modulated signal for a digital signal 010011. In the case illus-
trated, carrier and digital signal are synchronized. This is not
always the case in practice. c) The 'signal -constellation points'
'0' and '1' in the vector diagram.

2 b a
Fig. 79. 'Signal constellations' in the vector diagram for the
various forms of PSK under experiment or already in use: PSK
with four phases (a), eight phases (b), four amplitudes and four
phases per amplitude (c) and the system with 'four -level quadra-
ture modulation' (d). Noise circles are shown only in (a). The
closer the points lie together, the greater the probability of errors
due to noise. In (d) there are just as many signal -constellation
points as in (c). Case (d) gives better noise performance because
the points are better distributed, but (c) lends itself better to the
compensation of errors due to 'phase jitter'.

180° or 270° (four -phase PSK, fig. 79a). Since the phase
states in the vector diagram lie closer together, the
`noise circles' touch one another earlier; four -phase
PSK is consequently 3 dB more sensitive to noise than
two-phase PSK.

This development has been extended, leading for
example to systems with eight phases, systems with
four amplitudes and four phases per amplitude, and

1
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1L
Ch

/N2.1 R1-.3-

G2
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Fig. 80. Synchronous PSK data -transmission system. T telephone
connection, MI, M2 modems. G1 carrier -signal oscillator, G2
reference oscillator. Ch data clock, C/2 sampling clock, R data -
signal regenerator. 1, 2 and 3 (schematic) are the signals after M1,
between M2 and R and after R. The synchronization for the
demodulation in M2 and the synchronization for the regeneration
in R are in principle distinct from each other, but in some cases
Cli and G1 are also synchronized (dashed line; see fig. 78). To
avoid the complications of 'carrier extraction' from the signal
before M2 or of pilot signals, this signal is often compared not
with a regenerated carrier signal but with the signal from one
pulse repetition period before (D delay element for one pulse
repetition period).
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systems with 'four -level QAM', which go up to
9600 bit/s (see fig. 79b, c, d and Table II).

Compared with modems for 'slow' FSK the modems
for 'fast' PSK have two refinements: carrier syn-
chronization for the demodulation of the received
signal, and bit synchronization for the regeneration of
the digital signal from the demodulated signal; see
fig. 80. The second feature requires 'clock extraction'.
For synchronous demodulation it is necessary to have
a reference signal, which can be obtained from a sep-
arate pilot signal. To avoid this complication, the phase
is often compared not with the phase of the original
carrier but with the phase in the previous pulse period

channels trouble may be experienced from the noise
effect known as 'phase jitter', caused by instabilities in
the oscillators of the FDM system.

To meet the need for ever higher bit rates, systems
for more than 9600 bit/s have been developed. It is
difficult to accommodate these in a single speech chan-
nel. One of the solutions to this problem is to give the
subscriber a direct line to a main exchange, where he is
given the use of an entire basic group (60-108 kHz),
which normally comprises 12 speech channels. CCITT
standards for this also exist (Table II). To economize
on bandwidth, SSB or VSB modulation is used. There
are systems, for instance, for 48, 56, 64 and 72 kbit/s

Table H. Modem systems standardized by the CCITT.
Transmission over one speech channel (300-3400 Hz)

Bit rate
(bit/s)

Pulse freq.
(Bd)

Method Carrier *
(Hz)

sync./
async. **

CCITT
code

200-300 200-300 FSK 980-1180 async.
?V21

/1650-1850 async. 1

600 600 FSK 1300-1700 async.
le

1200 1200 FSK 1300-2100 async. 1V23

2400 1200 PSK, 4 phases 1800 sync. V26
4800 1600 PSK, 8 phases 1800 sync. V27
9600 2400 PSK, 4 amp.

x 4 phases
1700 sync. V29

Transmission via an FDM basic group (60-108 Hz)

(kbit/s) (kHz)

40.8 VSB 100 async. V35
48-56-64-72 LSB 100 sync. V36

* In FSK the two frequenc es are given here hat represent the two bits.
** Sampling of the output s gnal synchronized (sync.) or not synchronized (async.) with the

input signal.

(differential PSK; fig. 80 with the second version of the
modem M2). The reference here is therefore the preced-
ing phase state, but since this is also affected by noise,
the signal-to-noise ratio with this simplification is

worse (2.3 dB in four -phase PSK, 2.8 dB in eight -phase
PSK).

In general the higher the bit rate the more sensitive
the system is to interference and noise. Data trans-
mission at the higher bit rates is therefore only possible
if the telephony channel is not too unsatisfactory.
Variations in the transmission will always have to be
equalized, preferably automatically. In FDM telephone

with lower sideband modulation on a carrier of
100 kHz, using pseudo -ternary coding.

Finally, we should note that the required signal
processing, such as filtering, modulation and clock
extraction, is being increasingly digitized in modern
modems [18]. This dispenses with the need for large
inductors and capacitors, simplifies the design and
adjustment of the system and allows the use of in-
tegrated circuits.

[18] P. J. van Gerwen, Philips tech. Rev. 30, 71, 1969.
F. A. M. Snijders, N. A. M. Verhoeckx, H. A. van Essen
and P. J. van Gerwen, IEEE Trans. COM-23, 1259, 1975.
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Adjustment of a 60 -MHz modulator for carrier telephony. The 60 -MHz
carrier can be modulated by 10 800 speech channels in frequency -division
multiplex ( FDM); single-sideband modulation is used.
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V. Modulation in telecommunication

Modulation and telecommunication are closely
interrelated. Apart from the simplest wire or cable
connections for telephony and telegraphy, telecom-
munication is unthinkable without modulation. It is
also true to say that all known modulation systems
were really developed for telecommunication purposes.
In this part we shall therefore give a survey of the

wavelength
frequency
band

The principal forms of telecommunication are shown
in fig. 81. There are four groups: broadcasting, tele-
phony, fixed links and mobile systems. Under 'broad-
casting' we shall presently discuss a few more mod-
ulation aspects of AM and FM sound broadcasting,
television broadcasting and broadcasting via satellites.
We shall not return here to telephony, as such; the

300Hz 3 30
1km 100 10

300kHz 3 30 300MHz
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4 5 6 7 8 9
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lop 10 1mm 100 10 j 0.1pm
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fixed links
radio
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microwave links
optical
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Fig. 81. Forms of telecommunication. Broadcasting: AM radio in bands 5, 6 and 7; FM radio
in band 8, television in bands 8 and 9. Satellite broadcasting - with direct transmission from
satellite to individual receivers - is intended for television and sound broadcasting (band 10).
Band n is the band from 0.3 to 3 times lOn Hz; the frequency 10" Hz thus lies at the centre of
this band. Telephony: frequency -division multiplexing of speech signals to form 'basic, super,
master and supermaster groups', and time -division multiplexing of signals coded in the form
of pulses. Fixed links: transmission paths between two fixed stations for broadcasting and
telephony (and also for telegraphy, telex, data transmission, ...). Cable links are, very generally,
used for short distances but are also in use for very large distances, especially in telephony
(transoceanic cables). Radio links below 30 MHz are slightly directional and have a relatively
long range; those in bands 9 and 10 (microwave links) are strongly directional and have a
relatively short range (about 50 km), unless they include communication satellites. In the
latest form of optical communication a type of cable link is again used for guiding the electro-
magnetic waves (here light waves), the cables in this case being glass fibres. Mobile systems are
used for communications with and between pedestrians, cars, ships, aircraft, etc. For fre-
quencies below 30 MHz these generally use SSB modulation, but at higher frequencies FM is
preferred, although AM is also still in use.

specific uses of modulation in the principal forms of
telecommunication in current use. Other areas of ap-
plication touched on earlier were the storage of infor-
mation (FM in magnetic recording of video signals,
PFM and PDM with the 'VLP' record) and signal
processing (PAM with charge -transfer devices). There
are other areas where modulation is used, but not as
such an essential feature: range -finding and navigation
systems for traffic on land, at sea and in the air, remote
control and telemetry, but we shall not be concerned
with these here.

modulation methods used in telephony - frequency -
division multiplexing of SSB signals and time -division
multiplexing of pulse -coded signals - have already
been dealt with at some length. We shall, however,
take a closer look at the 'fixed links' between two
stations. These are not unrelated to broadcasting and
telephony but are integral links in these systems, for
example between studio and transmitter in broadcast-
ing, and between two exchanges in telephony. Fixed
radio links operate either at frequencies below 30 MHz
or in the UHF and SHF bands (microwaves); they are
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only weakly directional in the first case and highly
directional in the second. The microwave links have
been given a new dimension by communication satel-
lites. Very much higher up in the spectrum we have
optical communication, which in its modern form is
still in the experimental stage. Finally we shall discuss
systems where at least one of the stations is mobile.

Before going further with this, two comments should
be made on the subject of transmission by cable, but
we shall leave the matter at that. In conventional
broadcasting the transmission generally takes place in
free space, but the systems that have a single central
antenna for small residential estates, suburbs, or towns
(`relay television') form an exception. In relay systems
the 'transmitter' is a relay station that receives the
signals from elsewhere through a large antenna or
in some other way. The subscriber to such a system
generally has a wider choice of programmes, and
pictures and sound of better quality, than is possible
with individual reception. To permit the use of the
same receivers, the signal is generally similar to the
conventionally transmitted signals, and for that reason
these systems need not be considered here. The old
form of `rediffusion system', in which an audio sgnal
was distributed in the baseband by cable, has now al-
most disappeared from the scene.

`Fixed links' are often cable systems. For small-
scale communications, for example within a group of
buildings, this is nearly always the case. For telephony
in particular there are also cable links that are tens,
hundreds or thousands of kilometres long (transoceanic
cables), over which FDM and TDM groups are trans-
mitted (the TDM groups in the baseband, see p. 349).
The exponential attenuation of the signals is com-
pensated by regularly spaced repeaters.

Broadcasting

AM sound broadcasting

For sound broadcasting in bands 5, 6 and 7, the
familiar 'long -wave', 'medium -wave' and 'short-wave'
bands, the modulation system used is conventional
AM. The radio signals in this wavelength range are
able to propagate over great distances by bending and
reflection from the ionosphere, so that one transmitter
of sufficient power covers a large area. To avoid inter-
ference between the large number of transmissions the
frequency spectrum is rigorously divided up into many
narrow bands, and the audio bandwidth allocated for
many transmitters is limited to 5 kHz, which means
that each transmitter takes up 10 kHz of the r.f. spec-
trum.

It was long argued that the replacement of conven-
tional AM by SSB modulation would allow broad-

casters to use twice as much audio bandwidth, making
it possible either to increase the quality of the trans-
missions or to increase the number of transmitters.
The old counter -argument that an SSB receiver is
much more expensive than a receiver using simple peak
detection is much weakened by the continued advances
in electronics (ICs, LSI). There remains, however, the
fact that there are still large numbers of conventional
receivers in use, and these receive SSB signals severely
distorted. As a transitional measure the use of special
SSB systems has been proposed, where the carrier
would not be completely suppressed and with the side -
bands pre -distorted in such a way as to compensate for
the distortion caused in the conventional receiver
(`compatible single sideband', CSSB) (19]. This system,
however, causes distortion in a real SSB receiver. The
whole question is still being studied by the CCIR.

FM sound broadcasting

For FM sound broadcasting in band 8 a much wider
bandwidth is available. In the first place, band 8 (like
every other band) is nine times as wide in linear fre-
quency measure as all the lower bands put together,
and it is linear measure that counts for audio band-
width. In the second place, these shorter waves undergo
less bending and they are not reflected by the iono-
sphere, which means that the range of the transmitters
is shorter and that two transmitters a few hundred
kilometres apart can have the same frequency without
interfering with one another. Advantage is taken of this
frequency latitude to broadcast FM transmissions of
high sound quality. In general each transmitter is
allocated an r.f. bandwidth of 200 kHz. In this band-
width a broad audio spectrum (15 kHz) can then be
combined with a frequency deviation of say 75 kHz,
thus giving strong noise suppression (see (16) and
p. 323).

We shall touch briefly on some extensions and
experiments for which there was and still is room in
FM sound broadcasting, and which depend on mod-
ulated subcarriers. In the first place the system has been
extended to include stereo sound [20]. In conformity
with a recommendation made by the CCIR, the signal
S(t) of a stereo FM transmitter is made up as shown in
fig. 82a. From the left-hand audio signal' L and the
`right-hand audio signal' R the sum and difference are
formed. A subcarrier at 38 kHz is modulated in DSB,
with suppressed carrier, by the difference signal. The
information signal p(t) for the transmitter modulator
is the sum of the sum signal L R, the modulated
subcarrier and a synchronous pilot signal at 19 kHz;
fig. 82b shows the spectrum of p(t). The pilot signal
serves for the synchronous demodulation of the mod-
ulated subcarrier in the FM receiver. It is also some-
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Fig. 82. Stereophony in FM radio. a) Diagram showing the com-
position of the FM signal S(t). L left-hand audio signal, R right-
hand audio signal. The difference signal L- R DSB-modulates
a (suppressed) subcarrier at 38 kHz. b) Spectrum of the informa-
tion signal p(t) for the frequency modulator FM; p(t) is the sum
of the sum signal L R, the modulated subcarrier and a pilot
signal of 19 kHz synchronized with this carrier. The pilot signal
serves as a reference during the reconstitution of L- R from the
subcarrier in the FM receiver.

times used in stereo transmissions to activate the
(L - R) channel in the receiver; without a pilot signal
this channel is closed in these receivers. The system
gives compatability with mono receivers, which only
receive the sum signal L + R. At a frequency deviation
of 75 kHz the required bandwidth is now about
260 kHz (2 x (53 + 75) - 256). The total frequency

a
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L+R
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(+)
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p (t)

Fig. 83. The information signal p(t) in fig. 82 for cases where L
and R are sinusoidal signals of identical amplitude and are in
phase (a) or in antiphase (b). The vertical strips in (b) represent
the subcarrier. In both cases the amplitude of p(t), and hence the
frequency deviation of S(t) in fig. 82, have the same magnitude
as for a mono transmitter with 2R or 2L as the information
signal. It can be shown that the same applies approximately for
all other combinations of L and R.

deviation in this system is not much greater than for a
mono transmitter, which, for the same L and R, trans-
mits only L R (fig. 83). The signal-to-noise ratio in
the (L R) channel may thus be about as good as in
the mono transmitter. In the (L - R) channel, how-
ever, fmax is about three times higher, and the mod-
ulation index is thus three times smaller, so that the
gain in signal-to-noise ratio is about ten times less than
in the (L R) channel. For stereo, therefore, the
coverage of an FM transmitter is smaller than for
mono. Stereo reception will therefore often require a
good outside antenna where for mono reception a
simple inside antenna is sufficient.

The idea of using a single FM transmitter to broad-
cast extra signals on subcarriers in addition to the main
signal is currently finding application in various ways.
In the United States some FM transmitters broadcast
a continuous programme of background music that
frequency -modulates a subcarrier at 67 kHz (some-
times 41 kHz in the case of mono transmitters); the
listener can choose between the main programme or the
background music. In the Netherlands the Dutch
broadcasting organization and Philips are carrying
out joint experiments in which FSK (65-67 kHz) is
used for sending digital information together with a
broadcast programme; the digital information is then
displayed on a panel in the receiver. In Germany some
transmitters send a digital signal, modulating a carrier
at 57 kHz, to indicate when traffic information is to be
given. In a car radio tuned to the transmitter this signal
then switches the programme on again which the driver
had switched off. A problem with systems of this kind
is the possible crosstalk that such signals can produce
on the (L R) and (L - R) signal, as a consequence
of nonlinearities and delay errors in the receiver. A
subcarrier of 66 kHz, for example, can interfere with
the pilot signal at 19 kHz to give a signal of 47 kHz,
which produces a 9 -kHz tone in the (L - R) channel.
Introduction of the system therefore calls for some
caution, and this matter is also being studied by the
CCIR.

Television broadcasting

Television broadcasts are found in bands 8 and 9
(see fig. 81). It was decided at the time, for economy of
bandwidth and the possibility of peak detection, to
adopt vestigial-sideband amplitude modulation (VSB-
AM, see p. 317) for transmitting the video signal. In
practice the transmitter sends out the conventionally
modulated carrier (carrier plus two sidebands), with

[19] Th. J. van Kessel, F. L. H. M. Stumpers and J. M. A. Uyen,
E.B.U. Rev. No. 7IA, 12, 1962.

[20] See for example N. van Hurck, F. L. H. M. Stumpers and
M. Weeda, Philips tech. Rev. 26, 327, 1965 and 27, 62, 1966.
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Semitrans 102 modem, acoustically coupled to a telephone. This modem is
used for feeding digital signals into the public telephone system. The two
levels of the binary signal are coded as two audio frequencies (frequency -
shift keying or FSK); these are transmitted by the microphone and are
supplied to the modem at the receiving end via an acoustic connection to
the telephone. Two pairs of frequencies are used - 980/1180 Hz and
1650/1850 Hz - so that simultaneous two-way communication is possible;
the maximum transmission rate is 200 bits per second.
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the lower sideband almost completely suppressed
(fig. 84). The filter with the symmetrical response
characteristic of VSB modulation (the Nyquist char-
acteristic') is in the receiver. The sound modulates (AM
in France, FM elsewhere) a separate carrier, which is
6.0 MHz above the video carrier in the system used in
Britain. For colour transmissions the colour informa-
tion is carried on a subcarrier in the video band. The
system for modulating the subcarrier depends on which
colour -television system is used (QAM for NTSC and
PAL, FM for SECAM) [8].

In television broadcasting, experiments designed to
transmit more information by means of additional
subcarriers are also in progress. In particular, trials are
being carried out with a second sound channel. This
could for example be used for a second language when
an event of international importance is being reported.
In Germany this is done with a second sound carrier
242 kHz above the first. In Japanese trials the 'second
sound' frequency -modulates a subcarrier at about
32 kHz, which, together with the 'first -sound', fre-
quency -modulates the sound carrier (`FM -FM system')

Satellite broadcasting

In addition to broadcasting by 'Earth' stations, we
now have broadcasting by satellite, i.e. by a transmitter
in a space satellite that covers a part of the Earth where
the signals can be received by individual sets. Signals at
12 GHz in band 10 are now being used experimentally
for such transmissions. The problem of sufficient signal
strength is much greater here than in the case of a
satellite for a 'fixed link'. In a fixed link the Earth
station can use a very large parabolic antenna; for
individual reception of satellite broadcasts, on the other

Y

C A

ft/

4.43MHz
6MHz

Fig. 84. Spectrum of a television signal. In principle, vestigial-
sideband amplitude modulation (VSB-AM, p. 317) is used for
transmitting the video signal (carrier frequency fv). The trans-
mitter does not, however, transmit the actual VSB signal but a
conventional AM signal most of whose lower sideband is sup-
pressed. A filter in the receiver, preceding the actual detector,
provides the skew -symmetric VSB response (dashed line). The
video signal consists of the luminance signal Y and the chromin-
ance signal C (a subcarrier at 4.43 MHz modulated by the colour
signals R -Y and B - Y). Special measures are needed to ensure
that the effect of C on Y and vice versa does not give picture
distortion [8]. The sound usually modulates a separate carrier
at a frequency fA (in Britain fA-fv is equal to 6 MHz).

hand, a parabolic 'dish' of about 1 metre in diameter
would seem to be about the maximum. For a satellite
in the geostationary orbit (see p. 359) to cover a country
like Germany, France or Great Britain with a tele-
vision programme, an 80 -kW transmitter would be
necessary if the conventional AM-VSB system was
used. This would not be a practical proposition in a
satellite. If FM was used, however, with adequate
bandwidth, then 500 W would be sufficient; this power
is feasible in a satellite. In the CCIR a systein has been
proposed that would use FM with a deviation of
8 MHz in a 27 -MHz band. Efforts are now being
made to reach international agreement on the use of
the 12-GHz band for television and sound broad-
casting.

Carson's rule (16) gives the required bandwidth of 27 MHz
directly from the deviation of 8 MHz and the video bandwidth
of 5.5 MHz. The fact that this combinaton also gives the desired
improvement in S/N is partly because the eye is much more
sensitive to noise at the lower frequencies than at the higher
frequencies in the television picture. This is accounted for in the
S/N calculations by means of a weighting factor; this is to the
advantage of FM, which of course gives less noise at the lower
video frequencies than at the higher ones (`triangular noise',
p. 322). To simplify a little, the eye is only sensitive to noise at
frequencies up to 1 MHz in the video signal. With fm. = 1 MHz
and Of = 8 MHz we find a = 8, and for the improvement in
S/N compared with AM we thus find a factor of 3 x 82 a 190
(see p. 323), which broadly agrees with the factor of 160 between
the figures mentioned above of 80 kW for AM and 500 W for FM.

Fixed links

The conventional 'fixed radio links' - the connec-
tion formed by radio signals at frequencies up to about
30 MHz between two fixed stations - used to be the
principal means employed in telecommunication (tele-
phony, telegraphy, telex) over long distances. The con-
tact, which depends on the signal being reflected from
the ionosphere, is not in general very reliable because
of the varying and to some extent unpredictable degree
of ionization in the various layers of the ionosphere.
Many such links have therefore been replaced by cables
or satellite links. Where they are still used, the optimum
modulation systems have generally been introduced,
i.e. SSB and ISB (see p. 313 and 316). Formerly con-
ventional AM was usual.

Microwave links

Radio signals at frequencies in bands 9 and 10 (wave-
lengths from 1 cm to 1 m) can readily be beamed with
the aid of parabolic reflectors, and the microwave
beams thus obtained nowadays play an important part
as links in transmission paths for FM radio, television
and telephony. Because of beam bending and diffrac-
tion, the range of the quasi -optical beam is in principle
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somewhat farther than the horizon. With masts about
50 m high, ranges of about 50 km can be covered.
Repeater stations are used to cover greater distances.
The scattering of microwaves by the troposphere also
makes direct contact possible between two stations
several hundreds of kilometres apart; this method is
often employed for military communication.

Frequency modulation is the obvious method to use
here, since power is more of a problem than band-
width. At the transmitter the power of the microwave
beam is no more than 20 W, and is often much less.
For two microwave links more than a few hundred km
apart the same frequency can be used. Furthermore,
FM provides the signal that is least vulnerable to the
nonlinearity of the amplifiers and the considerable
amplitude fluctuations that often occur (fading due to
fluctuating propagation conditions).

Fig. 85 shows a conventional modulation system and
a possible distribution of the successive signals over the
spectrum. The frequencies and bandwidths quoted are
practical examples. The information signal frequency -
modulates a carrier at 70 MHz in a bandwidth of
30 MHz. The 30 -MHz band is then transposed to
3884 MHz by SSB modulation of a (suppressed) car-
rier at 3954 MHz; this is known as 'up -conversion'.
This stepwise modulation is necessary because direct
frequency modulation of carriers in the GHz band

pi(t) FM Si(t)

Q

0 7

0N
0

(NJ

70MHz 3954MHz

(t)

S3 (t)

TWT
3869 -3899 MHz

s, s;

L70 / (2884
30 30

3954 MHz

f

Fig. 85. Transmission of television signals and multiplexed tele-
phone signals over a microwave link. a) Modulation, b) spectra
of the various signals. The information signal pi(t) frequency -
modulates a 70 -MHz carrier with a bandwidth of 30 MHz (FM).
The resulting signal Si(t) is transposed to a microwave frequency
by lower-sideband modulation (`up -conversion'). TWT travel-
ling -wave tube. Fl filter that passes only the lower sideband.
Si" the signal after F1. The microwave beam B contains micro-
wave signals Si S2', S3', , which are obtained with different
SHF carrier frequencies and are spaced some distance apart from
each other in the spectrum.

- obtained by multiplication from crystal oscillations
- is not a practical proposition. Signals obtained in
this way are frequency -division multiplexed on a single
microwave beam, with the GHz carrier frequencies
spaced by about 30 MHz or a multiple of this value.
The `4-GHz band' (3800-4200 MHz) was the first to be
reserved for fixed microwave radio links. There is
ample room in this band for 2 x 12 channels of 30 MHz,
some of which are used as service channels. The factor
of 2 is due to the use of horizontally as well as vertically
polarized beams. When the beams are used for tele-
phony, the signal for each direction is sent via a dif-
ferent channel. At a given repeater station the fre-
quencies of the incoming beams must differ from those
of the outgoing beams. It is also necessary to have
careful allocation of the frequency channels among the
various beams in each region of a few hundred kilo-
meters in diameter to avoid mutual interference. In
many countries the 4-GHz band is becoming crowded.
For microwave radio links higher -frequency bands
have already been allocated and some are now in use.

Nowadays a substantial proportion of trunk calls
and international calls are made via microwave radio
links. The telephone signals are multiplexed by fre-
quency division on channels of bandwidth say 30 MHz.
In television, microwave beams are used for transmit-
ting the signals from studio to transmission mast, and
also, for example, in Turovision' transmissions, for
distributing international programmes over Western
Europe. For 625 -line television a frequency deviation
of + 8 MHz is often used; this leaves room for a tele-
vision signal with a baseband width of nearly 8 MHz
in the 30 -MHz band. Prior to the main modulation the
sound is made to frequency -modulate a subcarrier at a
frequency of typically 7.5 MHz, added to the video
signal. For international links systems are used with
four sound channels on subcarriers of 7.020, 7.500,
8.065 and 8.590 MHz to transmit speech in four lan-
guages simultaneously.

During a microwave transit the signal accumulates the
`triangular noise' peculiar to frequency modulation. To distribute
this noise more uniformly over the speech channels in telephony,
pre -emphasis is applied to the frequency -division -multiplexed
group before modulation, with an attenuation of 4 dB at the
lowest frequency up to an amplification of 5 dB at the highest.

Pre -emphasis is also applied to television signals (from -11 dB
at the lowest frequency to +3 dB at the highest), but not so much
for noise reduction as to limit certain colour defects in the picture.
This may be briefly illustrated with the aid of fig. 86a. This shows
the video signal as a function of time during part of a line period
when it passes through three colour areas. It consists of a
luminance signal (dashed) with the colour subcarrier superimposed
on it; the phase and amplitude of the subcarrier determine the
colour. Colour errors easily occur in this situation because, owing
to nonlinearities in the microwave -link equipment, the phase and
amplitude of the colour signal are affected by the level of the
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Fig. 86. a) Video signal during part of a line period while passing
through three different colour areas. The dashed line indicates
the luminance signal, with the chrominance signal superimposed
on it. As a result of nonlinearities in the equipment, the level of
the luminance signal influences the phase and amplitude of the
chrominance signal. Pre -emphasis gives a relative reduction of
the differences in levels and thus reduces the errors. Sharp transi-
tions in the luminance (b), however, may lead to overshoot of the
instantaneous frequency of the frequency -modulated signal if the
pre -emphasis is too great (c).

luminance signal (`differential phase and amplification errors') [8].
These errors can be reduced by a relative reduction of the 'level
differences' before frequency modulation. This is just what pre -
emphasis does, since the level variations represent the lowest
frequencies in the signal. Strong pre -emphasis is not permissible
here, however, because if the high frequencies are over -emphasized
overshoot will occur at an abrupt change in the luminance signal
(sharp transition between light and dark); see fig. 86b,c. The
instantaneous frequency of the VHF or UHF signal may then
go outside the passband, giving rise to annoying distortion and
noise.

Communication satellites

To enable them to function as 'repeater stations' in
a fixed microwave link, communication satellites are
put into the geostationary orbit, i.e. an orbit directly
above the equator at a height of about 35 900 km
(about 2.8 Earth diameters). At this distance the orbital
period is equal to the Earth's period of rotation. Given
the right orbital direction, the satellite will thus be
stationary with respect to the Earth's surface. To help
compensate for the attenuation (beam spread) due to
the great distance, parabolic antennas with diameters
from 10 to 25 m are used at the Earth stations. Great
distances can be bridged with one satellite because
more than a third of the Earth's surface is 'visible'
from the satellite. The Earth transmitter sends a
directed beam to the satellite, which then retransmits
the received signal back to the Earth at another carrier
frequency. Here again, the transmitted signals are
mainly television signals and FDM groups of (900 or
1800) telephone channels.

A modern communication satellite has various
repeaters (`transponders') with antennas that can be
oriented (`pointed') separately. The Intelsat IV type of
satellite - the first version was launched in 1971 and is
in orbit above the Atlantic - has twelve transponders,
each with a bandwidth of 36 MHz, two antennas that
cover the whole visible part of the Earth, called 'global
antennas', and two more closely beamed antennas,

called 'spot' antennas. The spot antennas are used for
the busiest routes. The global antenna serves for the
less busy routes. Two Earth stations in the area of
coverage, communicating through a global antenna,
keep a complete transponder busy during the period of
communication.

An exception is the transponder reserved for
`SPADE' (Single Channel Per Carrier Multiple Access
Demand Assignment Equipment); this operates in an
Intelsat IV above the Atlantic. The name indicates
that each of the 800 channels of bandwidth 45 kHz
into which its band of 36 MHz is divided may be
temporarily used on demand by any Earth station
for a connection that is not so frequently required.
SPADE is also an exception in the modulation method
used. The signals are coded in PCM of 64 kbit/s and
then transmitted by four -phase PSK in a bandwidth of
38 kHz so that each channel retains 7 kHz as a safety
margin (`guard bands'). A separate information chan-
nel is used for requesting and assigning SPADE
channels.

The fact that the velocity of light is not infinitely
high is beginning to cause some difficulties in telephone
conversations by satellite. In a station -to -station route
over one satellite the transit time of the signals is as
long as a quarter of a second. For this reason it has
been agreed that a telephone channel shall never include
more than one satellite.

Optical communication

Telecommunication by modulating a beam of light
is in itself very old; an example is the naval signalling
lamp. Modern techniques allow the use of higher mod-
ulation frequencies. It is now more than ten years since
a television signal was first transmitted on a light beam
over a distance of a few kilometres. The light source
used - an LED or a laser - was intensity -modulated
and the signal was detected by a photomultiplier or a
solid-state photodetector. This method had some
inherent drawbacks and was not therefore taken up.
Today, however, a promising development is taking
place in which communication is established by the
modulation of light conducted through glass fibres [211.
The potential advantages of this system, compared with
the coaxial cable, include a very large bandwidth, small
dimensions, low losses and insensitivity to electrical
interference.

It is possible to transmit an analog signal along glass
fibres, but since nonlinearities in the transducers are
difficult to avoid the obvious method is to use binary
coded signals and to modulate the light source by the
resultant bit runs (on = '1', off = '0'). The bandwidth,

[21] See the issue of Philips Technical Review on this subject:
Vol. 36, No. 7, 1976 (pp. 177-216).
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and hence the bit rate, are limited by transit -time dis-
persion of the light in the fibre. This is mainly attribut-
able to the fact that the light travels along different
paths through the fibre. In some types of fibre (the
`single -mode fibre' and the 'graded -index fibre') this
effect is absent or greatly reduced, and bit frequencies
of gigabits per second are possible.

Mobile systems

We have already seen that SSB modulation is greatly
to be preferred to conventional AM for voice com-
munication by radio between mobile units, such as
ships, aircraft and automobiles, or between such a
unit and a fixed station. With. SSB modulation the
required bandwidth is twice as small and the required
transmitting power some 13 dB lower. For frequencies
below 30 MHz conventional AM has therefore been
almost completely superseded by SSB modulation.

Above 30 MHz frequency modulation is now widely
used for mobile communication systems. Amplitude

variations are of course unavoidable and very large in
mobile installations, but with FM the information is
well protected from the effects of such variations.
Another advantage is that different FM transmitters
at relatively short distances apart can use the same
channel, since there is only a small range of field -
strength ratios in which they can interfere with one
another at the individual receivers (p. 324). This is an
important consideration, for example, in mobile tele-
phone systems. A commonly used bandwidth per chan-
nel is 25 kHz. For speech (baseband width 3.4 kHz)
the frequency deviation may then be as much as 8 kHz,
so that in addition there is an improvement in signal-
to-noise ratio compared with AM (modulation index
at least 2).

However, the advantages of SSB are also leading to
the growing use of SSB modulation for frequencies
above 30 MHz. The necessary stability in the local
oscillators in the transmitter and in the receiver can be
obtained even for mobile equipment and at higher
frequencies by the use of recent techniques.
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Ground station of the Netherlands Post Office at Burum providing a link
with communication satellites. In the traffic via the 'Intelsat' satellite,
orbiting at 35 900 kilometres above the Atlantic, certain frequency channels
are allocated to the Netherlands at certain times for telephone communica-
tions with North America. The up -link uses frequencies of about 6 GHz,
the down -link frequencies of about 4 GHz. Frequency modulation is em-
ployed, and the telephone signals are grouped in the conventional manner
by frequency -division multiplexing (FDM).
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